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Preface

Developments over the past few years have revealed the remarkable versa-
tility of RNA in any compartment of the cell, tasks that had been thought
to be exclusively in the realm of proteins and even beyond (see the intro-
ductory chapter by A. Rich). For example, important aspects of organismal
development are controlled by very short, so-called micro (mi)RNAs (Am-
bros 2004). It became apparent that not only proteins or small molecules
could be potential targets or effectors of diagnostic and therapeutic interven-
tion but also various classes of RNA molecules. The chapters in this book
provide insight into various promising avenues where RNA and nucleic acid
derivatives—including antisense RNAs, miRNAs, and amplification/selection
(SELEX)-generated aptamers, as well as ribozymes—are at the threshold of
impacting medicine.

Although a minority of molecular biologists sensed the fundamental sig-
nificance of RNA in the evolution of life (Woese 1967) and a few pioneers
focused on RNAs other than messenger (m)RNAs, transfer (t)RNAs, or ribo-
somal (r)RNAs (Hodnett and Busch 1968; Nakamura et al. 1968; Prestayko
and Busch 1968; Zieve and Penman 1976; see the introductory chapter by
A. Rich), only the finding that RNAs can have catalytic activity raised a cer-
tain level of general interest in them (Guerrier-Takada et al. 1983; Kruger
et al. 1982). Nevertheless, at the dawn of genomic sequencing a decade ago
(Fleischmann et al. 1995; Fraser et al. 1995), the scientific community had to
be alerted not to ignore the treasures of non-messenger RNAs that are hid-
den in every genome (Brosius 1996). This was followed by efforts both in
computational and experimental RNomics (Barciszewski and Erdmann 2003;
Filipowicz 2000; Eddy 2002). A while back, two unusual RNAs of approxi-
mately 22 nucleotides in length were considered mere oddities despite the
fact that their functions in Caenorhabditis elegans development were striking
(Lee et al. 1993; Reinhart et al. 2000). Meanwhile, cloning and biocomputa-
tional predictions have revealed close to 200 experimentally proven miRNAs—
and the number approaches 1,000 if biomathematically predicted candidates
are added (Lagos-Quintana 2001; Berezikov et al. 2005). Almost weekly we
learn about their stunning functions in regulation of many cellular programs
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(Ambros 2004). Studies on processing and interactions with proteins as well
as the action of another class of small antisense RNAs (siRNAs) that were
processed from larger double-stranded RNAs revealed important modes of
action that revived earlier efforts to use antisense RNA in medical applica-
tions. Today, the excitement about functional RNAs has heated up the field of
RNA biology to such a degree that a function is suspected for any transcript,
any chunk of RNA, and a certain level of moderation is being called for (Bro-
sius 2005). In any event, the macromolecular class of untranslated (ut)RNAs
(Brosius and Tiedge 2004) cannot be ignored any longer, neither in under-
standing basic biological principles, nor as effectors or targets in molecular
medicine.

While in many lineages of multicellular organisms the RNA/RNP world is
still a major part of cellular componentry, bacteria are apparently more ad-
vanced in that their reliance on regulatory RNA is no longer as pronounced.
Nevertheless, bacteria do express a fair number of untranslated regulatory
RNAs that appear to play major regulatory roles in adaptation to changing
environments as well as mediators of virulence in bacterial pathogens (dealt
with in the T. Geissmann et al. chapter). These findings add this class of utRNAs
to the list of potential targets for future antibiotic strategies. As an example,
targeting functional RNAs with aminoglycosides is discussed in the chapter
by L.A. Kirsebom et al. In addition to targeting cells, viruses are “attractive”
targets, e.g., for RNA interference (RNAi) applications (see the chapters by
K.V. Morris and J.J. Rossi; J. Haasnoot and B. Berkhout; N. Miyano-Kurosaki
and H. Takaku; S. Schubert and J. Kurreck). Unicellular eukaryotic parasites
may also be targeted, for example by RNA aptamers (see H.U. Göringer and
colleagues’ contribution). Multicellular organisms including humans exhibit
a rich world of functional, in particular, regulatory RNAs in their cells (con-
tribution by M. Szymański and J. Barciszewski). This has initiated serious
efforts to study RNA function and, in particular, multidisciplinary efforts to
understand the mechanisms of RNAi, antisense RNA including siRNA, and
miRNA. These RNAs, in turn, can be used to study the function of almost
any protein in the cell by targeting their transcripts and translation (chap-
ters by M. Janitz et al. and S. Matsumoto et al.). Even small molecules can
be targeted by RNA aptamers and thus may complement or even surpass an-
tibody technologies (M. Menger et al.). Knowledge of mechanisms of RNA
action and their use in regulating protein expression invites exploration of
RNAs as targets and effectors for therapeutic exploitation. The chapters by
A. Kalota et al. and M. Sioud discuss progress in the development of nucleic
acid therapeutics and stumbling blocks to be overcome. This volume also
examines various related aspects, from identification of potential therapeu-
tic target sites in RNA (M. Lützelberger and J. Kjems) to delivery or toxi-
city (G.C. Fanning and G. Symonds) and engineering of RNA-based circuits
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(R. Narayanaswamy and A.D. Ellington). Several chapters deal with stabil-
ity and bioavailability issues of RNA (H. Ulrich; P.E. Nielsen; S. Kauppinen
et al.; S. Kainz et al.). There is also well-founded hope to use RNA for ana-
lytic and diagnostic purposes (M. Sprinzl et al.) including as biosensors (A.K.
Deisingh).

Berlin, V.A. Erdmann
Münster, J. Brosius
Poznan, J. Barciszewski
June 2005
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Abstract In the early years of molecular biology—over 50 years ago—we were faced with
many unknowns. A significant one at the time was the relationship between DNA and RNA,
both in terms of structure and function. Function is often a reflection of structure. Here
I outline some of the early research in this area, especially for RNA structure, which was
completely unknown when we started.

Keywords RNA · DNA · Double helix · X-ray structure

1
Introduction

We learned about the double helix over 50 years ago with publication of the
Watson–Crick formulation(WatsonandCrick1953)andthefiberX-raydiffrac-
tion patterns of groups led by Maurice Wilkins (Wilkins and Randall 1953)
and Rosalind Franklin (Franklin and Gosling 1953). Analysis of the diffraction
pattern, especially the fibers of the hydrated B form, could be immediately in-
terpreted as consistent with a double helix. The weakness of the first-layer line
relative to the second and the virtual absence of the fourth-layer line clearly
suggested two chains wrapping around each other with the phosphate groups
on the outside. More complex and not answered at the time was the question
of why there were two forms. What was the nature of the less-hydrated fibers
that produced the better oriented and crystalline A form that could convert
to the B form? In those days a half-century ago, fiber diffraction was the only
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way such large, elongated molecules could be studied. Generally, the patterns
had rotational disorder around the fiber axis, which could be at the molecular
level in the case of the B form and often involved crystalline segments in the
A form. The diffraction patterns were limited in resolution, but it could be said
that they were consistent with the formulation. Over the next several years,
work by Maurice Wilkins and his colleagues gradually refined the nature of the
double-helical model that could give rise to the increasingly detailed diffrac-
tion patterns. However, the diffraction pattern could not “prove” the structure
of the molecule, as there were too little data.

The ribose sugar ring contains five atoms, but they cannot all lie in one
plane, and at least one atom must be out-of-plane (Fig. 1). With the continued
analysis of the fiber patterns, it became clear that the B form contained a ribose
ring pucker in which the C2′ atom was out-of-plane on the same side as the
base (C2′ endo). Because of that pucker, the phosphate groups were nearly 7 Å
apart, yielding an extended polynucleotide chain. Study of the more complex
A form led to the conclusion that the C3′ atom was out-of-plane (C3′ endo).
In that conformation, the phosphate groups were about 5.8–6 Å apart. Thus,
the sugar phosphate backbone was shortened, leading to a double helix in
which the base pairs were slightly displaced from the center of the helix to
produce a flatter helix and a somewhat thicker molecule. A relative scarcity of
water molecules stabilized that conformation. It became clear that the normal
conformation in the hydrated in vivo environment involved the C2′ endo sugar
pucker of B form DNA.

Fig. 1 The major sugar puckers are shown for the nucleic acids. The C2′ endo pucker (left)
is found in B-DNA, while the C3′ endo pucker (right) is found in A-DNA or in RNA. In the
ribose of RNA, an oxygen atom is found on C2′, pointing down in the C3′ endo pucker. The
distance between successive phosphate groups is close to 7.0 Å in C2′ endo and shortens to
5.8–6 Å in the C3′ endo pucker. Thus, there is an elastic element in the backbone. Nucleic
acids can convert from one pucker to the other, but it takes greater energy for conversion
of ribonucleotides, due to the fact that the oxygen atom on C2′ is in too close van der Waals
contact with the oxygen on C3′ when it is in the C2′ endo conformation
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2
Can RNA Form a Double Helix?

Watson and Crick (Watson and Crick 1953) pointed out that it was unlikely
that RNA could form their proposed structure because the added O2′ would
make too close a contact. Starting in 1954, attempts were made to study RNA
fibers to see if they would also form a double helix. The results were am-
biguous. Slightly oriented patterns could be obtained, but they all looked the
same, independent of the base composition of the material (Rich and Watson
1954). A breakthrough came in 1956 when, together with David Davies, we dis-
covered that mixing polyuridylic acid (polyU) and polyadenylic acid (polyA)
would form a double helix, as indicated by a well-oriented fiber diffraction pat-
tern (Rich and Davies 1956). Unlike the DNA diffraction patterns, there was
no change in the pattern with changing hydration, and the first-layer line was
stronger than the second-layer line. In addition, the diameter of the molecule
was greater than that of B-DNA. Thus, it was a different molecule. Eventually,
it was discovered that the double-stranded (ds)RNA molecule adopted a con-
formation similar to the A form of DNA, exclusively using a C3′ endo sugar
pucker (Fig. 1). The reason for this adherence to the C3′ endo sugar pucker
in RNA becomes apparent on looking at the position of the additional oxygen
that would be present at the C2′ position of ribose (See Fig. 1). In the C3′ endo
conformation of dsRNA, there is adequate separation between the oxygen on
C2′ and the oxygen on C3′ in contrast to a van der Waals crowding that occurs
if the dsRNA sugar pucker were C2′ endo. Because of the unfavorable energetic
situation of ribose in the C2′ endo conformation, RNA molecules are usually
found in the C3′ endo conformation. There is an energy barrier between the
two puckers for ribose; in contrast, the deoxyribose ring has very little barrier.

Finding that polyA reacted with polyU to form a double helix was surprising
at the time, and it represented a paradigm shift. This was the discovery of the
first hybridization reaction in which long polynucleotide chains formed a dou-
ble helix based on the specificity of hydrogen bonds. Within a year, together
with Gary Felsenfeld, we discovered that a second strand of polyU could be
taken into the helix to make a triple helix of polyA plus two polyU (Felsenfeld
et al. 1957). Since there was no increase in the diameter of the helix, we sug-
gested that the additional uracil residue was bound by two hydrogen bonds
to the amino group and N7 of adenine. This interpretation was considerably
strengthened 2 years later by Hoogsteen’s single-crystal analysis of 1-methyl
thymine complexed to 9-methyl adenine (Hoogsteen 1959).

3
Can DNA and RNA Form a Hybrid Helix?

The availability of short polynucleotides in the deoxy series chemically syn-
thesized by Khorana and colleagues (Tener et al. 1958) made it possible to ask
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whether a hybrid helix could be made with one RNA strand and one DNA
strand. It was known at that time that the conformation of B-DNA was quite
different from that seen in the RNA–RNA duplexes; thus, it was not obvious
that they could combine. In order to combine, one strand would have to change
conformation. In 1960, I could show that a two-stranded molecule would form
with an RNA chain (polyA) and a DNA chain (polydeoxy thymidylic acid or
poly dT) (Rich 1960). This reaction was important in two respects. It was the
first DNA–RNA hybridization [which is still used today in isolating messen-
ger (m)RNA through its polyA tails], and it also represented a model for how
RNA polymerase might make an RNA strand by forming a hybrid duplex with
a single DNA strand as a template. One year later a purified preparation of
DNA-dependent RNA polymerase revealed that this was precisely how the en-
zyme worked (Furth et al. 1961). It was only later that it was possible to show
in single-crystal X-ray analysis that the hybrid helix DNA strand conformed to
the RNA pucker so that both strands had the C3′ endo sugar pucker (Wang et al.
1982; Egli et al. 1992; Fig. 1). The important consideration was that it was en-
ergetically costly to change the conformation of the RNA strand but relatively
easy to change the conformation of the DNA strand. This largely explained why
the melting temperature of an RNA duplex is higher than a DNA duplex with
the same sequence, and the melting temperature of the RNA—DNA hybrid is
intermediate.

4
Double-Stranded RNA at Atomic Resolution

Anumberof single-crystal diffraction studies ofpurine-pyrimidine co-crystals
were carried out in the 1960s. A disturbing trend was found in that all co-
crystals of adenine derivatives with uracil or thymine derivatives had Hoog-
steen pairing, but none had Watson–Crick base pairs (Voet and Rich 1970).
This led to a Hoogsteen model of the DNA double helix (Arnott et al. 1965)
that did not fit the diffraction data as well as the Watson–Crick model, but one
could rely on the fiber diffraction data only to a limited extent. The question
remained, what was the structure of a double helix?

The first single-crystal structures of a double helix were solved in my lab-
oratory in 1973. This was before it was possible to obtain oligonucleotides
in quantities suitable for crystallographic experiments. However, we suc-
ceeded in crystallizing and solving two dinucleoside phosphates, the RNA
oligomers GpC (Day et al. 1973) and ApU (Rosenberg et al. 1973). Further-
more, the resolution of the diffraction pattern was 0.8 Å. At atomic res-
olution, we could visualize not only the sugar phosphate backbone in the
form of a double helix but also the position of ions and water molecules.
By extending the structure using the symmetry of the two base pairs, it
was possible to generate RNA double helices that were quite similar to the
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structures that had been deduced from studies of double-helical fibers of
RNA.

The GpC structure had the anticipated base pairs connected by three hy-
drogen bonds. However, the ApU structure showed for the first time that
Watson–Crick base pairs were formed when the molecule was constrained in
a double helix, as opposed to the Hoogsteen base pairs that were favored in
single-crystal complexes of bases. The significance of the double helix at atomic
resolution was recognized by the editors of Nature, who in their “News and
Views” commentary called this the “missing link” of nucleic acid structure
and recognized “the many pearls offered” to help resolve one of the major
uncertainties in nucleic acid conformation (Anonymous 1973). These struc-
tures capped the effort started some 20 years earlier asking whether RNA could
form a double helix. It had been pursued in earnest with the recognition that
polyA and polyU would form a double helix. High-resolution crystallographic
analyses of larger fragments of the double helix (DNA or RNA) did not emerge
for another 6–7 years after the dinucleotide phosphate structures, with the
availability of chemically synthesized oligonucleotides.

The complex manner in which the RNA double helix can fold into novel
conformations was first visualized in the structure of transfer (t)RNA. The
rate-limiting step was obtaining a crystal of sufficient resolution. In 1971, we
found that the addition of spermine to yeast tRNAphe led to a crystal that
diffracted to 2.3 Å resolution (Kim et al. 1971). By 1973 at 4 Å resolution,
the folding of the polynucleotide chain could be traced through visualization
of the electron-dense phosphate groups. This revealed an unusual L-shaped
structure inwhichdoublehelical segmentswereorganized to formanL-shaped
structure with the anticodon at one end and the amino acid acceptor at the
other (Kim et al. 1973). The detailed nature of the complexity was visualized
a year later at 3 Å resolution in which a number of interactions were found
beyond the Watson–Crick base pairs in the double helical segments (Kim et al.
1974;Robertus et al. 1974).Although thenucleotideswerepredominantly in the
C3′ endo ribose conformation, there were places where the chain had to span
a longer distance (Rich et al. 1980). In one segment, the chain was lengthened
with two adjacent nucleotides adopting the C2′ endo conformation. This was
a good illustration of the manner in which an otherwise inflexible RNA strand
would adopt the less favorable conformation locally to yield an overall stable
structure.

5
Different Roles in Evolution

In the early 1960s, I was pondering problems of evolution and the origin of life.
The most popular ideas about the origin of life in the 1940s was that espoused
by the Russian scientist Oparin, who expressed the belief that life began in



6 A. Rich

coacervates of polypeptide chains that formed specialized environments, lead-
ing to the production of enzymatic activity and eventually to living systems.
I felt this was likely to be incorrect since it did not explain the fundamental
role of the nucleic acids in providing the information needed for specifying
biological systems.

In 1962, I put down a number of thoughts about the origin of living sys-
tems in an article entitled “On the Problems of Evolution and Biochemical
Information Transfer” (Rich 1962), which presented a brief overview of the
way information was transmitted from DNA to RNA and eventually to direct-
ing the synthesis of proteins through the interaction of tRNA molecules with
mRNA in ribosomes. I stressed the fact that life could not have originated with
protein molecules, since it could not explain how nucleic acids came to control
protein synthesis. It was more likely that polynucleotides were the origin of liv-
ing systems. A primitive environment was postulated in which polynucleotide
chains were able to act as a template or as a somewhat inefficient catalyst for
promoting the polymerization of the complementary nucleotide residues to
build up an initial two-stranded molecule. Such an inefficient system could
be followed by denaturation of the nucleic acid duplex, and continuation of
the process would ultimately lead to an increasingly larger number of nucleic
acid polymers. Various ways were outlined in which the polymerization of
nucleic acids might be coupled with an inefficient polymerization of amino
acids. Of key importance in this view was the development of primitive acti-
vating enzymes that would begin to relate a specific nucleic acid sequence to
the assembly of specific amino acids. Thus, “life” was viewed as starting with
a coupling of nucleic acid polymerization and amino acid polymerization, al-
though it was stressed that the prototype of this reaction might have been in
a form quite different from that which we observe today.

In another section I asked, Why are there two nucleic acids in contempo-
rary biological systems? It seemed reasonable to believe that both RNA and
DNA stemmed from a common precursor. It was apparent in contemporary
biological systems that DNA seems to act solely as a major carrier of genetic
information, while the RNA molecule is used to convert the genetic informa-
tion into actual protein molecules. However, I noted that RNA molecules are
also able to carry genetic information, as in RNA-containing viruses. Thus,
it seemed reasonable to speculate that the first polynucleotide molecule was
initially an RNA polymer that was able to convey genetic information as well
as organize amino acids into specific sequences to make proteins.

This article, published in 1962, was probably the first statement to suggest
that RNA was the fundamental nucleic acid involved in the origin of living sys-
tems. In this same essay, I discussed the method by which the newly discovered
mRNA was made. I suggested the possibility that mRNA might be made in vivo
as complementary copies of one or both strands of DNA. If both strands are
active, then the DNA would produce two RNA strands, and only one of these
might be active as messenger RNA in protein synthesis. The other strand, I
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speculated, might be a component of a control or regulatory system. This was
probably the first statement of an anti-sense function for RNA molecules. It
also suggested the possibility that RNA could have other regulatory functions.

These thoughts were published over 40 years ago. Today, we have a wealth of
information that strengthens the role of RNA in the early evolution of life. The
discovery of ribozymes and the more recent discovery of micro-RNAs with
a variety of functions in controlling the development of biological systems
suggests that these might be trace evidence of what has been called the “RNA
world,” meaning an era in early evolution in which RNA played a dominant role
in both replication and in carrying out a number of chemical modifications
leading to the organization of present-day biological systems.

It is likely that we will not be able to define a precise event that led to the
origin of life. Rather, it is likely that there was a growing level of molecular
complexity that eventually yielded a system we would call “living,” but for
which it would be very hard to define a unique point at which we can say
that life began. RNA, rather than DNA probably played a major role at that
time. Perhaps the increased rigidity of RNA structures due to the strongly
preferred sugar pucker played an important role in the catalytic functions
that had to develop. Of course, a key element is the extent to which all of these
processes in early evolutionary history were error prone. These errors provided
the substrate for Darwinian selection since, among the errors in the system,
some would create efficiencies that form the basis for selection that eventually
provided the direction for molecular evolution.
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Abstract Bacteria exploit functional diversity of RNAs in a wide range of regulatory mech-
anisms to control gene expression. In last few years, small RNA molecules have been
discovered at a staggering rate in bacteria, mainly in Escherichia coli. While functions of
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many of these RNA molecules are still not known, several of them behave as key effectors of
adaptive responses, such as environmental cue recognition, stress response, and virulence
control. Most fascinating, perhaps, is the discovery that mRNAs behave as direct sensors
of small molecules or of environmental cues. The astonishing diversity of RNA-dependent
regulatory mechanisms is linked to the dynamic properties and versatility of the RNA
structure. In this review, we relate several recent studies in different bacterial pathogens
that illustrate the diverse roles of RNA to control virulence gene expression.

Keywords Prokaryotes · Virulence · Regulation · Regulatory RNAs · Riboswitch

1
Introduction

Bacteria inhabit a variety of ecological niches and meet continuous environ-
mental challenges. As highly adaptable organisms, they have evolved a plethora
of sensory systems in order to express the appropriate genes in response to
a given environment and to preserve energy. This is in particular the case with
many bacterial pathogens, which turn on virulence genes in response to the
host signals and to evade the host defense system. These accessory factors are
usually subject to tight and coordinated regulation. A diverse array of extra-
cellular signals that modulate virulence gene expression has been identified
in vitro. Many of these signals are ubiquitous and involve physical or chemi-
cal cues. In other cases, bacteria have evolved to recognize specific metabolic
products generated by their respective hosts. Furthermore, diffusible signals
can also be produced by the bacteria through the ability to measure cell density.

Recent advances in molecular microbiology have also enabled comprehen-
sive genetic screening for gene products required for full virulence (Mecsas
2002). As an example, Staphylococcus aureus virulence is determined by cell
wall-associatedproteins andsecreted toxins (Novick2003).More recent studies
have identified a broad range of additional genes that are essential to maintain
bacterial survival within the host (Benton et al. 2004). These factors include
signal transduction systems, as well as enzymes involved in the biosynthesis
of metabolites, and trans-membrane transporters. Thus, virulence expression
is directly coupled to an adaptation of the bacteria to their different niches and
environmental stimuli. In many cases, this is directed by signaling using reg-
ulatory mechanisms similar to those of the control genes that are not specific
to pathogenesis. One of the most encountered families of virulence regulatory
proteins is the two-component system of signal transducers. These complexes
respond to the signals through usually regulated phosphotransfer reactions.
Although there are many variations on bacterial two-component regulatory
systems, they constantly sense an external environment and transmit this in-
formation to a bacterial interior.

Recently, it has been shown that RNAs are key players in stress-response and
pathogenesis processes, which brings an additional level of complexity to the
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cell physiology. In these last few years, more than 50 small non-coding RNAs
have been experimentally discovered in Escherichia coli, representing 1%–2%
of the number of protein-coding genes (Wagner and Vogel 2003; Gottesman
2004; Storz et al. 2004). Even though the assigned functions of many of these
RNAs remain to be identify, some of them are involved in regulatory networks,
which are required for appropriate response to environmental and stress con-
dition changes (Wagner and Vogel 2003). The most prevalent class involves
small RNAs (or sRNAs), which target specific mRNA through base pairings.
Regulatory activity of these sRNAs requires the RNA chaperone protein Hfq
(Brescia and Sledjeski 2003). Recent observations point to the role of RNAs in
the establishment of virulence in several bacterial pathogens, such as Erwinia
carotovora, Vibrio cholerae, Clostridium perfringens, Listeria monocytogenes,
S. aureus, and Streptococcus pyogenes (Johansson and Cossart 2003). Most of
these regulatory RNAs are trans-acting RNAs. Others are messenger (mRNAs)
that carry cis-acting regulatory elements (“riboswitches”), which respond to
environmental cues or to metabolite concentration. These RNAs activate or in-
hibit virulence gene expression at the transcriptional or post-transcriptional
levels using a diversity of mechanisms (i.e., antisense RNA, sequestration of
regulatory proteins, riboswitches, Fig. 1). Precise knowledge of these regula-
tory mechanisms and how they control virulence factor expression would open
up new perspectives for antimicrobial chemotherapy.

This review focuses on new features that emerged recently on the patho-
genesis-related RNAs. A particular emphasis is given to the links existing
between the structure and the functional activity of these regulatory RNAs,
and the regulatory networks in which they are involved. A number of recent
reviews have also covered various aspects of the regulatory RNAs, mainly in
non-pathogenic bacteria (Wagner and Vogel 2003; Gottesman 2004; Storz et al.
2004).

2
cis-mRNA Elements as Mediators of Virulence

The increase of temperature is one of the problems pathogens have to face when
infecting warm-blooded hosts. Temperature sensing is often acquired by pro-
teins or DNA (Hurme and Rhen 1998). However, there are now accumulating
data suggesting that an mRNAsecondary structure can also act as a thermosen-
sor (Table 1; Narberhaus 2002). The first evidence for temperature-mediated
gene regulation via alternative mRNA structures was first provided by Altuvia
et al. (1989) in the lytic pathway of phage λ. Since then, the cellular level of
several chaperones and heat-shock or cold-shock proteins, which is tightly
controlled at both transcriptional and post-transcriptional levels, was shown
to be also regulated by self-induced conformational changes in their mRNAs
(Table 1; Narberhaus 2002). A good example of translational thermoregulation
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Fig. 1a–i Different RNA-mediated mechanisms used in virulence gene regulation. Trans-
acting regulatory RNAs are shown by red lines and mRNAs by blue lines, with their polarity
indicated. Hypothetical secondary structures are schematized by stem-loops. Complemen-
tary sequences forming alternative pairing in mRNAs are shown in magenta. The ribosome-
binding site (RBS) is in green, the ribosome in pale gray, and regulatory proteins in pale
green. The regulation mechanisms can be ranged into three classes, depending of the na-
ture of the regulatory RNAs. (1) cis-Acting elements in mRNAs building riboswitches.
The riboswitch can adopt alternative structures, depending on changes in temperature or
metabolite concentration. These conformational switches can modulate the accessibility of
the RBS (a, b) or formation of a transcriptional terminator or antiterminator (c, d), thus reg-
ulating translational initiation or transcription termination, respectively. (2) trans-Acting
RNAs directly targeting mRNAs. These RNAs have variable lengths and display more or less
extended regions of complementarity with their mRNA targets. Annealing with the comple-
mentary mRNA sequence can unmask the RBS, thus activating translational initiation (e).
Annealing can also occlude the RBS, thus inhibiting translation (f), resulting in the degra-
dation of the untranslated mRNA. The interaction with the antisense RNA can also unmask
or induce a site for RNase III, generally leading to the degradation of both mRNA and regu-
latory RNA (g). The interaction between antisense RNAs and their mRNA targets are most
often facilitated by helper proteins, such as Hfq. (3) trans-Acting RNAs targeting regulatory
proteins. These RNAs trap a regulatory protein, the binding of which to DNA or mRNA
represses or activates transcription or translation. The regulatory RNA indirectly acts as an
activator or repressor of gene expression, by sequestrating the regulatory protein (e, f)
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Table1 Examples of cis-mRNA elements acting as thermosensors. Temperature shift induces
conformational changes of mRNA leader regions, which affect initiation of translation

Signal Bacterial species Regulated
gene(s)

Function Reference(s)

Heat Escherichia coli λcIII Regulation of
lysogeny

Altuvia et al. 1989

Escherichia coli rpoH σ-Factor Morita et al. 1999a,b

Bradyrhizobium
japonicum

α-Heat
shock
genes

Chaperone Nocker et al. 2001

Caulobacter crescentus dnaK Chaperone Avedissian et al. 1995

Haemophilus ducreyi dnaJ Chaperone Parsons et al. 1999

Listeria monocytogenes prfA Virulence gene
activator

Johansson et al. 2002

Streptomyces albus hsp18 Chaperone Servant and Mazodier
2001

Yersinia pestis lcrF Virulence gene
activator

Hoe and Goguen 1993

Cold Escherichia coli cspA RNA chaperone Yamanaka et al. 1999

is illustrated by the E. coli heat shock σ-factor RpoH. At low temperature, the
rpoH mRNA is translationally inactive and not abundant. Induction of the heat
shock response also includes its translational activation. Thermoregulation
relies on two cis-acting mRNA segments that can form alternative structures
depending on temperature (Kamath-Loeb and Gross 1991; Nagai et al. 1991).
There is a clear correlation between the stability of the mRNA structure and
rpoH expression, indicating that the binding of 30S subunits can only occur at
high temperature, when the structure is destabilized (Morita et al. 1999a,b).

Remarkably, pathogens canexploitmRNAthermosensors todetect that they
entered the body of warm-blooded host, thus allowing transmission of a signal
to turn on virulence functions (Hurme and Rhen 1998). Such a mechanism was
first suggested in Yersinia pestis, in which lcrF, encoding the transcriptional
activator involved in virulence gene regulation, is transcribed at equal rates at
26 °C and 37 °C, while the synthesis of LcrF is thermally controlled (Hoe et al.
1992).A thermally sensitivepost-transcriptionalmechanismisdirectly exerted
on mRNA (Hoe and Goguen 1993). A model was proposed in which an mRNA
secondary structure element sequestering the Shine-Dalgarno sequence (SD)
is melted at high temperature, allowing translation to proceed (Fig. 1a).

That model was recently strongly supported by the thermoregulated ex-
pression of the pleiotropic transcriptional regulator PrfA in L. monocytogenes,
which activates the synthesis of several virulence proteins. At temperature be-
low 30°C, the low expression of virulence genes coincides with the absence of
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PrfA protein, although the PrfA gene is still transcribed (Renzoni et al. 1997).
It was shown that the stability of PrfA was unaffected by low and high tem-
perature, while its expression was thermoregulated at the translational level in
L. monocytogenes (Johansson et al. 2002). The proposed mechanism involves
a self-induced structural switch at the 5′ leader region of the prfA mRNA, pro-
moted by temperature changes. At low temperature, the ribosome binding site
is sequestered into a secondary structure that hinders ribosome binding. An
absence of translation might in turn favor degradation of prfA mRNA. Upon
increasing temperature (i.e., in a host organism), the structure is destabilized,
rendering accessible the ribosome loading site, thus triggering translation ini-
tiation (Fig. 1a). This mechanism is sustained by chemical base probing data
and mutational analyses (Johansson et al. 2002). Indeed, base substitutions ex-
pected to weaken the stability of the putative RNA structure lead to constitutive
expression of PrfA, even at a low temperature. Conversely, mutations designed
to reinforce base-pairing of the SD sequence lower PrfA synthesis. Moreover,
the prfA regulatory region can control the expression of the green fluorescence
protein when fused upstream of the gfp mRNA in E. coli (Johansson et al.
2002). Taken together, those experiments indicate that the prfA-5′ untrans-
lated region (UTR) acts as a thermosensor to regulate translation efficiency.
Although regulation appears to rely on the intrinsic property of the mRNA
to adopt dynamic alternative conformations, a possible involvement of any
general trans-acting factors (such as Hfq protein) remains an open question.

Remarkably, there is increasing evidence that mRNAs can also sense physi-
ological signals other than temperature. The unique feature of these systems,
also called “riboswitches,” is that they can sense directly small metabolites,
such as vitamins, amino-acids, or purine precursors (Narberhaus 2002; Bar-
rick et al. 2004; Vitreschak et al. 2004). Riboswitches are generally found in the
leader part of bacterial operons to control either transcription or translation
by forming alternative structures, which can induce or prevent the formation
of intrinsic terminators or ribosome binding sites (Fig. 1a–d). They exploit
an astonishing dynamic property of RNA structure and provide economical
as well as fast-reacting solutions, allowing adaptation to environmental cues.
Their utilization most likely extends much beyond the currently known ex-
amples. This is a reasonable assumption, since these metabolic functions were
recently shown to be required for full virulence of S. aureus. Also, they are
important in permitting the bacteria to survive and replicate in distinct in vivo
environments (Benton et al. 2004).

3
trans-Acting RNAs as Mediators of Virulence

A subset of trans-acting RNAs has been characterized as mediator of virulence
gene expression (Johansson and Cossart 2003). Due to the nature of RNA,
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a prevalent group includes the regulatory RNAs, which act by base-pairings
with target mRNAs. Several of them target multiple mRNAs, or regulate the
expression of mRNA encoding global transcriptional regulatory proteins that
in turn control many genes. (This paper does not tackle antisense RNAs that
control essential functions in plasmids, phages, and transposons, see reviews
Wagner and Simons 1994; Wagner et al. 2002.)

Another class of regulatory RNAs is capable to mimic structure elements
of mRNA. This is the case of E. carotovora RsmB (repressor of secondary
metabolite B), which carries multiple purine-rich repeats similar to the RsmA
protein-binding sequence found in several mRNAs. As a consequence, the RNA
traps the global post-transcriptional regulatory protein.

These RNAs are usually at the central point of regulatory networks and
may indirectly induce pleiotropic effects by targeting regulatory proteins or
mRNA encoding regulatory proteins (Fig. 1). The trans-acting pathogenesis-
related RNAs are listed in Table 2, and some of the most striking exam-
ples are described below. It is worth noting that different RNA names have
been used such as: ncRNA (non-coding RNA), sRNA (small RNA), snmRNA
(small non-messenger RNA), eRNA (effector RNA), or regulatory RNAs. Since
the pathogenesis-related RNAs are rather heterogenous (Tables 1–2), we will
mainly refer to them as regulatory RNAs, and sRNAs for the small non-coding
RNAs.

3.1
Regulatory Antisense RNAs

3.1.1
sRNAs and Iron Metabolism

The iron acquisition process is one of the major determinants as to whether
a microorganism can colonize an organism and is able to maintain itself
therein, as well as to escape direct attack from the host defense mechanisms.
The pathogen can acquire rather easily many of the nutrients from the host tis-
sue except for iron, which is poorly soluble in its oxidized form. Thus, bacteria
use specific mechanisms for the iron sequestration from their host, e.g., the
siderophores (Ratledge and Dover 2000; Schaible and Kaufmann 2004). While
iron is required for bacteria survival, the iron-catalyzed production of reac-
tive oxygen species (ROS) could lead to severe cellular damages (Halliwell and
Gutteridge 1984; Keyer and Imlay 1996). Consequently, bacteria have evolved
tightly regulated systems for both uptake and sequestration of this essential
element. In E. coli and in many other bacteria, the global regulatory protein Fur
(Ferric uptake regulator) maintains this equilibrium. Fur senses iron concen-
tration and represses the transcription of all genes involved in iron acquisition
(Bagg and Neilands 1987). If iron is abundant, Fur binds to a specific sequence
overlapping the RNA polymerase binding sites in a Fe2+-dependent manner,
inhibiting the initiation of transcription (Escolar et al. 1999).
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In addition, Fur couples the production of superoxide dismutases (SODs)
with iron metabolism (Niederhoffer et al. 1990; Tardat and Touati 1991). The
productionof SOD ismodulatedandadapted to the environmental threat of ox-
idative stress, keeping superoxide low enough to prevent damage (Compan and
Touati 1993). SODsarekeyenzymesof themultipledefense systemthatprotects
organisms against the deleterious effects of naturally produced oxygen radicals
(Touati 1997). Two cytoplasmic SODs from E. coli, require different metals for
activity, Mn and Fe. Iron starvation induces production of MnSOD (sodA), but
decreases production of FeSOD (sodB), suggesting this antagonistic regulation
permits the cell to maintain sufficient SOD levels, regardless of the iron avail-
ability. While Fur-dependent transcriptional repression of MnSOD production
is well characterized, the mechanism by which Fur induced sodB expression
remained elusive until recently (Dubrac and Touati 2000, 2002). The clue came
from the work of Massé and Gottesman (2002), who identified a small regula-
tory RNA, RyhB (Figs. 2, 3a). It displays a Fur-dependent regulation and acts on
the sodB mRNA as an antisense RNA (Massé et al. 2003; Geissmann and Touati
2004). Since complementarity between RyhB and the ribosome binding site of
sodB mRNA is restricted, the global regulatory protein Hfq is required to facil-
itate their interaction (Geissmann and Touati 2004). As a consequence, RyhB
blocks the translation initiation site of sodB and triggers the rapid and con-
comitant degradation of RyhB and sodB mRNA via RNase E (Massé et al. 2003).

Fig. 2 Connections between global regulators involved in iron metabolism and in protec-
tion mechanisms against oxidative damages in E. coli. SoxRS, Fur and OxyR are global
transcriptional regulatory proteins that directly sense signals, and that regulate directly
the transcription of many target genes (not shown). They also regulate synthesis of the
small non-coding RNAs MicF, RhyB, and OxyS, respectively, and as a consequence con-
trol indirectly many downstream genes at the post-transcriptional level. RpoS encoded
the stationary phase σ-factor and is also regulated by different sRNAs (Gottesman 2004).
Activation is denoted by arrows and repression by lines
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Fig.3a–c Predictedandexperimentallydetermined secondary structuresof regulatoryRNAs.
a E. coli RyhB RNA regulates mRNAs encoding proteins involved in iron metabolism.
Nucleotides in bold characters are complementary to the ribosome binding site of sodB
mRNA, and nucleotides complementary to the 5′ leader sequence of sdh mRNA are framed
(Massé and Gottesman 2002). The structure was defined using chemical and enzymatic
probing (Geissmann and Touati 2004). b Predicted secondary structure of V. cholerae Qrr1
RNA (Lenz et al. 2004). Nucleotides complementary to the ribosome binding site of hapR
mRNA are framed. c Secondary structure model, mainly based on sequence alignment of
E. coli CsrB RNA and E. carotovora RsmB RNA (Griffiths-Jones et al. 2003). The consensus
sequence AGGA of the repeats recognized by the global regulatory protein CsrA/RsmA is
shown in bold characters

Under the conditions of iron starvation, RyhB is produced and represses
the expression of six other genes encoding both iron-storage proteins (ferritin
and bacterioferritin) and iron-requiring enzymes (aconitase A, fumarase A,
succinate dehydrogenase, and iron superoxide dismutase). Conversely, when
the concentration of iron increases, Fur inhibits ryhB transcription initiation,
thus derepressing an expression of the iron-storage proteins and enzymes
(Fig. 2). Thus, Fur acts via two different mechanisms: It represses directly
transcription initiation of numerous genes and regulates indirectly the ex-
pression of several genes at the post-transcriptional level via the regulatory
RNA RyhB (Fig. 2). This double level of regulation in E. coli is probably
largely used to control iron metabolism in response to iron availability in
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the environment. Many other genes that encode proteins involved in iron-
rich complexes have been identified to be regulated by Fur (McHugh et al.
2003; Fig. 2). Whether these genes are also under RyhB control remains to be
tested.

The promoter region and the 90-nucleotide (nt) sequence of ryhB are well
conserved in E. coli, Salmonella typhimurium, and Klebsiella pneumoniae,
whereas a core sequence of 27 nts within RyhB is conserved in Y. pestis and
V. cholerae. A RyhB homolog was further identified in S. typhimurium and Y.
pestis (Massé and Gottesman 2002). Although no RyhB sequence homologs
were found in Pseudomonas aeruginosa, two other sRNAs (PrrF1 and PrrF2)
involved in iron metabolism were recently evidenced (Wilderman et al. 2004).
As for RyhB, their synthesis is negatively controlled by Fur when iron is present
in excess. The induction of the PrrF sRNAs leads to the rapid degradation of
mRNAs sodB, sdh (succinate dehydrogenase), and a gene encoding a bacte-
rioferritin. These data suggest that sRNAs are largely involved in controlling
bacterial iron homeostasis and defense against oxidative stress (Fig. 2). One
may expect that genome-wide screens for sRNAs in other bacteria will reveal
more Fur-dependent regulated RNAs.

Another interesting example of iron metabolism regulation came from the
highly virulent strain of the fish pathogen V. anguillarum, which possesses
a very efficient plasmid-mediated high-affinity iron uptake system. In the
operon fatDCBA, two of the genes, which encode the transport proteins fatA
and fatB, are downregulated at the transcriptional level by Fur protein and at
the post-transcriptional level by the plasmid-encoded antisense RNAα (Sali-
nas et al. 1993). This 650-nt RNA is transcribed in the opposite direction of the
fatB coding region, and is preferentially expressed under iron-rich conditions.
The interaction of RNAα and fatB mRNA is thought to enhance degrada-
tion of fatB mRNA and to decrease the expression of fatA (Waldbeser et al.
1993; 1995), possibly by inducing a conformational switch of fatB mRNA,
rendering the mRNA accessible to ribonucleases. The endogenous-encoded
Fur protein is also required for RNAα synthesis at the transcription initiation
level, but independently of the iron status of the cell (Chen and Crosa 1996).
Unexpectedly, iron regulates RNAα synthesis post-transcriptionally by stabi-
lizing RNAα rather than enhancing transcription initiation. One intriguing
feature is the absence of a “Fur box” in the RNAα promoter region, indi-
cating either the existence of a unique regulation mechanism or that Fur
exerts an indirect effect on the transcription initiation of the regulatory RNA.
Interestingly, Acinetobacter baumannii, which causes serious human blood-
stream infections, displays both siderophore-mediated iron-acquisition, and
fat operon systems, very similar to those found in V. anguillarum (Dorsey
et al. 2004). However, the presence of a regulatory antisense RNA has not been
evidenced yet.
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3.1.2
sRNAs and Virulence in V. cholerae

V. cholerae uses quorum sensing to regulate virulence gene expression in re-
sponse to changes in cell density.HapRproteinappears tobe themain regulator
of the quorum-sensing regulon in V. cholerae that allows the expression of sev-
eral virulence genes at low cell density (Zhu et al. 2002). It was recently shown
that synthesis of HapR protein is regulated at the post-transcriptional level
and depends concomitantly of the Hfq protein and of four small non-coding
RNAs, named Qrr (Lenz et al. 2004). Phylogenetic analysis indicated that these
four sRNAs present extensive similarities, suggesting that they derived from
duplication of a single sRNA gene from the ancestral organism (Lenz et al.
2004). In addition, they all carry partial complementarities with the SD region
of the target hapR mRNA (Fig. 3b). Moreover, the regulatory protein Hfq is
required for virulence-factor expression and the action of the four Qrr RNAs
(Lenz et al. 2004).

Computer analysis revealed that five homologous Qrr RNAs are also present
in V. parahaemolyticus, V. vulnificus, and V. harveyi (Lenz et al. 2004). Con-
servation of genes across species is in general a good indication of similar
functions (Michel et al. 2000), suggesting that these sRNAs may also be in-
volved in analogous quorum-sensing circuits. Indeed in V. harveyi, Qrr RNAs,
and Hfq were shown to control in a coordinated way the density-dependant
light production by inducing the rapid degradation of luxR mRNA at low cell
density (Lenz et al. 2004). Strikingly, while the four Qrr RNAs are required for
quorum-sensing control in V. cholerae, the overexpression of a single sRNA
is capable to ensure virulence factor expression (Lenz et al. 2004). Such a re-
dundancy may be required for a fine-tuning transition between the low- and
high-density cell levels. Alternatively, each Qrr sRNA may act at different reg-
ulatory circuits, i.e., metabolism or nutrient utilization, by targeting different
mRNAs. Differences in sequences may also lead to pairing and degradation of
mRNAs with different efficiencies.

While the mechanism of action of Qrr RNAs resembles that of the E. coli
RyhB sRNA (Massé and Gottesman 2002; Geissmann and Touati 2004; Fig. 1f),
several questions still remain open about the effect of Qrr RNAs on ribosome
binding to hapR mRNA, on the RNases involved in the degradation pathway,
and on the exact function of the Hfq protein in regulatory processes. Indeed,
hapR mRNA is rapidly degraded when the synthesis of Qrr RNAs is induced.
Conversely, the steady-state levels of Qrr RNAs increase in the absence of the
target gene, which has been interpreted as a mutual degradation of sRNA and
target (Lenz et al. 2004). Thus, sRNAs can be rapidly synthesized under ap-
propriate conditions, but can also be turned off quickly once they have served.
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The use of sRNAs instead of regulatory proteins provides an ultrasensitive and
rapid response, which is particularly well appropriate for adaptive processes
such as quorum sensing.

3.2
Modulation of Protein Activity by Regulatory RNAs

3.2.1
The E. coli CsrA/CsrB System

Another class of regulatory RNAs includes those that indirectly regulate gene
expression by targeting regulatory proteins and modulating their functions
(Fig. 1h,i; Gottesman 2004). One of the most characteristic examples is E.
coli CsrA, the carbon storage regulatory protein (Romeo et al. 1993). When
reaching the stationary phase, non-sporulating bacteria readjust the gene-
expression pattern, improving stress resistance and enhancing the ability to
scavenge substrate from the medium. The activation of glycogen biosynthesis
is one of the essential routes used to redirect carbon utilization. The RNA-
binding protein CsrA, which is constantly expressed during growth, acts both
as a translational repressor of glycogen biosynthesis and as an activator of
glycolysis in E. coli. The phenotypes of E. coli csrA mutants led to the pre-
diction that the protein affects the interactions of enteric bacteria species
with mammalian hosts, and motility (Romeo 1998). Thus, CrsA can be con-
sidered as a global regulator. Strikingly, the regulatory activity of CsrA is
antagonized by two non-coding RNAs, CsrB and CsrC (Liu et al. 1997; Weil-
bacher et al. 2003). Whereas their sizes vary, they carry several purine-rich
repeats (5′-CAGGA(U/A/C)G-3′) which are located either in single-stranded
regions or in hairpin loops (Fig. 3c, Table 2). These repeats are suggested
to mimic the binding sites of CsrA present in the 5′ UTR of target mRNAs.
These sites are bipartite, and comprise the SD sequence and a short upstream
hairpin (Baker et al. 2002), but their nucleotide determinants remain to be
defined. E. coli CsrB contains 18 repeats (while CsrC contains 9), and binds
18 CsrA molecules in a cooperative way, thus facilitating the sequestration
of the protein within a compact ribonucleoprotein complex (Liu et al. 1997).
The expression of CsrB is growth-phase dependent, and the RNA accumu-
lates as the culture enters the stationary phase of growth (Gudapaty et al.
2001). A model has been suggested in which the activity of CsrA would be
controlled by an equilibrium between the free protein and the CsrA–CsrB ri-
bonucleoprotein complex. Thus, these regulatory RNAs would compete with
mRNA for binding to CsrA, and would induce the release of the regulatory
protein from the target mRNAs, thereby allowing their translation (Romeo
1998).
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3.2.2
Homologous Systems in Bacterial Pathogens

The role of CsrA homologs in bacterial virulence was first established in the
plant pathogenic Erwinia species. In E. carotovora, the CsrA homolog RsmA
represses the expression of several virulence factors such as pectate lyase,
cellulases, and proteases (Chatterjee et al. 1995; Cui et al. 1995). These enzymes
degrade the cell wall of plant, allowing the dissemination of the bacteria within
the host tissue. As in the case of E. coli, a regulatory activity of RsmA is
counteracted by a non-coding RNA, RsmB (Liu et al. 1998). More recently,
homologs of CrsA were also found in human pathogens. In P. aeruginosa,
RsmA inhibits the translation of mRNAs encoding virulence factors including
proteases and elastase (Pessi et al. 2001), and two corresponding regulatory
RNAs were recently identified (Heurlier et al. 2004; Burrowes et al. 2005). In S.
enterica an homologous CsrA/CsrB system was shown to control SPI1 genes
(Altier et al. 2000). Finally, CsrA exerts a broad role in regulating the physiology
of Helicobacter pylori in response to environmental stimuli, and facilitates the
adaptation of the pathogen to the different environments encountered during
colonization of the gastric mucosa (Barnard et al. 2004). However, a homolog
to CsrB has not yet been identified.

Whereas the protein components can be easily identified by homology
searches in many gram-negative bacteria, the riboregulators are not strictly
homologous. Their sizes, sequences, and predicted secondary structures di-
verge despite the fact that all these riboregulators perform essentially the same
function, i.e., sequestration of the regulatory proteins. As an example, in dif-
ferent Pseudomonas species, the regulatory RNAs are smaller than those from
E. coli and the consensus sequence of the repeats are shorter (Valverde et al.
2004; Table 2). It is quite probable that these RNAs have evolved independently.

3.3
Multifunctional RNAs

3.3.1
The Case of S. aureus RNAIII

In S. aureus, the expression of virulence factors is tightly regulated in response
to cell density (quorum sensing), energy availability, and various environmen-
tal signals (Novick2003). Signal receptors are theprimary regulatorymediators
for the expression of the virulon in S. aureus. Among these receptors, the agr
system, composed of two divergent transcription units, functions as a sensor
of the population density. The involvement of agr operon in pathogenesis has
been demonstrated in several infection models (Bunce et al. 1992; Abdelnour
et al. 1993; Cheung et al. 1994; Wesson et al. 1998; Vuong et al. 2000; Novick
2003). Transcriptome analysis has also revealed that the agr operon regulates
not only virulence-related factors, but also several proteins involved in basic
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metabolism (lipid, amino acid, nucleotides) and transport processes (Dun-
man et al. 2001). Some of these proteins were shown to be essential to maintain
bacterial survival within the host (Benton et al. 2004). Thus, virulence and
adaptation to stress or environmental signals are linked processes.

The agr system encodes a regulatory RNA (RNAIII) that plays a key role in
the quorum sensing-dependent regulatory circuit and coordinately regulates
several virulence-associated genes (Novick 2003). The expression of RNAIII
is maximal in the late-logarithmic and stationary phase cultures, and thus
participates in the switch of gene expression occurring when S. aureus reaches
the stationary phase. This rather long RNA (514 nts) has the property of act-
ing as a messenger RNA-encoding hld (δ-hemolysin), and having a variety of
regulatory functions: repression of the expression of surface proteins such as
protein A during the exponential phase, and activation of the expression of ex-
tracellular toxins and enzymes during the post-exponential phase (Janzon and
Arvidson 1990; Kornblum et al. 1990; Novick 2003). Thus, RNAIII participates
in the switch between the expression of surface proteins and excreted tox-
ins, which may reflect a dichotomy between colonization and disease (Novick
2003).

The secondary structure of RNAIII is characterized by several stem-loop
structures (Fig. 4a), which represents potential binding sites for trans-acting
factors such as mRNAs or proteins (Benito et al. 2000). RNAIII regulates viru-
lence gene expression at both the transcriptional and post-transcriptional lev-
els. The mechanism by which RNAIII controls transcription is still unknown.
Regulation of transcription of virulence genes involves a complex interplay
between positive and negative regulatory proteins (Novick 2003). Thus, one
possible role of RNAIII would be to modulate the activity of transcriptional
activators or inhibitors (Said-Salim et al. 2003). Alternatively, RNAIII could
indirectly affect transcription through inhibition of mRNAs that encode tran-
scriptional regulatory factors.

The mechanism of regulation at the post-transcriptional level has been
elucidated for two targets, the hla mRNA (encoding α-hemolysin) and spa
mRNA (encoding protein A) (Morfeldt et al. 1995; Benito et al. 2000; Novick
2003; Huntzinger et al. 2005). Two distinct domains of RNAIII act as antisense
to activate translation of hla mRNA and to inhibit translation of spa mRNA
(Fig. 4). Binding of the 5′ end of RNAIII with a segment of hla mRNA prevents
the formation of an intramolecular RNA secondary structure that sequesters
the hla ribosomal binding site (Morfeldt et al. 1995; Novick 2003). The 3′
domain of RNAIII, partially complementary to the ribosome binding site of spa
mRNA, efficiently anneals to spa mRNA. Although RNAIII binding is sufficient
to inhibit in vitro the formation of the translation initiation complex, the
coordinated action of the double-stranded RNase III is essential in vivo to
degrade spa mRNA and irreversibly arrest translation (Huntzinger et al. 2005).
The RNase III cleaves the formed duplex and is also involved in the degradation
pathway of spa mRNA. In E. coli, most of the small non-coding RNAs, which
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Fig. 4a–c S. aureus RNAIII and regulatory mechanisms on two target mRNAs. a Experi-
mentally determined secondary structure of RNAIII (Benito et al. 2000). The 5′ region of
RNAIII complementary to hla mRNA (encoding hemolysin α) is shown in gray lines and
regions complementary to the ribosome binding site of spa mRNA (encoding protein A)
in the 3′ domain are shown in black lines. The open reading frame encoding hld mRNA
(hemolysin δ) comprises the hairpins 3 to 5. b The 5′ region of RNAIII binds to a 5′ segment
of hla mRNA, and sequesters the anti-Shine and Dalgarno sequence, activating hla trans-
lation (Morfeldt et al. 1995). c The 3′ domain of RNAIII binds to the ribosome binding site
of spa mRNA, inhibits translation, and induces rapid degradation via the double-stranded
endoribonuclease III (Huntzinger et al. 2005). The initial contacts probably involved a loop–
loop interaction (the sequences are shown in a and c)

target specific mRNAs, require Hfq protein (Storz et al. 2004). S. aureus RNAIII
was also found to be a putative target of Hfq protein, but the function of this
interaction remains to be clarified (Huntzinger et al. 2005).

RNAIII homologs were found in other pathogenic Staphylococcus species,
including S. epidermidis, S. simulans, S. warneri (Tegmark et al. 1998), and
S. lugdunensis (Vandenesch et al. 1993). Except for S. lugdunensis RNAIII,
all these RNAs encode one or two toxins. These RNAs are able to restore,
at least partially, the expression of virulence factors in agr (−) mutant of S.
aureus. Sequence alignment has revealed a high conservation of the 3′ end
domain (Benito et al. 2000). This domain in S. aureus RNAIII carries multiple
regulatory functions, since it also induces the synthesis of several exoproteins
(M. Possedko and P. Fechter, unpublished results; Novick 2003).
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3.3.2
Other Regulatory RNAs

The case of S. aureus RNAIII is not unique, and other regulatory RNAs are
also the effectors of a two-component system shown to be involved in viru-
lence gene expression in other pathogens (Table 2). In S. pyogenes, FasX RNA
(for fibronectin/fibrinogen binding/haemolytic activity/streptokinase regula-
tor) and Pel RNA (for pleiotropic effector locus) control the expression of sev-
eral virulence-associated genes. The expression of both RNAs is growth-phase
dependent and reaches the maximum during the transition at the stationary
phase. FasX RNA positively regulates the expression of several secreted viru-
lence factors like streptokinase and streptolysin S, and probably inhibits the
expression of fibronectin- and fibrinogen-binding proteins (Kreikemeyer et al.
2001).LikeS.aureusRNAIII,PelRNAcontainsanopenreading frame-encoding
streptolysin S that is not required for the regulatory function (Mangold et al.
2004). The RNA positively regulates the expression of streptokinase, secreted
cysteineprotease (SpeB),Mprotein, andstreptococcal inhibitorof complement
(Li et al. 1999; Mangold et al. 2004). Regulation occurs both at the transcrip-
tional and post-transcriptional levels (Mangold et al. 2004). Thus, FasX and
Pel RNAs present some functional redundancies. It is worth noting that the
deletion of FasX results in increased Pel RNA expression (Kreikemeyer et al.
2001). An analogous case was found in C perfringens, where two non-coding
RNAs (VR RNA, and VirX) activate the expression of several chromosome- and
plasmid-encoded secreted toxins (Ohtani et al. 2002, 2003; Shimizu et al. 2002).
In all these systems, the mode of action of these regulatory RNAs remains to
be defined.

3.4
Other Types of RNAs Influencing Pathogenicity

3.4.1
The Case of tRNA Modifications

Housekeeping RNAs such as transfer (t)RNAs have also been described to be
involved in adaptive responses. In S. flexneri, a random Tn5 mutation analysis
of the genome allowed Durand et al. (1994) to identify modifications in tRNAs
as essential elements for virulence expression. Indeed, an insertion of Tn5 in
the gene coding for the tRNA guanosine transglycosylase, catalyzing the Q34
modification of some tRNAs, reduced the virulence of S. flexneri to 50% of
that of the wildtype, while the growth of the bacteria was not affected. The
presence of other modified nucleosides in the anticodon loop of several tRNAs
(mainly at position 37) has also been shown to be required for the expression of
virulence factors in Agrobacterium tumefaciens (Gray et al. 1992), P. aeruginosa
(Sage et al. 1997), and P. syringae (Brégeon et al. 2001; Kinscherf and Willis
2002). The modified nucleosides in the anticodon stem-loop of tRNAs are of
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importance for modulation of codon recognition as well as for maintenance
of the correct reading frame during translation on the ribosome. Indeed,
modified nucleosides at position 34 restrict or extend a wobble base pairing
and thereby the decoding pattern of the tRNA. Modifications at the ubiquitous
purine at position 37 plays a major role in stabilization of the codon–anticodon
interaction, and because most of the modified nucleosides cannot form base-
pairing, their presence directly 3′ to the anticodon restricts the pairing to the
in-frame codon–anticodon pair, thus avoiding frame shifting (Motorin and
Grosjean 1999). While the exact role of these modifications in virulence gene
expressionremains tobeaddressed, thedegreeand/ornatureofmodificationof
tRNAs can also be considered as a regulatory device to modulate the translation
of specific mRNAs as a response to specific environmental changes.

3.4.2
The Case of tmRNA

The primary function of transfer-messenger (tm)RNA is to specifically target
abnormal proteins for further degradation. This RNA, which acts as both
a tRNA and an mRNA, adds to truncated mRNA a specific RNA tag that
encodes for a protease motif (Keiler et al. 1996). Interestingly, this RNA is
overexpressed under stress conditions in different pathogenic bacteria [e.g.,
in S. pyogenes (Steiner and Malke 2001) and S. enterica serovar Typhimurium
(Julio et al. 2000)]. Most likely, tmRNA is one of the effectors that counteract
the perturbation of the transcriptional and translation machinery due to stress
conditions. For example, amino acid starvation induces incomplete translation
of mRNAs, and reactive oxidants are one of the major sources of nucleic
acids and protein damage that leads to the production of potentially toxic
proteins. Recently, it was shown that tmRNA is required for full virulence in
S. enterica serovar Typhimurium and that it affects the expression of specific
genes induced during infection (Julio et al. 2000). This may be related to more
specific functionsof tmRNA(WitheyandFriedman2002), including regulation
of an alternative protease activity (Kirby et al. 1994) or the availability of lactose
(Abo et al. 2000). In this latter case, it was shown that binding of LacI repressor
to lacI mRNA cleaved the mRNA that is in turn targeted by the tmRNA to
induce rapid degradation of the truncated protein (Abo et al. 2000).

3.4.3
Location of Pathogenicity Islands

Aninterestingobservation is thatmany tRNAor tRNA-like encodedgenesflank
many of the genes associated with bacterial pathogenicity (Hou 1999). This is
the case of the ssrA gene encoding tmRNA that is frequently associated with
pathogenicity islands of several human pathogens such as V. cholerae (Karaolis
et al. 1998), and S. typhimurium (Julio et al. 2000). In other cases, minor tRNA
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genes have been found located at such strategic positions [e.g. leuX in E. coli
(Ritter et al. 1995), asnT in Y. enterocolitica (Carniel et al. 1996), valV in S.
typhimurium (Shea et al. 1996), and serV in Dichelobacter nodosus (Cheetham
etal. 1995)].Encoded tRNAsmaybeused toreadminorcodons for the synthesis
of specific virulence-associated proteins. A well-documented example is the
uropathogenic E. coli strain 536 that carries loci leuX, encoding the minor
tRNA5

Leu. This tRNA allows the expression of different proteins necessary for
E. coli to fully express its virulence (Ritter et al. 1995). The transcription of
this minor tRNA is also specifically induced by the heat shock-specific σ-factor
RpoH after an increase of temperature (Dobrindt and Hacker 2001). This tRNA
was located at the insertion site of the pathogenic island II. Given the number
of tRNA genes in the bacterial genome, this would also favor an amplification
of the insertion of pathogenicity islands. While the mechanism of inheritance
remains unclear, bacterial pathogenicity islands exhibit features of mobile
genetic elements. Because these elements are expected to participate in the
horizontal transfer of bacterial genes, their association with tRNA elements
may suggest a general role for tRNA or tRNA-like genes in the development of
new bacterial variants (Hou 1999).

4
A Link Between Regulatory RNAs and Signal Transduction

4.1
RNAs as Effectors of Quorum-Sensing Systems

The transcription of many of the pathogenesis-related RNAs is usually growth
phase-dependent. Their promoters are tightly regulated, frequently as part of
well-understoodregulons that respondtospecificsignals. Inseveralpathogenic
bacteria, the secretion of the virulence factors is regulated in response to
changes in cell-population density. This process, called quorum sensing, en-
ables bacteria to communicate using secreted signaling molecules. Quorum
sensing systems have been divided into three major classes mainly based on
the type of auto-inducer signals (Cotter and Miller 1998; Hoch 2000; Henke and
Bassler 2004; Podbielski and Kreikemeyer 2004). The first class involves the
LuxI-type enzyme, which synthesizes an acylated homoserine lactone auto-
inducer (AHL), and the LuxR-type protein, which binds to the auto-inducer
and in turn controls the transcription of many genes. The LuxI/R system is
used by gram-negative bacteria, such as P. aeruginosa and E. carotovora, to
control virulence gene expression.

For the two other classes, regulatory RNAs were shown to be the main ef-
fectors of the quorum sensing systems mainly in S. aureus and in V. cholerae.
The second class found in many gram-positive bacteria uses signals synthe-
sized as precursor peptides, which are subsequently processed and secreted
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Fig. 5a, b A model of S. aureus and V. cholerae quorum sensing systems. a The S. aureus
agr system, adapted from Novick (2003). The pro-auto-inducer peptide (AIP) is processed
and secreted by AgrB. The AIP binds to an extracellular loop of the receptor-HPK (histi-
dine phospho-kinase) AgrC, and activates its autophosphorylation. This in turn induces
phosphorylation of AgrA, which, in conjunction with SarA, activates the two agr promot-
ers P2 and P3, leading to the synthesis of the regulatory RNAIII. b In V. cholerae, two
quorum-sensing systems function in parallel to regulate virulence gene expression (Henke
and Bassler 2004). Diamonds and triangles represent the auto-inducers 1 and 2 (AI-1, AI-2),
respectively. At low cell density, phospho-LuxO binds to σ54 factor and activates the tran-
scription of four regulatory RNAs (Qrr sRNA). These RNAs bind to hapR mRNA and induce
rapid mRNA degradation (Lenz et al. 2004). Conversely, at high cell density, Lux-O protein
is not phosphorylated and the synthesis of Qrr RNAs is repressed

(Novick 2003). In S. aureus, a sensor of the population density is encoded by
the agr system, which is composed of two divergent transcription units driven
by promoters P2 and P3 (Fig. 5a). The P2 operon combines a density-sensing
cassette (agrD and B) and a two-component signal transduction system (agrA
and C). The sensor histidine kinase AgrC detects the extracellular auto-inducer
and transmits information via phosphorylation of the response regulator AgrA
protein. This modification is supposed to induce changes in the DNA binding
properties of AgrA, allowing the autocatalytic activation of the P2 promoter
and transcriptional activation of the P3 operon encoding for RNAIII, the intra-
cellular effector of the agr regulon (Novick 2003). Recently, an agr-like locus
was also identified in L. monocytogenes (Autret et al. 2003). The response
regulator AgrA shared 41% of amino acid identity with S. aureus AgrA. Inac-
tivation of agrA causes a significant attenuation of the virulence in a mouse
model. However, in that case no RNAIII homolog was identified as the main
effector of virulence expression.

Finally, the third class of quorum sensing system has been initially described
to regulate bioluminescence in V. harveyi and virulence gene expression in
V. cholerae (Fig. 5b). These bacteria produce at least two different signals
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(AHL, and a furanosyl borate diester), which are detected by specific two-
component signal transductionproteins (HenkeandBassler2004).Thesensory
information converges to a response regulatory protein LuxO, which, in its
phosphorylated form, interacts with the alternative σ-factor σ54 (Lilley and
Bassler 2000). This complex further induces the activation of the Qrr RNAs
synthesis (Lenz et al. 2004). Interestingly, the gene encoding one of the Qrr
RNAs was shown to be located immediately upstream of the luxOU operon in
all vibrios, suggesting that this locus represents an ancient evolutionary unit
(Lenz et al. 2004).

4.2
Other Systems

Many other pathogenesis-related RNAs were shown to be activated by the
two-component signal transduction systems (TCSTS). In S. pyogenes, the fas
operon encodes two sensor kinases and only one response regulator (Kreike-
meyer et al. 2001). The presence of two co-transcribed sensor kinases suggested
that two different signal molecules might activate the same regulatory path-
way. This two-component system is required to activate a synthesis of FasX
RNA, which was shown to be the main effector of the fas operon. Although this
RNA is regulated in a growth phase-dependant manner, its regulation is not
driven by a quorum-sensing mechanism (Kreikemeyer et al. 2001). A second
pathogenesis-related RNA encoded by the pel locus in S. pyogenes is probably
part of a signal-transduction cascade that remains to be identified (Mangold
et al. 2004). Indeed, transcription of Pel is growth phase-dependent, and the
additionof conditionedmedia toearly logarithmiccells triggeredpel transcrip-
tion, a phenomenon characteristic of the existence of a soluble auto-inducer.
However, instead of agr and fas operons where the regulatory RNA is encoded
by the same locus, the pel system does not encode for such a two-component
transduction system. In C. perfringens, transcription of VR-RNA is activated
by the two-component system VirS/VirR (Shimizu et al. 2002). In that case,
the VirR protein either directly regulates the transcription of the virulence
factors by binding to the promoter region (i.e., τ-toxin), or acts indirectly via
transcription activation of VR-RNA (Ba-Thein et al. 1996).

The CsrA/RsmA-binding RNAs were also shown to be positively regulated
by two-component signal transduction systems (Aarons et al. 2000; Altier et al.
2000; Cui et al. 2001; Suzuki et al. 2002; Valverde et al. 2003). Direct binding
of the corresponding response regulator to CsrB promoter was demonstrated
in S. typhimurium (Teplitski et al. 2003). It is of interest that orthologous
RNAs are all regulated by homologous TCSTS (known as BarA/UvrY in E. coli,
GacA/GacS in P. aeruginosa, and E. carotovora, BarA/SirA in S. typhimurium).
The signal to which the sensor kinase responds is not known, but it must be
growth-phase dependent, since the concentration of these regulatory RNAs
reaches the maximum as cells enter the stationary phase.
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Even if the general organization of two-component or quorum sensing
systems that are involved in the activation of transcription of regulatory RNAs
are different, many response regulators (S. pyogenes FasA, S. aureus AgrA, C.
perfringens VirR) responsible for their activation share a homologous DNA-
binding domain (Nikolskaya and Galperin 2002). This observation suggests
that all these systems have evolved from a common ancestor two-component
system.

5
Concluding Remarks

RNA is now considered a key effector of gene regulation, playing a universal
function in all living organisms. This is illustrated by the recent discovery of the
miRNAs (developmentally regulated) in eukaryotes (Ambros 2004), of small
non-coding RNAs in archaebacteria (Tang et al. 2002) and in bacteria (Wagner
and Vogel 2003; Gottesman 2004; Storz et al. 2004). In bacteria, most of the
regulatory RNAs mediate a rapid and reversible switch in response to different
signals and large environmental changes. They are appropriate for adaptive
processes suchas stress responses, environmental cueing,quorumsensing, and
virulence. Today regulatory RNAs have evolved to fulfill biological functions,
and their properties reflect particular requirements of the regulatory system.
Even thoughonlya fewpathogenesis-relatedRNAshavebeen identified, several
general rules can nevertheless be deduced.

5.1
RNAs Regulate Directly or Indirectly Multiple Genes

Many bacterial pathogens produce a variety of extra-cellular toxins, which are
tightly regulated. A high diversity is also seen in the organization of the viru-
lence control networks. These regulatory circuits appear to be quite dynamic
in an evolutionary respect, and have the ability to adapt existing regulatory
networks to control horizontally acquired genes. Many of the virulence genes,
for which a tight regulation of expression might be critical, are in general
regulated both at the transcriptional level and at the post-transcriptional level
(Novick 2003). Why pathogens have come to control their virulence through
regulatory RNA molecules? One advantage is to provide a rapid response
and to preserve energy. Furthermore, RNAs can simultaneously downregulate
many genes. In principle, RNA-dependent regulation is driven by different
mechanisms (Fig. 1). However, due to the nature of the RNA, most of the
mechanisms involve sequence-specific binding to a target mRNA. In many
examples, the regions of complementarity appear to be rather short and often
non-contiguous (Fig. 3), thus allowing functional interactions with more than
one mRNA target. Moreover, these regulatory RNAs can achieve multiple gene
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regulation indirectly. Several of these regulatory RNAs target either mRNAs
encoding transcriptional regulators, or sequestering post-transcriptional reg-
ulatory proteins (Table 2). Riboswitches can also occur in mRNAs encoding
transcriptional activators of virulence factors (Table 1). As a consequence,
cascades of downstream genes can be affected. One can also speculate that
several regulatory RNAs can be made, under different experimental condi-
tions, to regulate a single target. This would allow the bacteria to integrate
many environmental signals. Several E. coli sRNAs produced under differ-
ent stress conditions regulate rpoS translation (Gottesman 2004; Storz et al.
2004). The studies of several of these pathogenesis-related RNAs revealed un-
expected links between metabolism, defense mechanisms, and virulence (see
Fig. 2). Other connections between virulence and housekeeping networks will
certainly appear as we learn more about these regulatory RNAs.

5.2
A Direct Coupling Between the Structure and the Regulatory Activity?

The astonishing variety of RNA performance is imputable to its peculiar struc-
ture capability, and its potentiality to form stable or transient interactions.
Thus, RNA function is linked to its dynamic properties and versatile struc-
ture. Structure–function relationships have not yet been addressed for many
regulatory RNAs. It is expected that their stability and regulatory activities are
dictated by their structure. The size of the pathogenesis-related RNAs varies
considerably (from 50 to 700 nt). Many of them carry several stem-loop struc-
tures connected by unpaired regions. The target sequences (in proteins or mR-
NAs) are generally exposed in an appropriate structural context (Figs. 3, 4). As
anexample,manyantisenseRNAs recognize their targetmRNAvia a loop–loop
or a loop–single-stranded regions which are appropriate motifs for fast recog-
nition (Brunel et al. 2002; Wagner et al. 2002). In several cases, chaperone pro-
teins, such as Hfq, are needed for facilitating pairings between the two RNAs.

Another important aspect, often neglected, is the fact that sequential for-
mation of RNA interactions during transcription can modify a folding pathway
and ultimately determine the functional state of the RNA transcript (Heilman-
Miller and Woodson 2003). Indeed, the stability of some of the intermediate
structures formed during transcription determines the time required to re-
arrange to the final structure. The rate of RNA elongation and the extent of
pausing may also alter the distribution of the folding intermediates by limiting
the conversion of one structure to another one. Thus, kinetically trapped in-
termediates can create a time window for gene regulation. This is particularly
true for riboswitches in mRNAs which control transcription (Figs. 1c, d). The
refolding of a metastable mRNA structure regulates translation of a plasmid-
encoded killer mRNA (Nagel et al. 1999). trans-Acting RNAs may also bind to
mRNA during transcription and trap either a translationally active or inactive
form of the mRNA (Figs. 1, 4b).
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Another particularity of RNA molecules is for them to adopt a vast range
of alternative conformations that extend from local (i.e., position of bulged
nucleotides within helical groove) to drastic rearrangements of the secondary
and tertiary folding. The mRNA biosensor belongs to those “switchable” RNA
structures associated with protein synthesis on/off switches. The dynamic
equilibrium between two RNA structures can be influenced by environmental
cues (temperature), small metabolites, or by trans-acting factors. Interestingly
some of these structural elements are highly conserved across phylogeny and
can be detected by bioinformatics analysis (Abreu-Goodger et al. 2004; Barrick
et al. 2004; Vitreschak et al. 2004). The recent determination of the structure
of a purine-responsive riboswitch represented one major advance towards the
understanding of how RNA switches function at the molecular level (Batey
et al. 2004; Serganov et al. 2004).

5.3
Stable or Unstable RNAs in Cells?

In contrast to the unstable plasmid-encoded antisense RNAs, in which decay
pathways have been elucidated (Wagner et al. 2002), little is known about the
stability of the regulatory RNAs. Many of them were found to be stable when
induced, having half-lives of 20 to 60 min, such as S. aureus RNAIII (Novick
2003; Huntzinger et al. 2005).

Most of the regulatory RNAs, which act as trans-acting antisense RNAs,
induce degradation of stable mRNA targets (Massé et al. 2003; Novick 2003;
Lenz et al. 2004; Huntzinger et al. 2005). These mRNAs carry either short 5′
UTR or a stem-loop structure at their 5′ end. It was recently proposed that in
gram-negative bacteria, some of the sRNAs are self-limiting their action. They
act stoichiometrically on their target RNAs and are degraded together with
their target, probably via RNase E for which the mechanism of action is not
clearly elucidated (Massé et al. 2003). In the gram-positive bacteria S. aureus,
RNAIII mediates the inhibition of translation and degradation of the stable spa
mRNA through the double-strand-specific endoribonuclease III (Huntzinger
et al. 2005). It was suggested that RNase III might also be recruited for targeting
the paired RNAs, since the enzyme cleaves both the free RNA species and the
formed duplex.

Thus, this mutual degradation together with the fact that the synthesis of the
regulatoryRNAs is inducedunderspecificsignals,provideanultrasensitiveand
transient response (Gottesman 2004). Indeed, if the synthesis of the regulatory
RNA exceeds the rate of synthesis of its target message, the mRNA levels can
be reduced considerably. Conversely, the target mRNA accumulates if its rate
of synthesis exceeds that of the regulatory RNA. It remains, however, to be seen
whether this model can be universally applied to all these antisense-like RNAs.
The situation may be more complex for regulatory RNAs that targeted both
protein and mRNA.
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Regulatory signals for degradation of the non-coding RNAs, which trap
regulatory proteins, are just beginning to be defined (Weilbacher et al. 2003).
The half-life of E. coli CrsB was shown to be relatively short (around 2 min),
allowing CsrA activity to respond rapidly to conditions that alter CsrB levels
(Weilbacher et al. 2003). InE. carotovora, an increased stabilityof the regulatory
RNA RsmB was observed in the presence of RsmA protein (Chatterjee et al.
2003).

5.4
Some Regulatory RNAs Require trans-Acting Proteins

The E. coli Hfq protein, a highly abundant protein (50,000 copies per cell
in logarithmic growth) is linked to the action of several small regulatory
RNAs that use base-pairings to regulate the expression of their target mRNAs
(e.g., Zhang et al. 2002). This protein has been proposed to facilitate base
pairings (Møller et al. 2002; Zhang et al. 2002; Geissmann and Touati 2004)
and to protect sRNAs against RNase E degradation in E. coli (Massé et al.
2003). Recent work shows that RNase E forms a ribonucleoprotein complex
with Hfq-sRNA to initiate rapid degradation of targeted mRNAs (Morita et al.
2005). The crystallographic structure of S. aureus Hfq reveals that the protein
forms a hexameric ring (Schumacher et al. 2002). The Hfq sequence is well
conserved among most gram-negative and several gram-positive bacteria, and
some analogies are detected with eukaryotic Sm proteins (Brescia and Sledjeski
2003). A model of how Hfq enhances RNA–RNA interactions has been recently
proposed in which two Hfq hexamers bind to form a dodecamer in order
to bring into close proximity the two RNA molecules (Brescia and Sledjeski
2003). It is noteworthy that in Brucella abortus (Robertson and Roop 1999),
L. monocytogenes (Christiansen et al. 2004), P. aeruginosa (Sonnleitner et al.
2003), and V. cholerae (Ding et al. 2004) mutations in Hfq produced virulence
defects. As shown for V. cholerae (Lenz et al. 2004), regulatory RNAs may
also be recruited for virulence expression in these pathogens. In Legionella
pneumophila, Hfq was shown to play a major function in exponential-phase
regulatory cascades, but induced slight defects in virulence in macrophage
infection models (McNealy et al. 2005). S. aureus RNAIII is recognized by Hfq
protein in vivo and in vitro (Huntzinger et al. 2005), suggesting that the protein
might also be required for full virulence.

One cannot exclude that other abundant proteins, such as the RNA chaper-
one StpA (Waldsich et al. 2002), the histone-like protein HU (Balandina et al.
2002), and the transcriptional regulator H-NS (Cusick and Belfort 1998), may
also affect the regulatory function of these RNAs. Other RNA-binding proteins
might also be critical for the function of regulatory RNAs, mainly ribonucleases
or modification enzymes. It would not be so surprising that these RNAs carry
post-transcriptional modifications, which may contribute to the stabilization
of the RNA structure, or to specific recognition of ligands.
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5.5
Functional Redundancies and How to Find Them?

The few examples described here show that the pathogenesis-related RNAs
are much more prevalent than previously anticipated. One interesting feature
that emerges is the functional redundancy of some of these regulatory RNAs
in different pathogenic bacteria (Table 2). It is conceivable that these RNAs
are differentially expressed upon different environmental/niches conditions
or that they have evolved independent regulatory functions (i.e., different
sequences can generate new mRNA targets).

To identify new pathogenesis-related RNAs, different experimental and
global strategies (i.e., biocomputational approaches, functional screens, clon-
ing, co-purification with proteins) can be used (Vogel and Wagner 2005). Broad
criteria will be certainly required since this class of regulatory RNA is rather
heterogeneous and no specific criteria (size, genomic organization, structure,
presence or not of open reading frames, riboswitches) can be used to classify
them into specific functional categories. So far, many of the direct targets of
the identified regulatory RNAs have also not yet been assigned. For regulatory
RNAs acting as antisenses, bioinformatics has proved to be useful in search-
ing for putative target sequences. Proteomics can also be used to monitor
the changes of protein synthesis from strains deleted of the regulatory RNAs,
suggesting their involvement in regulatory networks or in metabolic path-
ways (Wagner and Vogel 2005). The ultimate goal in understanding bacterial
virulence gene regulation is to assess an essential role of these RNAs in the
adaptation of bacteria to their host and in developing the virulence programs
in animal models, and to determine the dynamics of gene expression through-
out the infectious cycle. Beyond the obvious fundamental interest of these
RNA-dependent regulatory mechanisms, a number of useful applications can
be envisioned, including therapeutic purpose (Johansson et al. 2002). Identi-
fication of the regulatory RNA networks required for the establishment of the
pathogenicity may reveal new potential targets for bacterial treatment.
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Abstract Recent years have brought a dramatic change in our understanding of the role
of ribonucleic acids (RNAs) within the cell. In addition to the already well-known classes
of RNAs that take part in the transmission of genetic information from DNA to proteins,
a new highly heterogeneous group of RNA molecules has emerged. The regulatory non-
protein-coding RNAs (npcRNAs) have been shown to be involved in modulation of gene
expression on both the transcriptional and post-transcriptional level. They participate in
mechanisms of chromatin modification, regulation of transcription factor activity, and
influencing mRNA stability, processing, and translation. npcRNAs are key factors in genetic
imprinting, dosage compensation of X-chromosome-linked genes, and many processes of
differentiation and development.

Keywords Noncoding RNA · Imprinting · Riboregulation
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1
Mammalian Genomes and Their Contents

The draft human genome assembly completed in 2001 revealed that the hu-
man genome contains 25,000–35,000 protein-coding genes (Lander et al. 2001;
Venter et al. 2001). Since then, attempts have been made to reevaluate these
numbers, and several proposals have been put forward with the estimates
reaching up to 65,000–75,000 (Wright et al. 2001). Currently available data
obtained using both computational and experimental methods indicate, how-
ever, that the actual number of protein-coding genes in the human genome is
between 25,000 and 30,000 (Southan 2004). These figures are again well below
the estimates, ranging from 50,000 to 140,000 genes, that were proposed before
the completion of genome sequencing (Antequera and Bird 1993; Fields et al.
1994; Roest Crollius et al. 2000). Upon completion of the mouse genome, it
turned out that apart from the difference in size (2.9×109 bp in human vs
2.5×109 bp in mouse) the two genomes share similarities in both their con-
tent and linear organization of genes along the chromosomes (Waterston et al.
2002). A comparative analysis showed that only about 1% of mouse genes have
no identifiable homologues in humans, and 96% of homologous genes are lo-
calized within conserved syntenic regions of the human genome. The protein
gene count, however, does not reflect the whole repertoire of possible protein
variants that can be produced in the cell. When compared with the number of
genes, the proteome diversity is much greater than the gene diversity due to
alternative splicing, which, according to recent estimates, affects over half of
human genes (Lareau et al. 2004).

A common feature of all mammalian genomes is that a very small fraction
(1.5%–2%) of genomic DNA constitutes actual open reading frames (ORFs)
of the protein-coding genes (Fig. 1). This contrasts with the protein-coding
potential observed in eubacteria and archaea in which the protein-coding
portions account for over 90% of genomic DNA. In lower eukaryotes, the
contribution of translated sequences varies from 10%–30% in invertebrates to
60%–90% in unicellular organisms like yeast or Encephalitozoon cuniculi.

One can easily notice that the more complex organisms tend to reduce the
amount of genomic DNA that actually encodes proteins. This is accompanied
by a significant accumulation of noncoding (i.e., not translated) regions. The
vast majority of a non-protein-coding DNA in mammalian genomes is made
up of repetitive sequences (Fig. 1). In human and mouse, these elements con-
stitute 46% and 38% of chromosomal DNA, respectively (Lander et al. 2001;
Waterston et al. 2002). The non-translated regions of protein-coding genes, 5′-
and 3′-untranslated regions (UTRs), and introns account for approximately
a quarter of noncoding DNA in mammalian genomes (Venter et al. 2001). The
functional significance of the majority of the remaining portions of genome
is largely unknown. It is, however, clear that many elements play a key role in
spatial and temporal coordination of gene expression. Within these regions,
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Fig. 1 Coding and noncoding DNA in the human genome. Based on protein-coding capacity,
genomic DNA can be divided into two parts. The coding part (∼2%) consists of the open
reading frames (ORFs). The noncoding part (∼98%) comprises untranslated parts of pro-
tein coding genes—introns, untranslated regions (UTRs)—(27%) and repetitive sequences
(46%). The remaining 25% of the genome is a repository of regulatory elements including
noncoding RNA genes

there are promoter and enhancer sequences which, together with their respec-
tive DNA-binding proteins, are directly involved in transcription regulation.
Approximately 0.3%–1.0% of total mammalian DNA constitutes conserved
non-genic sequences (CNGs) that show remarkable evolutionary conservation
between all mammalian species examined so far. Some of the CNGs seem to
be regulatory elements of nearby genes, but the majority shows random dis-
tribution within intergenic regions and does not depend on the distance from
neighboring genes, and their role remains obscure (Dermitzakis et al. 2004).

One should keep in mind that the numbers shown above are based on the
assumption that any given fragment of genomic DNA is transcribed only in one
direction, and do not take into account bi-directional transcription of certain
regions of genomic DNA, a phenomenon that is quite common in eukaryotic
genomes (Yelin et al. 2003; Kiyosawa et al. 2003; Shendure and Church 2002).

2
Non-protein-Coding RNAs

Based on protein-coding potential, the whole transcriptional output from the
genome can be divided into two major groups: protein-coding messenger
(m)RNAs and non-protein-coding RNAs (npcRNAs). Among the latter, there
are constitutively expressed housekeeping RNAs that play essential roles for
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correct functioning of the cell. They include RNAs performing crucial roles
in protein biosynthesis [ribosomal (r)RNA, transfer (t)RNA], processing and
modifications of precursor RNAs [small nuclear (sn)RNA, small nucleolar
(sno)RNA, RNase P RNA, and guide (g)RNA], synthesis of telomeres (telom-
erase RNA), quality control of translation (tmRNA) or components of other
ribonucleoprotein complexes (4.5S RNA, vault (v)RNA). Housekeeping RNAs
are phylogenetically conserved, and most of them are present in all organisms.

The second group of noncoding RNAs includes the transcripts that perform
regulatory functions. Such RNAs have been found both in prokaryotes as well
as in eukaryotes. Most of those RNAs were initially identified as transcripts of
genes activated in response to the changes in the environment, developmental
signals, or as cell-/tissue-specific transcripts. In eukaryotes, a majority of these
RNAs resembles mRNAs. They are transcribed by RNA polymerase II, capped
at the5′-endandpolyadenylated.Likeprimary transcripts fromprotein-coding
genes, they are often spliced. The only distinctive feature is the lack of ORF
and thus protein-coding ability. The size of mammalian regulatory RNAs varies
considerably from approximately 20 nt in the case of micro (mi)RNAs to over
100-kb transcripts.

At first, regulatory npcRNAs were regarded as a kind of curiosity, but in the
last decade, a significant number of findings clearly demonstrated that RNA-
dependent regulatorymechanismsarewidespread inall organismsandtheyare
involved in theprecisemodulationofexpressionofmanygenes (Szymanskiand
Barciszewski 2003).The regulatorypathways employing regulatoryRNAsaffect
practically all levels of expression of genetic information (Fig. 2). Noncoding
RNAs have been shown to participate in setting up epigenetic features and
regulation of transcription, as well as certain aspects of post-transcriptional
control of gene expression.

The employment of RNAs as regulatory factors has several advantages.
Unlike some other signaling molecules, npcRNAs are encoded in the genomic
DNA and are themselves subject to a strict control of expression. The synthesis
of RNA is energetically more favorable than the biosynthesis of proteins, and
the turnover rate of RNA in the cell is much faster than that of proteins. This
allows for a quick response and limits the time of the signaling action. RNAs
can adopt a variety of higher order structures that can bind proteins or small
molecules. Activity of a large number of npcRNAs depends on interactions with
other RNA molecules via complementary base pairing. They ensure very high
specificity, which in the case of proteins would require a complex RNA-binding
domain.Moreover,RNA-codinggenes are less sensitive topointmutations than
protein-coding ones.

In addition to clearly distinct npcRNA-coding genes, introns excised from
precursor mRNAs can also be perceived as a potential source of regulatory
RNAs (Mattick and Gagen 2001). In some cases, introns are further processed
and produce functional RNAs (Runte et al. 2001). It has been postulated that
introns may constitute an important element of regulatory networks, providing
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Fig. 2 Regulation of gene expression with noncoding RNAs. Non-protein-coding regulatory
RNAscan influenceexpressionofgenesonmany levels.RNAshavebeenshowntoparticipate
in modification of chromatin, establishing and maintenance of imprinted status of genes (1),
direct modulation of transcription by interactions with transcription factors (2), regulation
of alternative splicing (3), mRNA stability (4), and translation (5)

information about gene expression status (Mattick 1994, 2001, 2003; Mattick
and Gagen 2001).

2.1
NpcRNAs as Epigenetic Regulators

2.1.1
RNAs in X-Chromosome Inactivation

Non-protein-coding RNAs play a key role in dosage compensation whereby the
expression of X-chromosome genes is equalized between male and female cells.
In mammals, it is accomplished by the process of X-chromosome inactivation
(XCI), which results in transcriptional silencing of one of the X chromosomes
in XX females. In fact, the silencing operates according to the ‘n-1 rule,’ which
inactivates all but one X chromosomes in the cell. A key element in that
process is spliced and polyadenylated Xist/XIST RNA expressed from the XIC
locus (X-inactivation center). Mature Xist transcripts range in size from 12 kb
in Microtus to 19 kb in human (Chureau et al. 2002). Upon X-inactivation
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initiation, Xist RNA coats the X chromosome from which it is expressed,
thereby marking it for silencing (Plath et al. 2002). The role of Xist RNA in XCI
was confirmed by the observations that X chromosomes with Xist gene deletion
cannot undergo inactivation (Newall et al. 2001). Moreover, it is possible to
initiate inactivation of the autosome that expresses Xist from a transgene
during embryonic stem cells differentiation (Lee and Jaenisch 1997).

Two distinct functions of Xist RNA have been analyzed in detail. The induc-
tion of silencing and X-chromosome localization were attributed to different
domains of the transcript. The 5′-region involved in transcriptional silencing,
contains the so-called A-repeats that can form two short hairpin structures that
can function as binding sites for heteronuclear ribonucleoprotein (hnRNP)
C1/C2. Mutant Xist RNA with 5′-deletions associates with X chromosome but
does not undergo inactivation. The X-chromosome localization activity de-
pends on dispersed, poorly conserved, and functionally redundant sequence
elements spread along the entire length of Xist RNA (Wutz et al. 2002). Inter-
estingly, an association of Xist RNA with the chromatin requires expression
of BRCA1 protein, known as a breast and ovarian cancer tumor suppressor
(Ganesan et al. 2002). Xist RNA is responsible for modification of chromatin
structure primarily by the changes in histone composition. These include asso-
ciation with macroH2A (Chadwick and Willard 2004) and hypoacetylation of
histones H3 and H4, (Keohane et al. 1996), as well as methylation of lysines K9
and K27 in H3 (Heard et al. 2001; Rougeulle et al. 2004). Inactive X chromosome
also accumulates ubiquitinated histone H2A (Smith et al. 2004).

In mouse, expression of Xist RNA from the active X chromosome is nega-
tively regulated by an antisense Tsix RNA that is initiated approximately 40 kb
downstream from the Xist gene. Various models have been proposed to account
for the downregulation of Xist expression by Tsix, including an RNA interfer-
ence (RNAi) mechanism, destabilization by preventing formation of complexes
with proteins, and interference with Xist transcription. All of the alternatively
spliced isoforms of Tsix overlap the A-repeats within the 5′-terminal domain
of Xist RNA, which may prevent proper folding and association with proteins
(Shibata and Lee 2003).

The human TSIX gene is also expressed exclusively in embryos, and its tran-
script is partially antisense to XIST (Migeon et al. 2001). However, Tsix is not
conserved in mammals (Chureau et al. 2002). Moreover, the expression pat-
terns of human and murine TSIX/Tsix and their organization show significant
differences. Unlike Tsix, TSIX is expressed from both X chromosomes, does
not overlap the entire length of XIST, and does not repress its expression. There
is also no differentially methylated CpG island in TSIX, which plays a role in
regulation of expression of Tsix. Thus the two undoubtedly homologous genes,
cannot be regarded as functional equivalents (Migeon et al. 2002).
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2.1.2
RNA Regulators of Imprinted Genes

Noncoding RNAs also play a role in establishing and maintaining imprinted
expression of genes. A 3.7-kb imprinting control element (ICE) known as Re-
gion 2, located within the second intron of insulin-like growth factor type-2
receptor (Igf2r) gene, is responsible for monoallelic, maternal expression of
three genes (Igf2r, Slc22a2, and Slc22a3) on mouse chromosome 17 (Fig. 3a).
Region 2 contains a maternally methylated CpG island (Wutz et al. 1997), which
constitutes a promoter for the Air (antisense Igf2r RNA) gene transcribed from
the antisense strand of Igf2r. The Air product is a 108 kb long and rich in repet-
itive elements and unspliced RNA expressed exclusively from the paternal
allele (Sleutels et al. 2002). Air RNA overlaps roughly 30 kb of Igf2r, including
the promoter region, and extends over 70 kb further upstream. Interestingly,
the expression of Air RNA is also required for the silencing of the other two
genes of the cluster, Slc22a2 and Slc22a3, located 110 and 155 kb downstream
from Igf2r, respectively. Deletion of Region 2 led to biallelic expression of the

Fig. 3a, b Regulation of imprinted genes by RNA. Paternally and maternally expressed genes
are represented by black and white arrows, respectively. Genes with biallelic expression are
shown as gray arrows. a An imprinted region of mouse chromosome 17. Paternal alleles
of maternally expressed Igf2r, Slc22a2, and Slc22a3 genes are repressed by an antisense
transcript (Air RNA) originating from the differentially methylated CpG island within in-
tron 2 of Igf2r. b Paternally expressed antisense LIT1 RNA originating from the differentially
methylated CpG island represses expression from paternal alleles of both KvLQT1 and an
upstream gene for cyclin-dependent kinase inhibitor 1C (CDKN1C/p57Kip2)
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cluster, which suggested that it represents a bi-directional silencer for the ap-
proximately 400-kb region of the paternal chromosome (Zwart et al. 2001). The
silencing activity of Region 2, in fact, requires expression of Air RNA. Mutant
Air, with a premature polyadenylation site terminating downstream from the
second exon of Igf2r when inherited paternally, results in a phenotype identical
to deletion of paternally inherited Region 2. The truncated Air RNA was tran-
scribed, but the Igf2r, Slc22a2, and Slc22a3 showed biallelic expression (Sleutels
et al. 2002). Two different mechanisms were proposed that could account for
the bi-directional silencing of the genes within the imprinted cluster. Accord-
ing to the two-step mechanism, the antisense transcription through the Igf2r
promoter region induces a silent chromatin state. Bi-directional spreading of
silencing modifications could account for transcriptional inactivation of the
genes locatedupstream, Air,Slc22a2, andSlc22a3 (Sleutels et al. 2002).The two-
step mechanism requires the presence of Igf2r promoter that was shown to be
dispensable for correct imprinting patterns of Slc22a2 and Slc22a3, which seem
to be affected by Air RNA directly (Sleutels et al. 2003). These results suggested
that Air RNA has intrinsic promoter-independent cis silencing properties and
may play a similar role as Xist RNA in X-chromosome inactivation. Its asso-
ciation with the chromatin in cis would provide a signal recruiting silencing
factors. The difference is in the extent of silencing. In the case of Xist RNA, it is
the entire X chromosome with a few genes that escape inactivation. Air RNA-
dependent silencing operates locally, repressing susceptible gene promoters
within a limited chromosomal domain.

Similar bi-directional silencing activity associated with noncoding RNAwas
observed in the case of a cluster of imprinted genes associated with Beckwith-
Wiedemann syndrome (BWS) on human chromosome 11p15 (Fig. 3b). This
1-Mbp region contains 13 maternally and 4 paternally expressed genes orga-
nized within two independently regulated imprinted domains. The genetic and
epigenetic defects affecting this region have been implicated, apart from BWS,
in several human cancers. The most frequent alteration found in BWS patients
is the absence of methylation at the maternal allele of KvDMR1, an intronic
CpG island within the KCNQ1 gene, deletion of which affects imprinting of
multiple genes in 11p15.5 (DeBaun et al. 2002; Diaz-Meyer et al. 2004). Within
the KvDMR1 there is a promoter for a paternally expressed antisense RNA, LIT1
(KCNQ1OT1, KvLQT1-AS) (Horike et al. 2000; Fitzpatrick et al. 2002; Mancini
et al. 2003). In mouse it has been demonstrated that a deletion of a paternal
KvDMR1 and lack of LIT1 RNA transcription causes activation of CDKN1C
and five other silent genes on the paternal chromosome, which in turn leads to
developmental defects (Fitzpatrick et al. 2002; Thakur et al. 2004). Therefore,
it functions as a bi-directional imprinting control region in a manner simi-
lar to Air RNA. Both LIT1 and Air RNAs are antisense transcripts, and their
expression depends on the methylation status of the differentially methylated
regions (DMRs) localized within the introns of reciprocally imprinted protein
coding genes.
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There is a feature that is common for RNA-dependent silencing of imprinted
genes and X-chromosome inactivation that suggests that these processes are
closely related. In both cases it has been demonstrated that a maintenance
of inactive state of the repressed genes requires Polycomb group Eed protein,
which is a component of the embryonic Polycomb repressive complex respon-
sible for histone H3 methylation (Wang et al. 2001; Mager et al. 2003). It is,
however, unclear what the precise role of RNAs in these mechanisms might be.

2.1.3
Regulation of DNA Methylation

Noncoding RNA that affects gene expression via an epigenetic mechanism
was also found in rat Sphk1 locus encoding sphingosine kinase-1. This en-
zyme is responsible for production of sphingosine 1-phosphate, which acts as
an extracellular mediator affecting, in a receptor-dependent manner, various
cellular responses including mitogenesis, differentiation, and apoptosis. More-
over, sphingosine 1-phosphate is an intracellular second messenger involved
in calcium mobilization and activation of non-receptor tyrosine kinases (Pyne
and Pyne 2000). Rat Sphk1 transcription and splicing produces six subtypes
(Sphk1a–f ) that differ in their 5′-UTRs, but encode identical proteins. These
differences are due to usage of five alternative transcription start sites and
splicing of the alternative first exons encoded within a 3.7-kb CpG island that
harbors a tissue-dependent, differentially methylated region (T-DMR). The
changes in the methylation status of the T-DMR were proposed to be respon-
sible for tissue- and developmental stage-specific expression of various mRNA
variants (Imamura et al. 2001). It has been shown that an antisense transcript,
Khps1, overlapping the T-DMR and initiated within the Sphk1 CpG island in-
duces demethylation of CG sites and methylation of non-CG sites (Imamura
et al. 2004). It has been proposed that specific variants of the antisense tran-
script may regulate differential methylation patterns of the T-DMR that may
be responsible for tissue-specific expression of Sphk1 subtypes. The analysis of
CpG islands on a genomic scale revealed a large number of T-DMRs (Imamura
et al. 2001). Methylation and, in consequence, tissue-specific expression of dif-
ferent transcripts driven by such elements may be regulated by an analogous,
antisense RNA-dependent mechanism.

2.2
NpcRNAs in Transcriptional Regulation

One of the mechanisms of gene expression regulation by RNA at the level of
transcription is modulation of an activity of protein transcription factors. In
bacteria, transcriptional regulation by RNA has been described for 6S RNA.
This RNA is expressed in the stationary phase and tightly binds RNA poly-
merase associated with the σ70 subunit responsible for the transcription of
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genes expressed in the logarithmic phase. It does not bind σ38-containing
polymerase, thus giving a preference to the expression of stationary phase-
specific genes (Wassarman and Storz 2000). In mammals, three RNAs have
been shown to play a role of specific regulators of proteins constituting the
transcriptional machinery.

2.2.1
Steroid Receptor Activator RNA

The first npcRNA affecting the activity of transcription factors described in
mammals is steroid receptor activator RNA (SRA RNA). It was identified as
a polyadenylated, spliced transcript that acts as a coactivator of nuclear re-
ceptors of steroid hormones. SRA RNA associates with the SRC-1 (steroid
receptor coactivator 1) and is a strong coactivator of receptors for progestins,
estrogens, androgens, andglucocorticoids (Lanzet al. 1999). SRARNAprimary
transcripts are subject to alternative splicing that produces cell type-specific
isoforms with a common core sequence flanked by variable regions. The core
region contains five secondary structure elements crucial for coactivator func-
tion. The mutations that affect these structures reduce transcriptional coacti-
vation by SRA RNA. On the other hand, disruption of the putative ORF had no
adverse effect on the RNA’s activity (Lanz et al. 2002). It has been found that
SRA RNA binds a subfamily of DEAD-box RNA-binding proteins, p72/p68,
that probably mediate the association of SRA RNA with SRC-1 (Watanabe et al.
2001). Interestingly, this RNA can also bind to the RNA-recognition motifs
within a hormone-induced transcriptional repressor, SHARP (SMRT/HDAC1
associated repressor protein), a protein responsible for recruitment of histone
deacetylases. The interactions of SRA RNA with both transcriptional activator
and repressor suggest that a competition between SHARP and steroid recep-
tors for SRA RNA may be responsible for fine-tuning expression of hormone-
responsive genes (Shi et al. 2001).

Although the role of SRA RNA in the cell is still not fully understood, it has
been found that its transcription is increased in breast, uterus, and ovarian
cancers (Lanz et al. 1999). SRA RNA overexpression in mouse induced prolifer-
ation, inflammation, and apoptosis in steroid hormone responsive tissues, but
the transgenic animals lines had a lifespan comparable to that of wildtype and
did not develop cancer. Thus, the overexpression of SRA RNA was ruled out
as a causative agent in tumorigenesis. The suppression of ras-induced tumor
formation suggested that an overexpression of SRA RNA might constitute an
element of the defense system that counters excessive proliferation associated
with tumor growth (Lanz et al. 2003).

Interestingly, although the first identified splicing isoforms of SRA do not
code for proteins, new translated variants of the SRA transcript were isolated
and shown to encode nuclear protein in vivo. The coding variant differs from
the SRA RNA by the presence of and extension at the 5′-end, which provides an
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initiation codon. These new isoforms yield protein products when translated
in an in vitro system or expressed in transfected human breast cancer cells.
SRA is therefore the first example of a gene that can produce the transcripts
functioning both as an mRNA and npcRNA (Emberley et al. 2003).

2.2.2
7SK RNA

Another npcRNA involved in the regulation of protein function in mammals
is 7SK RNA. Although it was discovered over two decades ago as an abundant
small nuclear RNA, it escaped functional characterization. Unlike most of the
mammalian regulatory npcRNAs, 7SK RNA is a product of RNA polymerase III
(PolIII). It has been demonstrated that this RNA plays a role as an inhibitor
of positive transcription elongation factor b (P-TEFb) (Nguyen et al. 2001;
Yang et al. 2001). P-TEFb is a PolII cofactor responsible for a transition from
abortive to productive elongation. It also plays a role as a host cofactor for
human immunodeficiency virus (HIV)-1 Tat protein and is required for HIV-1
transcription (Jeang et al. 1999; Price 2000). One of the P-TEFb subunits is
a cyclin-dependentkinase9 (Cdk9) thatphosphorylates theC-terminaldomain
of the largest subunit of PolII. 7SK RNA forms a complex with P-TEFb and
HEXIM1/MAQ1 protein, inhibiting the kinase activity of Cdk9. Under stress
conditions, P-TEFb is released from the complex and becomes available for
transcription of stress-induced genes (Yik et al. 2003). Binding of HEXIM1 to
7SK RNA is necessary for the suppression of the P-TEFb kinase activity (Yik
et al. 2004). Since the HEXIM1 nuclear localization signal (NLS) required for
7SKRNAbinding resembles the arginine-richmotif found inHIV-1Tatprotein,
it has been suggested that the formation of both complexes, TAR:Tat:P-TEFb
and 7SK RNA:HEXIM1:P-TEFb, may depend on similar recognition between
RNA and protein components.

7SK RNA also regulates expression of the c-myc protooncogene, which is
involved in regulation of cells’ proliferation, growth arrest, and differentiation.
Deregulation of c-myc expression is a common feature in many tumors. Mam-
malian c-myc genes have four promoter regions, P0 through P3. In normal
cells, the most active promoter, P2, produces 75%–90% of c-myc’s RNA. P1 is
responsible for 10%–25%, and the combined activity of P0 and P3 gives rise to
about 5% of transcripts. Upon the transformation induced by SV40, a transient
three- to fivefold increase in the activity of promoters P1 and P3 is observed
that correlates with a significant up-regulation of 7SK RNA transcription. An
increase in P1 and P3 promoter-driven transcription was suppressed by anti-
sense oligonucleotides targeted at single-stranded regions of 7SK RNA (Luo
et al. 1997).

The regulation of gene expression by npcRNAs interacting with transcrip-
tion factors may be more common than is currently evident from a limited
number of well-studied cases. The expression of human protease-activated
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receptor (PAR)-1 is positively regulated by a regulatory element located ap-
proximately 4 kb upstream from its gene. From this region, a novel (∼450 nt
long)npcRNA,calledncR-uPAR(noncodingRNAupstreamof thePAR-1gene),
is expressed. It has been proposed that this RNA acts in trans regulating ex-
pression of PAR-1. A possible mechanism involves yet unidentified interactions
with transcription factors, since it has been shown that ncR-uPAR can bind
nuclear proteins (Madamanchi et al. 2002).

2.2.3
B2 RNA

Noncoding B2 RNA transcribed by PolIII from repetitive short interspersed
elements (SINEs) plays a role in the cellular response to heat shock. One of
the responses to heat shock in mouse cells is an increased transcription of
B2 RNA by PolIII. This is accompanied by repression of expression of PolII-
dependent genes (Allen et al. 2004). The mechanism of B2 RNA-dependent
PolII repression was analyzed in an in vitro system. B2 RNA was shown to bind
tightly to an RNA docking site on core PolII before preinitiation complexes
assembly. The transcription reaction is inhibited either at an initiation step or
by preventing formation of open complex. It has been also proposed that there
exists a factor responsible for removal of B2 RNA from preinitiation complexes
to restore PolII transcription when cells recover from heat shock (Espinoza
et al. 2004). Although there are no human RNAs similar to mouse B2, a good
candidate seems to be Alu RNA. It is an abundant PolIII transcript originating
from SINEs, which is also induced by heat shock and other stress conditions
(Allen et al. 2004).

Interestingly, a spliceosomal U1 snRNA was also found to regulate PolII
transcription. This RNA forms a stable stoichiometric complex with PolII
transcription factor TFIIH, specifically stimulates TFIIH-dependent abortive
transcription initiation, and increases the rate of reinitiation of productive
transcription. The latter effect depends on the presence of the proximal 5′-
splice site and may implicate splicing of the first intron, but the precise mech-
anism underlying this process is unknown (Kwek et al. 2002).

2.3
Antisense Transcripts

The thyroid hormone receptor (TR)α locus encodes two functionally distinct
isoforms (TRα1 and TRα2) with different C-terminal regions. Each isoform
shows tissue- and developmental stage-specific distribution reflecting the cel-
l’s responsiveness to thyroid hormone. TRα2 does not bind hormone, does
not possess activation function, and is thought to represent an antagonist of
hormone responsive genes. It has been found that the alternative splicing of
pre-mRNA encoding TRα isoforms is regulated by the overlapping antisense



Regulatory RNAs in Mammals 57

transcript encoding a nuclear receptor RevErb. The 3′-end of the RevErb tran-
script overlaps sequences coding for TRα2 and suppresses alternative splicing,
increasing production of TRα1 mRNA (Hastings et al. 2000). The changes in
a TRα1/TRα2 ratio significantly alter the cell’s responsiveness to thyroid hor-
mone. Thus, natural antisense transcripts (protein-coding and noncoding) can
be involved in the regulationof expressionof alternativeproteinproducts.Aco-
ordinated change in the relative amounts of TRα1, TRα2, and RevErb will also
influence the overall profile of the expressed genes regulated by these receptors.

Natural antisense RNAs have been also shown to influence the expression
of developmentally regulated genes. Mammalian cardiac myosin heavy chain
(MHC) is encoded by two adjacent specifying two isoforms α and β. In rodents,
during the first 3 weeks after birth, the expression of βMHC, which accounts
for over 90% of MHC at birth, is almost totally suppressed, and αMHC be-
comes a predominant isoform throughout adult life. The increase in βMHC is
associated with aging, but can also accompany certain pathological conditions
like hypothyroidism and diabetes. It has been found that the expression of
βMHC is regulated by an antisense transcript that shows coordinated expres-
sion with the αMHC gene and is positively regulated by thyroid hormone by
the common promoter element (Haddad et al. 2003). The precise mechanism
of βMHC gene suppression is unknown. It could operate at the processing step
or by the interference with transcription of the sense transcript as proposed
for the antisense RNA-regulation of HOXA11 expression, where a reciprocal
progesterone-dependent correlation between sense and antisense transcripts
has been observed (Chau et al. 2002).

2.4
Post-Transcriptional Regulation by npcRNAs

2.4.1
Expressed Processed Pseudogenes

Potential a source of npcRNAs in the genome, processed pseudogenes originate
from reintegration of complementary (c)DNAs produced by reverse transcrip-
tion mRNAs into the genome. Unlike nonprocessed pseudogenes derived from
duplicated regions of the genome, processed pseudogenes are intronless and
possess poly-A tails. They have been found only in metazoan animals and
flowering plants (Zhang et al. 2003). In the recently published database of pro-
cessed pseudogenes, there are 5,206 human and 3,428 mouse sequences (Adel
et al. 2005), although it is possible that actual numbers are significantly higher
(Zhang et al. 2003). It has been estimated that approximately 2%–3% of human
and 0.5%–1% of mouse processed pseudogenes is expressed (Yano et al. 2004).
Currently, there is one example of a functional expressed pseudogene that
is involved in the regulation of expression of its homologous protein-coding
gene. In mouse, Makorin1-p1 is an expressed pseudogene of Makorin1. De-
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creased expression or deletion of Makorin1-p1 results in an increased turnover
rate of the Makorin1 mRNA and is lethal. The degradation of Makorin1 mRNA
depends on the cis-acting RNA decay element within its 5′-UTR. This sequence
is also conserved in the transcript originating from the pseudogene. Thus, the
stability of Makorin1 mRNA is regulated by the expression of its processed
pseudogene that competes with its corresponding gene’s decay element for
the protein factors (Hirotsune et al. 2003). A functionality of Makorin1-p1 is
also evident from the observation that its transcribed region shows signifi-
cantly lower substitution rates than the untranscribed portions (Podlaha and
Zhang 2004). Although there are no other documented examples of functional
pseudogenes, it is possible that the mechanism analogous to that observed for
Makorin1-p1 is more general and may apply to other gene-processed pseudo-
gene pairs (Yano et al. 2004).

2.4.2
Regulation of Translation

2.4.2.1
MicroRNAs

One of the most spectacular findings in the noncoding RNA field was a discov-
ery of small (20–25 nt) RNAs called micro RNAs (miRNA) that are involved in
the regulation of mRNA stability and modulation of translation. There are two
distinct pathways of miRNA action, both of which depend on their binding to
specific sites on target mRNAs. The interaction between miRNA and mRNA
can induce either cleavage of the message or inhibition of translation without
affecting mRNA integrity (Bartel 2004; Bartel and Chen 2004). In contrast to
plants, a majority of animal miRNAs works through repression of translation.
This is accomplished by binding of miRNA to specific sites within 3′-UTRs of
target mRNAs, but the precise mechanism of translation arrest is not known.
Although it was previously believed that all animal miRNAs act as translational
repressors, it has been recently shown that mouse mir-196 and Epstein-Barr
virus miR-BART2 direct cleavage of mRNAs encoding Hox-B8 and viral DNA
polymerase, respectively (Yekta et al. 2004; Pfeffer et al. 2004).

miRNA-induced cleavage of mRNA requires a fully complementary target
site binding to which triggers cleavage by Dicer endonuclease, an RNase III-
like enzyme involved in RNAi pathway and maturation of miRNA precursors.
Thus, to shut off gene expression, a single highly complementary binding site
for one miRNA is sufficient.

Translational arrest by miRNAs is more complex and requires more than
one miRNA target site within the mRNA 3′-UTR. These binding sites are
not fully complementary with corresponding miRNAs, and the resulting RNA
duplexes show numerous bulges, interior loops, and mismatches. In fact, these
unpaired nucleotides within the miRNA–mRNA duplex are crucial for miRNA
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regulatory activity (Vella et al. 2004). The effect of miRNAs binding to the 3′-
UTRs is probably not limited to inhibition of translation resulting in decrease
in protein production. Microarray analysis demonstrated that miRNAs can
also reduce the levels of their target transcripts (Lim et al. 2005).

There is a growing number of reports on miRNA-regulated genes, yet, for
most miRNAs, their functions and role in molecular mechanisms are not
known. Known examples of verified miRNA–mRNA pairs has allowed for the
derivation of certain rules, including free energy and the extent of comple-
mentarity of RNA duplexes that may help in identification of putative miRNA
binding sites (Doench and Sharp 2004). An analysis of 3′-UTRs of human mR-
NAs demonstrated that over 2,000 genes show conservation of miRNA target
sites with other mammalian species. Furthermore, about 10% of human genes
have two or more potential miRNA binding sequences. A majority of miRNAs
targets a limited number of genes, but there are miRNA species that may be
involved in the regulation of hundreds of mRNAs. It is also evident that some of
the mRNAs may be regulated by more than one miRNA (John et al. 2004). These
features resemble transcriptional regulation by transcription factors (Hobert
2004). In both cases, gene expression is affected by interaction of trans-acting
factors (transcription factors or miRNAs) with cis-regulatory elements (pro-
moters, or miRNA target sequence in mRNA). Expression of transcription
factors is usually cell type-specific, which in turn defines the repertoire of
genes that can be turned on or off by their action. The same applies to miR-
NAs, which often display tissue- or cell type-specific patterns of expression
with a defined range of target genes. In fact, transcription of a miRNA gene
in a tissue-specific manner requires an appropriate transcription factor (Sun
et al. 2004). On the other hand, some of the miRNAs have been shown to
target mRNAs encoding transcription factors, thus changing gene expression
profiles associated with differentiation (Yekta et al. 2004). It is also possible
that, in the same way that a specific set of transcription factors determines
pattern of transcribed genes in a given cell, a complementary set of miRNAs
is responsible for their translational regulation. Moreover, different miRNAs
may work cooperatively to inhibit the expression of a given mRNA. This means
that certain mRNAs may be susceptible to miRNA-dependent regulation only
in cells in which a specific set of miRNAs is expressed. Hobert (2004) proposed
the existence of miRNA-codes analogous to transcription factor codes specific
for each cell type. Together, the combinations of various transcription factors
and miRNAs affecting the repertoire of expressed genes can be regarded as
crucial determinants of cellular complexity.

2.4.2.2
Brain-Specific Transcripts BC1 and BC200

Another group of npcRNAs involved in the regulation of translation in rodents
and primates comprises brain-specific PolIII transcripts BC1 and BC200 (Mar-
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tignetti and Brosius 1995). Both BC200 and BC1 RNAs associate with proteins
forming ribonucleoprotein particles 11.4S and 8.7S, respectively (Cheng et al.
1996). In the nervous system, BC1 and BC200 RNA expression is restricted to
neurons where these RNAs are found in cell bodies and in dendrites (Tiedge
et al. 1991, 1993).BC1RNAis a translational repressor (Wanget al. 2002) that af-
fects translation in the initiation phase by preventing formation of a stable 48S
preinitiation complex. It was demonstrated that BC1 inhibits eIF4-dependent
translation, and the protein that is targeted by BC1 is a helicase eIF4A. BC1
forms stable complexes with eIF4A and the poly(A)-binding protein (PABP)
(Wang et al. 2002). It is not known how the BC1-mediated repression of trans-
lation could be reversed when the expression of a given messenger is needed.
BC1 constitutes only one of the elements that govern complex networks of
gene expression patterns responsible for neuronal functions, and its levels
are tightly regulated (Nimmrich et al. 2005). At synapses, BC1 RNA forms
complexes with FMRP (fragile X mental retardation associated protein). This
interaction is crucial for the function of FMRP as a translational repressor of
specific mRNAs. BC1 probably plays a role as a mediator facilitating FMRP
binding to the mRNA. It has been shown that in the absence of other factors,
BC1 can bind mRNAs that are repressed by FMRP (Zalfa et al. 2003).

The expression of BC1 and BC200 RNAs is crucial for normal brain func-
tions. It has been reported that the BC200 level in Alzheimer disease-affected
brains was approximately 70% lower than in normal and non-Alzheimer-
demented brains (Lukiw et al. 1992). Mutant BC1-deficient mice, despite nor-
mal phenotypes and brain morphology, show behavioral changes like reduced
exploration and increased anxiety (Lewejohann et al. 2004).

Interestingly, BC1 and BC200 RNAs are also expressed in certain human and
mousecancers (Chenet al. 1997a,b).TheexpressionofBC200RNAis associated
with invasive forms of breast cancer, but no expression was detected in benign
tumors (Iacoangeli et al. 2004).

3
The Medical Perspective

A number of human npcRNAs have been implicated in human diseases includ-
ing neurobehavioral and developmental disorders as well as certain forms of
cancer. The changes of expression levels or genetic and epigenetic alterations
affecting the npcRNAs accompanying malignant processes strongly support
the functional role of RNA, especially in cases when the chromosomal aberra-
tionsdisrupt thenpcRNAgenes.Noncoding transcripts, or at least amajorityof
them, cannot then be considered as only non-functional products of spurious
transcription.
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3.1
Noncoding RNAs in Developmental Disorders

Many mammalian noncoding RNAs are transcribed from imprinted genes.
Their abnormal patterns of expression can result in severe congenital disorders
including Prader-Willi, Beckwith-Wiedemann, and Angelman syndromes. The
genetic aberrations responsible for these disorders affect complex imprinted
loci and cause a number of developmental defects often associated with mental
retardation and other neurobehavioral phenotypes (Nicholls 2000). Although
the role of most of imprinted npcRNAs is still enigmatic, their integrity and
correct expression seem to be crucial for the maintenance of transcriptional
activity of protein-coding genes located within the imprinted clusters.

3.1.1
Angelman and Prader-Willi Syndromes

Within the chromosomal region 15q11–q13, where defects linked to Angelman
syndrome (AS) and Prader-Willi syndrome (PWS) reside, there are 11 pater-
nally and 1 maternally expressed genes. One of the genes, expression of which
is inhibited in the PWS, is IPW (imprinted in Prader-Willi syndrome), located
about 180 kb from the imprinting control element. This gene encodes a 2.3-
kb, polyadenylated npcRNA expressed exclusively from the paternal allele in
all human tissues (Wevrick et al. 1994). Interestingly, the mouse counterpart
Ipw shows tissue-specific patterns of expression with high levels present in
the brain (Wevrick and Francke 1997). The AS results from a disruption of
maternal expression of a single gene, UBE3A. The imprinted expression of
UBE3A is probably regulated by the antisense paternal transcript UBE3A-AS
(Chamberlain and Brannan 2001).

3.1.2
DiGeorge Syndrome

Another developmental defect associated with non-protein-coding genes is
DiGeorge syndrome (DGS), which correlates with deletions within human
chromosome 22q11. DGS critical region (DGCR) was identified as a short-
est region of deletion overlap (SRO) containing the ADU breakpoint that is
disrupted by a balanced translocation associated with DGS. The analysis of
transcripts expressed from the breakpoint region revealed several alterna-
tively spliced cDNAs expressed during human and murine embryogenesis.
None of those transcripts seems to encode proteins. These RNAs are encoded
by a gene, DGCR5, that is disrupted by the ADU breakpoint. Within the first
intron of the DGCR5 there is a protein-coding gene, DGCR3, transcribed in the
same direction as DGCR5 (Sutherland et al. 1996).

Another gene deleted in DiGeorge syndrome is HIRA. Antisense, alter-
natively spliced transcripts originating from the first intron of HIRA, were
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detected in the cytoplasm of neurons of both central and peripheral nervous
systems. The gene 22k48 consists of three exons and contains several tandemly
arranged repeated elements (Alu, LINEs, CAn) that surround a unique se-
quence. Although the function of this RNA is not known, it has been shown
to bind several cytoplasmic proteins, which led to the speculation that 22k48
haploinsufficiency may contribute to the pathogenesis of DiGeorge syndrome
(Pizzuti et al. 1999).

3.2
NpcRNAs in Cancer

Expression of specific npcRNAs has been associated with certain forms of
cancer. The functions of the majority of npcRNAs expressed during cancer
development are unknown, and it is difficult to judge if their overexpression
or lack of expression is the cause or consequence of changes in the cells’ gene
expression program that ultimately brings about cancer.

One of the best-studied npcRNAs is a product of imprinted H19 gene ex-
pressed exclusively from the maternal allele. During development, H19 is tran-
scribed at very high levels in placenta, embryo, and in most of fetal tissues.
After birth, its expression is significantly reduced. Reciprocal expression pat-
terns of H19 and the adjacent insulin-like growth factor (IGF)2 gene during
development suggest different roles played by the products of these genes.
IGF2 is a growth factor stimulating cell proliferation, while H19 RNA may be
responsible for differentiation (Looijenga et al. 1997). The loss of imprinted
expression is often associated with cancer, and biallelic expression of H19
and/or IGF2 may lead to malignant growth (Ulaner et al. 2003). The role of
H19 expression in cancers is not clear. It was described as a tumor suppressor
gene capable of reducing tumorigenicity and growth of certain malignant cell
lines (Hao et al. 1993), but its elevated expression in lung, breast, and bladder
cancers suggested that it may have oncogenic properties (Lottin et al. 2002,
2005). However, various effects of H19 expression may depend on the type
or the developmental stage of cells, its alternatively spliced isoforms (Matouk
et al. 2004), or the expression of specific RNA-binding proteins (Ioannidis et al.
2004).

Prostate tumors show specific expression of two noncoding RNAs. PCGEM1
is a highly specific transcript that is expressed exclusively in prostate glandular
epithelial cells. The analysis of PCGEM1 cDNA revealed the longest ORF encod-
ing a 35-aa peptide. The context of the initiation codon does not match Kozak’s
consensus, and the in vitro transcription/translation of PCGEM1 cDNA did not
yield a detectable protein. PCGEM1 RNA is expressed at low levels in normal
prostate tissue, but its transcription is significantly elevated in tumor cells.
Depending on the method used, the association of PCGEM1 overexpression
with cancer between matched tumor/normal specimens was between 56% and
84% (Srikantan et al. 2000). An overexpression of PCGEM1 RNA in cultured
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cells (LNCaP and in NIH3T3) was shown to promote cell proliferation and
colony formation, which suggested that this RNA is involved in the regulation
of cell growth and, at least in some cases, it may contribute to the pathogenesis
of prostate cancer (Petrovics et al. 2004)

Another prostate-specific transcript that shows significant overexpression
in prostatic cancers when compared with normal tissue is PCA3 (prostate
cancer antigen 3, DD3). The PCA3 gene consists of four exons and the primary
transcripts are subject to alternative splicing and alternative polyadenylation,
giving rise to differently sized mature transcripts ranging from 0.6 to 4 kb in
size. There are no significant ORFs and the gene shows no similarity with other
genes. In the human genome, PCA3 was mapped to chromosome 9q21-22, and
it has been shown to be conserved in several mammalian species except for
rodents (Bussemakers et al. 1999). PCA3 is one of the most prostate cancer-
specificgenes,whichmakes it apromisingmarker for earlydiagnosis.Over95%
of analyzed prostate cancer samples showed up to 66-fold increase in PCA3
transcription. Such a high level of expression makes the PCA3 transcripts
excellent markers for early detection of prostatic tumors (Hessels et al. 2003;
de Kok et al. 2002). However, studies by Gandini et al. (2003) demonstrated that
the prostate specific exon is only exon 4 of PCA3 (DD3). Using RT-PCR analysis
with primers corresponding to exons 1 and 3, it was possible to detect PCA3
expression in all analyzed samples of normal and malignant human tissues.

Colon carcinoma cells show significant overexpression of OCC-1 RNA(over-
expressed in colon carcinoma 1). The two 1.2- and 1.3-kb transcripts with
different 5′ and 3′ ends show tissue-specific expression in kidney, pancreas,
and placenta. The OCC-1 was detected in a subset of colon carcinoma cells,
but it is absent or expressed at very low levels in normal mucosa (Pibouin
et al. 2002). The expression of 8-kb MALAT-1 RNA (metastasis associated in
lung adenocarcinoma transcript 1) was shown to be associated with metasta-
sis in non-small cell lung cancer (Ji et al. 2003). Over 50% of B-cell chronic
lymphocytic leukemia (B-CLL) and over 60% of mantle cell lymphoma cases
are associated with deletions of the chromosomal region 13q14.3 harboring
a 560-kb BCMS gene (B-cell neoplasia-associated gene with multiple splicing).
Alternative splicing of at least 50 exons produces a large number of mature vari-
ants that show tissue-specific distribution, none of which have a protein coding
potential. The functions of these transcripts and their possible involvement in
tumor suppression are not known (Wolf et al. 2001).

npcRNA expression patterns can differ for various subtypes of cancer. In
rhabdomyosarcoma (RMS), the two histological subtypes can be distinguished
based on the expression of the 1.25-kb ncRNA called NCRMS (noncoding RNA
in RMS). Significantly higher levels of NCRMS in the alveolar RMS, when
compared with the embryonal subtype as well as its presence in neuroblastoma
and synovial sarcoma, may indicate a deregulation of gene expression within
the large chromosomal region, including several genes associated with muscle
development (Chan et al. 2002).
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Certain forms of cancer may be also associated with changes in expression
of miRNAs. A genome-wide analysis of chromosomal localization of human
miRNAs revealed that approximately half of them occur in fragile sites and
regions associated with cancer (Calin et al. 2004). miRNAs have been shown
to play a pivotal role in the regulation of certain processes related to devel-
opment in all eukaryotes. Their potential for a specific posttranscriptional
regulation of gene expression combined with their small size and evolutionary
conservation make them ideal candidates for agents controlling complex gene
expression networks governing cell growth and differentiation. Altered pat-
terns of expression of miRNAs may be therefore responsible for changes in the
cells’ genetic program, which in turn results in malignant growth. They may be
responsible for the maintenance of cell homeostasis by inhibiting expression of
genes involved in carcinogenesis. Various cancer cell lines display qualitative
and quantitative differences in miRNAs expression. For example, in colorectal
cancers, the levels of miR-24-2 showed a 50-fold difference between samples
(Schmittgen et al. 2004). A reduced expression or deletion of miR-15 and miR-
16 coding genes is often observed in B cell chronic lymphocytic leukemias. It
is unclear whether any of these miRNAs play a role in B cell differentiation.
A putative target for miR-16 is arginyl-tRNA synthetase, expression of which
correlates with levels of miR-16, suggesting a post-transcriptional regulatory
mechanism. Deletion of the region containing the two miRNAs also occurs in
other types of cancer, including prostate tumors and multiple myeloma (Calin
et al. 2002). An increased or reduced expression of miRNAs was also associ-
ated with Burkitt lymphoma (miR-155) and colorectal cancer (miR-143 and
miR-145) (Metzler et al. 2004; Michael et al. 2003). A large-scale computational
prediction of potential targets for miRNAs demonstrated that significant num-
bers of candidate mRNAs are encoded by known cancer-related genes (John
et al. 2004).

4
Concluding Remarks

The growing number of reports of novel npcRNAs inmammals prompted ques-
tions about the number of genes that encode them. In contrast to proteins—
where their related genes can be predicted with high confidence using the
genomic sequences—it is much more difficult to predict RNA-coding regions.
The commonly used gene-finding algorithms were designed to search for the
features characteristic for protein-coding genes (ORFs or codon usage) and
cannot be generally applied to npcRNA searching. Another problem associated
with computational identification of npcRNAs is the fact that some of them
may be actually processed from introns, as is the case of some snoRNAs and
miRNAs (Cai et al. 2004; Rodriguez et al. 2004; Runte et al. 2001).
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Recently, significant progress has been made in the attempt to define hu-
man and mouse transcriptomes in two large projects aimed at annotation
and functional characterization of full-length cDNA sequences. The human H-
InvDB (Human Full-length cDNAAnnotation Invitational Database) (Imanishi
et al. 2004) and mouse FANTOM (Functional Annotation of Mouse) databases
(Okazaki et al. 2002) provide comprehensive catalogs of genes and their tran-
scripts, including alternative splicing information. In the set of representative
human transcripts from 21,037 loci, 1,377 (6.5%) have been classified as non-
protein-coding (Imanishi et al. 2004). Based on the genomic localization and
the presence or absence of neighboring protein-coding transcripts as well as
poly-A signals or tails, 269 human transcripts were annotated as putative non-
coding RNAs. The transcriptional analyses of individual human chromosomes
also indicate that non-protein-coding transcripts constitute a significant frac-
tion of all RNA produced in the cell. Within the male-specific region of the
human Y chromosome, 78 out of 156 identified transcription units are likely to
produce npcRNAs (Skaletsky et al. 2003). Also, a distribution of transcription
factor binding sites and expression analysis using microarrays suggested that
a significant fraction of transcriptional output from human chromosomes 21
and 22 are ncRNAs (Cawley et al. 2004). It is therefore becoming increasingly
evident that the number of non-protein-coding genes may actually be equal or
even exceed the number of protein-coding ones.

Our present-day knowledge of the roles of npcRNAs and RNA-directed
regulation of cellular processes is still very superficial. Only a small fraction
of mammalian npcRNAs has been partially characterized in terms of function
or expression patterns. It seems, however, that unraveling the intricacies of
RNA-based regulation will be crucial for our understanding of the functioning
and evolution of complex biological systems.
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68 M. Szymański · J. Barciszewski

Ioannidis P, Kottaridi C, Dimitriadis E, Courtis N, Mahaira L, Talieri M, Giannopoulos A,
Iliadis K, Papaioannou D, Nasioulas G, Trangas T (2004) Expression of the RNA-binding
protein CRD-BP in brain and non-small cell lung tumors. Cancer Lett 209:245–250

Jeang KT, Xiao H, Rich EA (1999) Multifaceted activities of the HIV-1 transactivator of
transcription, Tat. J Biol Chem 274:28837–28840

Ji P, Diederichs S, Wang W, Boing S, Metzger R, Schneider PM, Tidow N, Brandt B, Buerger H,
Bulk E, Thomas M, Berdel WE, Serve H, Muller-Tidow C (2003) MALAT-1, a novel
noncoding RNA, and thymosin beta4 predict metastasis and survival in early-stage
non-small cell lung cancer. Oncogene 22:8031–8041

John B, Enright AJ, Aravin A, Tuschl T, Sander C, Marks DS (2004) Human microRNA
targets. PLoS Biol 2:e363

Keohane AM, O’neill LP, Belyaev ND, Lavender JS, Turner BM (1996) X-Inactivation and
histone H4 acetylation in embryonic stem cells. Dev Biol 180:618–630

Kiyosawa H, Yamanaka I, Osato N, Kondo S, Hayashizaki Y, RIKEN GER Group, GSL
Members (2003) Antisense transcripts with FANTOM2 clone set and their implications
for gene regulation. Genome Res 13:1324–1334

Kwek KY, Murphy S, Furger A, Thomas B, O’Gorman W, Kimura H, Proudfoot NJ, Ak-
oulitchev A (2002) U1 snRNA associates with TFIIH and regulates transcription initia-
tion. Nat Struct Biol 9:800–805

Lander ES, Linton LM, Birren B et al. (2001) Initial sequencing and analysis of the human
genome. Nature 409:860–921

Lanz R, Razani B, Goldberg AD, O’Malley BW (2002) Distinct RNA motifs are important
for coactivation of steroid hormone receptors by steroid receptor RNA activator (SRA).
Proc Natl Acad Sci USA 99:16081–16086

Lanz RB, McKenna NJ, Onate SA, Albrecht U, Wong J, Tsai SY, Tsai MJ, O’Malley BW (1999)
A steroid receptor coactivator, SRA, functions as an RNA and is present in an SRC-1
complex. Cell 97:7–27

LanzRB,ChuaSS,BarronN, SoderBM,DeMayoF,O’MalleyBW(2003) Steroid receptorRNA
activator stimulates proliferation as well as apoptosis in vivo. Mol Cell Biol 23:7163–7176

Lareau LF, Green RE, Bhatnagar RS, Brenner SE (2004) The evolving roles of alternative
splicing. Curr Opin Struct Biol 14:273–282

Lee JT, Jaenisch R (1997) Long-range cis effects of ectopic X-inactivation centres on a mouse
autosome. Nature 386:275–279

Lewejohann L, Skryabin BV, Sachser N, Prehn C, Heiduschka P, Thanos S, Jordan U, Del-
l’Omo G, Vyssotski AL, Pleskacheva MG, Lipp HP, Tiedge H, Brosius J, Prior H (2004) Role
of a neuronal small non-messenger RNA: behavioural alterations in BC1 RNA-deleted
mice. Behav Brain Res 154:273–289

Lim LP, Lau NC, Garrett-Engele P, Grimson A, Schelter JM, Castle J, Bartel DP, Linsley PS,
Johnson JM (2005) Microarray analysis shows that some microRNAs downregulate large
numbers of target mRNAs. Nature 433:769–773

Looijenga LH, Verkerk AJ, De Groot N, Hochberg AA, Oosterhuis JW (1997) H19 in normal
development and neoplasia. Mol Reprod Dev 46:419–439

Lottin S, Adriaenssens E, Dupressoir T, Berteaux N, Montpellier C, Coll J, Dugimont T,
Curgy JJ (2002) Overexpression of an ectopic H19 gene enhances the tumorigenic prop-
erties of breast cancer cells. Carcinogenesis 23:1885–1895

Lottin S, Adriaenssens E, Berteaux N, Lepretre A, Vilain MO, Denhez E, Coll J, Dugimont T,
Curgy JJ (2005) The human H19 gene is frequently overexpressed in myometrium and
stroma during pathological endometrial proliferative events. Eur J Cancer 41:168–177



Regulatory RNAs in Mammals 69

Lukiw WJ, Handley P, Wong L, Crapper McLachlan DR (1992) BC200 RNA in normal human
neocortex, non-Alzheimer dementia (NAD), and senile dementia of the Alzheimer type
(AD). Neurochem Res 17:591–597

Luo Y, Kurz J, MacAfee N, Krause MO (1997) C-myc deregulation during transformation
induction: involvement of 7SK RNA. J Cell Biochem 64:313–327

Madamanchi NR, Hu ZY, Li F, Horaist C, Moon SK, Patterson C, Runge MS, Ruef J, Fritz PH,
Aaron J (2002) A noncoding RNA regulates human protease-activated receptor-1 gene
during embryogenesis. Biochim Biophys Acta 1576:237–245

Mager J, Montgomery ND, de Villena F, Magnuson T (2003) Genome imprinting regulated
by the mouse polycomb group protein Eed. Nat Genet 33:502–507

Mancini-DiNardo D, Steele SJ, Ingram RS, Tilghman SM (2003) A differentially methylated
region within the gene Kcnq1 functions as an imprinted promoter and silencer. Hum
Mol Genet 12:283–294

Martignetti JA, Brosius J (1995) BC1 RNA: transcriptional analysis of a neural cell-specific
RNA polymerase III transcript. Mol Cell Biol 15:1642–1650

Matouk I, Ayesh B, Schneider T, Ayesh S, Ohana P, de-Groot N, Hochberg A, Galun E
(2004) Oncofetal splice-pattern of the human H19 gene. Biochem Biophys Res Commun
318:916–919

Mattick JS (1994) Introns: evolution and function. Curr Opin Genet Dev 4:823–831
Mattick JS (2001) Non-coding RNAs: the architects of eukaryotic complexity. EMBO Rep

2:986–991
Mattick JS (2003) Introns andnoncodingRNAs thehidden layerof eukaryotic complexity. In:

Barciszewski J, Erdmann VA (eds) Noncoding RNAs: molecular biology and molecular
medicine. Landes Bioscience, Georgtown, pp 12–33

Mattick JS, Gagen MJ (2001) The evolution of controlled multitasked gene networks: the
role of introns and other noncoding RNAs in the development of complex organisms.
Mol Biol Evol 18:1611–1630

Metzler M, Wilda M, Busch K, Viehmann S, Borkhardt A (2004) High expression of precur-
sor microRNA-155/BIC RNA in children with Burkitt lymphoma. Genes Chromosomes
Cancer 39:167–169

Michael MZ, O’Connor SM, van Holst Pellekaan NG, Young GP, James RJ (2003) Reduced
accumulation of specific microRNAs in colorectal neoplasia. Mol Cancer Res 1:882–891

Migeon BR, Chowdhury AK, Dunston JA, McIntosh I (2001) Identification of TSIX, encoding
an RNA antisense to human XIST, reveals differences from its murine counterpart:
implications for X inactivation. Am J Hum Genet 69:951–960

Migeon BR, Lee CH, Chowdhury AK, Carpenter H (2002) Species differences in TSIX/Tsix
reveal the roles of these genes in X-chromosome inactivation. Am J Hum Genet 71:286–
293

Newall AE, Duthie S, Formstone E, Nesterova T, Alexiou M, Johnston C, Caparros ML,
Brockdorff N (2001) Primary non-random X inactivation associated with disruption of
Xist promoter regulation. Hum Mol Genet 10:581–589

Nguyen VT, Kiss T, Michels AA, Bensaude O (2001) 7SK small nuclear RNA binds to and
inhibits the activity of CDK9/cyclin T complexes. Nature 414:322–325

Nicholls RD (2000) The impact of genomic imprinting for neurobehavioral and develop-
mental disorders. J Clin Invest 105:413–418

Nimmrich V, Hargreaves EL, Muslimov IA, Bianchi R, Tiedge H (2005) Dendritic BC1 RNA:
modulation by kindling-induced afterdischarges. Brain Res Mol Brain Res 133:110–118

Okazaki Y, Furuno M, Kasukawa T et al. (2002) Analysis of the mouse transcriptome based
on functional annotation of 60,770 full-length cDNAs. Nature 420:563–573
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Abstract One of the major challenges in medicine today is the development of new antibi-
otics as well as effective antiviral agents. The well-known aminoglycosides interact and
interfere with the function of several noncoding RNAs, among which ribosomal RNAs
(rRNAs) are the best studied. Aminoglycosides are also known to interact with proteins
such as ribonucleases. Here we review our current understanding of the interaction be-
tween aminoglycosides and RNA. Moreover, we discuss briefly mechanisms behind the
inactivation of aminoglycosides, a major concern due to the increasing appearance of mul-
tiresistant bacterial strains. Taken together, the general knowledge about aminoglycoside
and RNA interaction is of utmost importance in the process of identifying/developing the
next generation or new classes of antibiotics. In this perspective, previously unrecognized
as well as known noncoding RNAs, apart from rRNA, are promising targets to explore.

Keywords RNA · Aminoglycosides · Metal ions · Small ligands · Antibiotics
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1
Introduction

Until relatively recently it was believed that the long struggle for control over
infectious disease was almost over. Smallpox was eradicated 1980, vaccine
programs were in place to protect the world’s children against major killer dis-
eases, and a variety of antibiotic drugs were effectively suppressing countless
microbial infections. However, cautious optimism has been overtaken by a fatal
complacency that is costing millions of lives, and threatening global socioeco-
nomic development. According to the World Health Report 1996 by the WHO,
infectious diseases are still the leading cause of death in the world, killing
at least 17 million people every year (http://www.who.int/whr/1996/en/). Dis-
eases such as tuberculosis and malaria once believed to be under control are
re-emerging with renewed ferocity. Another major challenge today is the de-
veloping resistance to antibiotics, and some infections are virtually untreatable
due to the occurrence of multiresistant bacteria (see, for example, Davies 1994;
Davies and Wright 1997). Other important aspects are the appearance of “new”
infectious agents such as the severe acute respiratory syndrome (SARS) virus,
the geographical allocation of infectious agents due to, e.g., increased traveling,
and the use of medications that suppress the immune system. Thus, far from
being over, the struggle to control infectious diseases has become increasingly
difficult, and this situation has resulted in increased costs for healthcare for
the society worldwide. Consequently, one of the major challenges in medicine
today is the development of new antibiotics as well as effective antiviral agents.

The plethora of properties and functions associated with RNA molecules,
i.e., non-coding RNA (ncRNA), has led to the realization that RNA molecules
frequently are associated with the development and progression of diseases:
genetic disorders, tumor progression, autoimmune diseases (Sullenger and
Gilboa 2002). Numerous RNA molecules are also essential for the growth of
microbial pathogens (e.g., bacteria, virus, parasites, etc.) and thereby are es-
sential for the progression of infectious diseases (Gottesman 2004). Thus, RNA
is indeed a potential drug target and this is witnessed by the fact aminoglyco-
sides interact with RNA and interfere with its function (e.g., von Ahsen et al.
1991 reviewed in Davies et al. 1993).

In this chapter we will review what is currently known about the interaction
between aminoglycosides and RNA. However, first we will briefly give an
overview about aminoglycosides, resistance against aminoglycosides, and the
interaction between RNA and metal ions and other small ligands. Finally, we
will discuss the interaction between aminoglycosides and protein enzymes
that depend on metal ions for activity followed by a brief outline of future
perspectives.
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1.1
Aminoglycosides

Aminoglycosides are secondary metabolites that are produced and secreted
by the producer to ensure a growth advantage in relation to its neighbors
(Davies 1994; Davies and Wright, 1997; Zembower et al. 1998; for further in-
formation about classification and biosynthesis of aminoglycosides and other
antibiotics, we refer the reader to a recent and excellent book: Walsh 2003).
Streptomycin was identified and isolated as early as 1944, and since then many
other aminoglycosides have been identified. Also, semisynthetic aminoglyco-
sides such as amikacin and tobramycin have been generated. Aminoglycosides
show predictable pharmacokinetics and have been used over the years in
the clinic for the treatment of infections caused by both Gram negatives and
positives including Mycobacterium tuberculosis. In many cases, aminoglyco-
sides work in synergy with other antibiotics. Although many of them are very
potent drugs, they are also associated with high toxicity as exemplified by
neomycin B. It is well established that aminoglycoside treatment is associated
with nephro- and ototoxicity, where the latter is irreversible (Mingeot-Leclercq
and Tulkens 1999; Hutchin and Cortopassi 1994; Begg and Barclay 1995). Note-
worthy is that chemical approaches have had little effect addressing these
toxicity-associated problems. The aminoglycosides are divided into two main
classes, the 2-deoxystreptamine-containing and streptomycin antibiotics. The
former class includes neomycin B and kanamycin A and B, while the latter is
exemplified by streptomycin (Fig. 1). The 2-deoxystreptamine class is further
divided into 4,6-disubstituted deoxystreptamine (e.g., kanamycin A and B)
and 4,5-disubstituted deoxystreptamine (e.g., neomycin B and paromomycin).

Antibiotics such as aminoglycosides are mainly produced by bacteria, and
in the case of aminoglycosides, the main producers are found among the acti-
nomycetes. These carbohydrate antibiotics are also referred to as aminocy-
clitol, and for their synthesis the activity of a large number of gene products
are required. In the case of streptomycin, approximately 30 genes in Strepto-
myces griseus are turned on in response to changes in the environment such as
changes in nutrient supply or stationary growth and the outcome is secretion of
streptomycin. Thus, antibiotic-producing bacteria have put a large investment
into their production.

1.2
Resistance Toward Aminoglycosides

Resistance towardnaturally occurringaminoglycosides is anessential property
for the bacteria that synthesizes a particular aminoglycoside. This simple fact
is probably a key reason why antibiotic resistance has become such a growing
medical problem. Here we will briefly review some aspects of the mechanisms
behind aminoglycoside resistance in bacteria. For a more extensive discussion
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Fig. 1a–f Molecular structures of antibiotics. a The neomycin family, b kanamycin family,
c hygromycin B, and e streptomycin are all representatives of the aminoglycoside family.
Positions where they differ are indicated with R1 and R2 and pKa values for the ammonium
groups are indicated. The structures of two other RNA-binding antibiotics that are discussed
here are also illustrated: d pactamycin and f tetracyclin

of the topic, we refer to several recent and excellent reviews (see for example
Walsh 2003; Mingeot-Leclercq et al. 1999; Kotra et al. 2000; Dessen et al. 2001;
Stewart and Costerton 2001).

Streptomycin is active as a free substance, and in order to ensure that
the producer, i.e., S. griseus, does not kill itself during synthesis, strepto-
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mycin does not become an active substance until the secretion process, dur-
ing which it is activated via two chemical reactions. Thus, natural systems
exist that modify aminoglycosides, as well as other naturally occurring an-
tibiotics, which lead to either activation or inactivation of the antibiotic. With
respect to the resistance problem, three main classes of enzymes are involved
in chemical and covalent modification of the amino and hydroxyl groups of
aminoglycosides: O-phosphotransferases, O-nucleotidyltransferases and N-
acetyltransferases. O-Phosphotransferases, also referred to as APH, use ATP as
phosphate donor and modify specific hydroxyl groups on the aminoglycoside.
O-Nucleotidyltransferases (ANT) also use ATP as a donor, resulting in adeny-
lation of hydroxyl groups. The N-acetyltransferases (AAC) use acetyl-CoA as
donor and modify the amino groups. The genes encoding these enzymes are
often carried by transposable genetic elements or plasmids. Within each class,
several aminoglycoside-modifying enzymes with different regiospecificities
have been identified: Seven APHs, four ANTs, and four AACs are currently
known. The crystal structures of some enzymes have been solved, and this has
given mechanistic information and generated strategies of how to circumvent
the resistance problem. The binding pocket encompassing kanamycin A and
the active site of kanamycin nucleotidyltransferase is illustrated in Fig. 2.

Fig.2 Aminoglycoside binding to the enzyme kanamycin nucleotidyltransferase. The surface
representation shows the interacting region within a radius of 10 Å surrounding the bound
kanamycin A (as stick model). The figure was made using the molecular graphics program
Pymol (DeLano 2002). The structure is according to Pedersen et al. (1995). PDB code 1KNY
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Another strategy used by microorganisms that results in resistance (or in-
creased tolerance) is by modification of the targets. In the context of RNA, this
means modification of the base or the ribose as well as replacing the entire
nucleotide with another nucleotide, i.e., introducing a mutation. For exam-
ple, Micromonospora purpurea, which produces gentamicin, protects itself by
methylation of its 16 S ribosomal (r)RNA (Thompson et al. 1985). Also, eukary-
otic ribosomes show a decreased affinity (≥tenfold; Table 1) toward aminogly-
cosides due to substitution of A1408, with G resulting in a G1408/A1493 base
pair not present in the bacterial rRNA. In addition, the eukaryotic ribosome
lacks the C1409/G1491 base pair (Recht et al. 1998; Vincens and Westhof 2001,
2002, 2003; see also Walter et al. 1999).

Table1 Summary of apparent inhibition constants for a selected number of aminoglycosides
inhibiting different RNA activities (concentrations are given in micromolars). Given Ki
values are defined as the concentration resulting in 50% inhibition, with the exception of
values that are appKi

# values and calculated Ki values##

RNA Aminoglycosides

Neo-
mycin
B

Paromo-
mycin

Kana-
mycin
A

Tobra-
mycin

Reference

sunY td group I intron 1.3# 100 >> 1,000 nd von Ahsen et al. 1992

Hammerhead 13.5 Stage et al. 1995

Hairpin 190 600 nd nd Earnshaw and Gait
1998

E. coli RNase P RNA −C5
protein

35 190 nd nd Mikkelsen et al. 1999

E. coli RNase P RNA +C5
protein

60 nd nd nd Mikkelsen et al. 1999

Human RNase P ≥600 nd nd nd Eubank et al. 2002

Charging of E. coli
tRNAPhe

300 nd nd nd Mikkelsen et al. 2001

Chargingofyeast tRNAAsp 0.036# Walter et al. 2002

E. coli tmRNA 70 225 1,400 1,600 Corvaisier et al. 2002

Genomic HDV RNA 28# 1,000 1,000 nd Rogers et al. 1996

A-site (bacterial) 16S
rRNA

nd 0.11 nd 2 Griffey et al. 1999

A-site (eukaryotic) 18S
rRNA

nd >20 nd 1.4 Griffey et al. 1999

Affinity to1 RRE RNA## 0.9 nd 100 10 Luedtke et al. 2003

nd, not determined. 1Measured as Rev peptide displacement from the HIV-1 Rev response
element (RRE)
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Antibiotic resistance can also be achieved by active transport or efflux
of the antibiotic out of the bacteria, resulting in a concentration that is too
low to cause harm to the bacteria. This strategy to achieve resistance is very
common among bacteria, and for further discussion on this topic we refer
to Walsh (2003). Finally, we would like to mention that antibiotic resistance
is also manifested as a result of the formation of bacterial biofilms. Here the
mechanisms of resistance are different in relation to the discussion above,
and we refer to a recent review covering this topic (Stewart and Costerton
2001).

1.3
Properties and Functions of RNA

It has become evident during the past few years that RNA plays a much more
vital role in all living organisms than initially anticipated, when it was believed
that the only role of RNA was to physically convey genetic information stored
in DNA to functionally acting proteins. Today it is clear that RNA, besides
being the physical link between DNA and protein, plays several other key roles,
i.e., structural, functional, regulatory, and informational. A large number of
ncRNAs have recently been identified, and today we know that such ncRNA
molecules have several fundamental functions essential for cell growth, sur-
vival, and development. The functions that RNA carries out or participates in
include RNA processing and protein translation, acting as structural scaffolds,
transporters, gene regulators, and biocatalysts. In fact, most likely RNA and
not protein constitutes the active center where peptide bond formation takes
place (Ban et al. 2000; Nissen et al. 2000). Moreover, the rapid increase in avail-
able genome sequences has permitted researchers to search for and analyze
regulatory RNAs, which used to be impossible. In the last 2 years, several novel
and biologically important small RNAs have been discovered in a variety of
organisms from bacteria to mammalian cells. In bacteria, these small RNAs
are sometimes referred to as sRNA, while the novel small RNAs in eukary-
otes include, for example, micro (mi)RNA and small interfering (si)RNA. In
eukaryotes the large collection of novel small and ncRNAs have been demon-
strated to be involved in gene silencing via RNA and to play essential roles
in controlling all steps of gene expression, including transcription, chromatin
modification, epigenetic memory, and alternative splicing (Mattick 2003). The
recognition that many of the recently discovered ncRNAs in both bacteria and
eukaryotes possibly act as regulators of gene expression has led to the ini-
tiation of vigorously pursued research efforts worldwide. Moreover, we note
that the role of small RNAs in immunity was recently discussed by McManus
(2004).
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2
Small Ligands and RNA

2.1
RNA, Metal Ions and Small Molecules

Our increased knowledge of RNA function/structure has lead to the realization
that divalent metal ions such as Mg2+ play crucial roles for RNA function, be-
ing both structurally and/or catalytically important. On average, there is one
Mg2+-ion bound per 3–4 nucleotides of the negatively charged RNA. It has been
demonstrated thatbindingofMg2+ toRNAis important forRNAfolding,RNA–
RNA interactions, RNA–protein interactions, and various catalytic processes
such as cleavage of RNA, transfer (t)RNA charging, and codon–anticodon
interaction (Gesteland et al. 1999). Other biologically relevant divalent metal
ions, such as Ca2+ and Mn2+, also bind to RNA. The former binds with ap-
proximately the same affinity to RNA as Mg2+, while the latter binds 3–4 times
stronger (Brännvall et al. 2001). Addition of, for example, Ca2+ to RNase P
RNA cleavage and tRNAAla alanyl-tRNA synthetase charging reactions result
in reduced activities (Brännvall and Kirsebom 2001 and references therein).
This raises the interesting possibility that biocatalysts that depend on RNA for
activity are up- or down-regulated depending on the intracellular concentra-
tions of Mg2+ and Ca2+. For example, the flux of Ca2+ is perturbed in tumor
cells (Berridge et al. 1998) and in bacterially infected cells (Uhlen et al. 2000).
Another possibility is that binding of different metal ions influences the in-
teraction between RNA and other cellular factors such as proteins (Brännvall
et al. 2004).

Addition of Mn2+ influences the accuracy of, for example, RNA-mediated
cleavage of RNA and protein-mediated cleavage of DNA (Brännvall and Kirse-
bom 2001; Hsu and Berg 1978). In this perspective, it is interesting to note that
certain bacteria, for example Borrelia burgdorferi, an intracellular parasite
causing Lyme disease (Posey and Gherardini 2000) and certain Lactobacillus
spp. (Archibald and Duong 1984) have elevated intracellular concentration of
Mn2+. Clearly this emphasizes the importance of understanding the interac-
tion between RNA and metal ions from a biological perspective, as well as
investigating in detail the biological consequences as a result of the interaction
between RNA and different metal ions. Noteworthy in this context is the recent
finding that other ligands, such as vitamin B12 and thiamine, interact with spe-
cific structural motifs of RNA and thereby influence the expression of specific
genes. These structural motifs are referred to as riboswitches, i.e., structural
domains in the non-coding regions of mRNAs, acting as metabolite-responsive
genetic switches (see for example, Nahvi et al. 2002; Winkler et al. 2002; Man-
dal et al. 2003; Vitreschak et al. 2004). Moreover, tRNA has been demonstrated
to be involved in regulation of many “amino-acid-related” genes (e.g., amino
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acyl tRNA synthetase genes) in gram-positive bacteria (for a recent review see
Grundy and Henkin 2004).

An interesting aspect regarding the function of small RNAs is their potential
role for virulence. In fact, recently, an RNA involved in regulation of the
expression of an E. coli toxin gene was identified (Vogel et al. 2004), and we
foresee many others yet to be identified. For the interaction between RNA and
other small ligands, we refer to Hermann (2003). Thus, small ligands of various
classes, from simple metal ions to more complex organic compounds, interfere
with and regulate RNA function.

Taken together, an increased knowledge of the way metal ions and other
small ligands suchas aminoglycosides (see the following sections) interactwith
RNAs and carry out their functions is fundamental and necessary in order to
understand the mechanism of action of the different RNA molecules that exist
in a cell. This knowledge can be exploited to identify small ligands that bind
a given RNA specifically and interfere with its function. Needless to say, these
ligands can subsequently be used as leads to develop novel drugs/antibiotics.

2.2
Aminoglycoside Binding to RNA and Displacement of Divalent Metal Ions

The bacterial ribosome is a primary target for various antibiotics such as the
aminoglycosides, which bind to 16 S rRNA in the A-site and interfere with the
decoding process. Aminoglycosides also bind to other RNAs and interfere with
their functions, for example: inhibition of several ribozymes including RNase
P RNA; inhibition of tRNA charging and inhibition of splicing (Table 2; see
Sect. 2.3). Currently, the understanding of how aminoglycosides interact with
RNA and interfere with its function has become an increasingly important
research field that is exploited worldwide to identify novel aminoglycoside-
based antibiotics.

Structural studies and biochemical probing analysis have been used to ob-
tain information regarding the interaction between RNA and various amino-
glycosides (for reviews see, for example, Kotra et al. 2000; Walter et al. 1999;
Vicens and Westhof 2003; Yonath and Bashan 2004). Here we will only highlight
some aspects of the RNA-aminoglycoside interaction based primarily on the
high-resolution RNA-aminoglycoside structure complexes that recently have
been reported (e.g., Vicens and Westhof 2001, 2002, 2003b; Mikkelsen et al.
2001; Brodersen et al. 2000; Carter et al. 2000; Ogle et al. 2000; Schlünzen
et al. 2000; Piolleti et al. 2001 for binding of several other antibiotics to the
ribosome).

Crystal studies and nuclear magnetic resonance (NMR) spectroscopy of
different complexes containing either 4,5- (e.g., tobramycin and geneticin)
or 4,6-disubstituted (e.g., paromomycin and neomycin B) (see, for example,
Fourmy et al. 1996, 1998a,b) have revealed that aminoglycosides often bind in
the deep groove: in the A-site of the ribosomal 16S rRNA (Fig. 3) and below
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Table 2 A compilation of novel RNA drug targets as indicated

RNA Function Bacteria Essential Human Structural
differences

Potential
drug
target

Group I in-
tron

Gene
regulation
expression

In certain
bacteria

No Not
relevant

Possibly

RNase P
RNA

tRNA
biosynthesis

Yes Yes Yes Yes Yes

tRNA
charging

Translation Yes Yes Yes Yes Yes

tmRNA Scavenging Yes No## No Not
Relevant

Yes

4.5S RNA Protein export
secretion

Yes Yes Yes Yes# Possibly

Spot 42
RNA

Gene
regulation

Yes No No Not
relevant

Not
known###

6S rRNA Inhibitor of
RNA
polymerase

Yes No No Not
relevant

Not
known

#Not including low GC gram-positive bacteria ##Has been demonstrated to be essential in
Neisseria spp. (see text) but not in E. coli under laboratory conditions ###Might be a model
system to use to exploit antisense RNA as a drug target

the D-loop in yeast tRNAPhe (Fig. 4). Based on these and biochemical studies
(see Sect. 2.3), it is clear that (1) electrostatic interactions and (2) hydrogen
bond formation directly between RNA residues/backbone and amino/hydroxyl
groups on the aminoglycoside and water-mediated interactions are crucial
to achieve high affinity. In the case of binding to the 16S rRNA A-site, the
dissociation constant has been determined to be as low as 1.5 µM for both 4,5-
and 4,6-disubstituted aminoglycosides (Hyun Ryu and Rando 2001) while for
binding to yeast tRNAPhe the affinity is higher (Table 1; Mikkelsen et al. 2001).
However, increasingpHabove thephysiological level results in reducedbinding
and no inhibition due to deprotonation of amino groups on the aminoglycoside
(Fig. 5). The latter observation emphasizes experimentally the importance
of electrostatic interactions between the positively charged aminoglycoside
and the negatively charged RNA. Moreover, it is the functional groups of the
neamine domain (Fig. 1), which is shared between these aminoglycosides, that
play a decisive role in the interaction with RNA.

Studying the interactionbetweenyeast tRNAPhe andaminoglycosidedemon-
strated that aminoglycoside binding to the RNA resulted in displacement of
a divalent metal ion, and hence it was suggested that aminoglycosides could
be considered as “metal mimics” (Fig. 4). That aminoglycoside binding could
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Fig. 3a–d Specific binding pockets for different antibiotics in Thermus thermophilus 30S
ribosomal subunit. All surface representations show the interacting region within a radius
of 10 Å surrounding the bound antibiotic. a Hygromycin B (Brodersen et al. 2000—PDB file
1HNZ). b Paromomycin (Ogle et al. 2001—PDB file 1IBK). c Tetracyclin (Brodersen et al.
2000—PDB file 1HNW). d Pactamycin (Brodersen et al. 2000—PDB file 1HNX). The figures
where made using the molecular graphics program Pymol (DeLano 2002)

result in displacement of functionally important metal ions was originally sug-
gested by Hermann and Westhof (1998), and the structural analysis as well as
biochemical studies of aminoglycoside binding to various RNA is in keeping
with this (see the following section). In fact, displacement of Mg2+ also occurs
when paromomycin binds to the 30S ribosomal subunit (Fig. 4), providing
further evidence that divalent metal ion and aminoglycoside binding sites in
RNA overlap (Carter et al. 2000). This is in keeping with recent studies using
small RNA model molecules representing the 16S rRNA A-site (Mikkelsen et al.
2001; Summers et al. 2002). Whether Mg2+ plays a direct functional role in the
decoding process is not clear, but Porschke and coworkers have discussed the
role of Mg2+ in the decoding process (e.g., Labuda et al. 1984). Nonetheless,
from the structural studies of the 16S rRNA A-site, it is evident that addition of
aminoglycoside stabilizes the bulging conformation of two functionally impor-
tant adenines, A1492 and A1493. These adenines play an essential role in the
decoding process during translation. Thus, this gives a structural reason as to
why addition of aminoglycosides results in increased errors during translation,
as has been shown be Ehrenberg and coworkers, among others (for a review see



84 L.A. Kirsebom et al.

Fig. 4a–c Displacement of divalent metal-ions by aminoglycosides. a 3D ribbon-and-stick
model of neomycin B overlapping the metal ion-binding pocket in the deep groove below
the D loop in yeast tRNAPhe (Mikkelsen et al. 2001—PDB file 1I9 V). Individual regions
of the molecule colored according to Jovine et al. (2000). b Divalent metal ions from yeast
tRNAPhe-Pb2+ (and Mg2+) structures superimposed on the yeast tRNAPhe-neomycin B
structure (Brown et al. 1983—PDB file 1TN1; Brown et al. 1985—PDB file 1TN2; Jovine
et al. 2000—PDB file 1EVV; Shi and Moore 2000—PDB file 1EHZ; Mikkelsen et al. 2001).
Yeast tRNAPhe represented as a surface model surrounding the bound neomycin B at a 10 Å
radius. Magnesium and lead ions are colored in cyan and magenta, respectively. c Thermus
thermophilus 30S-Paromomycin structure superimposed with overlapping divalent metal
ion binding sites (Ogle et al. 2000—PDB codes 1IBK and 1IBM). Surface representation of
Thermus thermophilus 30S surrounding the bound paromomycin and magnesium ions 433
and 437 at a 10 Å radius. The figures where made using the molecular graphics program
Pymol (DeLano 2002) and in generating the tRNA stick model, the program Nuccyl (Jovine
2003; www.mssm.edu/students/jovinl02/research/nuccyl.html) was used

Schroeder et al. 2000). Moreover, both crystal and NMR studies have revealed
structural information about resistance against various aminoglycosides. This
information is crucial for the work aiming at identifying the next generation
of aminoglycosides.

In this context, we would like to mention that studies where aminoglycoside
RNA aptamers have been studied have also provided valuable information
and we refer to various articles covering this aspect of RNA-aminoglycoside
interaction (apart from the references already mentioned, see Patel et al. 1997;
Herrmann and Patel 2000).
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Fig. 5 The electrostatic interaction of aminoglycosides with RNA is pH dependent. Monitor-
ing M1 RNA cleavage activity of a tRNA precursor, pSu3, at two different pH conditions at
37 °C. Lanes 1 and 3 show M1 RNA cleavage activity in the absence of Neomycin B whereas
lanes 2 and 4 show cleavage in the presence of 1 mM neomycin B. The time of cleavage in all
cases was 2 min. Concentration of M1 RNA and pSu3 were 82 nM and 5.2 nM, respectively
(for details see Mikkelsen et al. (1999))

2.3
RNA as a Drug Target

Given that RNA is essential for bacterial growth, and the possible importance
of RNA for virulence makes RNA a suitable and promising drug target. This
potential is witnessed by the fact that many antibiotics targeting the ribosome
have been and are still used in the clinic today. As discussed above, high reso-
lution structural studies of the bacterial ribosome in complex with a number
of different antibiotics have revealed that drugs bind with high specificity to
bacterial rRNA (16S and 23S) and tRNA. For example, there are drugs that
interact with or close to the decoding region on the 30S subunit as well as the
peptidyl transfer center on the 50S subunit (Fig. 3). Although the ribosome is
the primary RNA target known today, other RNA molecules, both naturally
occurring RNA and in vitro-selected RNA aptamers, have been demonstrated
to interact with antibiotics such as aminoglycosides as well as other classes
of drugs (see above). In this section, we will discuss other RNAs, primarily
bacterial RNAs that have been demonstrated to interact with aminoglycosides
and as such are potential drug targets when searching for novel antibiotics. In
addition, we will mention some other functional RNAs that potentially could
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be targeted and/or used in the process to identify novel lead compounds. These
RNA molecules/targets are summarized in Table 2.

To function as a suitable drug target the overall criteria is that the targeted
RNA has to be unique for the infectious agent (e.g., bacteria, virus, or fungi).
Alternatively, the structural differences comparing the targeted RNA in the
infectious agent with that of the host homolog are large enough to result in
higher tolerance toward the drug for the host RNA.

2.3.1
tRNA

tRNA plays a central role in protein synthesis by bringing the amino acid to
the ribosome. Prior to this, the various tRNAs have to be charged with the
correct amino acid, and the tRNA structure is essential in this process. During
the charging process, different aminoacyl-tRNA synthetases recognize and
charge the respective cognate tRNA. Thus, tRNA aminoacylation is a cellular
process that can be targeted when searching for novel bacterial drugs. Actually,
one anti-infective drug based on pseudomonic acid is directed against and
inhibits isoleucyl-tRNA synthetase (IleRS) derived from several gram-negative
and gram-positive bacteria without affecting human IleRS (Sutherland et al.
1985; Ward and Campoli-Richards 1986). Besides pseudomonic acid, it has
also been demonstrated that various aminoglycosides interact with tRNAPhe

and tRNAAsp and inhibit aminoacylation. In the case of E. coli-tRNAPhe, the
inhibition is most likely due to an overlap between the aminoglycoside binding
site and the positive identity elements that are essential for aminoacylation
by phenylalanyl-tRNA synthetase (Mikkelsen et al. 2001) while inhibition of
tRNAAsp is a consequence of an aminoglycoside-induced destabilization of the
L-shape tRNA structure (Walter et al. 2002).

2.3.2
Small Stable RNAs

In bacteria, several small stable RNAs, apart from tRNA, have been identified;
for example, RNase P RNA, transfer messenger (tm)RNA, 6S RNA, 4.5S RNA,
and Spot 42 RNA [see Table 2; for a recent review regarding small RNAs in E. coli
seeGottesman(2004)].Among these, onlyRNasePRNAand tmRNAareknown
to be inhibited by aminoglycosides. Beside these two stable RNAs, it is known
that aminoglycosides both bind and inhibit the function of a large variety of
different small RNA molecules or structures, including group I introns and
viral RNAs. Thus, it is conceivable that also other stable RNAs interact with
aminoglycosides or similar compounds. Therefore, it will be of interest to
elucidate if aminoglycosides inhibit the function of, for example, small novel
regulatory RNAs that recently have been identified in various bacteria.
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2.3.2.1
RNase P

RNase P is ubiquitous and responsible for generating the 5′ end of almost
all tRNA in bacteria, archaea, and eukarya. In bacteria, RNase P consists of
the catalytic RNA subunit and a basic protein, the C5 protein, in a 1:1 ratio
(Guerrier-Takada et al. 1983; Vioque et al. 1988; see also Fang et al. 2001). This
endoribonuclease plays an essential role in the processing of tRNA as well as
other RNA transcripts, e.g., mRNA (Altman and Kirsebom 1999). Based on
secondary structure comparison, bacterial and RNase P RNA of mammalian
origin show distinct structural differences (Kirsebom and Virtanen 2001 and
references therein). Moreover, human RNase P consists of at least nine protein
subunits and is therefore more complex in its protein composition relative to
bacterial RNase P, which only has one protein component (Kovrigina et al.
2003). These differences make bacterial RNase P with its catalytic RNA subunit
a suitable target. So far bacterial RNase P is not known to be targeted by
any of the antibiotics used in the clinic today. However, as discussed above,
aminoglycosidesdo indeed interactwithand inhibitRNasePRNAfromvarious
bacterial origins and, in the case of E. coli RNase P, even in the presence of the
C5 protein (Table 1; Mikkelsen et al. 1999; Eubank et al. 2002). Based on Pb2+-
induced cleavage studies, it was suggested that addition of aminoglycosides
interferes with the binding of functionally important metal ions. Gopalan and
coworkers showed that aminoglycosides do not inhibit the action of human
RNase P to the same extent as in the case of bacterial RNase P (Eubank et al.
2002). Taken together, this clearly indicates that RNase P is a suitable drug
target.

2.3.2.2
Transfer Messenger RNA

tmRNA is of approximately the same size as RNase P RNA. Apirion and cowork-
ers observed tmRNA as early as 1978 and they referred to it as 10S A RNA (E.
coli RNase P RNA was referred to as 10S B RNA; Gegenheimer and Apirion
1981). Its function was not apparent until 1996 when it was shown that it
rescued stalled ribosomes by acting as a transfer-messenger (tm)RNA. This
results in the synthesis of a tag at the C-terminus on the growing polypeptide
that subsequently is recognized by proteases resulting in degradation of the
tagged polypeptide. Thus, tmRNA plays a role in degradation of unwanted and
incorrect polypeptides (Keiler et al. 1996; Withey and Friedman 2003). tmRNA
is apparently unique to bacteria since no homolog in mammalians has been
identified. Its presence in E. coli is not essential, since strains lacking tmRNA
are viable under various laboratory conditions, although it cannot be excluded
that tmRNA is essential under more natural conditions (or its presence gives
a growth advantage). It should be noted that in Neisseria gonorrhoeae tm-
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RNA is essential for growth (Huang et al. 2000). This raises the possibility
that tmRNA may also be essential for growth of other bacteria. Felden and
coworkers demonstrated that aminoglycosides bind to tmRNA and interfere
with aminoacylation of tmRNA. The inhibition of aminoacylation is not a re-
sult of binding of the aminoglycoside to the aminoacyl-acceptor stem where
the major determinant for alanyl-tRNA-synthetase, rather the data, suggested
that aminoglycoside binding perturbed the conformation of the aminoacyl-
acceptor stem of tmRNA (Corvaisier et al. 2002). These data clearly suggest
that tmRNA is a potential and suitable drug target, if not in the case of all
bacteria, at least to some.

2.3.2.3
Spot 42 RNA, 6S RNA, and 4.5S RNA

Beside RNase P RNA and tmRNA, no other “classical” stable non-coding RNAs,
i.e., 4.5S RNA, 6S RNA, and Spot 42 RNA, have so far, to our knowledge, been
demonstrated to interact with aminoglycosides. However, given the generality
for the RNA/aminoglycoside interaction, it is expected that these RNAs should
also interact with aminoglycosides. Thus, it would definitely be of interest to
investigate whether aminoglycosides indeed bind to these and inhibit their
cellular function. Noteworthy is that the 4.5S RNA is involved in secretion
and is essential for viability. Moreover, comparing the structures of bacterial
(excluding low GC content gram-positive bacteria e.g., Mycoplasma spp.) 4.5S
RNA and the corresponding human signal recognition particle (SRP) RNA
reveals structural differences that clearly would be possible to explore in the
quest for novel drug targets/candidates. Likewise, the 6S RNA is an interesting
candidate as a drug target, since a homolog of 6S RNA has not been identified
in mammals. The bacterial 6S RNA functions as an RNA regulator that inhibits
RNA polymerase, and it is up-regulated during the stationary phase of bacterial
growth (Wassarman and Storz 2000).

The Spot 42 RNA (Ikemura and Dahlberg 1973) functions in sugar metabo-
lism where it is involved in translational regulation of galK (Møller et al. 2002).
Spot 42 RNA represent a class of RNA involved in translational regulation by an
antisense RNA mechanism, and as such might be of interest as a model system
to identify inhibitors that interfere with anti-sense RNA. For a recent review
of other small RNAs that have been identified in bacteria, we recommend
Gottesman (2004).

2.3.3
Other RNA Molecules Interacting with Aminoglycosides

Other RNA-based activities inhibited by aminoglycosides include both a num-
ber of ribozymes and viral RNAs. Among the ribozymes, the group I intron
is one of the best-studied examples. In their pioneering work, Schroeder and
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coworkers (von Ahsen et al. 1991) demonstrated that aminoglycosides bind
and inhibit group I intron self-splicing (for a review see Schroeder et al. 2000).
Given the existence of self-splicing RNA group I introns in bacteria, these
are indeed potential drug targets to explore. This is also apparent based on
the knowledge that group I introns have not been identified in mammalian
cells. Other ribozymes known to be inhibited by aminoglycosides are the
self-cleaving hammerhead ribozyme, the hairpin ribozyme (Stage et al. 1995;
Earnshaw and Gait 1998), and the self-cleaving hepatitis delta virus HDV RNA
(Rogers et al. 1996; Chia et al. 1997). In this context, we note that the amino-
glycoside streptomycin is apparently a better inhibitor of nuclear pre-mRNA
splicing compared to inhibition of the group I intron splicing (Hertweck et al.
2002). Since no other aminoglycosides have been tested for inhibition of nu-
clear pre-mRNA splicing, it would be of value to study this in more detail. This
is not only important in the evaluation of the group I intron as a potential
target, but this information is also of significance in order to be able to ensure
that the next generation of aminoglycosides is more specific/efficient against
chosen bacterial RNA targets.

Aminoglycosides are known to bind to human immunodeficiency virus
(HIV) RNA and, in some cases, even to prevent viral replication. In a classic
study by Zapp et al. (1993), it was shown that aminoglycosides, in particular
neomycin B, bound to the Rev response element (RRE) of HIV-1 and selectively
blocked Rev protein binding to the RRE, resulting in inhibition of viral growth.
Later, it was shown that aminoglycosides also bind to the HIV Tat-responsive
element (TAR) and prevent binding of Tat protein. In this case, both structural
and molecular dynamic simulations suggest that aminoglycoside binding in-
duces conformational changes in the RNA and thereby prevent Tat protein
binding (Mei et al. 1995; Hermann and Westhof 1999; Faber et al. 2000). These
findings emphasize that aminoglycoside also targets viral RNA and influences
viral replication by perturbing essential RNA protein interactions. These stud-
ies, therefore, highlight the possibility that RNA protein interactions, which
are essential for viral growth, serve as potential drug targets to explore for drug
development. Of course, any essential ribonucleoprotein complexes present in
any infectious agent (e.g., viral, bacterial, parasitic) would serve as a potential
target.

3
Aminoglycoside Inhibition of Metalloenzymes

It has been observed that some aminoglycosides inhibit enzymes involved in
cleavage and formation of phosphodiester bonds (Lazarus and Kitron, 1973;
McDonald and Mamrack, 1995; Woegerbauer et al. 2000). However, the mech-
anism of inhibition has not been fully understood. Based on the studies per-
formed on aminoglycoside inhibition of RNA function, it has become clear that
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the RNA-binding property of aminoglycosides is a key reason why they inhibit
RNA function. Most likely, as discussed above, the binding results in a dis-
turbed structure of the RNA and/or displacement of functionally important
divalent metal ions. To investigate if a related mechanism of inhibition was also
plausible for enzymes involved in cleavage and formation of phosphodiester
bonds, we investigated if aminoglycosides could interact with and inhibit the
polymerizing activity of E. coli DNA polymerase I and/or the exoribonucle-
ase activity of human poly(A)-specific ribonuclease (PARN) (Ren et al. 2002).
These enzymes encompass active sites that form negatively charged binding
pockets that resemble aminoglycoside binding sites in RNA. Moreover, both
active sites of these two enzymes depend on and coordinate divalent metal
ions. Our studies (Ren et al. 2002) showed that aminoglycosides inhibited the
activity of both enzymes and suggested that this was caused by the amino-
glycoside distorting the active sites and/or displacing functionally important
divalent metal ions. Thus, the property of aminoglycosides to bind to nega-
tively charged binding pockets seems to be a generally applicable property
of aminoglycosides. As a matter of fact, this property is even relevant for the
binding of kanamycin B to the active site of the bacterial kanamycin-modifying
enzyme kanamycin nucleotidyltransferase (Fig. 2), as this active site encom-
passes a negatively binding pocket and binds divalent metal ions (Pedersen
et al. 1995; Sakon et al. 1993). Thus, proteins that depend on metal ions for
activity are potential targets for aminoglycosides. Therefore, in the process to
develop RNA-specific drugs based on aminoglycosides, it is essential to ensure
that these do not interact and interfere with protein function, such as vari-
ous nucleases/polymerases that depend on metal ions for activity. In addition,
these findings identify nucleases and polymerases as potential targets in the
process of identifying novel drugs/lead compounds.

4
Concluding Remarks and Future Aspects

Over the last decades, very few new classes of antibiotics have been introduced.
The recent increase in the appearance of multiresistant bacteria emphasizes the
urgent need for new substances that can be used in the process of identifying
novel antibiotics. Here we have discussed the potential of aminoglycosides and
related molecules or derivatives thereof as potential starting molecules for the
search of novel antibiotics. We have primarily focused on the RNA-binding
property of aminoglycosides and discussed some potential RNA molecules
that could serve as drug targets.

Aminoglycosides were introduced in the early 1950s and have been an
important class of antibiotic used in the clinic since then. As discussed here,
functional and structural studies of RNA in the last 15 years have demonstrated
that RNA is a primary target for aminoglycosides. Importantly, aminoglycoside
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binding to RNA results in conformational changes and/or displacement of
divalent metal ions. Therefore, the identification of metal ion binding sites can
be explored to identify novel aminoglycoside derivatives that bind RNA.

In the process of identifying novel drugs, several laboratories worldwide
have used chemistry to modify existing aminoglycosides. For example, such
laboratories have (1) used the synthesis of aminoglycoside conjugates with
intercalators, such as acridine attached to them, to make dimeric aminoglyco-
sides, (2) replaced existing sugar moieties with different sugar derivatives, or
(3) introduced arginine residues at specific positions on the aminoglycoside
(Agnelli et al. 2004; Cheng et al. 2001; Luedtke et al. 2003; Litovchick et al.
2001; Sucheck and Shue 2001; Yao et al. 2004). Many of these new aminoglyco-
side derivatives have been demonstrated to bind various RNAs with improved
affinities and to be more resistant toward enzymatic modification. However,
a difficult problem to address yet is toxicity. Nonetheless, this demonstrates
that it is possible to use aminoglycosides in the search for new and more
efficient drugs against a number of various pathogens such as bacteria and
viruses.
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Abstract RNAinterference (RNAi) refers topost-transcriptional silencingofgeneexpression
as a result of the introduction of double-stranded RNA into cells. The application of RNAi in
experimental systems has significantly accelerated elucidation of gene functions. In order
to facilitate large-scale functional genomics studies using RNAi, several high-throughput
approaches have been developed based on microarray or microwell assays. The recent
establishment of large libraries of RNAi reagents combined with a variety of detection assays
has further improved the performance of functional genome-wide screens in mammalian
cells.

Keywords RNA interference · Microarray · Reverse transfection · Cell array

1
Introduction

Microarray technology enables investigators to take a comprehensive approach
in the analysis of gene expression. Messenger (m)RNA profiles of cells and tis-
sues are identified by using DNA arrays and provide important information
on differential gene expression in health and disease (Chittur 2004; Kaynak
et al. 2003; Grzeskowiak et al. 2003; Boer et al. 2001). Likewise, protein arrays
are being developed to identify patterns of protein abundance, protein mod-
ifications, and protein–protein and protein–DNA interactions (Gutjahr et al.
2005; Stoll et al. 2005; Walter et al. 2000). The combination of gene expression
profiling studies using genome-wide DNA microarrays and the annotation of
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thousands of expressed sequence tags (ESTs) to concrete genes resulted in the
unprecedented acceleration of expression data acquisition and interpretation.

However, in vivo functional analysis of thousands of novel genes still
presents a challenge toward our understanding of cellular processes on a global
scale. Functional analysis—which aims to discern the causal role of newly dis-
covered candidate genes and proteins in cellular processes and their potential
clinical impact or suitability as drug targets—is being revealed as slow and
rate limiting. Functional validation is usually accomplished in molecular- and
cell-based assays on a gene-by-gene basis, creating a bottleneck effect for the
characterization of the huge numbers of targets arising from genomic and
proteomic surveys.

2
Transfected Cell Arrays

If microarray technology works for DNA and proteins it may work for cells as
well. Researchers analyze cells not only in the petri dish or multi-well plate but
are starting to adapt cell culture and analysis to the microscale. The advantages
of miniaturization are obvious: smaller amounts of reagents, less storage space
and handling time, and fewer cells are required to perform an experiment
when compared to conventional culture systems. Especially when only small
numbers of cells are available, a miniaturized format may even provide the
basis to address questions that have not been possible to address before in
the conventional format. After the first arrays were developed, many ideas
followed on how and why cells should be analyzed in arrays. Cellular responses
to overexpression or knockdown of genes can be investigated, the impact of
many different molecular environments on cell function can be assessed, and
cell surface markers can be determined in a rapid way that, in the future, may
serve for diagnosis and prognosis of diseases.

Overexpression of genes or knockdown of mRNA using cell transfection
methods has become a common approach to analyze the effects of gene ex-
pression in cells. Since the human genome and genomes of other species have
been sequenced, collections of full-length complementary (c)DNAs and small
interfering (si)RNA probes are constantly growing.

Efficient methods are now needed to cope with the number of genetic probes
and cellular assays for the functional analysis of the transcriptome. The cell
microarray developed by Ziauddin and Sabatini constituted the first approach
to address this challenge by miniaturizing and parallelizing the transfection of
cells with plasmids containing cDNA sequences (Ziauddin and Sabatini 2001).
cDNA plasmids are mixed with gelatin and printed in arrays on glass slides.
The arrays are covered with transfection reagent and a monolayer of cells is
subsequently added. During an incubation period of 40 h, the cells become
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transfected by the underlying plasmid resulting in an array of clusters of cells
expressing the genes encoded by the respective cDNAs.

Since the identity of the genes is known from the array coordinates, the
technology allows a rapid identification of gene products that alter cellular
physiology or induce a desired phenotype. These changes can be detected using
commonly used methods, like immunostaining of proteins or tagging proteins
with autofluorescent proteins to follow their cellular localization. Fluorescent
labeling techniques can be used to visualize other physiological events in the
cell, such as transient increases of intracellular calcium concentrations with
calcium-sensitive fluorophores (Mishina et al. 2004).

Conrad et al. (2004) have recently applied machine learning-based clas-
sification methods to the microarray to classify cell phenotypes in response
to overexpression or knockdown of genes. These authors also improved the
automation of the technology by spotting all transfection components at once.
The use of siRNAs to knock down expression of selected genes extends the
usage of the transfected cell arrays significantly (Erfle et al. 2004).

Moreover, combination screens, in which two siRNAs or expression vectors
and siRNA were transfected into cells of the same cell cluster, have been
performed (Wheeler et al. 2004; Baghdoyan et al. 2004). With a capacity of
6,000–10,000 cell clusters per standard microscope slide, a small number of
slides would suffice to overexpress or knock down the entire set of human genes
in cell arrays. The combining of large collections of full-length gene clones
[the FLEXGene (the acronym comes from “full-length expression”) repository,
from the Harvard Institute of Proteomics; the IMAGE (this acronym derives
from “integrated molecular analysis of genomes and their expression”) cDNA
collection; the German cDNA Network (Wiemann et al. 2003)] or collections
of effective siRNA sequences could make the system extremely productive
for future global characterizations of gene function analyses (Carpenter and
Sabatini 2004).

Transfected cell arrays offer a number of advantages when used to study
gene function. One of the most important features is that this assay provides
a unique opportunity to study protein function in the context of the living cell.
Proteins expressed in the cell array can undergo post-translational processing
such as glycosylation and folding, which can be very distinct in different
organisms and different cell types (Colosimo et al. 2000). Functional analysis
of proteins in their natural environment guarantees that additional molecules
involved in the functional process are present during the assay (e.g., cofactors,
proteins involved in large complex formation, etc.).

There are a number of advantages in using transfected-cell array (TCA) as
compared to functional assays performed on mammalian cells in microwell
plate format. The array approach requires fewer cells per number of genes
tested. This is especially relevant for human primary cells since (1) only small
numbers of these can be isolated out of a tissue and (2) the in vitro expan-
sion of these cells is rather limited. Although primary cells are notorious for
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their capacity to be transfected, reverse transfection of these cells is possi-
ble, but requires careful optimization of the experimental conditions for each
cell type tested (Yoshikawa et al. 2004). Transfected cell arrays also require
far less DNA/RNA as well as transfection and signal development reagents
compared to assays performed in microwell plate format. Since, in the case
of high-throughput technologies, the cost of the single-sample analysis must
be reduced to absolute minimum, cell arrays are, at the moment, the most
cost-effective functional genomic tool available.

3
High-Throughput RNA Interference

RNA interference (RNAi) has been employed in genome-wide phenotype
screens in Caenorhabditis elegans (Ashrafi et al. 2003) and Drosophila melano-
gaster (Lum et al. 2003; Wheeler et al. 2004). Although siRNAs synthesized
chemically or enzymatically have mainly been used to study the function of
individual mammalian genes, RNAi-based genome-wide functional analysis
for mammalian cells is also well underway. Indeed, several laboratories have
already created and successfully applied siRNA-based libraries targeting large
groups of human genes (Zheng et al. 2004; Berns et al. 2004; Kittler et al.
2004). It soon became clear that cell arrays provided a suitable platform for
high-throughput cellular assays using RNAi. Several groups, including this au-
thor’s laboratory, focused on adaptation of the TCA platform for the purpose
of large-scale loss-of-function studies (Mousses et al. 2003; Kumar et al. 2003;
Silva et al. 2004). The basic protocol for preparation of RNAi cell arrays in-
cludes the spotting of siRNAs in gelatin solution onto a modified glass surface
using a standard robotic arrayer. The RNA array is subsequently treated with
transfection reagent and covered with a monolayer of recipient cells. Trans-
fection efficiency can be monitored by using fluorochrome conjugated siRNA
(Mousses et al. 2003). Alternatively, the siRNA are cotransfected with a reporter
plasmid, and gene silencing can be monitored in cells expressing the reporter
gene (Silva et al. 2004).

The availability of vector-based RNAi systems (Brummelkamp et al. 2002)
offers the possibility of applying cell array technology using DNA-based re-
verse transfection protocols. The potential drawback of this approach is a sub-
stantial delay in exertion of the silencing effect due to the de novo siRNA
synthesis within the cell. Nevertheless, Silva and coworkers recently showed
effective silencing of the reporter protein using co-transfection of short hairpin
(sh)RNA-expressing plasmid (Silva et al. 2004).

Silencing of targeted genes is monitored using, for example, fluorescent-
labeled monoclonal antibodies or autofluorescent reporter proteins. Targeted
genes are either exogenous genes, introduced by transient transfection or
stable integration of gene expression plasmids, or endogenous genes. The
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former approach allows for the evaluation of silencing capacity of different
siRNAs specific for the same target gene and can be used as a robust validation
platform for functional siRNA selection (Kumar et al. 2003; Silva et al. 2004).
Functional validation of potential siRNA molecules is still required despite
a number of algorithms that exist for sequence design (Paddison and Hannon
2003). Indeed, for most algorithms, it is estimated that only one out of two or
even one out of five designed siRNAs will efficiently knock down a target gene.

3.1
Silencing Endogenous Genes

A more challenging application is the targeting of endogenous genes by reverse
transfection of siRNA molecules. Endogenous gene silencing on cell arrays can
be monitored by means of specific fluorescent-labeled monoclonal antibodies.
This results in clusters of cells that are negative for the protein, thus creating
arrays of black holes in monolayers of cells that are expressing the protein
(Fig. 1). However, detection with gene-specific antibodies puts a limit to the
number of genes that can be assayed in the cell array. For the functional
evaluation of a genome-wide collection of siRNA molecules using cell arrays,
other detection methods have to be used. For example, downstream cellular
processes that are affected by silencing endogenous genes can be monitored by
specific antibodies that can detect changes in the phosphorylation state of cell
membrane-bound receptors or transcription factors. This would allow for the
identification of essential or even novel cell signaling molecules using genome-

Fig. 1 Downregulation of lamin A/C gene expression using the cell array platform. Silencing
of the lamin A/C gene in cells covering siRNA spots can be visualized with an array scanner
(left) as black holes in the monolayer of cells stained with anti-lamin A/C fluorescein
isothiocyanate (FITC)-labeled antibody. The red circle indicates a single reverse transfected
cell cluster shownwith40×magnificationusingaZeissAxiocammicroscope (right).Cellular
nuclei were counterstained with 4′-6′-diamidino-2-phenylindole (DAPI)
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wide siRNA libraries. Alternatively, the effects of silencing genes can result in
cellular processes such as apoptosis or changes in intercellular adhesion or
morphological changes of the transfected cells (Ziauddin and Sabatini 2001).

3.2
Multiplexing of siRNA

Since transfected cell arrays allow the analysis of many genes in parallel and
furthermore can be adopted to many existing cell-based assays, these arrays
could become an efficient molecular profiling tool for disease-related proteins
or to studyprotein–proteinandprotein–drug interactions. Interestingperspec-
tives arise when double knockdowns are considered. Two different siRNA or
vectors expressing shRNAs could be co-transfected together or a single siRNA
could be transfected to the cell line stably transfected with siRNA-vector (van
de Wetering et al. 2003). Cell arrays would have enough spotting capacity to
test hundreds of different siRNA combinations in a single experiment. This
would open the possibility of screening synthetic lethal interactions, which oc-
cur by appearance of two non-lethal mutations that, acting together, result in
cell death. Such a functional interaction of two corresponding gene products
greatly helps the in identification of novel drug targets, e.g., against cancer.
Most of the synthetic lethal interactions have been determined in lower eu-
karyotes such as C. elegans (Wang et al. 2004). In contrast, in mammalian
systems synthetic lethality has been detected only in few studies, mainly be-
cause efficient molecular tools for identification of such reactions has been
lacking so far. Application of high-throughput RNAi-based cell arrays could
substantially accelerate progress in this field.

4
Outlook

The combination of cell arrays and cell lines stably transfected with inducible
shRNA plasmid constructs is also well suited for screening of small molecules
for their ability to specifically interact with protein targets such as G protein-
coupled receptors (GPCRs) (Mishina et al. 2004). Also, in this case the cell
microarrays present a more advanced alternative to standard protein arrays,
since in TCA the proteins are synthesized in situ in the physiological envi-
ronment of the cells, thus enabling proper post-translational protein folding
and glycosylation. Taken together, cell arrays represent an emerging high-
throughput platform in RNAi research, especially in applications where cell
numbers are a limiting factor. Further optimization of the reverse transfec-
tion protocol for different cell types should open the possibility to perform
loss-of-function studies in a tissue- or organ-specific environment.
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Abstract RNA interference is a natural mechanism by which small interfering (si)RNA
operates to specifically and potently down-regulate the expression of a target gene. This
down-regulation has been thought to predominantly function at the level of the messenger
(m)RNA, post-transcriptional gene silencing (PTGS). Recently, the discovery that siRNAs
can function to suppress a gene’s expression at the level of transcription, i.e., transcriptional
gene silencing (TGS), has created a major paradigm shift in mammalian RNAi. These
recent findings significantly broaden the role RNA, specifically siRNAs and potentially
microRNAs, plays in the regulation of gene expression as well as the breadth of potential
siRNA target sites. Indeed, the specificity and simplicity of design makes the use of siRNAs
to target and suppress virtually any gene or gene promoter of interest a realized technology.
Furthermore, since siRNAs are a small nucleic acid reagent, they are unlikely to elicit an
immune response, making them a theoretically good future therapeutic. This review will
focus on the development, delivery, and potential therapeutic use of antiviral siRNAs in
treating viral infections as well as emerging viral threats.

Keywords RNAi · siRNA · PTGS · TGS · HIV-1

1
RNA Interference

RNA interference (RNAi), first described in plants and termed cosuppression
(reviewed in Tijsterman et al. 2002), is a process in which double-stranded
(ds)RNA induces homology-dependent degradation of mRNA (Montgomery
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1998;Nishikura2001; Sharp2001).RNAi is aprocess involving small interfering
double-stranded (si)RNAs 21–22 bp in length, with 3′ overhanging ends that
can induce a homology-dependent degradation of cognate messenger (m)RNA
(Nishikura 2001). The generation of siRNA is the result of a multistep process
that involves the action of RNase III endonuclease Dicer (Bernstein et al. 2001,
2003; Sui 2002; Fig. 1). The approximately 22-bp siRNAs that is processed by
Dicer provide much of the specificity in the silencing process. However, the
necessity for an exact sequence match in the sense strand of siRNA duplexes
has been questioned, as single stranded antisense siRNAs can guide target RNA
cleavage (Martinez et al. 2002) and as many as five mismatches in the sense
strand RNA may be tolerated (Sumimoto 2003). In contrast, a single base pair
mismatch relative to the target RNA on the antisense strand has been shown
to significantly reduce siRNA-mediated message degradation (Hamada et al.
2002). Following the action of Dicer, the ∼21-bp siRNAs are incorporated into
the RNA-induced silencing complex (RISC), which identifies and silences by
slicing the mRNAs complementary to the 21-bp siRNA through interactions
with Argonaute 2 (Liu et al. 2004; Fig. 1). The specificity juxtaposed with potent
suppression of target genes by siRNA has truly adopted RNAi as a standard
methodology for gene specific silencing in mammalian cells.

Mechanistically, RNAi can suppress gene expression via two distinct path-
ways: transcriptional (TGS) and post-transcriptional (PTGS) gene silencing.
PTGS involves siRNAs targeting of either mRNA or pre-mRNA, including
intronic sequences in Caenorhabditis elegans and yeast (Bosher 1999). TGS
involves silencing at the chromatin and was first observed when doubly trans-
formed tobacco plants exhibited a suppressed phenotype of the transformed
transgene. Careful analysis indicated that methylation of the targeted gene
was involved in the suppression (Matzke 1989). TGS mediated by dsRNAs was
further substantiated in viroid-infected plants and was shown to be due to
RNA-dependent methylation of DNA (RdDM) (Wassenegger 1994). The ob-
served TGS in viroid-infected plants contained viral promoters expressing
integrated transgenes. Interestingly, these promoters became methylated at
sites matching the small double stranded viral RNAs, and transcription of the
viral promoters was suppressed as a result of these homologous viral RNAs
entering the nucleus and inducing TGS (Wassenegger 1994, 2000), i.e., RNA
directed suppression of gene expression at the promoter. In human cells, gene
silencing induced by RNAi was initially thought to be restricted to action on
cytoplasmic mRNA or RNA at the nuclear pore (Zeng 2002), similar to most
reports in C. elegans and Trypanosoma brucei (Fire 1998; Montgomery 1998;
Ngo 1998). To date, TGS has been found to occur in plants, Drosophila, and
in Schizosaccharomyces pombe in centromeric regulation (Volpe 2002). Re-
cently, TGS was reported to be operable in mammalian cells and appeared to
rely on the delivery of the siRNA to the nucleus (Kawasaki et al. 2005; Morris
et al. 2004a). However, the strict requirements of nuclear delivery may not be
necessary if temporal factors are included in the analysis (Kawasaki and Taira
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Fig. 1 Post-transcriptional RNAi in mammalian cells. Synthetic siRNAs or those generated
by Dicer ex vivo can be transfected directly into cells using lipid-based transfection reagents
or with siRNAs expressed from within the cell from lentiviral or other gene therapy-based
vector systems (1). A cell can be stably transduced with a lentiviral vector that expresses
siRNAs either from two independent promoters (U6, Pol III) or a single promoter driving
the expression of a hairpin shRNA targeting a particular gene of interest (1). The vector-
expressed siRNAs are probably bound by Exportin 5 and Drosha (2; Lee et al. 2003; Lund
et al. 2004), and then get shuttled out of the nucleus and handed off to Dicer, which then
cleaves the loop from the hairpin (3) producing the siRNA that is then loaded into RISC,
ultimately leading to slicing of the target mRNA (4), essentially driving post-transcriptional
gene silencing (PTGS)

2004). The observed TGS in mammalian cells appears to involve DNA methyla-
tion, specifically DNMT1, DNMT3b (Kawasaki and Taira 2004), and DNMT3a
(Jeffery and Nakielny 2004), as well as histone deacetylation, as the observed
inhibition of gene expression was reversible with the addition of 5-azacytidine
(5′Aza-C, 4 µM) and trichostatin A (TSA, 0.05 mM; Morris et al. 2004a).
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2
Diversity of Viral Targets

Targeted suppression of human immunodeficiency virus (HIV)-1 has been
achieved through siRNAs directed against HIV-1 tat and rev (Coburn 2002;
Lee 2002; Novina 2002; Surabhi and Gaynor 2002), reverse transcriptase (Mor-
ris 2004; Surabhi and Gaynor 2002), trans-activating response region (TAR),
and the 3′-untranslated region (UTR), Vif (Jacque 2002), as well as gag and
the HIV-1 co-receptor CD4 (Novina 2002) and co-receptor CCR5 (Qin 2002;
reviewed in Lee and Rossi 2004).

Viruses other than HIV-1 have also been successfully targeted by siRNAs
in vitro with some success, including Semliki forest virus (SFV), poliovirus,
dengue virus, influenza virus, hepatitis C virus, and many others (reviewed
in Radhakrishnan et al. 2004). The fact that such a wide berth of varying
viruses can be successfully targeted by siRNAs suggests that these nucleic acid
molecules can be used to theoretically target virtually any emerging or present-
day infectious agent. However, despite the excitement and the early proofs-
of-principle in the literature, there are important issues and concerns about
therapeutic application of this technology, including difficulties with efficient
delivery, uncertainty about potential toxicity, and the emergence of siRNA-
resistant viruses. In particular, certain viruses encode proteins that block one
or more steps in the RNAi pathway (Bennasser et al. 2005; Hamilton et al.
2002; Johansen and Carrington 2001; Li et al. 2002; Llave et al. 2000; Mallory
et al. 2001, 2002). Indeed resistance to siRNA occurs rather rapidly and is
only contingent on a single nucleotide substitution (Gitlin 2002), and recently
HIV-1 was shown to elude siRNA targeting by the evolution of alternative
splice variants for the siRNA-targeted transcripts (Westerhout et al. 2005).
A possible way to circumvent such a conclusion in siRNA-mediated therapies
for human viral infections could be to (1) design siRNAs to best fit targets from
anextensive database of the variants in the particular target virus (Morris 2004)
and (2) incorporate these best-fit siRNAs into a multiple anti-viral siRNA-
expressing transgene vector. Undeniably, the multiplexing of several different
siRNAs targeting different sites in the HIV genome along with non-essential
cellular targets such as CCR5 should be utilized to harness the full potential
of this mechanism in treating HIV-1 with siRNA technology. Alternatively,
siRNAs designed to more conserved regions, such as to target viral intron/exon
splice junctions, might also prove more resistant to the emergence of variant
viral strains as the result of siRNA-mediated targeting.

3
siRNA Selection

There are many commercially available reagents as well as PCR-based method-
ologies (Castanotto and Rossi 2004) for use in the generation of synthetic
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siRNAs. The usefulness of first generating and testing siRNA on a particular
target prior to construction and generation of a vector system for the delivery
and expression of a particular siRNA species (Morris 2004) cannot be over-
stated. Specific targeting of siRNAs is extremely important, as slight positional
changes in the siRNA relative to the mRNA can have drastic effects on silenc-
ing (Holen 2002), indicating that the target mRNA secondary structure plays
a role in the siRNA accessibility. Indeed not all siRNAs are functional, and
a computational design or algorithm that provides 100% successful selection
of efficacious siRNAs has not, to our knowledge, been developed. However,
a set of common rules has begun to emerge from many of the studies done.
SiRNAs in which the helix at the 5′-end of the antisense strand has a lower
stability than the 3′-end of the siRNA are generally more effective than those
with the opposite arrangement. A biochemical basis for the thermodynamic
arrangement of effective siRNAs was provided by biochemical studies of the
mRNA cleavage complex RISC in Drosophila embryo extracts, which showed
unequal incorporation of the two strands of the siRNA into RISC (Schwarz
et al. 2003). Strand biases could be manipulated by altering the thermody-
namic stability of the terminal nucleotides in a way that precisely matched the
rules that were derived from empirical studies. Finally, an examination of mi-
croRNAs (miRNAs), most of which produce RISC-like complexes containing
only one strand of the precursor, showed the same pattern of thermodynamic
asymmetry as did effective siRNAs (reviewed in Meissner 2001).

Another important factor in siRNA-mediated RNAi is based on cell type.
siRNA-transfected cells that are actively dividing lose transcriptional silencing
over roughly 96 h (Novina 2002; Tuschl 2002), possibly due to the cell divi-
sion and subsequent loss of the required template mRNA (Holen 2002). In
non-dividing cells, siRNA silencing has been retained long-term and corre-
lates well with the presence of the mRNA target (Song 2003). Consequently,
successful targeting of a desired transcript should involve prior attempts to
model the siRNA accessibility to the template mRNA, similar to approaches
employed with ribozyme and antisense RNA targeting (Scherr 1998). Further-
more, when targeting the RNA of a virus, conserved regions that cannot accom-
modate evolved point mutations should be preferentially selected. Certainly
the sequence-specific ability of siRNAto inhibit gene expression suggests broad
applications, including targeting of viral infections such as HIV-1. However, the
sensitivity of siRNA to single base pair mismatches, coupled with extant data
on the rapidity of evolution of drug resistance (Richman 1994) in the face of se-
lective pressure, may limit the overall target selection in some viral infections.

4
Delivery of siRNAs to Target Cells

Once an siRNA or multiple siRNAs targeting a particular viral RNA have been
designed and tested in vitro with transient-based transfection assays (Fig. 1),
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it may prove necessary to express the siRNA from the context of the cell. The
introduction of siRNAs into mammalian cells can be achieved through a va-
riety of standard transfection methods (Fig. 1). The strength and duration
of the silencing response delivered in the context of such transfection meth-
ods, however, is determined or limited (or both determined and limited) by
several factors. On a population basis, the overall efficiency of transfection is
a major determinant, which must be addressed by optimizing conditions. In
each individual cell, silencing depends upon a combination of the amount of
siRNA that is delivered and the potential of the siRNA to suppress its target
(the potency). Even a relatively poor siRNA can silence its target provided
that sufficient quantities are delivered. However, overloading the system with
a high-concentration of siRNAs is likely to lead to undesired effects, including
off-target suppression as well as the induction of a PKR response (Sledz et al.
2003). Indeed, there are innumerable methodologies available for expressing
siRNAs from the context of the cell, including transient transfection of the syn-
thesized or plasmid-expressed siRNA and stable expression of the particular
siRNA by lentiviral vector delivery (Banerjea et al. 2003; Fig. 1).

Lentiviral vectors are emerging as one of the best candidates currently avail-
able for delivering and stably expressing short hairpin (sh)RNAs or siRNAs in
target cells (Fig. 2). Lentiviruses, unlike retroviruses such as Moloney murine
leukemia virus (MoMuLV), tend to preferentially integrate downstream of ac-
tive promoters within the active transcriptional unit, potentially limiting their
overall oncogenicity (Wu et al. 2003). Moreover, lentiviral-based vectors are
capable of transducing non-dividing cells (Buchschacher 2000) and specifically
targeting the nucleus. HIV-1-, HIV-2/SIV-, and feline immunodeficiency virus
(FIV)-based lentiviral vectors are produced by co-transfecting vector, packag-
ing, and envelope into producer cells, and collecting the resultant supernatants
that contain the packaged vector 48 h later (Fig. 2). Lentiviral vectors are capa-
ble of stably transducing many cell types, including hematopoietic stem cells
(Gervaix et al. 1997), integrating into the target genome, and expressing desired
transgenes (Poeschla 1996; Price 2002; Quinonez 2002; Yam 2002). Lentiviruses
have also been shown to cross-package one another (Browning 2001; Goujon
2003; White 1999). This observation has been carried over experimentally with
HIV-1 and HIV-2 vectors being cross-packaged by FIV and capable of stably
transducing and protecting human primary blood mononuclear cells from
HIV-1 infection (Morris et al. 2004b). The cross-packaging of lentiviral vectors
such as HIV-1 with an FIV packaging system offers a unique and possibly
safer method for delivering anti-viral vectors to target cells in HIV-1-infected
individuals. For instance,FIV-packagedHIV-1orHIV-2vectors reduce the like-
lihood of immune recognition, or seroconversion, due to exposure to HIV-1
structural proteins. Finally, lentiviral vectors can be specifically pseudotyped
(Kobinger 2001; Sandrin 2003) or designed with a receptor-ligand bridge to
target specific cell types (Boerger 1999).
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Fig. 2 Production of lentiviral vectors. Lentiviral vectors are produced by (1) transfecting
293T producer cells with the lentiviral vector, packaging, and envelope plasmids. Next,
the transfected cell transcribes the respective plasmids (2 and 3) subsequently producing
the packaging co-factors (4) and vector RNA which is then packaged into the budding
particles (4). The culture supernatants are collected 48–72 h later, and vector concentration
is determined by titering on target cells

Therapeutically, the use of lentiviral or other stable integrating vector sys-
tems may not prove useful in the application of siRNAs in treating transient
infections such as influenza or severe acute respiratory syndrome (SARS). One
alternative is the use of cationic lipid complexes to systemically or locally de-
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liver the viral or disease-specific shRNA or siRNA to the infected individual.
Systemic delivery of siRNAs have been shown in mice and could be used to aid
or augment the immune response during times of duress (Sioud and Sorensen
2003; Sorensen et al. 2003).

5
siRNA Challenges

Indubitably, one of the advantages of using siRNAs to treat emerging infectious
agents such as viral infections is the relative ease of design, construction, and
testing. The emerging field of RNAi—and siRNAs in particular—provides
a potentially cost-effective and relatively quick methodology to treating some
of the worlds most deadly emerging viral infections, such as Ebola and SARS,
or to even deal with theoretical threats of smallpox or other viruses. Moreover,
RNAi technology can also be used beyond the scope of human disease to
treat agricultural, horticultural, and wildlife diseases. However, there are two
important issues currently facing RNAi-mediated technologies that must be
circumvented prior to the realization of RNAi in human therapeutics. These
two constraints are the avoidance of off-target effects and the delivery of the
siRNA to the target cell.

Steady progress has been made with regards to gene therapy-based deliv-
ery systems, specifically lentiviral-based vector systems. Regarding off-target
effects, the use of siRNAs to target specific cellular or viral transcripts relies es-
sentially on hijacking the endogenous RNAi machinery, of which we know very
little, i.e., what is the potential for saturating the RNAi pathway. Indeed there
is evidence that RISC can be saturated at least in the context of cultured cells
(Pasquinelli 2002; Pasquinelli and Ruvkun 2002). Consequently, endogenous
RNAi pathways appear to be susceptible to high concentrations of exogenous
siRNA, suggesting that it will probably be imperative to not only quantitate
siRNA-mediated silencing but to also monitor other genes in siRNA-treated
cultures for untoward off-target effects. Indeed a thorough understanding of
the mechanism(s) leading to nonspecific off-target effects as the result of siRNA
treatment is essential before siRNAs or shRNAs can become realized in human
therapies to treat viral infections.
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Abstract RNA interference (RNAi) is a sequence-specific gene-silencing mechanism that has
been proposed to function as a defence mechanism of eukaryotic cells against viruses and
transposons. RNAi was first observed in plants in the form of a mysterious immune response
to viral pathogens. But RNAi is more than just a response to exogenous genetic material.
Small RNAs termed microRNA (miRNA) regulate cellular gene expression programs to
control diverse steps in cell development and physiology. The discovery that exogenously
delivered short interfering RNA (siRNA) can trigger RNAi in mammalian cells has made it
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into a powerful technique for generating genetic knock-outs. It also raises the possibility to
use RNAi technology as a therapeutic tool against pathogenic viruses. Indeed, inhibition
of virus replication has been reported for several human pathogens including human
immunodeficiency virus, the hepatitis B and C viruses and influenza virus. We reviewed
the field of antiviral RNAi research in 2003 (Haasnoot et al. 2003), but many new studies
have recently been published. In this review, we present a complete listing of all antiviral
strategies published up to and including December 2004. The latest developments in the
RNAi field and their antiviral application are described.

Keywords RNA interference · siRNA · shRNA · RISC · Virus · Antiviral therapy

1
Introduction

RNA interference (RNAi) is certainly not the first mechanism with therapeutic
potential that is based on nucleic acid. The idea of using nucleic acid-based
inhibitors of gene expression stems from research performed in the 1980s
when antisense DNA oligonucleotides could be chemically synthesized for the
first time. Scientists had high hopes for antisense, but thus far only a single
drug, called Vitravene, cleared the Food and Drug Administration (FDA) in
1998 and is currently used to treat cytomegalovirus-induced eye infections in
acquired immunodeficiency syndrome (AIDS) patients. The exploitation of
DNA-based therapeutic agents remains limited because of delivery problems
and unpredictable effectiveness. Similarly, ribozymes once held promise, but
not one ribozyme-based drug has come to the market. RNAi is about to change
the momentum. Acuity Pharmaceuticals in Philadelphia filed an investiga-
tional new drug application with the FDA in August 2003 to begin testing small
interfering RNA (siRNA) treatment for the wet form of age-related macular de-
generation (AMD). Still, it could be years before the first RNAi drug is approved
for consumer use; but the field is moving at an unprecedented speed. The RNAi
pathway is commonly consideredacellulardefencemechanismagainst viruses,
and it can be used as a therapeutic tool against pathogenic viruses. We will
summarize the current status of RNAi-mediated inhibition of virus replica-
tion and discuss the possibilities for the development of RNAi-based antiviral
therapeutics.

2
The Biology of RNA Interference

RNAi is a cellular regulatory pathway triggered in response to double-stranded
RNA (dsRNA) (Hannon 2002). Since its first description in Caenorhabditis el-
egans, RNAi has been found to exist in many eukaryotic organisms and to be
involved in an extraordinary number of gene-silencing phenomena (Fire et al.



RNA Interference: Its Use as Antiviral Therapy 119

1998; Hannon 2002). The RNAi machinery consists of a conserved core of fac-
torswith roles in recognizing, processingandeffecting the responses todsRNA.
MicroRNAs (miRNAs) are a growing family of small non-protein-coding regu-
latory transcripts found in many eukaryotic organisms. miRNAs are processed
via the RNAi machinery, and some have been shown to regulate the expres-
sion of homologous target-gene transcripts. miRNAs were first described in C.
elegans; the lin-4 and let-7 transcripts. Both target the 3′ untranslated regions
(3′-UTRs) of developmental transcription factors and suppress their trans-
lation (Grishok et al. 2001; Reinhart et al. 2000; Vella et al. 2004). Current
estimates for the number of miRNAs represent 1% of the predicted number
of genes in a mammalian genome, similar to the proportion represented by
large gene families such as transcription factors. Computational methods are
being used to identify targets with the expectation that the results will provide
clues as to the mechanism of action of a particular miRNA (Lai 2004). As more
miRNA:target pairs were described, it became apparent that regulation of de-
velopment might be a common theme in miRNA biology. miRNAs and their
targets have been found to affect diverse processes, including flowering time
and leaf patterning in Arabidopsis, neuronal asymmetry in C. elegans, and de-
velopmentally regulated cell proliferation in Drosophila (Aukerman and Sakai
2003; Brennecke et al. 2003; Kidner and Martienssen 2004; Palatnik et al. 2003).
Little is known about the roles of miRNAs in mammals, but the field is moving
fast (Miska et al. 2004).

2.1
miRNA Biosynthesis and DICER-Mediated Processing

miRNA genes are often located in clusters that appear to be transcribed as
a polycistronic transcript (Lee et al. 2002b). Perhaps surprisingly, neither the
miRNA promoters nor the RNA polymerase responsible for miRNA tran-
scription has been characterized in detail thus far. However, recent evidence
indicates that human miRNAs are processed from capped, polyadenylated
transcripts that can also function as messenger (m)RNAs (Cai et al. 2004).
It is also clear that miRNA genes are often under strict developmental- and
tissue-specific control (Dostie et al. 2003; Houbaviy et al. 2003; Krichevsky
et al. 2003; Lagos-Quintana et al. 2002; Moss and Tang 2003). Many primary
miRNA transcripts are predicted by computer algorithms to adopt elaborate
stem-loop structures (Lau et al. 2001; Lee and Ambros 2001; Mourelatos et al.
2002). Cleavage of the stem-loops by the RNase III enzyme Drosha liberates
approximately 70-nucleotide (nt) precursor miRNAs (pre-miRNAs) (Lee et al.
2003b). These RNAs have the characteristic two-nt 3′ overhang end structure
left by the staggered cut of RNase III enzymes. Recent studies have shown that
Exportin-5 mediates the nuclear export of pre-miRNAs in a Ran–guanosine
triphosphate (GTP)-dependent manner (Bohnsack et al. 2004; Lund et al. 2004;
Yi et al. 2003). Interestingly, Exportin-5-mediated nuclear export of another
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cargoRNA, theadenovirusVA1noncodingRNA,alsorequiresa two- to three-nt
3′ overhang (Gwizdek et al. 2004), suggesting that the structural determinants
of Exportin-5 recognition may be implicit in Drosha processing. Entry into
the cytoplasm brings pre-miRNAs into contact with Dicer, a predominantly
cytoplasmic enzyme (Billy et al. 2001; Findley et al. 2003; Provost et al. 2002).
Dicer cleaves pre-miRNAs into mature ∼22mer miRNAs, but it can also cleave
dsRNA into ∼22mer siRNAs (Bernstein et al. 2001; Grishok et al. 2001; Hut-
vagner et al. 2001; Ketting et al. 2001; Knight and Bass 2001). Dicer is a modular
enzyme composed of two RNaseIII domains, a DExH/DEAH box RNA helicase
domain and a PAZ domain, as well as a domain of unknown function (DUF283)
and a double-stranded RNA-binding motif (Bernstein et al. 2001).

2.2
RISC-Mediated Target RNA Cleavage

Dicer cleavage is followed by release of the mature miRNA or siRNA, and
its incorporation into a RISC (RNA-induced silencing complex) effector com-
plex whose diverse functions include mRNA cleavage, translational suppres-
sion, transcriptional silencing and heterochromatin formation. The C. elegans
double-stranded RNA-binding protein RDE-4 and its Drosophila homologue
R2D2 facilitate the transfer of siRNAs to RISC (Liu et al. 2003; Tabara et al.
2002). There is also likely to be a number of additional components that aid in
RISC assembly (Tomari et al. 2004a), particularly those that unwind siRNAs
or miRNAs and through this action determine which RNA strand is chosen for
silencing (Schwarz et al. 2003). Which strand of the miRNA or siRNA duplex
is preferentially incorporated into RISC is also determined by the thermody-
namic properties of the nucleic acid duplex (Martinez et al. 2002a; Schwarz
et al. 2003).

RISC ribonucleoprotein complexes contain members of the PAZ–Piwi do-
main Argonaute family of proteins, siRNAs or miRNAs, and miRNA/siRNA
complementary mRNAs. The Argonaute protein recognizes the 3′ overhang of
the single-stranded (ss)RNA and is a crucial component of RISC. The loaded
ssRNA guides the search for mRNA with complementary sequences and de-
fines the actual site of cleavage (∼10 bases from the 3′ overhang). The first
crystal structure of an archaeal Argonaute protein revealed an RNaseH-like
fold with a catalytic Asp-Asp-Glu (DDE) motif for RNA cleavage, suggesting
that this protein is the actual RNA slicer (Parker et al. 2004; Song et al. 2004).
Mammalian cells have four Argonaute homologues, but recent evidence sug-
gests that Ago2 has the RNA-cleaving activity (Liu et al. 2004a; Rand et al.
2004). There may be a division of labour between Argonautes. For instance,
Drosophila melanogaster was recently shown to have Ago2 for unwinding of
siRNA, which is a prerequisite for siRNA-mediated cleavage, and Ago1 inter-
acts directly with Dicer, leading to stabilization of mature miRNAs (Okamura
et al. 2004). The endonucleolytic cleavage by RISC generates two RNA frag-
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ments with a 3′ hydroxyl and 5′ phosphate (Schwarz et al. 2004). These mRNA
fragments must be eliminated because they may encode unwanted polypeptide
fragments when translated. The fate of the mRNA cleavage products remained
unclear for some time, but recent evidence has implicated a 5′ to 3′ exonuclease,
the cytoplasmic AtXRN4 enzyme in Arabidopsis, in removal of 3′ fragments
(Gazzani et al. 2004; Souret et al. 2004).

RISC contains a number of accessory factors, some of which have activ-
ities necessary for effector function. The precise biochemical mechanisms
whereby RISCs carry out their functions are unknown. Two well-characterized
RISC activities are mRNA cleavage and translational suppression. RISC is
a multiple-turnover enzyme complex, and, once incorporated, an siRNA or
miRNA can direct multiple rounds of target cleavage (Hutvagner and Zamore
2002). Whether RISC can also act in a catalytic manner in mediating transla-
tional suppression is not clear. It is also not known whether miRNA–mRNA
duplexes require specific features (e.g. a mismatch) to be recognized by factors
that mediate the translational repression. Recent evidence indicates that the
primary function of the miRNAs is to guide their associated proteins to the
mRNA. Tethering Ago proteins to the 3′-UTR of an mRNA by other means also
resulted in translational repression (Pillai et al. 2004).

2.3
RNAi and the Impact on Chromosome Structure and Transcription

Although miRNA molecules are thought to act at the post-transcriptional
level by interfering with mRNAs, there is accumulating evidence that some of
them, and other non-coding RNA molecules, are involved in transcriptional
silencing and heterochromatin formation as well. RNAi is known to work
transcriptionally in plants by methylating gene promoters with sequences
complementing the RNAs. De novo cytosine methylation of genomic DNA
was shown to occur in plants infected with RNA viroids whose sequences
were homologous to the methylated genomic sequences (Wassenegger et al.
1994). This process is referred to as RNA-directed DNA methylation (RdDM).
Subsequently, dsRNA targeting a promoter region was shown to induce RdDM
and to trigger transcriptional silencing. This silencing was accompanied by
siRNA production, pointing to an RNAi-like mechanism for gene silencing
at the transcriptional level (Mette et al. 1999). There is recent evidence that
DNA methylation and gene silencing can also be induced by siRNA in human
cells (Kawasaki and Taira 2004; Morris et al. 2004). Cells typically pass this
DNA-regulating modification on to daughter cells, possibly permitting more
lasting inhibitory effects.

RNAi has been linked with heterochromatin formation, gene silencing and
chromosome segregation in fission yeast. Transcripts derived from the outer
centromere repeats of the yeast chromosomes are chopped up by the RNAi
machinery, thus forming siRNAs that are required for the formation of het-
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erochromatin over the outer repeats. Chromosome analysis in a mammalian
cell with a conditional knockout of Dicer suggested that RNAi does also play
a role in heterochromatin formation at centromeres in vertebrates (Fukagawa
et al. 2004).

This second DNA pathway could provide an alternative means to inhibit
certain viruses by RNAi, in particular viruses that utilize DNA transcription
as part of their replication strategy, which includes all DNA viruses and retro-
viruses. Compared to the RNA phase, the existence of a DNA phase of the
RNAi machinery could provide longer-lasting effects and thus open new ther-
apeutic strategies. On the other hand, a broader mechanism of action does
also increase the likelihood of unintended consequences through off-target
silencing.

3
Optimizing the siRNA Inhibitor

The results of detailed biochemical studies suggest a need to revise the current
design rules for the construction of siRNAs (Khvorova et al. 2003; Schwarz
et al. 2003). One could select RNA targets for which the corresponding siRNA
molecule has an optimal thermodynamic signature. Naturally occurring miR-
NAs show a strong bias for accumulating only one strand into functional RISC
complexes (Bartel 2004). In the course of identifying more active and more
specific siRNAs, it was noticed that the sequence composition of the siRNA du-
plex influences the ratio of the “sense” and “antisense” (complementary to the
target gene) siRNAs entering the RISC complex (Khvorova et al. 2003; Schwarz
et al. 2003). Particularly important is a low base-pairing stability at the 5′ end
of the antisense strand relative to the 3′ end, which increases the chance that
this antisense strand enters the RISC complex. An additional advantage of such
biased uptake in RISC is that there will be less off-target effects through RISC
complexes that are loaded with the sense strand. In Drosophila, the orienta-
tion of the Dicer-2/R2D2 protein heterodimer determines which siRNA strand
associates with the core RISC protein Argonaute 2 (Tomari et al. 2004b). R2D2
binds the siRNA end with the greatest double-stranded character, thereby ori-
enting the heterodimer on the siRNA duplex. Strong R2D2 binding requires
a 5′-phosphate on the RNAi strand that is subsequently excluded from RISC.
This explains why relatively low base-pairing at the 5′ end of the antisense
strand is beneficial.

In case the selected siRNA is still sub-optimal, one could improve its ther-
modynamic signature by altering the structure of the siRNA duplex. This can
be done by introduction of weak G-U base-pairs, internal loops or bulges at
distinct positions within the duplex, obviously without changing the antisense
strand that mediates subsequent mRNA-cleavage (Miyagishi et al. 2004). In
cells, it may even be feasible to convert adenosine (A) to inosine (I) within
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dsRNA by RNA editing enzymes (Tonkin and Bass 2003). In case of synthetic
siRNA, one could introduce chemical modifications at specific positions within
the sense strand of the siRNA molecule to reach the optimal thermodynamic
signature. Chemical modification of one of the strands may also be used to
either block RISC incorporation of the sense strand or trigger incorporation
of the antisense strand. This optimization will also reduce the likelihood of
sense-strand-directed off-target effects.

Other aspects may also influence the choice of optimal antivirals, includ-
ing the effect of RNA secondary structure in the target and the presence of
target RNA-associated proteins. When targeting a viral pathogen, it is also
particularly important to consider the degree in which the target sequence
is conserved among virus isolates. For instance, we selected eight siRNAs
against well-conserved and highly accessible domains of the human immun-
odeficiency virus (HIV)-1 RNA genome, but the majority of these molecules
were ineffective, possibly because they did not obey these new rules for optimal
siRNA-design (Das et al. 2004).

4
Stable Intracellular Expression of Short Hairpin RNA

The addition of chemically or enzymatically synthesized siRNA to cells is
the most convenient way to induce RNAi in the laboratory setting, but stable
intracellular expression may be required for several therapeutic applications.
The first vectors for the expression of functional siRNA [mostly short hairpin
(sh)RNA] were described in 2002 (Brummelkamp et al. 2002; Paddison et al.
2002). Several improvements have been reported, but much optimization is
still to be expected. RNA polymerase III (Pol III) promoters have been widely
used to express shRNA for silencing a variety of target genes (Brummelkamp
et al. 2002), and several modifications of this system were recently published.
It was reported that the enhancer from the cytomegalovirus immediate-early
promoter (a Pol II unit) can enhance the synthesis of siRNA from a Pol III unit
(Xia et al. 2003).

The two different human Pol III promoters that have been widely used nat-
urally encode either a small nuclear (sn)RNA (U6 unit) or part of the RNase P
molecule (H1 unit), but more efficient siRNA expression was recently reported
for a modified transfer (t)RNAmet promoter (MTD unit) (Boden et al. 2003b).
Another major improvement is the design of a doxycycline-regulated H1 pro-
moter that allows the inducible knockdown of gene expression by siRNAs (van
de Wetering et al. 2003). Similarly, a doxycycline-inducible siRNA expression
cassette was inserted in a lentivirus vector (Wiznerowicz and Trono 2003). Al-
ternatively, the ecdysone system has been transplanted onto the U6 promoter
for inducible shRNA expression (Gupta et al. 2004). The Cre–loxP recombina-
tion system has also been used to switch on shRNA expression, which would
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allow regulation in a spatially, temporally or cell- or tissue-specific manner
(Kasim et al. 2004). These inducible systems should be particularly useful for
the study of proteins that have an impact on cell growth or cell differentiation
(e.g. oncogenes and tumour-suppressor genes). The presence of an inverted
repeat to encode the hairpin RNA may affect the stability of some vectors, and
a convergent transcription unit with two opposing U6 promoters has there-
fore been designed (Tran et al. 2003). Strategies to express multivalent shRNA
constructs have also been described (Anderson et al. 2003), which seems very
important to avoid the danger of viral escape (Berkhout 2004). Much remains
to be learnt about the shRNA design rules and features that promote efficient
shRNA expression modification, intracellular transport, processing, etc. For
instance, a detailed mutational analysis elegantly demonstrated that it is pos-
sible to introduce multiple G-U base-pairs by mutation of the sense strand
(Miyagishi et al. 2004).

5
Inhibition of Viruses by RNAi

Viruses are both inducers and targets of RNA silencing in plants (Vance and
Vaucheret 2001). The antiviral capacity of RNA silencing has been used as
a tool to generate virus resistance in plants (Lindbo and Dougherty 1992;
Smith et al. 2000; Waterhouse et al. 1998). RNAi technology is currently being
used to inhibit viral replication in animal cells. Promising results have been
obtained with RNAi against several animal viruses both in in vitro and in vivo
settings.

ThefirstdemonstrationofRNAi-mediated inhibitionofahumanpathogenic
virus was reported by Bitko and Barik in 2001 (Bitko and Barik 2001). These
authors reported a tenfold inhibition of human respiratory syncytial virus
(HRSV) replication in vitro using nanomolar concentrations of synthetic siR-
NAs that targeted the viral polymerase subunit P and the fusion protein F. Cur-
rently, many other studies have described RNAi-mediated inhibition of a large
variety of viruses. RNAi-mediated inhibition of HIV-1 has received much at-
tention (see below, Tables 1 and 2). In addition, 17 different RNA viruses, and
10 different DNA viruses have been efficiently targeted by RNAi (Tables 3 and
4). These include important human pathogens such as hepatitis C virus (HCV),
dengue (DEN) virus, severe acute respiratory syndrome (SARS) coronavirus,
poliovirus, influenza A virus, hepatitis D virus (HDV), human rhinovirus-
16 (HRV-16), hepatitis B virus (HBV), herpes simplex virus type-1 (HSV-1),
human papillomavirus (HPV), JC virus (JCV), Epstein-Barr virus (EBV), and
human cytomegalovirus (HCMV). Other viruses listed in Tables 1 and 4 are: en-
terovirus 71 (EV71), Semliki Forest virus (SFV), rhesus rotavirus (RRV), flock
house virus (FHV), Rous sarcoma virus (RSV), porcine endogenous retro-
virus (PERV), foot-and-mouth disease virus (FMDV), murine herpesvirus 68
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(MHV68), Orgyia pseudotsugata M nucleopolyhedrovirus (OpMNPV), Auto-
grapha californica nucleopolyhedrovirus (AcNPV), Microplitis demolitor bra-
covirus (MdBV).

Initially, the standard method to induce RNAi towards viruses in mam-
malian cells was transfection of synthetic siRNAs corresponding to viral se-
quences shortly before or after a viral challenge. Currently, transient transfec-
tion of plasmids that express antiviral shRNAs is also commonly used. Both
strategies can result in potent, albeit temporary inhibition of virus replica-
tion. In order to obtain long-term virus resistance, researchers have turned
to a combined RNAi/gene therapy approach. In this approach, lenti-, retro-
or adeno-associated virus (AAV) vectors are used to stably transduce cells
with constructs expressing shRNA, resulting in viral resistance. We provide
a complete overview of these antiviral studies in Tables 1–4 and discuss the
possibility to develop RNAi-based antiviral therapies. The focus will be on
HIV-1, and a few RNA and DNA viruses.

5.1
HIV-1 Inhibition by RNAi, Viral Escape and Human Countermeasures

Several studies reported that siRNA can suppress HIV-1 (Capodici et al. 2002;
Coburn and Cullen 2002; Hu et al. 2002; Jacque et al. 2002; Lee et al. 2002a; Mar-
tinez et al. 2002b; Novina et al. 2002; Park et al. 2002; Qin et al. 2003; Surabhi
and Gaynor 2002). There is some evidence suggesting that the genomic RNA
present within an infecting virion particle is targeted for destruction, but it
appears that new viral transcripts, synthesized from the integrated provirus,
are more efficient targets. Most studies used chemically synthesized siRNAs
that were transfected into cells either shortly before or after challenge with
HIV-1. Despite the transient nature of such a transfection experiment, a single
siRNA application is able to achieve relatively long-lasting suppression (Song
et al. 2003). Other studies used transient transfection of siRNA-expression
vectors. However, the development of efficient vector delivery systems capable
of mediating stable siRNA expression in mature T lymphocytes or progenitor
stem cells will be a minimal requirement for RNAi to be used as a therapeutic
modality against HIV-1. Lentiviral vectors with a Pol III expression cassette
are an efficient means to deliver anti-HIV siRNAs into haematopoietic pre-
cursor cells. In a recent report, the transduced human cells were allowed to
differentiate in vivo in the SCID-hu thymopoiesis mouse model (Banerjea et al.
2003), and the mature T lymphocytes derived from this model resisted HIV-1
infection ex vivo.

Two studies addressed the potency and durability of anti-HIV RNAi ap-
proaches. Boden et al. expressed an shRNA against the tat gene in an AAV vec-
tor with an H1-promoter (Boden et al. 2003a). Potent inhibition was scored, but
an escape virus variant appeared in prolonged cultures. Similar results were
described by Das et al. using a lentiviral vector with an H1 unit expressing
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Table 1 Inhibition of HIV-1 by RNAi

Target gene RNAi inducer Cell type Fold inhibi-
tion of virus
replication

Reference

Tat, Rev Intracellular
siRNA

293/EcR 10,000 Lee 2002a

LTR, Vif, Nef siRNA, shRNA Magi, PBLs >20 Jacque 2002

Gag siRNA Magi-CCR5,
Hela-CD4

>4 Novina 2002

Gag, Pol siRNA Hos.T4.CXCR4 >10 Hu 2002

Gag, LTR siRNA U87-
CD4+/CXCR4+,
CCR5+, 293T

∼4 Capodici 2002

Tat+Rev siRNA Jurkat, HPBLs >10 Coburn 2002

Gag, Env 500-nt dsRNAs PBMCs, COS,
Hela-CD4+

70 Park 2002

Nef 556-nt dsRNA MT-4 T, U937 2 Yamamoto 2002

Tat, Rt siRNA Magi 5–100 Surabhi 2002

Env siRNA Cos, Hela-CD4+,
PBMCs

∼10 Park 2003

Tat Stable shRNAa macrophages 12 Lee 2003a

Rev Stable shRNAa CD34+ derived
macrophages,
T cells in SCID
mice

8–16 Banerjea 2003

Tat/Rev, Rev Stable shRNAa PBMC ∼1,000 Li 2003

Tat Stable shRNAb,
siRNA and
shRNA

293T, H9 33 Boden 2003a

shRNA, siRNA 293T 14 Boden 2003b

Stable shRNAb 293T, H9 1,200 Boden 2004a

Intracellular
pre-miRNA∗

293 25–45 Boden 2004b

Gag shRNA 293T 275 Pusch 2003

Pol shRNA 293, Hela 10 Paul 2003

p24 siRNA MDM ∼5 Song 2003

Luc, GFP Stable shRNAa 293T, PBMCs 10 Nishitsuji 2004

Nef Stable shRNAc SupT1 >10 Das 2004

Env, Tat/Rev,
Rev, Nef, Pol

shRNA 293T, CEM 1,000 Scherer 2004

gp41, Nef,
Tat, Rev

siRNA HelaCD4-LTR-
β-Gal,HelaCD4,
293T

∼200–1,000 Dave 2004
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Table 1 (continued)

Target gene RNAi inducer Cell type Fold inhibi-
tion of virus
replication

Reference

PBS siRNAs, shRNAs,
stable shRNAb

and HIV vectorsd

SupT1 ∼76 Han 2004

Rev shRNA, stable
shRNAe

EcR-293, HT1080,
293, CEM

∼10 Unwalla 2004

Nef shRNA Hela, BHK, Jurkat,
MT-4, CRFK

∼50 Omoto 2004

All siRNAs were chemically synthesized and transfected into cells unless indicated
otherwise. ShRNAs were intracellularly expressed from transfected plasmids under the
control of a Pol III promoter (H1 or U6). The fold inhibition of virus production represents
the result obtained with the most efficient siRNA or shRNA. a–eStable expression of shRNAs
was obtained using: a a lentiviral, b AAV vector, c a retroviral vector, d an HIV-vector
containing expression cassette for a shRNA against the heterologous PBS sequence,
or e a lentiviral vector containing a HIV-1 Tat inducible shRNA expression cassette.
∗Pre-miRNA are shRNAs against HIV made to resemble miRNAs

an siRNA against sequences in the nef gene (Das et al. 2004). The latter study
described seven independent HIV-1 escape variants. The combined results
convincingly demonstrate that inhibition was potent and sequence-specific,
but also that HIV-1 is able to escape from the inhibitory action of a single
siRNA. Boden et al. described a single revertant with a point mutation in
the target sequence, and Das et al. described a large variety of escape routes
(point mutation, double point mutation, partial or complete deletion of the
target sequence). A deletion-based resistance mechanism seems impossible
in case essential HIV-1 genes or critical sequence motifs are targeted. Thus,
one should preferentially target essential sequences that are well conserved
among HIV-1 isolates. Interesting targets with relatively little mutational free-
dom are the multiple overlaps in reading frames within the HIV-1 genome,
including a triple overlap (tag–rev–env). Ideally, one should target more than
one of these essential and well-conserved viral sequences. Such combination
siRNA-therapy mimics the successful strategy to combat HIV-1 with multiple
antiviral drugs, and should avoid the evolution of escape variants.

We recently discovered an alternative resistance mechanism that is not trig-
gered by mutation of the target sequence. Instead, a mutation in the flanking
sequences was selected, which was subsequently shown to induce a confor-
mational change within the target sequence such that it is protected from
RISC attack (Westerhout et al. 2005). This finding indicates that it will not be
very straightforward to predict viral escape routes. Nevertheless, one could
make a first estimation of the chance of viral escape in a therapeutic setting
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Table 2 Inhibition of HIV by RNAi-mediated silencing of essential host genes

Target gene RNAi inducer Cell type Fold inhibi-
tion of virus
replication

Reference

CXCR4/CCR5 siRNA U87-CD4+/CXCR4+,
CCR5+

2–3 Martinez 2002b

NF-κB siRNA Magi, 293T 5 Surabhi 2002

CD4 siRNA Magi-CCR5, Hela-CD4 4 Novina 2002

CCR5 siRNA MDM ∼3 Song 2003

CCR5 shRNA Magi-CCR5, PBLs 3–7 Qin 2003

CCR5 Stable
shRNAa

macrophages ∼6 Lee 2003

PARP-1 siRNA Hela, J111, Magic-5A ∼16 Kameoka 2004

CDK9/CyclinT1 siRNA Hela,Magi ∼12 Chiu 2004

CXCR4 siRNA 293, HosCD4CXCR4,
HosCD4CCR5

2 Zhou 2004

DC-SIGN Stable
shRNAa

DCs, Raji B, Hela 6–32 Arrighi 2004

CyPA snRNAb and
shRNA

293T, Hela, Jurkat,
CEM-SS

∼6 Liu 2004b

SPT5 siRNA Magi ∼32 Ping 2004

All siRNAs were chemically synthesized and transfected into cells unless indicated
otherwise. ShRNAs were intracellularly expressed from transfected plasmids under the
control a Pol III promoter (H1 or U6). The fold inhibition of virus production represents
the result obtained with the most efficient siRNA or shRNA. aStable expression of shRNAs
was obtained using a lentiviral vector. bsnRNA stands for antisense U7 small nuclear RNAs
that disrupt CyPA splicing

with one or multiple siRNAs (Berkhout 2004). If we assume that an essential
viral sequence is targeted, deletion is no option. Therefore, one and more
likely two nt substitutions are required per 19-nt target sequence to obtain
a fair level of resistance (Das et al. 2004). Assuming that 2-point mutations are
needed to obtain complete resistance, and further assuming an error rate of
the reverse transcriptase polymerase of 2 × 10−5, the chance of viral escape in
a single replication cycle is 19 × [(2 × 10−5)]2 = 1.44 × 10−7. Studies in the field
of drug-resistance indicate that an untreated HIV-infected individual contains
an effective viral population size of 104–105 (Rouzine and Coffin 1999), which
means that most 1-nt substitutions will already be present within the viral
population. Starting in an untreated patient with a moderate viral load, this
means that resistance is likely to occur. Thus, it may indeed be important
to consider siRNA combination therapy (SIRCT) (Berkhout 2004). With four
effective siRNAs, the chance of viral escape drops to 2.1 × 10−14. In practice, this
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Table 4 Inhibition of DNA viruses by RNAi

Virus Target RNAi
inducer

Cell type Fold
inhibition
of virus
replication

Reference

HPV-16 E6, E7 siRNA CASKi, SiHa Noa Jiang 2002

HBV X, core shRNA Huh-7, HepG2 20 Shlomai 2003

Core,
HbsAg/Pol, X

shRNA Huh-7, Mice >6 McCaffrey
2003

Core siRNA Huh-7, HepG2 ∼5 Hamasaki 2003

Core siRNA HepAD38,
HepAD79

4–50 Ying 2003

HbsAg siRNA HepG2.2.15,
Mice

5–100 Giladi 2003

Core, S siRNA Mice 3 Klein 2003

PA, PreC, S siRNA HepG2, 2.2.15 1.7–4.5 Konishii 2004

hLab shRNA HepG2, 2.2.15 19 Ni 2004

X, core, Pol, S shRNA Huh-7 2.5–7 Zhang 2004a

MHV-68 Rta, ORF 45 siRNA 293T >43 Jia 2003

OpMNPV Op-iap3 511-nt
dsRNA

Sf21, Ld652Y Noa Means 2003

AcNPV gp64, ie1 619, 451-
nt dsRNA

Sf21, T. molli-
tor larvae

>20 Valdes 2003

MdBV Glc1.8, egf1.0 289, 359-
nt dsRNA

High Five Noc Beck 2003

HSV-1 gE siRNA HaCaT ∼4 Bhuyan 2004

JCV VP1, Agno,
T-Ag

siRNA SVG-A 10–24 Orba 2004

Agno, T-Ag siRNA phFA ∼12 Radhakrishnan
2004

EBV Zta shRNA NPC-TW01,
293A

11–16 Chang 2004

LMP-1 shRNA C666 Nod Li 2004a

HCMV UL54 siRNA U373 ∼2,000 Wiebusch 2004

All siRNAs were chemically synthesized and transfected into cells unless indicated
otherwise. ShRNAs were intracellularly expressed from transfected plasmids under the
control a Pol III promoter (H1 or U6). The fold inhibition of virus production represents
the result obtained with the most efficient siRNA or shRNA. aE6, E7 and Op-iap3 are
nonessential viral genes, but virus production was negatively affected through apoptosis of
the host cell. bhLa is a host factor that is required for HBV replication. cGlc1.8 and egf1.0
are nonessential viral genes. dLMP-1 is a non-essential viral gene that plays a role in cell
transformation
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means that viral escape is impossible as long as viral suppression is complete.
Even if several assumptions are wrong, the prospects are favourable that one
can achieve effective and long-term viral suppression. An alternative strategy
is to target unmutable host-encoded functions that are important for viral
replication, but not essential for survival of the host cell (Table 2; Haasnoot
et al. 2003).

Effective RNAi-based antiviral therapy is still facing serious technical hur-
dles, the major one being the delivery of siRNAs into the right cells. Some
recent progress has been achieved in this field. Simple conjugates of siRNA and
cholesterol, which was chemically linked to the terminal hydrozyl group of the
sense RNA strand, were recently reported to trigger tissue delivery (Soutschek
et al. 2004). Intravenous injections of the conjugate in mice resulted in up-
take into several tissues, including the liver, jejunum, heart, kidneys, lungs
and fat tissue. However, many questions remain before this method sees ap-
plication in humans. For instance, the treatment might require the lifetime
use of cholesterol-lowering compounds. Thus, the research on improved deliv-
ery systems based on proteins, liposomes or other molecules should continue
apace.

Alternatively, RNAi-triggering genes could be transferred into the appro-
priate target cells. Such a gene therapy protocol seems ideally suited for the
treatment of individuals that are chronically infected with HIV-1 and that fail
on standard antiretroviral therapy. In chronically infected individuals, HIV-1
infects a significant fraction of the mature T cells each day, leading to cell
killing either directly by HIV-1 or indirectly by the HIV-induced immune sys-
tem. Thus, the preferential survival of even a minority of siRNA-expressing
cells will result in their outgrowth over time. One could treat either the mature
immune cells from the blood or haematopoietic stem cells from a patient’s bone
marrow, and put them back into the patient. The latter cells will proliferate
into mature T cells and move to the periphery, thus forming a constant supply
of cells that resist HIV-1 infection. This means that even a relatively inefficient
ex vivo gene therapy protocol could be beneficial. Retroviral and especially
lentiviral vectors are frequently used to deliver the siRNA-expression cassette
in mammalian cells, although there is concern because the former vector trig-
gered leukaemia in two children in a gene therapy trial (Check 2002). Results
are expected soon from the first human trial using lentiviral vectors (Lu et al.
2004d; Lu et al. 2004c).

5.2
In Vivo Evidence for Inhibition of Respiratory Viruses

RNAi-mediated virus inhibition has been studied for a large group of RNA
viruses (see Table 3). Recent studies in mice suggest that RNAi holds great
promise for the prevention and treatment of infection of the respiratory viruses
with an RNA genome such as influenza A virus, human parainfluenza virus
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(HPIV) and HRSV (Bitko et al. 2005; Ge et al. 2004; Tompkins et al. 2004;
Zhang et al. 2005). Due to limitations of anti-influenza vaccines and drugs,
there is a real need for novel strategies to inhibit influenza virus. Worldwide,
an estimated half million deaths per year are attributed to influenza virus, and
there is the continuous threat of the emergence of a novel pandemic strain.
To use siRNA as an in vivo therapeutic, it must be delivered efficiently to
the appropriate tissue(s), in this case the lungs. Lungs are perhaps the most
readily transfectable organs because they are likely the most vascularized tissue
in the body. Furthermore, injected materials will first traverse the capillary
beds of the lungs upon intravenous administration. Researchers have used
polyethyleneimine (PEI) injected intravenously or intratracheally to deliver
siRNAs and a lentiviral DNA vector expressing shRNAs (Ge et al. 2004). PEI is
a cationic polymer that has been used to deliver DNA into lung cells. Others
havedeliveredanti-influenzasiRNAs intranasallywith thecationic transfection
reagent Oligofectamine (Tompkins et al. 2004). Reduction of the virus titre in
the lungs and lethality was observed when the antivirals were administered
either prior or subsequent to virus challenge.

Similarly, replication of HRSV and HPIV in mice could be blocked by in-
tranasal delivery of synthetic siRNAs (Bitko et al. 2005). The authors show
that this approach is effective both with and without the use of transfection
reagents. Besides synthetic siRNAs, also intranasal administration of plasmids
expressing shRNA against HRSV results in a significant decrease of viral titres
(Zhang et al. 2005). These findings suggest that low dosages of inhaled or
intravenously administered siRNAs/shRNAs might provide an easy and effi-
cient basis for prophylaxis and antiviral therapy against respiratory viruses in
human populations.

5.3
Inhibition of HCV by RNAi

HCV is a major cause of chronic hepatitis and hepatocellular carcinoma. Cur-
rently, no vaccines are available for HCV, and several groups have used RNAi
to target HCV replication. HCV belongs to the family Flaviviridae, and its
genome is encoded by a 9.6-kb RNA of positive polarity. Because there is no
cell culture system for HCV replication, all studies have used replicon systems
in Huh-7 cells as a model for HCV replication. These replicons support HCV
RNA transcription and protein synthesis, but do not produce infectious virus.
Regions that have been targeted include conserved sequences in the capsid,
NS3, NS4A/B, NS5B, and the 5′-UTR (see Table 3). The 5′-UTR of the HCV
RNA is a good potential target because it is the most conserved part of the
HCV genome that harbours the internal ribosomal entry site (IRES), which is
required for translation. Researchers have used siRNAs and shRNAs to block
HCV replication (Takigawa et al. 2004). In addition, they looked at virus repli-
cation in cells that were transduced with a lentiviral vector to stably express
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HCV specific shRNAs. They obtained good inhibition of HCV with shRNAs
targeting both NS3 and NS5B with shRNA and in the transduced cells. Poor
inhibition was found with shRNA against the 5′-UTR. However, other groups
have shown that the 5′-UTR can indeed be a good target (Kronke et al. 2004;
Seo et al. 2003; Wilson et al. 2003; Yokota et al. 2003). This again shows that the
effectiveness of siRNAs and shRNAs is still difficult to predict.

5.4
Inhibition of Human Coronaviruses by RNAi

Since it became clear that the outbreak of SARS beginning 2003 is caused
by the virus currently known as SARS-coronavirus (SARS-CoV), researchers
have tried to find cures for this new virus. It was shown that both shRNAs and
siRNAs could efficiently block SARS-CoV replication in tissue culture systems
(He et al. 2003; Lu et al. 2004a; Wang et al. 2004b; Zhang et al. 2004b). In these
studies, the main target was the polymerase gene, whereas one paper describes
inhibition of SARS-CoV by targeting the spike protein, which is essential for
particle formation and entry (Zhang et al. 2004b). Additionally, replication of
the newly discovered human coronavirus NL63, HCoV-NL63 (Van der Hoek
et al. 2004), could also be inhibited by siRNAs that target the spike gene
(Pyrc et al. in preparation). Because SARS is a disease of the upper airways
and lungs, it could be relatively easy to administer therapeutic siRNAs. For
influenza virus, HRSV and HPIV, it has been shown that virus replication in
the lungs of mice can be inhibited by intravenous or intranasal administration
of siRNAs/shRNAs (Bitko et al. 2005; Ge et al. 2004; Tompkins et al. 2004;
Zhang et al. 2005). Following a similar route, siRNAs against SARS-CoV might
be effective as a new antiviral therapeutic.

5.5
Inhibition of HBV by RNAi

In contrast to RNA viruses, RNAi against DNA viruses targets only the viral
mRNA transcripts, but not the viral genome. This suggest that RNAi against
DNA viruses might be less effective than RNAi against RNA viruses. How-
ever, the published data on RNAi mediated inhibition of DNA viruses indicate
that this is not the case. HBV is a member of the Hepadnaviridae and its
genome is a 3.2-kb double-stranded circular DNA. HBV infection can cause
liver cirrhosis, which may ultimately lead to hepatocellular carcinoma. Al-
though vaccines have been developed that can prevent infection, HBV remains
a serious health problem in many countries. A number of studies show that
RNAi induced by synthetic siRNAs can block HBV both in cell culture and in
mouse model systems (Hamasaki et al. 2003; Klein et al. 2003; Konishi et al.
2003; Ying et al. 2003). For instance, Giladi et al. showed a 5–12-fold inhibi-
tion of HBV replication in mice that have been treated with synthetic siRNAs
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targeting the small HBV surface antigen, HbsAg (Giladi et al. 2003). Earlier,
a 6-fold inhibition of HBV in the liver of mice was obtained by intravenous
injection of plasmids expressing shRNAs against the core, HbsAg/Pol and X
gene (McCaffrey et al. 2003). Possibly, a similar approach could be used in
infected patients to lower virus titres. Besides targeting the viral RNA, it is
also possible to inhibit HBV replication by targeting the mRNAs of cellular
factors that are required for virus replication. Ni et al. have shown that target-
ing the hLa protein results in a decrease in virus replication (Ni et al. 2004).
Additionally, it has been shown that RNAi can be used to prevent HCV- or
HBV-induced disease of the liver by silencing the expression of the cellular
Fas gene. During HCV or HBV infection Fas-mediated apoptosis of hepa-
tocytes is triggered as a self-destructive inflammatory response of the liver.
Silencing Fas expression with synthetic siRNAs blocks this reponse (Li et al.
2004a).

5.6
Inhibition of DNA Viruses by RNAi

HSV-1 is a large DNA virus that infects epithelial and neuronal cells. Bhuyan
and co-workers used siRNAs against glycoprotein E (gE) to inhibit HSV-1
replication. The gE is important for cell-to-cell spread and evasion from com-
plement and antibody responses, and silencing the expression of gE resulted
in a fourfold inhibition of HSV-1 replication (Bhuyan et al. 2004). An 11- to
16-fold inhibition of the gamma herpesvirus EBV was obtained with shRNA
against the essential viral gene Zta (Chang et al. 2004). Zta is involved in the
reactivation of EBV and important for expression of lytic genes and viral DNA
replication. In addition to targeting EBV replication, one report describes in-
hibition of an EBV oncogene to inhibit the pathogenic effects of EBV infection
(Li et al. 2004a). EBV is associated with the development of highly metastatic
nasopharyngeal carcinoma (NPC). Important in the development of NPC is
the viral latent membrane protein-1 (LMP-1), which is involved in cell trans-
formation and tumour metastasis. Suppression of LMP-1 expression by RNAi
resulted in altered cell motility, surface adhesion and transmembrane invasion
ability, suggesting that RNAi can be used to inhibit the metastatic potential of
the EBV-positive carcinoma cells.

Two studies have used RNAi to inhibit the small DNA virus human poly-
omavirus JCV (Orba et al. 2004; Radhakrishnan et al. 2004). JCV can cause
progressive multifocal leukoencephalopathy (PML) in patients with impaired
immunesystems.As such,PMLhasbecomeamajorneurologicproblemamong
patients with AIDS. In both studies, synthetic siRNAs were used to target the
VP1, Agno and T-Ag genes, resulting in 10- to 24-fold inhibition of virus
replication in vitro.
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6
Off-Target Effects

An important questionmark concerning RNAi-therapy is its specificity. The in-
troduced siRNA may negatively affect the production or activity of endogenous
RNAi pathways that are involved in the regulation of cellular gene expression.
This is particularly important because there is growing evidence for the bio-
logical significance of RNAi in development (Bernstein et al. 2003; Wienholds
et al. 2003). It also needs to be proved that RNAi will not cross-silence cellular
mRNAs with a sequence motif that resembles the actual viral target. Genome-
wide expression profiling yielded promising results (Chi et al. 2003; Li et al.
2004b; Semizarov et al. 2003), but other studies reported that siRNA-treatment
can cause changes in the expression of dozens of cellular genes that are not
directly targeted (Jackson et al. 2003; Persengiev et al. 2004; Scacheri et al.
2004). However, microarray expression profiling may provide a very sensitive
readout compared to a typical functional screen. With shRNA molecules it
seems critical to use hairpins with a stem of 19 base-pairs or less in order
to avoid induction of the interferon response and cytotoxic effects (Fish and
Kruithof 2004).

siRNAs with imperfect complementarity can silence genes by repressing
mRNA translation while not affecting the levels of mRNA, and up to three
or four mismatches are tolerated in this system (Saxena et al. 2003). This
finding, combined with the observation that the G-U wobble is recognized
as a regular base-pair, emphasizes the possibility of off-target silencing by
siRNAs. Most of these studies were performed with synthetic siRNA, of which
the concentration added to cells may also be a critical factor (Persengiev
et al. 2004). Intracellularly expressed shRNA may affect cellular genes by other
means (Bridge et al. 2003). It is therefore obvious that the use of RNAi-based
therapeutic agents requires a further demonstration of the absence of adverse
effects on cell physiology.

Another issue is whether siRNA will induce the interferon system, which
causes cells to shut themselves down in response to invading RNA viruses.
In contrast to plants and C. elegans, transfection of dsRNA longer than 30
base-pairs into mammalian cells induces this interferon pathway via dsRNA-
dependent protein kinase (PKR). The induced antiviral response involves non-
specific degradation of RNA and generalized inhibition of translation. siRNA
was supposed not to be detected by the radar of the interferon system, but
this may not be completely true. Two recent papers examined the effect of
siRNAs on the interferon system (Bridge et al. 2003; Sledz et al. 2003). Both
studies reported nonspecific changes in expression of interferon-stimulated
genes (Moss and Taylor 2003). One study reported activation of the PKR by
a synthetic 21-bp siRNA (Sledz et al. 2003), but this finding is not consistent
with previous results (Manche et al. 1992). A detailed characterization of the
minimal RNA motif for PKR activation revealed the following characteristics:
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a hairpin with a (possibly imperfect) 16-bp stem flanked by 10- to 15-nt single-
stranded tail (Zheng and Bevilacqua 2000). These results indicate that siRNA
is not a PKR-activator, but does not rule out a role for PKR in RNAi biology.

It was reported that certain genes of the interferon system are activated
upon siRNA-introduction into cells, thus providing another serious warning
that off-target effects may be more common than initially anticipated (Sledz
et al. 2003). Furthermore, dsRNA can activate several protein kinases such as
p38, c-Jun N-terminal kinase (JNK)2 and I kappa B kinase (IKK) in addition
to PKR. Induction of these signalling pathways can alter gene expression by
regulating the activity of transcription factors such as nuclear factor (NF)-κB,
interferon regulatory factor (IRF)-3, and ATF-1 (Williams 1999). Therefore,
caution must be exerted in the interpretation of data from experiments using
RNAi technology for suppression of specific genes. It will be important to first
add to our basic understanding of how siRNA exactly works before rushing
into clinical trials. Among other things, these experiments need to be repeated
in animals, and that is exactly what was done very recently (Heidel et al.
2004). Regardless of the injection method into mice, siRNA failed to trigger
a strong type I interferon response, unlike the long double-stranded control
RNA poly(I:C). The siRNAs were shown to silence genes in a sequence-specific
manner, demonstrating that they reached the intracellular target. The absence
of both an interferon and inflammatory response in vivo is good news for using
siRNAs therapeutically.

7
Viruses Utilize RNAi in Their Replication Strategy

Alternatively, viruses could exploit RNA silencing to control the expression
of genes of viral or host origin. The first example was recently provided for
EBV, a large DNA virus of the herpes family that preferentially infects human
B cells (Pfeffer et al. 2004). When the small RNAs from a latently EBV-infected
Burkitt’s lymphoma cell line were cloned, 4% of them originated from two
regions of the EBV genome. A computational method was used to identify
potential targets of these EBV-encoded miRNAs. Among the predicted targets
were regulators of cell proliferation, apoptosis, transcriptional regulators and
components of signal transduction pathways. Although these targets should
be verified experimentally, it is striking that several of these genes have more
than one binding site for a particular EBV-miRNA. Degradation of a cellular
DNA polymerase was demonstrated experimentally (Pfeffer et al. 2004). Fur-
thermore, the expression of the EBV-miRNAs was shown to differ in the lytic
versus latent stage, suggesting tight regulation during viral infection. The viral
miRNAs could be involved in tumour formation and may explain how EBV
hides so well. Other members of the herpesvirus family and other viruses with
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a large DNA genome could encode miRNAs in order to exploit RNA silencing
for the regulation of host and viral gene expression.

Both a theoretical and an experimental study recently identified several
potential miRNAs encoded by the HIV-1 RNA genome (Bennasser et al. 2004;
Omoto et al. 2004). In addition, Bennasser et al. (2004) identified several
corresponding cellular RNAs that could potentially be targeted by these viral
miRNAs.

7.1
Viroids Also Utilize the RNAi Mechanism

Viroids are single RNA molecules that have no protective protein coat and that
do not encode protein. Viroids can cause severe disease in plants, and several
hypotheses have been proposed to explain disease induction in the absence of
any viral protein. Viroids could interrupt the function of an unknown host cell
factor or use small regulatory RNAs to influence host gene expression. Now
it appears that viroid pathogenicity may involve the RNA silencing pathway.
Wang et al. reported that engineered tomato plants, which express virion-
derived non-infectious hairpin RNA, had symptoms mimicking those of viroid
infection (Wang et al. 2004a). Much remains to be learned, for instance how
nuclear-replicating viroids can exploit the RNAi machinery that is located in
the cytoplasm, and which cellular mRNA is targeted. Nevertheless, the EBV and
viroid examples underscore the putative pathogenic function of virus-derived
small RNA molecules.

8
RNAi Versus the Antiviral Interferon System

Assuming that RNAi acts as an antiviral mechanism in humans, one would
predict that human viruses have developed countermeasures, although it has
been questioned whether RNAi plays a major role in the antiviral defence in
vertebrates (Saksela 2003). However, unlike plants and invertebrates, verte-
brates also have the interferon system that responds to dsRNA by inducing the
synthesis of a large group of proteins that have a general inhibitory effect on
virus multiplication. The best-characterized interferon-induced genes encode
PKR kinase and the 2′-5′oligo A synthetase enzymes, both of which are acti-
vated in response to dsRNA (Goodbourn et al. 2000). Activated PKR causes an
inhibitionof protein synthesis by phosphorylationof eIF2, and 2′-5′oligoA syn-
thetase induces general RNA degradation via activation of RNase L, leading to
ultimate cell death via apoptosis. Thus, mammals with their adaptive immune
system have already defence mechanisms that respond to dsRNA. However,
the discovery that RNAi is triggered by siRNAs (Caplen et al. 2001; Elbashir
et al. 2001), which are too short to efficiently activate the interferon response
pathway (Moss and Taylor 2003), suggested that RNAi may also play a role
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in the cellular defence against infection by human viruses. Thus, human cells
may have two alternative pathways to combat dsRNA; long dsRNA activates the
interferon response pathway, whereas short dsRNA (< 30 bp) activates RNAi.

9
Adenovirus VA RNAs as Suppressor of the RNAi and Interferon Systems

It is well established that most mammalian viruses have evolved defence strate-
gies to suppress the negative effects that the interferon response pathway has
on virus multiplication. This is of vital importance for the capacity of a virus to
multiply successfully. Numerous viruses encode proteins or decoy RNAs that
inhibit the activity of PKR by a surprisingly large range of different strategies
(Gale and Katze 1998). For example, human adenovirus type 5 (ad5) encodes
two approximately 160-nt non-translated RNA polymerase III transcripts; the
highly structured VA RNAI and VA RNAII (Mathews 1995). VA RNAI has been
shown to stimulate protein synthesis in infected cells and in transient transfec-
tion assays by blocking activation of the interferon-induced antiviral defence
system (Kitajewski et al. 1986; Svensson and Akusjarvi 1984). VA RNAI binds to
PKR and acts as a competitive inhibitor (Gale and Katze 1998), thus preventing
viral dsRNA that is produced by symmetrical transcription of the viral DNA
from activating PKR.

We recently demonstrated that human adenovirus also inhibits the RNAi
machinery at late times of infection (Andersson et al. 2005). The suppression
of RNAi results from a virus-induced block of the two key enzymatic activities
in RNAi, Dicer and RISC. We further showed that VA RNAI and VA RNAII
have the capacity to suppress RNAi in transient transfection experiments.
Mechanistically, the VA RNAs appear to block RNAi by acting as competitive
substrates that squelch Dicer. Since VA RNAs are expressed at copious amounts
at late times of infection [up to 108 copies/cell, (Soderlund et al. 1976)], one
would expect that they are produced in great excess over any aberrantly formed
dsRNA. Therefore, a simple competitive inhibition for binding to Dicer would
be sufficient to explain the inhibitory effect of the VA RNAs on RNAi. VA RNAs
might function as suppressors of RNAi because they form highly structured
motifs with imperfect stems that resemble precursors to miRNA and therefore
might sequester Dicer by acting as competing substrates, or pseudo-substrates.
The finding that VA RNAI and VA RNAII are indeed processed by Dicer into
siRNA both in vitro and during a lytic infection supports this model and shows
that the VA RNAs can interact with Dicer. Unlike Dicer inhibition, the VA RNAs
are not required for the observed inhibition of RISC during infection. Most
likely the inhibition of RISC requires another, yet-to-be-identified, viral factor.
Recently, Lu et al. (2004) published similar results for adenovirus VA RNAI
(Lu and Cullen 2004). Collectively, these results suggest that the adenovirus
VA RNAs antagonize the cellular defence pathways directed against both long
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(interferon-induced) and short (RNAi-induced) dsRNA by inactivating two
key enzymes, PKR and Dicer.

These findings have an impact on strategies that use viral vectors for RNA
silencing purposes. The possible existence of viral suppressors of RNAi should
have consequences on how adenoviral vectors, and potentially other viral vec-
tors, are designed to create optimal vectors for siRNA delivery to target cells.
For instance, the VA RNAs are expressed not only from replicating adenoviral
vectors, but also from non-replicating adenoviral vectors. Thus, one would ex-
pect that VA RNA might negatively affect the efficiency of adenovirus-delivered
shRNA. Further, it is possible that an adenoviral vector may alter cellular gene
expression as a result of competition between VA RNA and cellular miRNAs,
as has been seen in virus-infected plants (Kasschau et al. 2003).

10
The Future of RNAi Therapeutics

One of the most important consequences of the RNA silencing revolution is
the ability to use the RNAi pathways to determine gene function and to apply
RNA silencing as a tool in agriculture and medicine, e.g. to protect against
viral infections. Indeed, RNAi therapy is expected to make its way towards
clinical trials in the near future. The interplay between RNAi and viruses is
very complex as viruses can be inducers, suppressors and actual targets of the
RNAi silencing mechanism. There is an interesting and strong argument that
RNA was the primordial biopolymer of life because of its multi-functionality
(both enzyme and replicon). A relatively small cadre of scientists has always
been dedicated to studying RNA, but RNAi has brought about a real RNA
revolution that seems to have converted all scientists.
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Abstract Small interfering RNAs (siRNAs) are as effective as long double-stranded RNAs
(dsRNAs) at targeting and silencing genes by RNA interference (RNAi). siRNAs are widely
used for assessing gene function in cultured mammalian cells or early developing vertebrate
embryos. They are also promising reagents for developing gene-specific therapeutics. The
specific inhibition of viral replication is particularly well suited to RNAi, as several stages
of the viral life cycle and many viral and cellular genes can be targeted. The future success
of this approach will depend on the recent advances in siRNA-based clinical trials.

Keywords RNA interference · Gene silencing · Virus · Toll-like receptors · Virus escape

1
General Mechanism of RNAi

Eukaryotes have evolved a cellular defense system that responds to double-
stranded (ds)RNAs and protects their genomes against these invading foreign
elements. dsRNA delivery into cells has been used to elucidate the role of
cellular genes that are homologous in sequence to the introduced dsRNAs by
means of sequence-specific gene silencing (Fire et al. 1998). RNA interference
(RNAi)-based reverse genetic analysis now provides a rapid link between se-
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quence data and biological function. RNAi is particularly useful for the analysis
of gene function in Caenorhabditis elegans (for reviews, see Hope 2001; Kim
2001). Effective gene silencing typically requires long dsRNAs (Parrish et al.
2000; Elbashir et al. 2001c). However, its application in vertebrates, including
mammals, has proved to be difficult because of the presence of additional
dsRNA-triggered pathways that mediate the non-specific suppression of gene
expression (Caplen et al. 2000; Nakano et al. 2000; Oates et al. 2000; Zhao
et al. 2001). These non-specific responses to long dsRNAs are not, however,
triggered by small interfering RNAs (siRNAs) (Bitko and Barik 2001; Caplen
et al. 2001; Elbashir et al. 2001a; Zhou et al. 2002). siRNAs can target genes
as effectively as long dsRNAs (Elbashir et al. 2001c) and are widely used for
assessing gene function in cultured mammalian cells or early developing ver-
tebrate embryos (Harborth et al. 2001; Elbashir et al. 2002; Zhou et al. 2002).
siRNAs are also promising reagents for developing gene-specific therapeutics
(Tuschl and Borkhardt 2002). However, another major problem for using RNAi
as a tool to inhibit viral replication is predicting the effectiveness of a specific
siRNA. The difficulty lies in making siRNAs trigger silencing in a gene-specific
manner without causing non-target-related biological effects or the emergence
of escape variants by foreign siRNAs. Work over the past 2 years has allowed
investigators to meet this challenge, and the siRNA approach has now been
adopted as a standard methodology for sequence-specific silencing in mam-
malian cells. This review focuses on RNAi as it relates to mammalian systems
and the application of siRNAs for targeting genes that are expressed in virus-
infected cell lines.

Studies in plants and Drosophila have provided fundamental insights into
the mechanism of RNAi, following the demonstration that RNAi was activated
by dsRNAs and the suggestion that it might involve a derivative of dsRNAs
(Fire et al. 1998; Fig. 1).

Biochemical characterization has shown that siRNAs are 21- to 23-nt dsRNA
duplexes with symmetric 2- to 3-nt 3′ overhangs, and 5′-phosphate and 3′-
hydroxyl groups (Elbashir et al. 2001b; Fig. 1). This structure is characteristic
of an RNase III-like enzymatic cleavage pattern, which led to the identification
of the highly conserved Dicer family of RNase III enzymes as the mediators of
dsRNA cleavage (Bernstein et al. 2001; Billy et al. 2001; Ketting et al. 2001).

Extensive biochemical and genetic evidence has allowed a better under-
standingofhow longdsRNAs triggerdegradationof the targetmessengerRNAs
(mRNAs) (Fig. 1; for recent reviews, see Sharp 2001; Hannon 2002; McManus
and Sharp 2002; Zamore 2002). Several studies have shown that this process
is restricted to the cytoplasm (Hutvagner and Zamore 2002; Zeng and Cullen
2002; Kawasaki and Taira 2003). In the first step, Dicer cleaves long dsRNAs
to produce siRNAs, which are incorporated into a multiprotein RNA-inducing
silencing complex (RISC). There is a strict requirement for the siRNAs to be 5′
phosphorylated in order to enter into the RISC (Nykanen et al. 2001; Schwarz
et al. 2002). siRNAs that lack a 5′ phosphate are rapidly phosphorylated by
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Fig. 1 Model for RNA-mediated interference and silencing. The cellular RNase III en-
zyme Dicer processes double-stranded RNA (dsRNA) to 21- to 23-nt short-interfering
RNA (siRNA) duplexes in an ATP-dependent manner. The siRNAs are incorporated into
a siRNA–ribonucleoprotein complex (siRNP), which uses ATP to rearrange itself into the
RNA-induced silencing complex (RISC) by unwinding the siRNA duplex. Once unwound,
the single-stranded antisense siRNA guides the RISC to mRNA with a complementary
sequence, causing endonucleolytic cleavage of the target mRNA. The mRNA-cleavage prod-
ucts are then released and the RISC can be reactivated for another round of catalytic target
RNA cleavage

an endogenous kinase (Schwarz et al. 2002). The duplex siRNA is unwound,
leaving the antisense strand to guide the RISC to its homologous target mRNA
for endonucleolytic cleavage. The target mRNA is cleaved at a single site in the
center of the duplex region between the guide siRNA and the target mRNA,
10 nt from the 5′ end of the siRNA (Elbashir et al. 2001a,b).

Interestingly, endogenously expressed siRNAs have not been found in mam-
mals. However, related microRNAs (miRNAs) have been cloned from various
organisms and cell types (Pasquinelli 2002; Fig. 2). These short (22 nt) RNA
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Fig. 2 MicroRNAs might use the same RNA-processing complex to direct silencing. Process-
ing of the microRNA (miRNA) precursor hairpin (∼70 nt) or long double-stranded RNA
(dsRNA) would lead to single-stranded 21- to 23-nt RNA that is associated with the miRNA-
protein complex (miRNP). This complex might direct either mRNA translation repression
or mRNA target cleavage, depending on the degree of complementarity between the 21- to
23-nt RNA and the mRNA

species are produced by Dicer cleavage of longer (70 nt) endogenous precur-
sors with imperfect hairpin RNA structures (Fig. 2). The miRNAs are believed
to bind to sites that have partial sequence complementarity in the 3′ untrans-
lated region (UTR) of their target mRNAs, causing the repression of translation
and the inhibition of protein synthesis (Pasquinelli and Ruvken 2002). More
recently, Zeng et al. (2003) demonstrated that an endogenously encoded hu-
man miRNA was able to cleave an mRNA bearing fully complementary target
sites, whereas an exogenously supplied siRNA could inhibit the expression
of an mRNA bearing partially complementary sequences without inducing
detectable RNA cleavage. These data suggest that miRNAs and siRNAs can
use similar mechanisms to repress mRNA expression, and that the choice of
mechanism might be largely, or entirely, determined by the degree of comple-
mentary of the RNA target. In addition to Dicer, other PAZ/PIWI domain pro-
teins (PPD), including eukaryotic translation-initiation factor 2C2 (eIF2C2),
are likely to function in both pathways (Grishok et al. 2001; Hutvagner and
Zamore 2002; Mourelatos et al. 2002).

Although the apparent lack of RNAi in mammalian cell culture was unex-
pected, yet RNAi has been found in mouse oocytes and early embryos (Svo-
boda et al. 2000; Wianny and Zernicka-Goetz 2000). Similarly, RNAi-related
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transgenic-mediated co-suppression has been observed in cultured Rat-1 fi-
broblasts (Bahramian and Zarbl 1999). Notably, dsRNAs in the cytoplasm of
mammalian cells have been reported to trigger profound physiological reac-
tions that lead to the induction of interferon (IFN) synthesis (Lengyel 1987;
Stark et al. 1998; Barber 2001). In the IFN response, dsRNAs that are longer
than 30 bp bind and activate the protein kinase PKR and 2′,5′-oligoadenylate
synthetase (2′,5′-AS) (Minkset al. 1979;Mancheet al. 1992).ActivatedPKRsup-
presses translation by phosphorylating the translation-initiation factor eIF2α,
while activated 2′,5′-AS causes mRNA degradation by stimulating RNase L.
These responses are intrinsically sequence-non-specific with respect to the
inducing dsRNAs.

2
Synthetic siRNAs

RNAi mediated by siRNAs is a powerful tool for dissecting gene function and
drug-target validation. siRNAs can be synthesized in large quantities and thus
can be used to analyze large numbers of sequences emerging from genome
projects in a cost-effective manner. However, the phenomenon might reflect
an incorrect sequence of RNAi, poor penetration of the mammalian cells by
the nucleotides, or insufficient knowledge of the protein in question. siRNAs
for gene-targeting experiments have only been introduced into cells via classic
gene-transfer methods, such as liposome-mediated transfection, electropo-
ration, and microinjection, all of which require the chemical or enzymatic
synthesis of siRNAs (Donze and Picard 2002). Synthetic siRNA duplexes can
be incubated with lipid formulations to generate liposomes containing siR-
NAs. In such formulations, cationic lipids bind to oligoribonucleotides through
anion–cation and hydrophobic interactions. The efficiency of siRNA uptake is
dependent upon the cell type. As high concentrations of cationic liposomes can
be toxic, their application must be optimized for each type of target cell (Fel-
gner et al. 1994). In particular, the transfection efficiency into suspension cells,
such as T-cell lines and primary cells, using cationic liposomes is often less
than 10%. Most of the cationic lipid reagents that are currently used for siRNAs
are formulated as liposomes (lipofectamine) containing two lipid species: the
polycationic lipid 2,3-diolexyoloxy-N-[2(spermine-carboxamido)ethyl] N,N-
dimethyl-1-propanaminium trifluoroacetate (DOSPA) and the neutral lipid
dioleoylphosphatidylethanolamine (DOPE) (3:1 w/w). The efficient delivery of
siRNAs by the lipofectamine reagent has been reported for siRNA-mediated
RNAi in cultured mammalian cells (Caplen et al. 2001; Elbashir et al. 2001a;
Garrus et al. 2001; Paul et al. 2002) and siRNA-mediated anti-acquired immun-
odeficiency syndrome (AIDS) therapeutics (Gitlin et al. 2002; Jacque et al. 2002;
Novinaet al. 2002;Parket al. 2002, 2003).The furtherdevelopmentof liposomes
might enhance their ability to deliver siRNAs to a broader range of target cells.
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3
DNA Vector-Mediated siRNAs or Short Hairpin RNAs

siRNA-directed silencing by transfection is limited in mammals by its transient
nature. To overcome some of the shortcomings of transfecting chemically
synthesized siRNAs into cells, several groups have developed DNA vector-
mediated mechanisms to express substrates that can be converted into siRNAs
in vivo (Kennerdell and Carthew 2000; Tavernarakis et al. 2000; Svoboda et al.
2001; Brummelkamp et al. 2002a; Lee et al. 2002; McManus et al. 2002; Miyagishi
and Taira 2002; Paddison et al. 2002a,b; Paul et al. 2002; Sui et al. 2002; Yu et al.
2002; Kawasaki and Taira 2003) (Fig. 3). Alternatively, small RNA molecules
might also be expressed in cells following the cloning of siRNA templates
into RNA polymerase III (pol III) transcription units, which are based on the
sequences of the natural transcription units of the small-nuclear RNA (snRNA)
U6 or the human RNase P RNA H1 (Medina and Joshi 1999; Paule and White
2000; Myslinski et al. 2001).

Twoapproacheshavebeenused toexpress siRNAspecies throughconstructs
that are driven by RNA pol III. In the first approach, the sense and antisense
strands of the siRNA duplex are expressed from different, usually tandem,
promoters (Fig. 3) (Lee et al. 2002; Miyagishi and Taira, 2002; Yu et al. 2002). In
vivo, these strands come together to form a 19-nt duplex with 4-nt overhangs
from the pol III-termination signal. The second approach uses Dicer to express
and process short hairpin (sh)RNAs into siRNAs (Fig. 1). Dicer is required for
the processing of pre-let7 RNA—which is a structured, approximately 70-nt
hairpin—into the mature, 22-nt active miRNA species (Reinhart et al. 2000;
Grishok et al. 2001; Hutvagner et al. 2001; Knight and Bass 2001; Hutvagner and
Zamore 2002). H1 RNA–pol III-based shRNA expression vector has been used
to produce hairpin RNA with a 19-nt stem and a short loop (Brummelkamp
et al. 2002a; Fig. 3). This system was used to inhibit the expression of E-
cadherin (CDH1) and p53 with a comparable efficiency to siRNA transfection.
Using RNA based on the let7 precursor, luciferase mRNA has been targeted for
degradation by including a 32-nt luciferase-complementary sequence in the
stem of the hairpin (Paddison et al. 2002b). When transfected into Drosophila
S2 cells, they found that although let7-basedpre-let7 RNA structures could
target the luciferase mRNA, the most effective inhibitors had a simple hairpin
structure with full complementarity in the stem. To express hairpin RNA in
mammalian cells, they developed a U6 RNA–pol III-based expression system,
which used a 29-nt sequence complementary to the luciferase gene and an 8-nt
loop.

Although most expression systems use either the U6 or H1 promoter, an
expression system that uses the transfer (t)RNAVal promoter was described.
shRNAs that have been generated using this expression system show a strong
cytoplasmic localization and are efficiently processed by Dicer into siRNAs
(Kawasaki and Taira 2003).
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Fig. 3a–c Endogenous expression of short-interfering RNAs (siRNAs). a Long hairpin RNA
expressed from an RNA polymerase (pol II) promoter yields a population of siRNAs with
various sequence specificities. b An expression cassette for sense and antisense siRNAs
using the tandem pol III small-nuclear RNA (snRNA) promoter. The preferred target site,
which has been selected for optimal vector design, is indicated at the bottom. c A single
pol III cassette for expressing hairpin RNAs that are subsequently processed to siRNAs. In
this case, transcript synthesis is initiated with a +1 guanosine, and the 3′ end of the sense
strand is joined by short oligonucleotide loops with the antisense strand

Some investigators have employed viral vectors in order to facilitate the
introduction of siRNA-expressing cassettes into cells. Human immunodefi-
ciency virus type-1 (HIV-1)-based lentivirus vectors have attracted particular
attention in this regard. These vectors exploit the ability of HIV-1 to infect
non-dividing cells (Weinberg et al. 1991; Bukrinsky et al. 1992; Lewis et al.
2002). HIV-1-based lentivirus vectors retain this central characteristic and, as
such, are particularly suitable for the transduction of non-dividing cells, such
as neurons and hematopoietic progenitor cells (Naldini et al. 1996).

Lentivirus vectors expressing shRNAs have been shown to promote spe-
cific gene silencing in primary dendritic cells (Stewart et al. 2003), while
CD8-specific shRNAs expressed from an HIV-1-based vector were capable
of silencing CD8 expression both in vitro and in vivo (Rubinson et al. 2003).
Collectively, these studies illustrate the broad utility of RNAi for the silencing
of viral and cellular processes in vitro and in vivo.



158 N. Miyano-Kurosaki · H. Takaku

4
Inhibition of HIV-1 Replication by RNAi

The introduction of combination antiretroviral therapy has resulted in a re-
markable improvement of the life expectancy of individuals infected with HIV
and has significantly reduced their likelihood of developing AIDS. However,
despite this progress, HIV infection remains incurable. Toxicity problems asso-
ciated with current drug therapies and the emergence of drug resistance clearly
indicate the need for alternative therapeutic approaches. Retroviral infection
with HIV results in the stable integration of proviral DNA into the genome of
target cells, and can therefore be viewed as an acquired genetic disease. Thus,
the modulation of HIV replication by the expression of antiviral genes might
be a therapeutic option for HIV infection. Baltimore (1988) was the first to
suggest the concept of gene therapy as an intracellular immunization against
HIV. Recently, numerous anti-HIV gene-therapy approaches have been devel-
oped and tested in clinical trials. These strategies can be divided into two main
categories: first, the genetic modification of HIV target cells or their progeny in
order to inhibit HIV replication and second, the genetic modification of cells
in order to generate an immune response against HIV or HIV-infected cells.
The latter category can be viewed as gene therapy-based immunotherapy and
will not be discussed further in this review.

The inhibition of HIV replication involves the transfer of genetic material
into HIV-1 target cells or their progenitors (CD4+ T cells or hematopoietic stem
cells). A typical gene-therapy approach for HIV-1 infection is schematically
depicted in Fig. 4. HIV-1 is well suited for target RNAi because dsRNAs act
at multiple steps during the HIV-1 replication cycle (Fig. 4). The inhibitory
proteins that are used against HIV act intracellularly and include antibody
fragments, single-chain variable fragments, transdominant negative HIV, and
cellular proteins. Most of these approaches target viral RNA or proteins. Ad-
ditional cellular factors that are prerequisites for HIV infection or replication
are also potential targets for anti-HIV gene therapy. A number of studies have
reported that the transient transfection of siRNAs directed to several HIV-1
genes (HIV-1 LTR, gag, vif, nef, tat and rev) induced pre-integrated HIV-1 RNA
degradation and consequently reduced HIV-1 antigen production by infected
cells (Brummelkamp et al. 2002a; Capodici et al. 2002; Coburn and Cullen 2002;
Jacque et al. 2002; Lee et al. 2002; Lewis et al. 2002; Novina et al. 2002; Paul
et al. 2002; Surabhi and Gaynor 2002; Yamamoto et al. 2002; Yu et al. 2002;
Song et al. 2003a). Lee and colleagues, and Banerjea and co-workers, demon-
strated that a psiRNA approach can be used to inhibit the expression of HIV-1
rev and/or tat transcripts in transient transfections (Lee et al. 2002) or from
lentiviral-transduced hematopoietic progenitor cells (Banerjea et al. 2003). In
this approach, the vectors contain two tandem human U6 snRNA promoters
followed by 21-mers encoding sense and antisense siRNAs. In co-transfection
experiments, psiRNAs that were co-transfected with the HIV-1 pNL4-3 provi-
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Fig. 4 RNA interference (RNAi) target sites in the human immunodeficiency virus type-1
(HIV-1) replication cycle. Short-interfering RNAs (siRNAs) that target HIV-1 RNA might in-
duce the cleavage of pre-integrated RNA or interfere with post-integration HIV-1 RNA tran-
scripts and block progeny virus production. siRNAs targeting CD4, CXCR4, or CCR5 RNA
transcripts inhibit virus attachment to the CD4 receptor or chemokine receptor-mediated
HIV-1 fusion and entry. As cleavage of the messenger RNA (mRNA) target requires a high
degree of complementarity between the siRNA and its target sequence, heterogeneity in the
virus population might prevent efficient silencing of some virus variants by specific siRNAs

ral DNA inhibited HIV-1 p24 antigen expression by up to 4 logs (Lee et al.
2002). This strong inhibition was achieved by simultaneously targeting two
essential sites (rev and tat). Synthetic siRNAs targeted to HIV-1 rev and tat
mRNAs were also shown to inhibit HIV-1 gene expression and replication in
both human T cell lines and primary lymphocytes (Coburn and Cullen 2002).

Additional studies have demonstrated that siRNAs act at a later stage of
the HIV-1 life cycle, causing post-integration degradation of HIV-1 RNA tran-
scripts (Jacque et al. 2002; Lee et al. 2002; Novina et al. 2002).

The HIV-1 gag gene is expressed during the later steps of HIV-1 replication
and encodes the gag-precursor protein, which is proteolytically cleaved into
p24 and other polypeptides. p24 forms the HIV-1 core and functions by un-
coating and packaging viral RNA. Novina et al. (2002) transfected cells with
anti-gag siRNAs, exposed them to HIV-1, and observed a decrease in the in
vitro production of p24. Co-transfections by Jacque et al. (2002) of a proviral



160 N. Miyano-Kurosaki · H. Takaku

HIV-1 clone, 19-bp stem siRNAs directed against other HIV-1 genes (such as
vif and LTR-TAR), and insertational mutagenesis of nef by a green fluorescent
protein (GFP) gene, showed a significant suppression of virus production com-
pared with non-transfected cells. Such siRNA- or shRNA-expression systems,
if stable, might allow long-term target-gene suppression in cells (Naldini et al.
1996; Brummelkamp et al. 2002a; Lewis et al. 2002; Paddison et al. 2002b; Paul
et al. 2002; Yu et al. 2002).

We demonstrated previously that dsRNAs specifically suppress the expres-
sion of HIV-1 genes (Park et al. 2002). In order to study dsRNA-mediated gene
interference in HIV-1 infected cells, six long dsRNAs were designed to target
the HIV-1 gag and env genes. HIV-1 replication was suppressed in a sequence-
specific manner by these dsRNAs in infected cells. In particular, the E2 dsRNA,
containing the major CD4 binding-domain sequence of gp 120 to target the
HIV-1 env gene, dramatically inhibited the expression of the HIV-1 p24 antigen
in peripheral blood mononuclear cells (PBMCs) for 2 weeks. More effective
inhibition of HIV-1 replication was achieved using four siRNAs that were tar-
geted to several regions of the HIV-1 env genes (Park et al. 2003). The mRNA
targets for the siRNAs were selected from the middle of the env regions in the
HIV-1 genome, as we previously showed that 531-bp (7.070–7.600) E2 dsR-
NAs complementary to the env mRNA-containing V3 loop and the major CD4
binding-domain sequence of gp 120 were more effective inhibitors than those
targeted to the gag gene. Furthermore, the envelope protein (Env) of HIV-1
mediates functions that are critical to the viral life cycle, including viral attach-
ment to target cells, and fusion of the viral and cellular membranes. We also
showed the inhibition of HIV-1 replication in T cells using E2 shRNA directly
from a lentivirus vector (Hayafune et al. 2005). On the other hand, we have
shown that vif shRNA specifically suppresses the expression of HIV-1 (Barnor
et al. in press). The HIV-1-encoded vif protein is essential for viral replication,
virion production, and pathogenicity. HIV-1 vif interacts with the endogenous
human APOBEC3G protein (an mRNA editor) in target cells to prevent its
virions from encapsidation. Previous studies have established targets within
the HIV-1 vif gene that are important for its biological function; however, it is
important to determine effective therapeutic targets within vif because of its
critical role in HIV-1 vif-dependent infectivity and pathogenicity. vif shRNAs
increased the inhibition of HIV-1 replication in a long-term culture assay.

Rather than targeting the viral RNA, an alternative way of inhibiting virus
replication by RNAi is to silence the expression of cellular genes that are
critically involved in viral replication. For HIV-1, these targets include the
mRNAs encoding the CD4 receptor and the CCR5 or CXCR4 co-receptors.
These receptors are essential for attachment of the HIV-1 particle to the cell
and for subsequent viral entry. RNAi against the viral RNA does not protect the
cell against viral entry. By silencing these receptors, the HIV-1 particle will be
unable to attach to, and enter, the cell, thus yielding a form of HIV-1 resistance.
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Novina et al. (2002) showed that specific siRNAs that were directed against
either CD4 or gag genes were able to prevent HIV-1 replication in MAGI and H9
cells. siRNA targeting rendered the receptor unavailable for virus attachment,
thereby inhibiting HIV-1 entry and virus production. However, CD4 targeting
might not be a feasible therapeutic approach because of its importance in
immune function. By contrast, CCR5, which is the major HIV-1 co-receptor
for viral entry into macrophages, might be a potentially useful cellular target,
as a 32-bp homozygous deletion of the gene abolishes its function without
deleterious immunological consequences and provides protection from HIV-1
infection (Martinez et al. 2002; Qin et al. 2003; Song et al. 2003a).

In this regard, RNAi is a powerful tool with which to determine the role
of cellular co-factors in HIV-1 replication. Indeed, the first study to use RNAi
in HIV-1 research silenced the expression of TSG-101, which is a component
of the class E vacuolar protein-sorting pathway, by means of siRNAs (Garrus
et al. 2001). This revealed a critical role for TSG-101 in the budding of HIV-1
virions. Moreover, when a lentivirus-based vector system was used to introduce
shRNAs against CCR5 into peripheral blood T lymphocytes, the expression of
CCR5 on the cell surface was reduced tenfold, resulting in a three- to sevenfold
decrease in the number of infected cells (Qin et al. 2003). Lee et al. (2003)
also showed inhibition of HIV-1 replication in macrophages using tat or CCR5
directly from a lentivirus vector. Similarly, siRNAs directed against CXCR4 co-
receptors blocked HIV-1 entry, and protected cells from infection and delayed
virus replication (Anderson et al. 2003). Another host factor that is important
for HIV-1 replication is the transcription factor nuclear factor (NF)-κB to
motifs in the long terminal repeat (LTR) promoter of the integrated provirus is
required for viral transcription (Surabhi and Gaynor 2002). However, targeting
NF-κB is not an appropriate therapeutic option, owing to the important role
of NF-κB in cells.

5
siRNA Agents Work as Ligands for Toll-Like Receptors

Surprisingly, recent studies have indicated that siRNAs can induce global up-
regulationof theexpressionof IFN-stimulatedgenes (Bridgeet al. 2003; Jackson
et al. 2003; Sledz et al. 2003; Kariko et al. 2004; Persengiev et al. 2004; Fig. 5).
This effect was detected with synthetic siRNAs that were transfected into cells,
and with siRNAs that were produced within cells by the expression of shRNAs.
Both of these papers documented significant non-specific changes in gene
expression as a consequence of the delivery of siRNAs. Sledz et al. (2003) ob-
served a 2-fold induction of 52 out of 850 putative IFN-stimulated genes using
synthetic siRNAs. By contrast, Bridge et al. (2003) observed a 50-fold induction
of the IFN-stimulated gene OAS1 with one siRNA vector alone, and a 500-fold
induction when two vectors were used simultaneously. These results suggest
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Fig. 5 Toll-like receptor (TLR) signaling pathways. TLRs recognize molecular patterns asso-
ciated with bacterial pathogens, double-stranded RNA and siRNA for TLR3; siRNA, UG-rich
ssRNA, imidazoquinoline and its derivatives for TLR7/8. TLR signaling pathways are sep-
arated into two groups: (1) A MyD88-dependent pathway that leads to the production of
pro-inflammatory cytokines with quick activation of NF-κB and MAPK; and (2) TRIF, which
may exist downstream of TLR3/4, and IKKε and TBK1 to mediate the MyD88-independent
pathways leading to production of IFN-β and IFN-inducible genes

that the ability to induce the IFN system depends on both the siRNA sequence
and the method of delivery. Both groups pointed out that increasing the quan-
tity of the siRNAs enhanced the effect. Furthermore, two recent studies have
indicated that the mechanism of the IFN response might include recognition
of the siRNAs by Toll-like receptor 3 (TLR3) (Heidel et al. 2004; Kariko 2004).
One simple method for limiting the risk of inducing an IFN response is to use
the lowest effective dose of shRNA vector, as advocated by Bridge et al. (2003).

Recently, Kim et al. (2004) showed that siRNAs synthesized using the T7
RNA polymerase system can trigger the apotent induction of IFN-α and -β
in a variety of cells. The mediators of this response revealed that an initiating
5′-triphosphate was required for IFN induction. These findings have led to the
development of an improved method for bacteriophage polymerase-mediated
siRNA synthesis that incorporates two 3′ adenosines in order to prevent base-
pairing with the initiating Gs, thereby allowing RNase T1 and calf intestine
alkaline phosphatase (CIP) to remove the initiating 5′ nucleotides and triphos-
phates of the transcripts.

6
Virus Escape from RNAi

When profound inhibition of virus replication is obtained by means of RNAi
technology, the possibility of viral escape must be considered. This potential
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problem is particularly relevant for viruses that exhibit significant genetic
variation due to an error-prone replication machinery.

This risk might be more severe for RNA viruses and retroviruses than
for DNA viruses. The variability of HIV caused by its error-prone reverse
transcriptase has been shown to generate mutations in the gene being targeted,
thus allowing it to rapidly evade siRNAs (Bodenet al. 2003). Similar results were
observed forRNAiofapoliovirus infection(Gitlinet al. 2002). Synthetic siRNAs
against poliovirus inhibited virus production 100-fold; however, the virus titer
increased to high levels upon prolonged incubation. Sequence analysis of the
progeny virus demonstrated a single escape mutation in the center of the siRNA
target sequence. Thesefindings indicate that thepointmutationoccurred in the
middle of the signal target sequences. Two recent studies have demonstrated
that transfection with siRNAs containing mismatches to the target sequence
in the middle of the siRNA molecules reduces the efficiency of gene silencing
(Brummelkamp et al. 2002b; Amarzguioui et al. 2003). These findings suggest
that in order for RNAi to durably suppress HIV-1 replication, more potent
shRNAs will need to be designed that can target highly conserved regions of
the viral genome (for example, gag and pol) that are essential for the viral
life cycle. Alternatively, RNAi constructs co-expressing multiple shRNAs could
be developed that simultaneously target different regions of the viral genome,
thereby reducing the probability of generating shRNA escape mutants.

7
Using RNAi to Treat Other Viruses

Although many previous studies on RNAi-mediated inhibition have focused
on HIV-1, there is a growing body of data addressing the inhibition of other
animal and human viruses. These include RNA viruses such as hepatitis C
virus (HCV), poliovirus, Semliki Forest virus (SFV), influenza virus A, rhesus
rotavirus (RRV), and Rous sarcoma virus (RSV), and DNA viruses such as
human papillomavirus type 16 (HPV-16) and hepatitis B virus (HBV). In most
of these studies, the RNAi machinery was directly targeted towards the viral
RNA using synthetic siRNAs.

Hepatitis induced by HBV or HCV is a major health problem. At present,
hundreds of millions of individuals are infected worldwide. Although there is
an effective vaccine against HBV, it is only useful for the prevention of viral
infection. There is no vaccine for HCV. Hepatitis caused by these two viruses
has therefore been an important target for potential RNAi therapy.

The first demonstration of RNAi efficacy against a virus in vivo involved
the hydrodynamic co-delivery of an HBV replicon and an expression unit
encoding an anti-HBV shRNA in mice. HBV is a member of the family Hep-
adnaviridae and has a 3.2-kb circular dsDNA genome. During infection, four
RNAs are transcribed, which encode the coat protein (CP), polymerase (P),
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surface antigen (S), and transactivator of transcription (X). HBV production in
Huh-7 cells was shown to be reduced by up to 20-fold through the transfection
of a vector-expressing shRNA against the X mRNA (Shlomai and Shaul 2003).

Inhibition of HBV in the liver of mice was achieved through the co-trans-
fection of HBV DNA and shRNA-expressing plasmids (McCaffrey et al. 2003),
which resulted in a six fold decrease in the amount of secreted HBV surface
antigen in the serum. This small-animal model of human infectious disease
shows that it is possible to use RNAi as a potent antiviral therapy in mammals.

HCVisamajor causeof chronic liverdisease,whichcan lead to liver cirrhosis
and hepatocellular carcinoma (Reed and Rice 2000). The HCV genome is
a positive-strand RNA molecule with a single open reading frame encoding
a polyprotein that is processed post-translationally to produce at least 10
proteins. HCV is a member of the family Flaviviridae and has a (+) single-
stranded (ss)RNA genome.

Subgenomic and full-length HCV replicons that replicate and express HCV
proteins in stably transfected human hepatoma-derived Huh-7 cells have been
used to study the effects of various antiviral drugs (Lohmann, et al. 1999;
Pietschmann, et al. 2001; Ikeda et al. 2002). Several groups have now tested
the efficacy of the siRNA-mediated inhibition of replicon function using these
systems (Kapadia et al. 2003; Randall et al. 2003; Wilson et al. 2003). These
replicons support HCV RNA transcription and protein synthesis, but do not
produce infectious viruses.

siRNAs targeted against sequences in the viral non-structural proteins NS3
and NS5B have been shown to cause profound (up to 100-fold) inhibition of
HCV replicon function in cell cultures (Kapadia et al. 2003; Randall et al. 2003;
Seo et al. 2003; Wilson et al. 2003). Furthermore, the internal ribosomal-entry
site (IRES) in the well-conserved 5′ UTR of the HCV RNA has also been a good
target. Both siRNAs and shRNAs have been reported to inhibit HCV replicon
function in cells (Seo et al. 2003; Wilson et al. 2003; Yokota et al. 2003; Hamazaki
et al. 2005).

In another in vivo study, siRNAs were used to treat fulminant hepatitis
induced by an agonistic Fas-specific antibody in mice (Song et al. 2003b). Fas-
mediatedapoptosisofhepatocytes canbe triggeredbyHBVandHCVinfection.
Infusing siRNAs targeting Fas mRNAs into the tails of the mice blocked this
self-destructive inflammatory response of the liver. These findings indicate
that major hurdles remain before this therapy can be applied to humans.

As with HIV therapeutics, delivery of the siRNAs or shRNA vectors is the
main challenge for the successful treatment of HCV.

Generally, human influenzal lesions are local infections that remain in the
upperportionof the respiratory tract and donot proceed topneumonia. Never-
theless, inhigh-riskpatients, casesof influenzal pneumoniahavebeen reported
in which expansion of the virally infectious focus is observed in a pulmonary
lesion.Furthermore, suchcases areoftenaccompaniedbya secondarybacterial
pneumonia. The influenza virus belongs to the family Orthomyxoviridae and
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has a (–) ssRNA genome. Its genome is composed of eight separate segments.
The proteins encoded by the eight segmented genes include HA and NA, as well
as the M1 and M2 membrane proteins, which are located on the surface of the
envelope. Furthermore, a nucleoprotein complex (RNP) is located at the center
of the virus and is composed of the gene RNA, three RNA polymerase subunits
(PB1, PB2, and PA) and a nucleoprotein (NP). A non-structural protein (NS)
is synthesized from the eighth segmented gene. Amantadine and rimantadine
are known antiviral agents for the influenza A virus; however, neither drug can
cope with mutants and both have strong side effects (Atmar et al. 1990; Wang
et al. 1993). Treatment by an inactivated vaccine has also been attempted; how-
ever, the vaccine cannot sustain antibody productivity for a long period and,
thus, cannot completely prevent the spread of infection (Hirota et al. 1996).

Ge et al. (2003) showed that siRNAs targeting conserved regions (PA and
NP) of the influenza genome inhibited virus production in cell culture and in
embryonated chickeneggs. Furthermore,RNAimediatedbyPA-,NP-, andPB1-
specific siRNAs or shRNAs expressed from DNA vectors prevented and treated
influenza A virus infection in mice (Ge et al. 2004). In addition, Tompkins et al.
(2004) showed that the administration of influenza-specific siRNAs decreased
lung virus titers and protected mice from lethal challenge by a variety of
influenzaAviruses, including thepotentialpandemicsubtypesH5andH7.This
specific inhibition of influenza virus replication requires homology between
the siRNAs and gene targets, and is not the result of IFN induction by dsRNAs.
For therapeutic applications against the influenza A virus, the siRNAs can be
administered via intranasal or pulmonary routes. RNAi is more potent than the
antisense approach (Mizuta et al. 1999), and the evaluation of this technology
as a treatment for the influenza virus through human clinical trials is expected
to take place in the near future.

8
Concluding Remarks

While the results obtained to date should be considered preliminary in terms
of their application to humans, they do provide strong justification for further
investigations into the use of RNAi for the treatment of viruses in a clinical
setting. The major problem with using RNAi as a tool to inhibit viral replication
is the fact that it is still difficult to predict the effectiveness of specific siRNAs.
It is clear from numerous studies that not all siRNAs are equally effective
at generating an RNAi response. It has generally been assumed that siRNAs
are under the control of the host interference-response mechanism. Recently,
some expressed shRNAs have been shown to activate at least one of the arms
of the human IFN-response mechanism. In addition, viral escape from RNA
silencing is clearly a problem for developing effective RNAi-based antiviral
therapy. Furthermore, some viral RNA sequences might be buried within
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secondary structures or highly folded regions. Clearly, difficulties concerning
the delivery, specificity, and effectiveness of siRNAs remain. However, once
these fundamental questions have been addressed, it seems likely that RNAi
therapy against viral infections will progress towards clinical trials.
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Abstract Abnormal gene expression is a hallmark of many diseases. Gene-specific down-
regulation of aberrant genes could be useful therapeutically and potentially less toxic than
conventional therapies due its specificity. Over the years, many strategies have been pro-
posed for silencing gene expression in a gene-specific manner. Three major approaches are
antisenseoligonucleotides (AS-ONs), ribozymes/DNAzymes, andRNAinterference (RNAi).
In this brief review, we will discuss the successes and shortcomings of these three gene-
silencing methods, and the approaches being taken to improve the effectiveness of antisense
molecules. We will also provide an overview of some of the clinical applications of antisense
therapy.

Keywords Antisense · Oligonucleotides · Modifications · Accessible sites · Antisense therapy
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1
Introduction

Abnormalities of gene expression are associated with numerous diseases.
Gene-specific therapies that can target the abnormal genes are much sought
after by scientists, physicians, and pharmaceutical companies because of the
promise of high specificity and minimal side effects (Vile et al. 2000). Several
gene-silencing strategies that target messenger (m)RNA using nucleic acids
have been developed over the years. These strategies include antisense oligonu-
cleotides (AS-ONs), ribozymes/DNAzymes, and RNA interference (RNAi). Pa-
terson et al. (1977) were the first to use complementary exogenous nucleic
acids to inhibit translation of mRNA. Subsequently, it was demonstrated that
a 13mer antisense DNA oligonucleotide can inhibit Rous sarcoma virus repli-
cation and cell transformation in culture (Zamecnik and Stephenson 1978).
Since then, considerable progress has been made using antisense approaches,
but many obstacles need to be overcome before such therapies can be taken
from the bench to the bedside (Opalinska and Gewirtz 2002). Rational selection
of mRNA target sites, intracellular stability, and delivery into cells of interest
are among the problems that need to be resolved. In this review, we will discuss
current and newly developed gene silencing approaches that target mRNA and
examine some clinical applications.

2
Gene Silencing Strategies for Targeting mRNA

There are three major approaches for targeting mRNA for the purpose of gene
silencing: AS-ONs, ribozymes and DNAzymes, and RNAi.

2.1
Antisense Oligonucleotides

AS-ONs can be used to silence gene expression either by degradation or inhi-
bition of translation of the target mRNA (Fig. 1). Short fragments of single-
stranded DNA or RNA that are complementary to the target mRNA can be used
asAS-ONs.AfterdeliveryofAS-ON into cells, theAS-ONshybridize to the com-
plementary fragment of the endogenously expressed target mRNA. Binding of
the AS-ON to the target mRNA can result in cleavage of the mRNA or disruption
of translation, depending on the class of AS-ON (Kalota et al. 2004). Two classes
of oligonucleotides have been investigated in considerable detail. The first class
of AS-ON facilitates RNase H-mediated cleavage of the target mRNA, and the
second class of AS-ON disrupts translation by blocking the ribosome. The
modification of the oligonucleotide determines the class to which it belongs.
The applicability of AS-ONs for gene silencing has been extensively studied in
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Fig. 1 Strategies to inhibit gene expression. DNAzymes and ribozymes are (DNA or RNA)
oligonucleotides with catalytic motifs capable of cleaving the mRNA of interest. Antisense
oligonucleotides bind to the complementary target mRNA sequence and inhibit translation
either by activating RNase H to cleave the target mRNA or by blocking the ribosome

vitro and in vivo (Zamecnik and Stephenson 1978; Anfossi et al. 1989; Gewirtz
2000; Agrawal and Kandimalla 2001; Dias and Stein 2002; Crooke 2004), and
AS-ONs have also been tested for use as cancer therapy (Table 1).

2.2
Ribozymes and DNAzymes

Ribozymes and DNAzymes are oligonucleotides with catalytic activity. Ri-
bozymes are made of ribonucleotides, whereas DNAzymes are composed of
deoxyribonucleotides, and both can be designed to target specific transcripts.
Upon hybridizing to the target mRNA, they cleave the transcript in a sequence-
specific fashion (Fig. 1). Ribozymes have been more extensively investigated
than DNAzymes. The results of these studies show that ribozymes can cleave
phosphodiester bonds without the aid of protein enzymes (Jen and Gewirtz
2000), and that the catalytic moiety of ribozymes recognizes a specific nu-
cleotide sequence, GUX, where X=C, U, or A (Ruffner et al. 1989) or in some
cases, NUX, where N is any nucleotide (Xing and Whitton 1992). Hammerhead,
hairpin, group I intron, ribonuclease P, and the hepatitis delta virus ribozymes
are five naturally occurring ribozymes that are used as the basis for the cat-
alytic motifs of engineered ribozymes. A greater emphasis has been placed
on studying hammerhead and hairpin ribozymes due their simplicity, rela-
tively small size, and their ability to be incorporated into a variety of flanking
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Table 1 Antisense oligonucleotide targets in oncology tested in vitro and in animals

Target Cell type analyzed Biological endpoints

BCL2 B cell lymphoma, melanoma,
lung tumor

Apoptosis

Survivin Cervical tumor, lung cancer Apoptosis

MDM 2 Multiple tumors p53 activation

BCLXL Endothelial cells, lung cancer
cells

Apoptosis

RelA Fibrosarcoma cell line Cell adhesion,
tumorigenicity

RAS Endothelial cells, bladder
cancer

CAM expression, prolifera-
tion

RAF Endothelial cells, smooth
muscle cells

CAM expression, prolifera-
tion

BCR-ABL Primary progenitor bone
marrow cells

Adhesion, proliferation

Jun N-terminal kinase 1 and
Jun N-terminal kinase 2

Renal epithelial cells Apoptosis

Telomerase Prostate cell lines Cell death

c-MYC Leukemia cell lines Proliferation, apoptosis

c-MYB Leukemia cell lines Proliferation

Table reprinted with permission from Elsevier (Lancet 2001; 358:489–497)

sequence motifs without changing site-specific cleavage capacities (Sun et al.
2000).

The hammerhead motif consists of a highly conserved catalytic core, which
will cleave substrate RNA at NUH triplets 3′, surrounded by a flanking se-
quence that is responsible for specifically binding to the target. Hammerhead
ribozymes require the presence of divalent metal ions, of which magnesium
is the most often used in vitro, for carrying out the catalytic cleavage reac-
tion. In contrast to the hammerhead motif, the hairpin model contains four
base-paired helices and two unpaired loops, with the reactive phosphodiester
located within one of the loops. The effectiveness of ribozymes has been proved
both in vitro and in vivo (Bramlage et al. 1999; Giannini et al. 1999; Parry et al.
1999). Though ribozymes have been shown to be effective, their effects are
usually short lived due the high susceptibility of ribozymes to endogenous nu-
cleases. In order to increase the intracellular stability of ribozymes and make
them more resistant to endogenous nucleases, many modifications have been
introduced into ribozyme backbones. The most common modification is at the
2′-position of the ribosyl moiety (Pieken et al. 1991). In contrast to AS-ONs,
ribozymes are RNase H independent, so 2′ modifications to these nucleic acids
generally increase their stability without diminishing the antisense effect.
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Breaker and Joyce (1994) demonstrated that deoxyribonucleic acid olig-
omers can also be designed to have enzymatic activity and can be used to
downregulate gene expression. The first DNAzyme named “10–23 DNA en-
zyme” possessed a catalytic domain of approximately 15 nt and two substrate-
recognition domains of approximately 8 nt each. The advantage of DNAzymes
over ribozymes is that since they are made up of deoxyribonucleotides, they are
cheaper to synthesize and more resistant to nuclease degradation compared
to ribozymes. However, issues regarding delivery into target cells, optimal
hybridization with target mRNA, and toxicity need to be overcome before
DNAzymes can be used as drugs in antisense therapy.

2.3
RNA Interference

RNAi, also known as post-transcriptional gene silencing (PTGS), is the most
recently discovered method for gene silencing. RNA interference is a phe-
nomenon in which introduced double-stranded (ds)RNAs cause the degra-
dation of their cognate mRNAs, thus silencing gene expression. RNAi is an
evolutionary conserved mechanism found in fungi, plants, and animals, and
is involved in genome defense against transposons and repetitive elements,
antiviral response, and developmental regulation (Bernstein et al. 2001). A key
hallmark of RNAi is the cleavage of long dsRNA by the Dicer enzyme into short
duplexes of 21–25 nt called small interfering (si)RNAs (Elbashir et al. 2001b).
Dicer is an RNase III protein believed to act as a dimer that cleaves dsRNA into
siRNAs with a 2-nt overhang at the 3′-end. These siRNAs are incorporated into
the RNA-induced silencing complex (RISC) and guide a nuclease to the target
mRNA, and then the mRNA is degraded (Fig. 2).

Gene silencing using long dsRNA has been successfully demonstrated in
many model organisms. However, when dsRNA longer than 30 bp is used, it
typically results in the activation of the interferon response in differentiated
cells, which eventually leads to a global shutdown of protein synthesis and
nonspecific mRNA degradation (Elbashir et al. 2001b; Yang et al. 2001). As
a consequence of this interferon response, RNAi in mammalian cells had re-
mained elusive for a while. However, it has been shown that if 21-nt siRNA
duplexes are used instead of long dsRNA, gene-specific silencing occurs with-
out the nonspecific RNA degradation pathway being turned on (Elbashir et al.
2001a). The siRNA duplex consists of 21 nt of the mRNA target and 21-nt
antisense siRNA, where the siRNA hybridizes with 19 nt of the target mRNA
and has a 2-nt overhang at the 3′-end. The use of siRNAs has become the most
common approach used for downregulating gene expression. The effective-
ness of this gene-silencing modality has been evaluated extensively in vitro
and in vivo. siRNAs have been successfully utilized to silence the expression of
BCR-ABL (breakpoint cluster region-Abelson murine leukemia viral oncogene
homolog), erbB1, Bcl-2, Raf-1, androgen receptor, and Lyn in vitro (Futami
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Fig. 2 Schematic mechanism of RNA interference. Long dsRNA delivered into the cell are
cleaved by a ribonuclease (Dicer) into short 21–25 nt RNAs (siRNAs). The resultant siRNAs
are incorporated into the RISC complex and guide the nuclease to the complementary target
mRNA to degrade it

et al. 2002; Aoki et al. 2003; Nagy et al. 2003; Wohlbold et al. 2003; Yin et al. 2003;
Ptasznik et al. 2004). In vivo, siRNA has been used successfully to diminish
Fas expression in mice (Song et al. 2003). The results of these studies are very
promising and suggest an important role for siRNA in treating disease.

3
Improving the Effectiveness of Antisense Molecules

3.1
Structural Modifications of Antisense Oligonucleotides

The success of AS-ONs as gene-silencing agents is dependent on sequence-
specific hybridization to target mRNA, stability in biological fluids, and trans-
port through the cell membrane. Initial work employing AS-ONs was car-
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ried out using unmodified DNA molecules, but rapid degradation of these
molecules by endonucleases as well as 3′ exonucleases became a major obsta-
cle (Gewirtz and Calabretta 1988). In order to improve the stability of AS-ONs,
as well as increase the strength of hybridization with mRNA, investigators be-
gan to focus on chemical modifications of DNA molecules. A broad range of
modifications has been introduced to the nitrogen base, sugar, and phosphate
moieties (Fig. 3). The most widely studied DNA analog is the phosphorothioate
(PS) oligodeoxynucleotide (ODN)—the so-called first-generation analog—in
which the non-bridging oxygen is replaced with sulfur. Molecules with this
type of backbone are relatively nuclease resistant, water soluble, and elicit an
RNase H response. Phosphorothioate ODNs have been shown to be highly
successful and have been employed in many laboratory experiments and clin-
ical trials to date (Ratajczak et al. 1992b; Tolcher 2001; Marshall et al. 2004a;
Marshall et al. 2004b). However, a major disadvantage of PS molecules is that
they interact with many proteins, which results in nonspecific activity and cell
toxicity.

With the goal of overcoming the disadvantages of phosphorothioate ODNs,
a “second generation” of DNA analogs has been introduced. The major focus
within this group was on variety of modifications to the sugar moiety, especially
the 2′-position like the 2′-O-methyl, the 2′-O-methoxy-ethyl, or the 2′-O-alkyl
modifications. These modifications make DNA molecules more RNA-like, and
as a result increase their ability to hybridize with RNA, and the modifications

Fig. 3 Chemical modifications of oligonucleotides. Modifications at the base, sugar, and
phosphodiester linkage of oligonucleotides have been prepared



180 A. Kalota et al.

also improve nuclease resistance. Nevertheless, these backbone modifications
do not recruit RNase H, and thus their efficacy becomes significantly reduced.
DevelopingDNAanalogs tomeetall thecriteria required foreffectiveantisense-
based gene silencing remains a big challenge.

Several new modifications collectively called the “third generation” have
been proposed. The most significant among them are peptide nucleic acids
(PNAs), morpholino oligonucleotides (PMOs), locked nucleic acids (LNAs),
and oxetane-modified deoxyribonucleotides (OXE) (Fig. 4). Peptide nucleic
acids are oligonucleotides in which the phosphodiester backbone is replaced
with a pseudo-peptide polymer [N-(2-aminoethyl) glycine] to which the ni-
trogen bases are attached via a methyl carbonyl linker (Paulasova and Pellestor
2004). PNA modifications result in an enhanced ability to hybridize with DNA
and RNA, and thus increase the stability of PNA–DNA and PNA–RNA duplexes.
In addition, PNAs can form triplexes with dsDNA, as well displace a DNA
strand in a duplex (Opalinska and Gewirtz 2002). Furthermore, the unnatural
backbone of PNAs makes them almost completely resistant to nucleases.

Morpholino oligonucleotides have each ribonucleoside moiety converted
to morpholino moiety (C4H9NO) and the phosphodiester linkage is replaced
with a phosphorodiamidate linkage (Heasman 2002). They have proved to be
very stable under physiological conditions and show sequence specificity with
very little or no off-target activity (Summerton and Weller 1997). However,
both PMOs and PNAs do not recruit RNase H due to their lack of charge. The
lack of charge also complicates their delivery into cells.

Fig. 4 Structure of third-generation DNA analogs
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Another “third-generation” analog, locked nucleic acids contain one or
more LNA monomers in which the sugar has a linkage between the 2′-oxygen
and 4′-carbon via a methylene unit (Vester and Wengel 2004). This type of
chemical structure greatly increases affinity towards RNA/DNA targets and
reduces susceptibility to nucleases. AS-ONs made entirely of LNA monomers
are not recognized by nucleases as a substrate, and so are quite stable. How-
ever, one major disadvantage is that RNase H does not recognize them either.
This fact prompted the investigation of mixed backbone oligonucleotides con-
taining LNA monomers with a gap of a few DNA nucleotides. The results from
a number of studies show that a gap size of 7–10 unmodified oligonucleotides is
optimal for achieving complete RNase H activity (Kurreck et al. 2002; Frieden
et al. 2003). However, when the DNA gap is present the susceptibility to en-
donucleases increases.

Recently introduced oligonucleotides with an oxetane modification [oxe-
tane, 1-(1′, 3′-O-anhydro-β-d-psicofuranosyl) nucleosides] appear to be very
promising (Pradeepkumar et al. 2003). This type of backbone enhances nucle-
ase resistance, forms stable hybrids with target RNA with melting temperatures
similar to those predicted for RNA/RNA hybrids, and maintains the ability to
activate RNase H. Opalinska et al. (2004) demonstrated that oxetane modi-
fied AS-ONs are very effective in inhibiting gene expression in cell culture.
Nonetheless, the delivery of oxetane ONs to cells remains a challenge.

3.2
Selecting Target mRNA

When selecting a target, several things must be considered in order to obtain
a successful outcome. First of all, the gene must be specific to the condition
under study, but this is not sufficient. For antisense therapy to be successful,
the target mRNA and the protein it codes for should have short half-lives, so
that when the target mRNA is degraded, the cell will not be able to recover the
function of the target gene quickly. In addition, if multiple sites within a given
target mRNA or if multiple genes are targeted simultaneously, the chances
of success can increase. This concept was successfully demonstrated in our
lab by showing that simultaneously targeting Myb and Vav (both important
hematopoietic genes) significantly diminishes colony formation of primary
chronic myelogenous leukemia (CML) cells when compared to targeting Myb
or Vav alone (Opalinska et al. 2005).

3.3
Selecting Accessible Sites Within the Targeted mRNA

A major obstacle in employing antisense nucleic acids for post-transcriptional
gene silencing is the inability to readily identify hybridization accessible sites
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within the target mRNA. Target site accessibility is influenced by RNA sec-
ondary and tertiary structure, and the proteins associated with RNA.

A number of experimental and computational approaches have been de-
veloped to identify accessible regions within a given mRNA molecule. One of
the first strategies that addressed this problem was the so-called “walk along”
method. A series of AS-ONs complementary to various regions of the target
mRNA were synthesized and tested for their ability to inhibit mRNA expres-
sion (Bacon and Wickstrom 1991). This method is effective, but also potentially
expensive and time consuming. Many sequences have to be tested to find the
one that shows the optimal antisense effect.

Another experimental approach for mapping RNA employs a library of
semi-random oligonucleotides (ODNs) to probe the target mRNA. The acces-
sible region of the RNA should hybridize to complementary sequences found
within the library. These regions are then identified using RNase H to cleave
the RNA strand of the RNA/DNA hybrid, followed by gel sequencing (Ho et al.
1996) or matrix-assisted laser desorption ionization-time of flight (MALDI-
TOF) spectrometry (Gabler et al. 2003) of the cleaved fragments. An oligonu-
cleotide library has also been used in conjunction with a reverse transcription
assay to identify accessible sites of the target mRNA (Allawi et al. 2001). The
random oligonucleotides were used to prime complementary (c)DNA synthe-
sis in the presence of reverse transcriptase, in order to generate a series of
cDNA fragments. The initiation of cDNA synthesis occurs only at RNA sites
that are available for ODN binding. The products were then analyzed by gel
sequencing. Another method proposed for selecting effective target sites ex-
ploited arrays of oligonucleotides complementary to the target mRNA. In this
method, potential sites for antisense are identified as ODNs that form stable
hybrids with the target mRNA (Milner et al. 1997; Mir and Southern 1999).

In addition to the many experimental approaches for mapping RNA, inves-
tigators have also attempted to identify accessible sites using computer-aided
predictions of secondary structure of the target mRNA. The folding potential
of RNA is calculated using structure prediction algorithms (Zuker 1989, 2003;
Stull et al. 1992; Sczakiel et al. 1993). However, the reliability of the secondary
structure prediction programs remains to be proved. Computer methods alone
seem to be insufficient for designing effective antisense.

Recent work from our laboratory introduces a new RNA mapping strategy,
combining computational and experimental approaches (Gifford et al. 2005).
Fluorescent self-quenching reporter molecules (SQRM) are used to identify re-
gions within the target mRNA that are available for hybridization with AS-ON.
SQRMsare20–30bases longDNAhairpinmoleculeswith4–5basecomplemen-
tary ends. The 5′-end of the sequence is linked to a fluorophore (fluorescein)
and 3′-end to the quencher (DABCYL) (Fig. 5). In the absence of the target
mRNA, the SQRM folds such that the fluorescein is quenched by DABCYL and
nosignal is detected.Once theSQRMismixedwith the target andhybridization
takes place, the fluorophore and quencher are separated and the fluorescence
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Fig. 5 Diagram of a self-quenching reporter molecule (SQRM). F is a fluorophore and Q is
a quencher

signal can be detected. In order to design SQRM sequences, a computer algo-
rithm was developed to scan the sequence of the gene of interest for inverted
repeats of 4–5 bases separated by an intervening sequence of 18–20 bases.
Antisense sequences selected based on this strategy were successfully tested in
cell culture (Opalinska et al. 2004).

The studies described here have made some progress in identifying accessi-
ble sites, but questions remain as to whether the same target sites are suitable
for both antisense and RNAi. Reports discussing this issue are contradictory.
Some investigators have suggested that effective AS-ONs and siRNA have dif-
ferent preferences for target sites within mRNA (Xu et al. 2003), while others
show that there is some correlation between successful antisense and siRNA
sites (Kretschmer-Kazemi Far and Sczakiel 2003). Nevertheless, the rules gov-
erning the relationship between RNA structure and effectiveness of siRNA
remain unknown.

3.4
Delivery

Despite the encouraging prospects of nucleotide chemistry and the success-
ful identification of accessible sites within mRNA described in the previous
sections, a significant obstacle to be overcome is the delivery of antisense
molecules into cells. Oligonucleotide molecules possess very little or no abil-
ity to diffuse across cell membranes, therefore they are mostly taken up by
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cells through energy-dependent mechanisms, typically endocytosis. As a re-
sult, oligonucleotides become trapped in endosomes and/or lysosomes, where
they usually become degraded (Gewirtz et al. 1996; Gewirtz 2000). A number
of methods have been developed for delivery of AS-ONs. Some of them are
based on physical disruption of the cell membrane using electroporation or
permeabilization reagents like streptolysin O (Giles et al. 1995; Flanagan and
Wagner 1997) or digitonin (Adam et al. 1990).

An alternative strategy is to use delivery vehicles that have the ability to form
stable complexes with oligonucleotides through electrostatic interactions be-
tween the negatively charged DNA and positively charged vehicle. Many classes
of compounds have been used as delivery vehicles for ONs, including cationic
liposomes, cationic porphyrins, fusogenic peptides, and artificial virosomes.
Though these methods have achieved some degree of success (Bennett et al.
1992; Capaccioli et al. 1993), their effectiveness is mostly limited to adherent
cells. In our laboratory, we have been very successful in using nucleoporation
for delivery of antisense ONs as well as siRNAs into many types of suspended
cells (Opalinska et al. 2004; Ptasznik et al. 2004). Although these methods have
been effectively used in tissue-culture experiments, their usefulness in vivo
in animal systems as well as for clinical applications is limited. To overcome
these limitations, polyethylenimine (PEI) complexes have been intensively
studied. These cationic polymers have been successfully used in cell culture,
as well in animal experiments (Koping-Hoggard et al. 2001; De Rosa et al.
2003). Positively charged PEI polymers help neutralize the negative charges of
oligonucleotides and help in intracellular delivery. Additionally, they have the
capacity to condense ONs for delivery and prolong the half-life of the incorpo-
rated material in the circulation of the recipient, which is an important feature
in animal experiments and clinical applications. In spite of these useful prop-
erties of PEI complexes, delivery to specific target sites has been problematic
due to the non-specific interactions of polyplexes with blood components and
non-target cells (Kichler 2004).

Another approach proposed for delivery of nucleic acid molecules employs
viral vectors, in which genes essential for virus replications have been re-
placed with sequences of interest (Hoeller et al. 2002; Thomas et al. 2003). The
main classes of viral vectors that have been utilized include retroviruses, ade-
noviruses, lentiviruses, adeno-associated viruses, and herpes simplex viruses.
Although the retroviral strategy appears to be very effective, there are some
safety issues that need to be dealt with (Kalota et al. 2004).

4
Clinical Applications

All the work described above was focused on designing and synthesizing the
most effective antisense molecules. Some of the AS-ONs tested had very en-
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couraging results in laboratory experiments and have been evaluated in the
clinic. One of them, Vitravene, developed by Isis Pharmaceuticals, has been
approved by the US Food and Drug Administration (FDA) in 1998. Vitravene
(sodium fomivirsen) is used to treat an inflammatory viral infection of the eye,
caused by cytomegalovirus (CMV) in immunocompromised patients and in
patients with acquired immunodeficiency syndrome (AIDS) (Opalinska and
Gewirtz2002).Another representativeof antiviral agents is ISIS14803—aphos-
phorothioated ODN directed against the hepatitis C virus (HCV). The results
of phase I clinical trials have been reported (Soler et al. 2004). The study was
performed on 24 patients with chronic hepatitis C. Two of the patients showed
significant viral load reduction and nine of them minor viral load reduction.
AS-ONs have also been used in combating inflammation, cardiovascular dis-
eases, and cancer. Oligonucleotides could also play a role in immunotherapy,
because of their ability to mimic bacterial DNA.

4.1
Inflammatory Diseases

Alicaforsen is example of an AS-ON used as an anti-inflammatory agent, and it
is directed against intracellular adhesion molecule (ICAM)-1. ICAM-1 is a cell
surface protein that plays an important role in the recruitment of leukocytes
to sites of inflammation, and its expression is upregulated in the intestinal
mucosa of inflammatory bowel disease (Crohn’s disease). Administration of
alicaforsen (ISIS 2302) against ICAM-1 results in inhibition of ICAM-1 recep-
tor expression and reduces inflammation (Bennett et al. 1994; Nestle et al.
1994). A few clinical trials using alicaforsen have been reported. In a study re-
ported by Yacyshyn et al. (1998), patients were randomized to receive placebo
or alicaforsen. The drug was well tolerated and at the end of the study, 47%
of patients in the antisense group went into remission compared to 20% in
the placebo group. More recent trials evaluated alicaforsen in patients with
active steroid-dependent Crohn’s disease (Yacyshyn et al. 2002). A total of 299
patients were enrolled in this study and treated with placebo or ISIS 2302
(at dose of 2 mg/kg three times per week) for 2–4 weeks. Unfortunately, this
study failed to demonstrate the efficacy of ISIS 2302, most likely due to in-
sufficient dosage of the drug. The most significant difference in steroid-free
remission between the antisense and placebo groups was observed at week 14
and was 78% versus 64%, respectively. These data resulted in examining of
higher doses in phase III clinical trials. Primary results from this study have
been reported by Yu et al. (2003) and indicate that a fixed dose regiment
(250–400 mg) given three times per week provides a desirable clinical re-
sponse. However, a larger number of patients need to be tested to obtain
a statistically meaningful difference between placebo and active treatment
groups.
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4.2
Cardiovascular Diseases

Restenosis in coronary vessels after angioplasty remains an ongoing problem.
In one-third of the cases, arterial blockage returns, usually within 6 months
of the procedure. There are two major mechanisms causing this restenosis.
The first is thrombosis, blood clotting at the site of treatment, and the second
is the proliferation of endothelial cells that normally line blood vessels. The
myelocytomatosis viral oncogene homolog (c-MYC) has been identified as an
important mediator in this process through its effect on regulating the growth
of vascular cells in atherosclerotic lesions. This makes c-MYC an attractive
target for antisense therapy to prevent post-angioplasty complications. At
least two clinical trials using antisense ODN against c-MYC have been reported
(Roque et al. 2001; Kutryk et al. 2002). Both of the studies showed the safety
of intracoronary application of the drug, but no significant clinical response
(Opalinska and Gewirtz 2002).

4.3
Cancer Therapy

Cancers, inparticular, areattractivecandidates forantisense therapy.Theprob-
lem with conventional therapies is that they are highly toxic. Since antisense
strategies are directed against specific genes that are aberrantly expressed in
diseased cells, it is expected that this approach will cause fewer and less serious
side effects. Several genes implicated in many cancers have been intensively
studied as potential targets for antisense therapy and these studies are dis-
cussed below.

B-Cell Lymphoma Protein 2 (Bcl-2) Bcl-2 is an apoptosis-regulating oncogene
and its overexpression has been reported in most follicular non-Hodgkin’s
lymphoma (NHL), other lymphomas and leukemias, as well in other kinds
of cancers like lung, breast, colorectal, gastric, prostate, renal, and neurob-
lastoma (Kalota et al. 2004). This overexpression is usually associated with an
aggressive malignant clone characterized by resistance to standard chemother-
apeutic agents, early relapse, and poor survival outcome. Laboratory studies
have shown that exposing cells to the oligonucleotides directed against Bcl-
2 will specifically and significantly decrease mRNA and protein expression
(Reed et al. 1990). For all of these reasons, there is a great deal of interest in
targeting Bcl-2 for therapeutic purposes. The results of several phase I and
II clinical trials that employed an 18-base phosphorothioate oligonucleotide
(G3139) complementary to the first 6 codons of Bcl-2 mRNA have been re-
ported (Webb et al. 1997; Jansen et al. 2000; Waters et al. 2000; Tolcher 2001).
The studies revealed that G3139 (Oblimersen) alone does not consistently pro-
duce a strong antitumor response. Therefore, subsequent trials investigated
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Oblimersen combined with chemotherapy. G3139, when combined with pa-
clitaxel in a cytotoxic dose range, has been well tolerated by patients with
chemorefractory small-cell lung cancer (Rudin et al. 2002). Furthermore, it
can be safely administrated with fludarabine (FL), cytarabine (ARA-C), and
granulocyte colony stimulating factor (G-CSF) salvage chemotherapy in pa-
tients with refractory or relapsed leukemia (Marcucci et al. 2003). In spite of the
promising early results, Oblimersen has not achieved the desired outcome in
several trials. The FDA’s Oncology Drug Advisory Committee advised against
approving it for metastatic melanoma due to the lack of effectiveness as mea-
sured by response rate and progression-free survival in relation to its toxicity
(low-grade fever, usually resolving within 1–2 days, nausea but no vomiting,
and thrombocytopenia). In phase III trials, Oblimersen failed to reach the pri-
mary endpoint in the treatment of multiple myeloma. However, it did meet the
primary endpoint for the treatment of chronic lymphocytic leukemia, though
it failed to meet the secondary endpoints of time-to-progression and overall
survival. In order to understand why Oblimersen failed to achieve the desired
result, we need to examine its pharmacodynamics in detail to see if it got
into cells and hit the target. This information will help us decide whether
Bcl-2 is a good target or not. Only by understanding the pharmacodynamics
in detail can we hope to achieve the desired outcome in this case and others
like it.

c-myb The c-myb proto-oncogene is a normal homolog of the avian myeloblas-
tosis viral oncogene (v-myb). c-myb encodes MYB, a protein that is responsible
for regulation of cell cycle transition and cellular maturation, primarily in
hematopoietic cells. AS-ONs targeting c-myb have been shown to be successful
in decreasing mRNA and protein levels of MYB, as well as inhibit prolifera-
tion of acute myeloid leukemia (AML), chronic myeloid leukemia (CML), and
T cell leukemic cells in culture by inducing apoptosis (Ratajczak et al. 1992a). In
a phase I clinical pilot study, LR3001 has been used to purge marrow autografts
administrated to allograft-ineligible chronic myelogenous leukemia patients.
CD34+ marrow cells were purged by being exposed to c-myb AS-ON for either
24 or 72 h. Patients received busulfan and cyclophosphamide chemotherapy,
followed by reinfusion of previously cryopreserved and purged marrow cells.
Post-purging, c-myb mRNA levels declined substantially in roughly 50% of
patients. Analysis of BCR-ABL expression in a surrogate stem-cell assay in-
dicated that purging has been accomplished at a primitive cell level in more
than 50% of patients. Cytogenetic analysis was performed at day 100 on pa-
tients who engrafted without the need for an administration of unmanipulated
“backup” marrow (n = 14), and 6 out of 14 patients demonstrated a major cyto-
genetic response. However, conclusions regarding the clinical efficacy of ODN
marrow purging cannot be drawn from this small pilot study (Luger et al.
2002).
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Protein Kinase C-α (PKC-α) PKC-α is a cytoplasmic serine/threonine kinase that
belongs to the family of isoenzymes involved in signal transduction in re-
sponse to growth factors, hormones, and neurotransmitters. It regulates cell
proliferation and differentiation. Overexpression of this kinase causes uncon-
trolled proliferation of cancer cells in several tumors. The antitumor activity
of antisense inhibitors of PKC-α has been illustrated in cell culture studies
(Dean et al. 1994; Nemunaitis et al. 1999) and in animal models (Dean and
McKay 1994). A number of clinical trials employing AS-ONs designed to tar-
get protein kinase C-α have been carried out. Results from clinical studies
reported by Nemunaitis et al. (1999) and Yuen et al. (1999) revealed that the
antisense therapy is well tolerated, but the antitumor effect is poor. Subse-
quent data from phase II studies in patients with colorectal (Cripps et al. 2002)
and prostate (Tolcher et al. 2002) cancer confirmed the results—no significant
antitumor activity was observed. Anti-PKC-α ODNs have also been studied
in combination with 5-fluorouracil and leucovorin in patients with advanced
cancer (Mani et al. 2002). This combination therapy has shown antitumor ac-
tivity, but also some toxicity including alopecia, fatigue, mucositis, diarrhea,
anorexia, nausea, and tumor pain. In addition, a phase III study comparing
LY900003 (Affinitac) plus gemcitabine and cisplatin versus gemcitabine and
cisplatin in patients with advanced, previously untreated non-small cell lung
cancer has been suspended due to lack of efficacy. Before antisense therapy to
PKC-α succeeds, the pharmacodynamics of LY900003 needs to be thoroughly
investigated to ensure that it is hitting its target.

H-Ras Pathway Another attractive target for antisense therapy is H-Ras, a reg-
ulator of several interconnected signaling pathways. Constitutive activation
of this gene promotes uncontrolled proliferation and malignant transforma-
tion in many human tumors. Several clinical trials have used AS-ONs directed
against H-Ras (ISIS 2503). Results from a phase I study in patients with ad-
vanced carcinoma presented by Cunningham et al. (2001) have shown that
ISIS 2503 gives only a partial response in some individuals and is associated
with mild toxicity. However, stabilization of disease has been reported in sev-
eral patients. ISIS 2503 tested in combination with gemcitabine has been well
tolerated, and a partial response in patients with metastatic breast cancer has
been documented (Adjei et al. 2003). The results of a more recent trial using
ISIS 2503 in combination with gemcitabine to treat patients with pancreatic
adenocarcinoma are promising (Alberts et al. 2004). A median overall survival
of 6.6 months and a response rate of 10% were achieved. However, further
work needs to be done to clarify tumor characteristics that may help better
predict response to the therapy. Downstream effectors of the RAS signal trans-
duction pathway like c-Raf have also has been investigated as potential targets
for antisense therapy. Based on the encouraging results of in vitro experiments
(Brennscheidt et al. 1994) and in vivo tumor xenograft mouse models (Monia
et al. 1996), several clinical trails have been conducted. Although no major
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tumor response has been reported, some patients have shown a stabilization
of their disease (Coudert et al. 2001; Rudin et al. 2001; Oza et al. 2003).

4.4
Immunotherapy

Oligonucleotideswithunmethylateddeoxycytidyl-deoxyguanosine (CpG)din-
ucleotides have been intensively studied over the past few years as potential
immunological adjuvants. CpG-ODNs are able to mimic the immunostimu-
latory activity of bacterial DNA, which makes them recognizable by several
types of immune cells. As a consequence, they can activate the immune re-
sponse and lead to the activation of natural killer (NK) cells, dendritic cells,
macrophages, and B cells. This characteristic property of CpG-ODNs suggests
that CpG-containing oligonucleotides might be effective adjuvants for the im-
munotherapy of cancer, and for enhancing the immune responses to antigens
that are less efficient. These ideas were proved to be correct and tested suc-
cessfully in cell culture and in animal studies (Brazolot Millan et al. 1998;
Krug et al. 2001; Wooldridge and Weiner 2003; Alignani et al. 2005). Recent
data reported by Friedberg et al. (2005) presents the results from a phase I
clinical study involving immunotherapy with the CpG oligonucleotide 1018
ISS in combination with rituximab in patients with non-Hodgkin’s lymphoma.
CpG-ODN treatment resulted in no significant toxicity and a dose-dependent
increase in the expression of several interferon-α/β-inducible genes, providing
rationale for further testing of this combination immunotherapy approach.

5
Conclusion

Gene silencing strategies have a long history and have been evolving very
rapidly over the past few years. Many new techniques and molecules have been
developed with the goal of improving the effectiveness of antisense therapy,
but some obstacles still remain. The development of effectively targeted and
efficiently delivered nucleic acid molecules will lead to a transformation in the
way human disease is treated. As was true for the field of monoclonal antibody-
based therapies, where hype was followed by disappointment and then finally
genuine triumph of the concept, we strongly believe that breakthroughs in
the area of nucleic acid-mediated gene silencing will shortly be forthcoming
and will more than justify the time and resources expended in developing the
therapeutic use of these molecules.
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Abstract Rapid progress in the sequencing of the genomes of model organisms, such as the
mouse, rat, nematode, fly, and Arabidopsis, as well as the human genome, has provided
abundant sequence information, but functions of long stretches of these genomes remain
to be determined. RNA-based technologies hold promise as tools that allow us to identify
the specific functions of portions of these genomes. In particular, catalytic RNAs, known
also as ribozymes, can be engineered for optimization of their activities in the intracellular
environment. The introduction of a library of active ribozymes into cells, with subsequent
screening for phenotypic changes, can be used for the rapid identification of a gene function.
Ribozyme technology complements another RNA-based tool for the determination of gene
function, which is based on libraries of small interfering RNAs (siRNAs).
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1
Introduction

The ability to activate or inactivate the expression of a specific gene is crucial
for the analysis of gene function. It is relatively easy to activate the expression
of a specific gene because methods for introducing vectors that express target
genes inside cells have become very efficient and straightforward. However,
until recently, no convenient methods for the inactivation of specific genes
were available.

For the generation of a loss-of-function phenotype, early methods relied
on gene disruption by random mutagenesis and, subsequently, knockout mice
were developed (Austin et al. 2004). Although these methods can provide
valuable information about gene function, they are laborious and generally
involve disruption of the function of only a single gene. Furthermore, the
existence of multiple copies of a gene, homologous genes, genes that can
compensate for the loss-of-function of a specific gene, or any combination of
these makes it very difficult to suppress a particular function when methods
that target the DNA are employed. Multiple copies of the target gene or related
genes are transcribed as messenger (m)RNAs with sequences homologous to
that of the target mRNA, and it would clearly be advantageous to target these
mRNAs in addition to the original target when looking for loss-of-function
phenotypes. To achieve this goal, we need simple and reliable knockout tools
that function at the mRNA level.

Various constructs that include antisense oligonucleotides and ribozymes
have been tested for the suppression of gene expression at the RNA level, but
the design of such constructs has been based on trial and error, and the effects
depend on the properties of the particular target gene (Stein 1999; Scherer and
Rossi 2003). Moreover, the desired effects are difficult to predict, and often only
weak suppression can be achieved with conventional antisense and ribozyme
technologies.

Ribozyme technology has been used successfully to identify genes that play
key roles in several signaling pathways (Kruger et al. 2000; Li et al. 2000; Welch
et al. 2000; Beger et al. 2001; Kawasaki et al. 2002; Kawasaki and Taira 2002a,b;
Suyama et al. 2003a,b, 2004a,b; Kuwabara et al. 2004; Onuki et al. 2004; Wadhwa
et al. 2004; Waninger et al. 2004). We shall focus here on the recent progress that
has been made in the optimization of a ribozyme activity in the cellular envi-
ronment, and we discuss the potential utility of ribozyme libraries as powerful
gene-discovery tools. We will also compare ribozyme technologies with RNA
interference (RNAi)-based methods for the sequence-specific inactivation of
genes at the mRNA level. In this review, “ribozyme” refers to hammerhead
ribozymes and their derivatives. In addition, the experiments that “we” per-
formed were carried out by many members of our group over the course of
several years.
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2
Expression of Ribozymes In Vivo

Thehammerheadribozyme,namedafter its secondary structure,whichresem-
bles a hammerhead (Fig. 1a), is a small and versatile catalytic RNA molecule
that was originally discovered in infectious plant-satellite RNA. The intra-
molecular cleavage activity of a self-cleaving (cis-acting) hammerhead ri-
bozyme is indispensable for the replication of virusoid molecules. Hammer-
head ribozymes have been engineered so that they can cleave any chosen RNA
by intermolecular attack in trans (trans-acting). Such engineering has been
achieved by changing the substrate-recognition arms of the hammerhead ri-
bozyme (Fig. 1a). Moreover, the trans-acting ribozyme can bind to another
RNA molecule through recognition arms that are complementary to the target
sequence, and the ribozyme can cleave the target RNA in the presence of Mg2+

ions (Uhlenbeck 1987; Haseloff and Gerlach 1988; Zhou and Taira 1998; Suzu-
mura et al. 2004; Takagi et al. 2004; Tanaka et al. 2004; Warashina et al. 2004).
The cleavage of a substrate occurs immediately adjacent to the sequence NUX
(where N is any base and X is A, C or U) within the target (Fig. 1a) (Sarver
et al. 1990; Shimayama et al. 1995; Zhou and Taira 1998).

The availability of trans-acting ribozymes and hydrolysis of various mRNAs
as a result of changes in the sequences of recognition arms led to extensive
studies of the hammerhead and hairpin ribozymes as gene-knockdown tools

Fig. 1a,b Secondary structure of a hammerhead ribozyme. a The cleavage site of a sub-
strate is shown. N represents any base and X can be A, C, or U. b Secondary structure of
wild-type (wt) tRNAVal (left panel) and modified tRNAVal (right panel) promoters. The A
and B boxes correspond to promoter sequences. The transcripts, which are based on the
RNA polymerase III system, include the promoter elements within their transfer (t)RNA
sequences. In the modified structure, the 3′ half of the wild-type tRNAVal is replaced by
a linker sequence to yield a stem/bulge structure. The stem/bulge structure can block the
release of the ribozyme from the tRNAVal portion
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and potential therapeutic agents. Due to their small size, they can be synthe-
sized and easily modified for regulation of the expression of target mRNAs in
a strongly sequence-specific manner (Rossi and Sarver 1990; Sarver et al. 1990;
Rossi 1995; Sioud 2004). However, the cleavage activity of ribozymes in vitro
is not necessarily correlated with their activity in the cellular environments.
Therefore, the application of ribozymes to the hydrolysis of specific RNAs in
mammalian cells required the development of carefully tailored systems.

2.1
The pol III Expression System

Promoters recognized by RNA polymerase III (pol III promoters) are involved
mainly in the transcription of short RNAs, such as transfer (t)RNAs and small
nuclear (sn)RNAs (Geiduschek and Tocchini-Valentini 1988). For this reason,
pol III expression systems are often employed for the transcription of short
RNAs, such as hammerhead and hairpin ribozymes and small interfering
(si)RNAs (Cotten and Birnstiel 1989; Shiota et al. 2004). The transcription is
two to three orders of magnitude more efficient than that from pol II pro-
moters. In addition, a few extra sequences are added to pol III transcripts, as
compared to pol II transcripts, in which a poly(A) tail and a cap structure are
added, respectively, at the 3′ and 5′ ends of each transcript. These properties
make the pol III system an ideal system for the expression of ribozymes and
siRNAs, since high levels of transcripts are required for strong activity, and ex-
tra sequences are often inhibitory in this regard. Indeed, the pol III expression
system that is based on the promoters of human genes for tRNAMet, tRNA3

Lys,
and tRNAVal and U1, U6, and adenovirus VA1 have been used for the expres-
sion of hammerhead and hairpin ribozymes in cells (Good et al. 1997); the
tRNAVal, H1, tRNAMet, U6, and VA1 promoters have similarly been used for
the expression of siRNAs (Shiota et al. 2004). With respect to siRNA-expression
vectors, the U6 promoter has been used most widely because it is commercially
available. However, various promoters seem to confer a variety of properties
on the ribozymes and siRNAs transcribed from them, as described below.

As mentioned above, the promoter of the human gene for tRNAVal can be
used for the expression of ribozymes (Fig. 1b). Since the tRNA promoter is
an internal promoter (the site of initiation of transcription is upstream of
the promoter), the transcript contains the tRNA sequence, with parts of the
transcript corresponding to internal promoter sequences in its 5′ half and the
ribozyme sequence in its 3′ half (hereafter this transcript is referred to as
a tRNA-ribozyme). In the presence of the 5′ portion that contains the tRNA
sequence, the ribozyme is stabilized and protected from attack by RNases.
Such a stabilization of ribozyme transcripts seems to have a favorable effect on
the intracellular activity of the tRNA-ribozyme. The tRNAVal-based system can
also be used for the expression of siRNAs and transcripts composed of tRNAVal-
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attached short hairpin (sh)RNAs can be processed by Dicer to produce siRNAs
in the cytoplasm (Kawasaki and Taira 2003).

In general, tRNA transcripts are processed at their 5′ ends by RNase P and
at their 3′ ends by 3′ tRNase, and then are exported from the nucleus to the
cytoplasm. If a ribozyme sequence is attached directly downstream of the nat-
ural tRNA sequence, 3′ tRNase will cleave the ribozyme portion from tRNA
ribozyme transcript. The newly synthesized unprotected ribozyme is then im-
mediately degraded by endogenous RNases. Therefore, to prevent processing
at the 3′ end of the tRNAVal-ribozyme, we have modified the sequence at the
3′ end stem by inserting a linker sequence that creates a bulge that blocks
the release of the ribozyme from the tRNAVal portion (Fig. 1b). The 5′ tRNA
sequence does not hinder the ribozyme’s activity, but it appears to have a favor-
able effect on the ribozyme’s intracellular activity, most probably because of
the more rapid transport of such tRNA-containing constructs to the cytoplasm
and/or their enhanced resistance to RNases.

The subcellular localization of the ribozyme after transcription is another
important factor that determines the activity of the ribozyme (Bertrand et al.
1997; Good et al. 1997). We found that tRNA-ribozymes with a high activity
were efficiently exported from the nucleus to the cytoplasm, while those with
a low activity accumulated in the nucleus (Kato et al. 2001). A modified tRNAVal

ribozyme whose secondary structure did not retain the cloverleaf shape re-
mained in the nucleus (Koseki et al. 1999). It appeared that tRNAVal ribozymes
with a cloverleaf structure were recognized by exportin-t and transported to
the cytoplasm via a nuclear export pathway for tRNAs (Kuwabara et al. 2001),
even though these macromolecules could be considered equivalent, in terms
of structure, to certain immature tRNAs because of the extra sequence, namely
the ribozyme sequence, at their 3′ ends. It has been demonstrated that tRNAVal-
attached shRNAs are transported to the cytoplasm by the same mechanism,
while U6-driven shRNAs are recognized by exportin-5 and transported to the
cytoplasm by a different system (Yi et al. 2003; Lund et al. 2004).

The localization of tRNA-ribozymes is clearly critical to their intracellu-
lar activity. A tertiary structure of tRNA-ribozymes, which is influenced by
a linker sequence, can affect their export from the nucleus and their intracel-
lular localization. Indeed, a selective choice of linker sequence allows for the
engineering of tRNA-ribozymes (Fig. 1b) that are exported to the cytoplasm
in mammalian cells and thus exhibit strong intracellular activity.

2.2
A Strategy for Accelerating of the Rate of Cleavage
by a Natural Hammerhead Ribozyme

The optimum concentration of Mg2+ ions for the reaction catalyzed by the
conventional hammerhead ribozyme is above 10 mM and this concentration
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Fig. 2a–c Enhancement of ribozyme activity in the cellular environment. a A conventional
hammerhead ribozyme. The hammerhead ribozyme is expressed from a tRNA promoter.
b The heterodimeric maxizyme. The hammerhead ribozyme is shortened in the stem II
region, and this shortened ribozyme functions as a dimer with strong suppressive activity.
c A hybrid ribozyme. This hybrid ribozyme recruits RNA helicase A via the constitutive
transport element (CTE), which is an RNA sequence motif that binds RNA helicase. The
ellipse represents the RNA helicase. The thick line represents the target mRNA. The site of
cleavage by each ribozyme is indicated by an arrowhead

is more than 100-fold higher than that in the cellular environment. Thus,
a ribozyme that cleaves its target mRNA efficiently in vitro is not always
effective in vivo. Nevertheless, naturally existing satellite RNA appears able to
cleave itself quite efficiently via its own ribozyme, at least in cis.

A recent report provided one of the reasons why natural ribozymes function
so effectively in the cellular environment (Khvorova et al. 2003). Khvorova et al.
(2003) demonstrated that the appropriate conformation for cleavage is respon-
sible for the presence of non-conserved nucleotides outside the conventional
hammerhead motif. An interaction between the loop of stem I and stem II,
through two Watson-Crick base pairs (kissing reactions), is required for the
correct folding and strong activity of the ribozyme at physiological concen-
trations of Mg2+ ions. Khvorova et al. (2003) demonstrated this phenomenon
in a self-cleaving cis-acting ribozyme that mimics satellite RNAs. In the case
of a trans-acting ribozyme that cleaves RNA molecule in trans, the loop of



Screening and Determination of Gene Function 203

stem I is absent and the rate-limiting step in vivo appears to be the association
of the ribozyme with its target RNA (Kato et al. 2001). Further investigations
are required to allow application of the kissing strategy to an engineering of
trans-acting ribozymes that will be effective in vivo.

2.3
Creation of Allosteric Ribozymes

As mentioned above, ribozymes can target RNAs where a specific sequence is
present for efficient cleavage Fig. 2a. The cleavage of a substrate occurs im-
mediately after the NUX sequence (where N is any base and X is A, C, or U)
within the target (Shimayama et al. 1995; Zhou and Taira 1998). In some cases,
a cleavable triplet sequence is not available at a suitable position within the tar-
get. For example, in the case of certain abnormal chimeric mRNAs, which are
generated by chromosomal translocation, two halves of the fused mRNA are
derived from different genes, and an abnormal mRNA must be cleaved while
normal transcripts remain untouched. Such chromosomal translocations are
often involved in the pathogenesis of disease, and a well-known example is
the Philadelphia chromosome, which causes chronic myelogenous leukemia
(CML) (Muller et al. 1991). The Philadelphia chromosome occurs as a con-
sequence of a reciprocal translocation that involves the BCR and ABL genes,
which results in a fused mRNA. Since they are tumor-specific and patho-
genetically important, fused mRNAs are ideal targets for demonstrations of
the potential feasibility of nucleic acid-based therapeutics (Shtivelman et al.
1986). Nevertheless, in the absence of NUX sequences near the junction of
the two parental mRNAs, a conventional hammerhead ribozyme cannot target
the chimeric mRNA exclusively (Kuwabara et al. 1997, 1998; Warashina et al.
2000). Since both the BCR and the ABL genes are important for cell survival,
ribozyme must cleave only the abnormal chimeric mRNA, without damaging
the normal BCR and ABL mRNAs.

As shown in Fig. 2b, a heterodimeric “maxizyme” that incorporates two
different shortened ribozyme monomers (Kuwabara et al. 1996, 1998, 1999)
has two substrate-binding arms that are able to recognize two distant sites on
the same target RNA simultaneously. Once one arm (the sensor arm) of the
maxizyme has recognized and bound to the target sequence, a conformation of
the maxizyme changes to generate an active form, which binds Mg2+ ions that
are essential for hydrolysis reaction. The other arm of the active maxizyme is
able to cleave the target mRNA at the NUX sequences that are located at some
distance from the junction within the same molecule. These unique features
of the maxizyme led to the creation of an allosteric enzyme with a sensor
function (that is, an enzyme that is activated only in the presence of a junction
sequence).

We designed a tRNAVal-maxizyme for selective disruption of the abnormal
BCR/ABL mRNA in cells derived from patients with CML but not the mRNA
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transcribed from normal BCR and ABL genes of healthy individuals (Kuwabara
et al. 1998). Moreover, we were able to demonstrate the anti-tumor effect of
the maxizyme that targeted to the BCR/ABL gene fusion in a mouse model of
leukemia (Tanabe et al. 2000a). Maxizymes designed to target other chimeric
genes and specific splicing variants were also able to suppress the expression of
their target genes specifically as a result of their allosteric properties (Tanabe
et al. 2000b; Kanamori et al. 2003).

The use of ribozymes derived from hammerheads requires a NUX cleav-
age site. By contrast, siRNAs can target practically any sequence of interest.
Therefore, the transcripts of the above-mentioned chimeric genes can also be
destroyed by siRNAs (Oshima et al. 2003; Scherr et al. 2003).

Other types of nucleic-acid-based allosteric aptameric sensors are being
developed (Stojanovic and Kolpashchikov 2004). Aptamers are structured nu-
cleic acids that can recognize and bind specific ligands, such as a metabolite,
RNA, or protein. In the presence of such specific ligands, an allosteric ap-
tamer changes its structure to allow activation of catalytic functions. Thus,
a maxizyme is a type of allosteric sensor that recognizes of a specific abnormal
mRNA and cleaves the target. Allosteric aptamers that can be regulated by
ATP, theophylline, or flavin mononucleotide (FMN) have been isolated from
combinatorial nucleic acid libraries by in vitro evolution and selection meth-
ods. Fluorescent aptameric sensors that consist only of a natural RNA have
recently been developed (Stojanovic and Kolpashchikov 2004). In the presence
of a fluorescent dye, such as malachite green (MG), and target analytes (ATP,
theophylline, FMN), an MG aptamer connected to an allosteric aptamer that
is controllable by an analyte generates enhanced fluorescence from MG. These
observations suggest that it might be possible to generate allosteric aptameric
sensors that can be expressed in cells such that minute amounts of specific
analytes can be detected by monitoring the fluorescence of MG.

Recent studies in bacteria have revealed that naturally existing RNAs can
act as aptameric sensors of vitamin cofactors, glycine, and temperature—
which directly regulate the transcription or translation of associated mRNAs—
without an involvement of additional proteins (Lai 2003; Mandal and Breaker
2004). Aptameric RNA molecules that act as “riboswitches” play far more
important roles in the regulation of gene expression than previously thought.
However, natural aptameric sensors in eukaryotic cells have not yet been
discovered.

2.4
RNA-Protein Hybrid Ribozymes

The higher-order structure of mRNAs can interfere with the cleavage reaction,
since ribozymes cannot access double-stranded stems within a target RNA.
Moreover, an exact folding of the target mRNA and the accessibility to the
ribozyme cannot easily be predicted and/or determined. Therefore, we postu-
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lated that it would be useful to design a ribozyme that recruits a protein that
unwinds interfering secondary structures, thereby rendering the target site
more accessible to the ribozyme. To create such a ribozyme, we have linked
a ribozyme to an RNA-helicase-recruiting motif (Fig. 2c). RNA helicases are
known to unwind higher-order structures within RNAs (Luking et al. 1998),
and they are involved in post-transcriptional gene silencing (PTGS) in various
organisms (Agrawal et al. 2003), as indicated by the observation that PTGS
does not occur in helicase-deficient mutant cells. Unwinding of higher-order
structures within a target mRNA might be a prerequisite for suppression of
gene expression at the mRNA level.

To recruit RNA helicase A to a ribozyme, we exploited the constitutive
transport element (CTE), which is an RNA motif that interacts with RNA
helicase A both in vitro and in vivo (Tang et al. 1997; Gruter et al. 1998;
Braun et al. 1999; Kang and Cullen 1999; Li et al. 1999; Tang and Wong-
Staal 2000; Westberg et al. 2000). The CTE-coupled ribozymes had higher
activity than non-CTE-coupled ribozymes (Warashina et al. 2001). We also
tested an alternative motif, namely the poly(A) sequence (a stretch of 60 As),
that recruits a different RNA helicase, eIF4AI, in mammalian cells (Kawasaki
et al. 2002; Kawasaki and Taira 2002b). The poly(A) sequence is known to
interact with endogenous elF4AI via interactions with two proteins: poly(A)-
binding protein (PABP) and PABP-interacting protein-1 (PAIP). Our poly(A)-
ribozymes also had higher activities than the corresponding conventional
ribozymes (Kawasaki et al. 2002; Kawasaki and Taira 2002b). Using these
improved ribozymes with elevated intracellular activities, we developed a novel
gene-discovery system.

3
Gene Discovery Using a Randomized Ribozyme Library

Early attempts at the identification of genes associated with specific cellular
phenotypes involved hairpin and hammerhead ribozymes with randomized-
substrate recognition arms (Fig. 1a). These randomized ribozymes were con-
structed by amplification, using polymerase chain reaction (PCR), of mixtures
of oligonucleotides with completely randomized recognition arms, each of
which included the fixed catalytic core of a ribozyme. PCR products were
ligated into an appropriate vector. We used our improved intracellularly ac-
tive ribozymes with the poly(A) tail to create a randomized ribozyme library
(Kawasaki et al. 2002; Kawasaki and Taira 2002b).

Upon the introduction of a library of hybrid ribozymes with randomized
binding arms into cells, we might expect some cells to exhibit a change in
phenotype (Fig. 3). Although originally ligated products of PCR can be more
than 1012, the final number of different ribozymes in the library is between
107 and 108 because ribozyme-expression constructs are to be amplified in
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Escherichia coli cells. Note that after transformation of cells with the ligated
ribozyme-containing products of PCR, a diversity decreases during amplifica-
tion in E. coli cells. Depending on the time required for detection of changes in
phenotype, the library could be introduced into cells either transiently or sta-
bly. The transiently transfected plasmids will be lost with time, and more than
one plasmid is likely to enter each cell. Therefore, experiments using transient
transfections are informative only if changes in phenotype can be detected
within a relatively short period of time (∼60 h). Moreover, repeated transfec-
tion isnecessarybecause, inmanycases,many ribozyme-bearingplasmidsfind
their way into a single cell. Repeated transfection makes it possible to dilute the
selected plasmids to give an average of one expressed plasmid per cell and to
increase the ratio of true-positive to false-positive clones upon convergence. If
a longer incubation time is required before changes in phenotype are evident,
the ribozyme library should be generated in a retrovirus or a lentivirus vector
for the establishment of stable transformants. With these viruses as vectors,
only a few copies of the ribozyme are introduced into each cell, without a re-
quirement for repeated dilution. Thus, a candidate ribozyme can be isolated
after fewer transfections than are required when experiments involve transient

Fig. 3 Strategy for gene discovery with a ribozyme library. Cells that have been transfected
with a ribozyme library are subjected to a screening assay, for example, an assay of apoptosis
or chemotaxis. Ribozyme sequences are rescued from cells with the phenotype of interest.
The target genes of these ribozymes are identified from database searches. The functions of
identified genes must then be confirmed in further experiments. NNNNNN represents the
sequence that is complementary toarandomized target ineachrecognitionarm.Arrowheads
indicate the sites of cleavage by the ribozyme
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transfection. However, more time is required for the establishment of stable
transformants than is required for transient transformations.

Nucleotide sequences identified from cells with the desired change in phe-
notype are considered to be those derived from candidate genes. However, as
in any other screening method, it is impossible to avoid false-positive results
completely. The background (the ratio of false-positive to true-positive results)
of screening methods has a significant effect on an efficiency with which true-
positive clones are obtained in cases where many candidate genes are identified
or when only a limited number of genes (hidden among a larger number of
false-positive genes) are responsible for a specific change in the phenotype.
A possible candidate gene must be examined in additional independent ex-
periments, for example, by targeting other sites within the candidate gene
with a ribozyme or by RNAi. The advantages of using hammerhead ribozymes
include the ease with which an inactive ribozyme can be generated by point
mutation at the active site. Thus, only an active ribozyme, and not an inactive
counterpart that is targeted to another site within the identified gene of interest,
should induce the original change in phenotype. More detailed descriptions of
the construction and screening of ribozyme libraries can be found elsewhere
(Welch et al. 2000; Kawasaki et al. 2002).

3.1
A Case Study: Identification of Genes Involved in Metastasis

We used a randomized ribozyme library to identify genes that might be in-
volved in the metastasis of cancer cells. In the early stages of cancer, malignant
cells are generally localized. As the disease progresses, the expression and/or
suppression of various genes allows cells to become invasive and to metas-
tasize. The motility of strongly invasive cancer cells is known to be greater
than that of noninvasive or weakly invasive cells, and motility is a prerequisite
for metastasis. The mechanisms for metastasis are complicated and remain
largely unknown. Therefore, in an attempt to identify individual steps in the
metastatic process, we took three different approaches: We screened for an
ability to migrate in a (1) chemotactic assay, (2) cell-invasion assay, and (3)
assay of metastasis in a mouse model (Suyama et al. 2003a,b, 2004a,b).

In the chemotactic assay, we chose conditions such that 99.9% of cancer cells
that were placed in an upper chamber migrated, demonstrating strong invasive
potential, toward a lower chamber that contained fibronectin as the chemoat-
tractant (Suyama et al. 2003a; Fig. 4). A ribozyme library was introduced by
transient transformation into a line of highly invasive human fibrosarcoma
cells. If a specific ribozyme were able to disrupt a gene that is required for inva-
sion of the lower chamber, then a fibrosarcoma cell that harbored this ribozyme
would no longer be able to invade the lower chamber. Thus, relevant ribozyme-
carrying plasmids could be recovered from cells in the upper chamber. After
the third round of transient introduction into cells of the recovered ribozyme
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Fig. 4a–d Identification of genes involved in cell migration and thus in metastasis, using
a library of randomized ribozymes and an assay of chemotaxis. a Cells were transfected
with plasmid vectors that carried the ribozyme library. b The assay was performed in
chambers separated by a porous filter coated with extracellular matrix (ECM) gel. Invasive
cells migrated from the upper chamber, through the ECM, to the lower chamber. c The cells
in the upper chamber, which had failed to migrate, were collected. d The ribozymes were
rescued and retested

libraries, we identified two independent sequences that corresponded to the
ROCK1 gene, which encodes rho-associated, coiled coil-containing protein ki-
nase 1, among other sequences. When we re-introduced two ribozymes that
targeted these sequences into cells, both ribozymes efficiently suppressed the
expression of ROCK1 in the strongly invasive fibrosarcoma cells. Moreover,
the rates of proliferation of cells treated with either of the two ribozymes and
those of non-treated cells were identical. These results suggest that ROCK1
might be an attractive target in efforts to prevent the metastasis of malignant
cells, without any negative effects on the viability of normal cells (Suyama et al.
2003a).

In the second approach, we designed a cell-invasion assay (Suyama et al.
2003b). This assay was similar to the chemotactic assay, but the bottom of the
top well was coated with an extracellular matrix (ECM) gel. We introduced
a retroviral vector that harbored a randomized ribozyme library into mouse
NIH3T3 fibroblasts, which were barely able to migrate through the gel-covered
filter, and then we isolated RNA from cells that had managed to penetrate
the ECM gel after introduction of the library. After reverse transcription of
this RNA, we confirmed that eight ribozymes had significantly enhanced the
invasive activity of fibroblasts (Suyama et al. 2003b). A database search for
candidate genes revealed that one gene corresponded to the Gem gene for
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a GTPase, which has been reported to be involved in metastasis, while the
other seven genes appeared to be novel genes. These genes that we identified
should act as suppressors of cell invasion, and the levels of expression of these
genesmightbeexpected toprovide important informationabout themalignant
potential of cancer cells in a clinical setting.

The random-ribozyme technology allowed us to identify several poten-
tially important genes that might be involved in metastasis, but we were well
aware that our screening conditions did not reflect physiological conditions.
Therefore, we tried to identify metastasis-related genes using a mouse model of
pulmonary tumorigenesis (Suyama et al. 2004a). We injected B16F0 melanoma
cells that had been treated with a retroviral vector that harbored a ribozyme
library intravenously into mice. The number of pulmonary tumors was sig-
nificantly higher in mice that had been treated with the ribozyme library as
compared with control mice 2 weeks after the injection. We examined se-
quences of ribozymes that were obtained from the pulmonary tumors and
identified eight target genes, three of which are known and five are unknown.
We then constructed siRNA vectors targeted to four out of eight candidate
genes and introduced them into B16F0 cells. We assayed cells in the wound-
scratch assay that is commonly used to study the ability of cells to migrate.
Targeting of each of the four genes led, in each case, to significant acceleration
of cell migration, which is one of the features of metastasis.

Our experiments resulted in a successful identification of several genes that
might be potentially involved in the metastasis of tumors. They also showed
that ribozyme technology can be applied even to a mouse model in vivo. In the
first experiments, we used poly(A)-ribozyme libraries, which yielded a higher
number of potentially informative clones than does a conventional ribozyme
library. However, poly(A)-containing plasmids are not very stable (the deletion
of As is a problem), and thus, in our next experiment, we used a conventional
ribozyme library. Nonetheless, we achieved the successful identification of
functional genes in mice. As judged from sequences of those genes that we
identified, it might be easier to obtain true-positive clones using hammer-
head ribozymes rather than hairpin ribozymes. In the case of hammerhead
ribozymes, sequences in all the genes were 100% complementary to the target
site of the ribozyme. By contrast, hairpin ribozymes identified some genes
with mismatches.

Randomized ribozyme libraries have been used to identify many other
kinds of genes, such as genes associated with apoptotic pathways (Kawasaki
et al. 2002; Kawasaki and Taira 2002b; Kawasaki and Taira 2002a), Alzheimer’s
disease (Onuki et al. 2004), muscle differentiation (Wadhwa et al. 2004), and
neuronal differentiation (Kuwabara et al. 2004). In particular, we have used
a ribozyme library to identify a novel type of non-coding RNA that regu-
lates the differentiation of neuronal stem cells (Fig. 5; Kuwabara et al. 2004).
With the availability of the sequence of the entire human genome, our unique
gene-discovery technology has become extremely valuable for the identifica-
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Fig.5 Identification of functional genes in neuronal development. If neural stem cells that are
transfectedwitha functional ribozymedifferentiate in thecourseas shownby shadedarrows,
the target gene for the ribozyme would play an important role in neuronal differentiation.
Genes responsible for neuronal development can be identified as described in the text

tion of important genes. The successful application of ribozyme libraries to
gene-identification studies encouraged us to establish siRNA libraries that are
potentially even more effective, as described below (Miyagishi and Taira 2003).

4
Ribozyme and siRNA Libraries Compared

In recent years, RNAi has attracted a great deal of attention as a powerful tool
for a gene silencing. After the first report of this phenomenon in response
to the introduction of double-stranded (ds)RNA in Caenorhabditis elegans
(Fire et al. 1998), RNAi was detected in various organisms including plants,
C. elegans, Drosophila, and protozoan and mammalian species (Elbashir et al.
2001; Zamore 2001; Novina and Sharp 2004). In RNAi, exogenous dsRNAs
are cleaved into siRNAs, which are subsequently incorporated into the RNA-
induced silencing complex (RISC). The siRNA–RISC complex recognizes and
cleaves the target mRNA in a sequence-specific manner (Hammond et al. 2001;
Nykanen et al. 2001) via a reaction that is similar to the cleavage of target
mRNAs by ribozymes. The potential power of RNAi encouraged the scientific
community to attempt to exploit this phenomenon as a tool for the analysis
of a genome-wide gene function. Such systematic analysis of the genome
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of C. elegans has allowed the identification of the functions of many genes
(Fraser et al. 2000; Gonczy et al. 2000). Similar comprehensive analyses of
mammalian genomes using libraries of siRNA oligonucleotides and siRNA-
expression vectors have been reported (Aza-Blanc et al. 2003; Miyagishi and
Taira 2003; Berns et al. 2004; Colland et al. 2004; Hsieh et al. 2004; Kaykas and
Moon 2004; Luo et al. 2004; Miyagishi et al. 2004; Paddison et al. 2004; Sen et al.
2004; Shirane et al. 2004; Zheng et al. 2004; Futami et al. 2005).

In the next sections, we compare and contrast the characteristics of ri-
bozyme libraries and siRNA libraries in efforts directed towards the rapid
identification of functional genes (Tables 1 and 2).

4.1
Efficacy and Target Specificity

The biggest difference between ribozyme and siRNA technologies is the re-
cruitment of endogenous proteins—applicable in the latter case—which is
associated with the maintenance of a high intracellular activity. By contrast,
the actions of ribozymes do not depend on intracellular factors (Scherer and
Rossi 2003). Thus, siRNAs can exploit many intracellular enzymes, such as he-
licases and RNases, in cells for cleavage of target mRNAs, and they can be much
more effective tools than ribozymes for the suppression of the expression of
target mRNAs. However, while in both cases selection of target sites determines
activity, it appears that ribozyme activity is probably influenced strongly by
a tertiary structure of the target mRNA than is siRNA activity (Yoshinari et al.
2004), and unfortunately it is not easy to predict the best target sites for a ri-
bozyme. By contrast, the suppressive activity of siRNAs depends to a greater
extent on the interactions between siRNA and a group of endogenous proteins
than it does on the tertiary structure of the target mRNA. Indeed, statistical
analysis on the basis of relationships between sequence and activity showed
that several important parameters must be considered in attempts to predict
the best target sites for siRNAs. In a painstaking analysis, we produced about
1,000 siRNA duplex pairs for a particular gene of approximately 1 kb in length
by walking along it and shifting the sequence one base at a time for each
pair (Katoh et al. 2003). A complete set of sequence–activity relationships for
the 1,000 siRNA pairs enabled us to produce a reliable algorithm by nonlin-
ear regression methods (Miyagishi and Taira 2003). Using that algorithm, we
have been able to create libraries of siRNA-expression vectors that circumvent
the interferon (IFN) response, targeting individual specific genes in the entire
human genome (Matsumoto et al. 2005; H. Akashi, K. Taira, unpublished data).

The most serious disadvantage of siRNA is its non-specific suppressive
activity, which is referred to as off-target effect, or an IFN response. Since
specificity of the siRNA is not always guaranteed, because off-target effects
cannot always be predicted (Bridge et al. 2003; Sledz et al. 2003), ribozymes
appear to be superior to siRNAs in this respect, despite their lower activity.
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Table 1 The discovery of functional genes using libraries of randomized ribozyme

Selection Ribozyme Type∗ Identified
gene

Cells Reference

Anchorage-
independent cell
growth control

Hairpin Retrovirus PPAN HF Welch et al. 2000

Suppression of
fibroblast
transformation

Hairpin Retrovirus mTERT NIH3T3 Li et al. 2000

IRES-mediated
translation of HCV
core protein

Hairpin Retrovirus eIF2Bγ,
eIF2γ

HeLa Kruger et al. 2000

Regulation of BRCA1 Hairpin Retrovirus Id4 Beger et al. 2001

TNF-α-mediated
apoptosis

Hybrid
hammer-
head

Retrovirus 38 genes MCF7 Kawasaki et al. 2002

Fas-mediated apop-
tosis

Hybrid
hammer-
head

Transient 87 genes HeLa Kawasaki et al.
2002b

Fas-mediated apop-
tosis

Hybrid
hammer-
head

Transient 7 genes HeLa Kawasaki et al.
2002a

Cell migration Hammer-
head

Transient ROCK1 HT1080 Suyama et al. 2003a

Cell invasion Hybrid
hammer-
head

Retrovirus 8 genes NIH3T3 Suyama et al. 2003b

Metastasis Hammer-
head

Retrovirus LIMK-2 HT1080 Suyama et al. 2004b

Tunicamycin-
induced apoptosis

Hammer-
head

Transient
EBNA

PKR SK-N-
SH

Onuki et al. 2004

Neuronal differenti-
ation

Hammer-
head

Lentivirus Small
modu-
latory
RNA

HCN
A94

Kuwabara et al. 2004

Metastasis Hammer-
head

Retrovirus 4 genes B16F0 Suyama et al. 2004a

Replication of HIV Hairpin Retrovirus Ku80 CEM-
GFP

Waninger et al. 2004

Muscle
differentiation

Hybrid
hammer-
head

Retrovirus p19ARF,
p21WAF1,
fem1

C2C12 Wadhwa et al. 2004

∗EBNA, semistable lines of cells transfected with Epstein-Barr virus-based vector;
lentivirus, stable lines of cells transfected with lentiviral vector; retrovirus, stable lines of
cells transfected with retroviral vector; transient, transient transfection
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Table 2 Advantages and disadvantages of ribozyme libraries and siRNA libraries for the
identification of gene function

Ribozyme RNAi

Specifically
made

Randomized Specifically made Randomized/
Mixed∗

Specificity High High Lower than
ribozyme (IFN
response/off-
target effects)

Lower

Activity Low Low High High

Target
prediction

Difficult Not required Possible Difficult to
identify the
target gene
(randomized)

Performance Poor Works well Good Might saturate
RISC (mixed)

Construction/
maintenance

Not feasible
because of
low activity

Cheap Expensive Cheap
(randomized)

High-
throughput
screening

Not feasible Not feasible Possible Not feasible

∗The term “mixed” means a case where specifically made siRNA library is used as a mixture

However, improvements in siRNAs are rapidly being made. For example, in
mammalian cells, siRNAs of 27 bp in length have been shown to be significantly
more effective than the “conventional” 19-bp siRNAs (Kim et al. 2005; Siolas
et al. 2005). As a result, picomolar concentrations of 27-bp siRNAs can now be
used instead of the nanomolar concentrations of 19-bp siRNAs that have been
necessary in the past. The use of picomolar concentrations of 27-bp siRNAs can
clearly minimize, if not actually eliminate, any off-target effects. In addition to
this improvement at the level of concentration, we have identified some factors
that are important in circumventing the interfering activity of short hairpin
shRNAs. We found that the introduction of a mutation (either C to U or A to
G) in the stem region significantly reduced the interferon response, and this
finding was also valid for dsRNAs of more than 100 bp (H. Akashi, K. Taira,
unpublished data). Moreover, it is also possible to design siRNA-expression
vectors such that only the sense strand of the shRNA is rapidly degraded,
and thus off-target effects of the sense strand are minimized (S. Matsumoto,
K. Taira, unpublished data). Together, these improvements help to minimize
the deleterious, non-specific suppressive activity of siRNA and enhance its
potential utility in vivo.



214 S. Matsumoto et al.

4.2
Randomized Libraries

In our ribozyme libraries, the binding arms were completely randomized.
In theory, a similar complete randomization of siRNA duplexes is possible.
However, use of such completely randomized siRNA is not feasible in vivo.
This problem arises because, in any assay system, it is impossible to remove
false positives completely. As mentioned in Sect. 3.1, in the chemotactic assay
(Fig. 4), we were able to optimize conditions such that only 0.1% of cancer
cells remained in the upper chamber (as false positives). However, if the upper
chamber originally contained 106 cells (0.1% of 106 cells is equal to 103 cells),
that leaves a large number of false positives. If the number of true positive
clones were, for example 100, only 10% of the collected clones would contain
useful information. Fortunately, however, ribozymes require a NUX triplet,
such as GUC, for cleavage, and thus any sequenced potential targets that lack
a cleavable triplet (∼90% of collected clones) are easily recognized as false
positives and can be discarded. Such discrimination of false positives from
true positives is impossible in the case of a completely randomized siRNA
library. Moreover, a presence of two potential strands makes it more difficult
to identify true positives, because it is not easy to judge which strand has acted
as the antisense strand. Therefore, as far as completely randomized libraries
are concerned, using ribozymes rather than siRNAs appears more attractive.
Nevertheless, as mentioned above, since siRNAs appear to be much more ef-
fective in vivo than ribozymes, collection of specifically targeted siRNA clones
(libraries of specific siRNAs) should be very useful.

The major advantage of completely randomized libraries is the fact that no
sequence information is needed, and thus the discovery of a-yet-unidentified
genes is possible. The disadvantage of complete randomization is the fact that
a significant portion of the sequences in the library never matches a human
gene, and we end up with a huge number of false positives. Nevertheless,
with a completely randomized ribozyme library it is possible to identify novel
genes, which include genes for small functional RNAs, as long as such small
non-coding RNAs contain a GUC triplet (Fig. 5). Thus, despite the popularity
of siRNA technology, the ribozymes derived from a hammerhead ribozyme,
with their strong specificity and in spite of their lower activity, have proved to
be very useful.

5
Concluding Remarks

In this review, we described the use of catalytic RNAs as potential tools for
the identification of novel genes and their functions. Since many reports re-
cently have demonstrated the usefulness of siRNAs and siRNA libraries in
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gene discovery, we compared ribozyme technology and siRNA technology,
with special emphasis on the two types of libraries. Even though the design of
effective ribozymes for inactivation of a particular gene is generally difficult,
we have identified several key parameters, such as strong expression, intracel-
lular stability, efficient export to the cytoplasm, and the ability to access target
sequences, that control the activities of ribozymes in vivo. We used our im-
proved ribozymes for the creation of completely randomized libraries that can
be used to screen for functional genes that regulate important biological phe-
nomena. In addition, such libraries allow us to identify not only conventional
coding genes but also genes for novel non-coding RNAs (Kuwabara et al. 2004).

Recent studies have indicated that non-coding small RNAs, which include
microRNAs (miRNAs), silence the expression of certain genes at the level of
both transcription (Kawasaki and Taira 2004; Kuwabara et al. 2004; Morris et al.
2004) and translation (Bartel 2004). This process allows levels of expression of
specific proteins to be altered very quickly. Analysis in living cells and tissues
of the roles of non-coding small RNAs—which appear to play important roles
in the differentiation of cells, for example—should help to address questions
about their genetics, biogenesis, trafficking, and function. Since non-coding
small RNAs or their precursors can be cleaved by ribozymes and siRNAs (Fig. 5;
Kuwabara et al. 2004) and since bioinformatics has identified many potential
small RNAs within the genomes of higher organisms, future libraries—and, in
particular, specifically created (individually tailored) siRNA libraries—should
be designed to cover such non-coding small RNAs.

The advent of reliable algorithms for the prediction of targets of siRNAs
and the ability to circumvent the IFN response and to avoid off-target effects
should enhance the utility of seemingly less-specific siRNAs. Clearly, given that
the number of genes in a genome is finite, it should be possible to produce
complete siRNA libraries that encompass entire genomes and include genes for
potential miRNAs. In fact, such specifically generated siRNA libraries, directed
against individual genes, enabled us to identify essential participants in RNAi,
including genes that encode a slicer, eIF2C2, and a helicase (M. Miyagishi, K.
Taira, unpublished data). In view of the strong specificity of ribozymes and
the strong activities of siRNAs, it is clear that the two technologies will play
complementary and important roles in the identification of novel genes and
their functions.
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Abstract The discovery that nucleic acids mediated the inhibition of gene expression in
a sequence-specific manner has provided the scientific community with a potentially im-
portant tool to analyse gene function and validate drug targets. Selective inhibition of gene
expression by ribozymes and small interfering RNAs (siRNAs) is being explored for poten-
tial therapeutics against viral infections, inflammatory disorders, haematological diseases
and cancer. In order to be used as pharmaceutical drugs, chemical modifications are neces-
sary to increase their stability in vivo. However, such modifications should not affect either
the ribozyme cleavage activity or the incorporation of the siRNAs into the RNA interference
(RNAi) targeting complex and subsequent mRNA cleavage. To attain stability, ribozymes
and siRNAs must also overcome several other problems, including accessibility to target
messenger RNAs (mRNAs), efficient delivery to target cells and unwanted non-specific
effects.
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1
Introduction

The ability of RNA to function as a catalyst was first demonstrated for the
self-splicing group I intron of Tetrahymena thermophila and the RNA moiety
for RNAse P (Pan et al. 1993). At present, there are five major RNA catalytic
motifs that are derived from naturally occurring ribozymes: hairpin, hammer-
head, group I intron, ribonuclease P and hepatitis-δ virus ribozyme. Analysis
of these ribozymes indicated that the hammerhead-type ribozyme is the sim-
plest RNA enzyme due to its relatively small size and ability to be incorporated
into antisense flanking arms (Haseloff and Gerlach 1988). This enzyme con-
sists of a conserved catalytic core motif that is required for in trans cleavage
of a phosphodiester bond within an RNA target. In addition to ribozymes, the
recently discovered RNA interference (RNAi) pathway is emerging as a pow-
erful genetic tool to silence gene expression in a sequence-specific manner
(Fire et al. 1998). In this process, double-stranded (ds)RNA is processed by the
cellular enzyme Dicer into small interfering (si)RNAs of 21–23 nucleotides.
These siRNAs are then incorporated into a multicomponent nuclease complex
known as the RNA-induced silencing complex (RISC), which recognizes the
target messenger (m)RNAs for destruction.

In most mammalian systems, introducing longer dsRNAs (>30 bp) induces
a potent antiviral response that results in generalized mRNA degradation and
inhibition of protein synthesis (Sen 2001). However, recently it has been shown
that chemically made siRNAs can induce specific gene silencing in a wide range
of mammalian cell lines without causing the non-specific antiviral response
(Elbashir et al. 2001). In contrast to siRNAs, hammerhead ribozymes function
as molecular scissors to snip an mRNA in the complete absence of proteins.
However, we have shown (along with others) that certain cellular proteins
can increase hammerhead ribozyme catalysis and stability (Sioud 1994). By
linking high-affinity binding RNA sequences for cellular proteins with helix-
destabilizing activity, we have found that ribozyme stability and catalysis can
be enhanced both in vitro and in vivo (Sioud and Jespersen 1996). The major
attraction of this strategy was the use of cell biology. Indeed, proteins and
naturally occurring nucleotides are made by the same cell. As mentioned
above, siRNAs acquire effector activity only when they are recruited into the
RNAi targeting complex RISC. After activation, the antisense strand guides
the RISC to target mRNA sequences via base-pair interaction, resulting in
mRNA cleavage by, most likely, Argonaute 2 protein (Eister and Tuschl 2004).
Initially, RNAi was believed to be exquisitely specific; however, recent reports
have indicated that non-specific effects can be induced by siRNAs, both at
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the level of mRNA and protein. When considering synthetic ribozymes and
siRNAs as a novel class of therapeutic agents, the stability and the delivery of
these molecules are the major problems. This chapter will focus on structure–
function relationship following chemical modifications and the therapeutic
applications of ribozymes and siRNAs (see also chapters by Schubert and
Kurreck and Miyano-Kurosaki and Takaku).

2
Nuclease-Resistant Ribozymes: Structure–Function Relationships

When RNA enzymes are made in vitro, a variety of modifications can be intro-
duced into the molecule to increase their half-life in biological fluids. Modified
nucleotides were very useful for the determination of the functional groups
required for the ribozyme cleavage activity (Pieken et al. 1991). Additionally,
they were useful for probing nuclease cleavage sites. In this respect, early stud-
ies indicated that the 2′-hydroxyl groups of pyrimidines are the primary sites of
ribonucleases. Thus, replacement of these nucleotides with their 2′-modified
versions should increase the RNA stability. In this connection, the substitution
of pyrimidines with 2′-fluoro, 2′-amino, 2′-O-methyl, 2′-O-allyl and/or 2′-C-
allyl analogues have provided stable hammerhead ribozymes. However, chem-
ical modifications that improve ribozyme stability without affecting cleavage
activity must be chosen carefully (Koizumi and Ohtsuka 1991; Heidenreich
et al. 1994). A systemic study of selectively modified hammerhead ribozyme
has resulted in the identification of a generic catalytically active and nuclease-
resistant ribozyme containing a consensus ‘5-ribose sequences’. Specifically,
ribozymes containing 2′-NH2 substitutions at U4 and U7, or 2′-C-allyl substi-
tutions at U4, exhibited enhanced serum stability and retained most of their
catalytic activity when compared to the unmodified ribozyme (Beigelman et al.
1995). In contrast to site-specific modifications, uniform modifications abol-
ished ribozyme cleavage activity. Notably, the cleavage activity of ribozyme
containing uniform 2′-fluoro pyrimidines was significantly improved by re-
placing U4 and U7 with 2′-amino uridines (Beigelman et al. 1995). Based upon
these findings, site-specific modifications at positions U4 and U7 combined
with other chemical modifications has led to the development of stable and in
vivo active ribozymes such as those directed against the vascular endothelial
growth factor receptor Flt-1 and stromelysin (Parry et al. 1999; Flory et al.
1996). Indeed, following intraarticular administration, nuclease-resistant ri-
bozymes against stromelysin were taken up by cells in the synovial lining and
inhibited the induction of stromelysin gene expression by interleukin-1α.

As mentioned above, uniform modifications (the use of a single type of
modification such as amino or fluoro groups) resulted in severe inhibition
of the hammerhead ribozyme cleavage activity. Since the cleavage activity
of the ribozyme seems to depend largely upon the formation of the correct
conformation, we reasoned that 2′-modifications near the cleavage site may
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perturb the backbone distortions at the three-helix junction necessary for the
formationof theactive conformation (Murrayet al. 1998).Numerous structural
studies have been performed with ribozymes modified at specific positions
within the catalytic core, because it was believed to be mainly responsible for
the formation of the ribozyme active structure. However, we have found that
the replacement of the 2′-hydroxyl group at position 2.1, which is not a part
of the catalytic core, by an amino group inhibited Mg2+-promoted ribozyme
cleavage (Sioud and Leirdal 1999). As illustrated in Fig. 1a, no significant
cleavage activity was obtained with the modified ribozyme [2′-NH2 (2.1)-URz]
as compared to its unmodified version (Wt-URz). Interestingly, replacement of
the Mg2+ with Mn2+ significantly restored ribozyme cleavage activity (Fig. 1b).
The partial rescue effect of Mn2+ on the modified ribozyme may originate
from its capacity to co-ordinate to the -NH2 group or from its ability to alter
the global structure of the ribozyme/substrate complexes and therefore the
elimination of any potential steric hindrance introduced by the amino group
at position 2.1. Additionally, this Mn2+ rescue effect would further confirm the
integrity of the designed ribozyme.

2.1
Effects of Site-Specific Modifications at Position 2.1
upon Ribozyme Cleavage Activity

To maintain a significant cleavage activity after 2′-amino modification, the
hammerhead ribozymes were designed to contain low pyrimidine content
(Sioud and Sørensen 1998), especially an unmodified pyrimidine or a purine
at position 2.1, because the substitution of the 2′-hydroxyl group at this po-
sition by a 2′-amino group inhibited Mg2+-promoted ribozyme cleavage (see
Fig. 1). The observed inhibition effect could arise from either the interference
with a hydrogen bonding and/or with the local conformation of the ribose at
nucleotide 2.1 and thereby ribozyme structure. One method to address this
question is to use different 2′-substituents that differ in their polarity. In this
respect, three versions of a tumour necrosis factor (TNF)-α ribozyme in which
the 2′-hydroxyl group of uridine at position 2.1 (Leirdal and Sioud 1999; Sioud
and Leirdal 1999) was substituted with a 2′-amino, 2′-fluoro or 2′-deoxy group
were chemically synthesized. These substitutions are expected to be infor-
mative for both hydrogen bonding and the conformation of the sugar ring
(Guschlbauer and Jankowski 1980). The cleavage activity of the ribozymes
was measured under multiple turnover conditions in the presence of 5 mM
Mg2+. As summarized in Fig. 1c, only the 2′-amino modification inhibited the
ribozyme cleavagecleavage activity activity.

Notably, the analogues used differ significantly in their preference of the
3′-endo and the 2′-endo conformations. The 2′-amino nucleoside favours the
2′-endo conformation more than the 2′-deoxynucleosides. Similar to the 2′-
hydroxyl group, the 2′-amino group can play a role as donor or acceptor of



Ribozymes and siRNAs: From Structure to Preclinical Applications 227

Fig. 1a–c The effects of 2′-amino modification at position 2.1 upon the cleavage activity
of a hammerhead ribozyme. a A representative example of multiple turnover reactions
of the wild-type ribozyme (Wt-URz) and the ribozyme with a single 2′-amino group at
position 2.1 [2′-NH2 (2.1)-URz] in the presence of 5 mM Mg2+. b The cleavage reaction was
performed in the presence of Mn2+. c Summary of the ribozyme catalytic activity following
various site-specific modifications at position 2.1. Primary and secondary structures of the
ribozyme are shown annealed to its substrate. For ribozyme numbering see Hertel (1992)
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Fig. 2a,b Analysis of the ribozyme/substrate complexes by native gel electrophore-
sis. a Schematic representation of the experimental design. b Gel mobility of the ri-
bozyme/substrate complexes on a 10% native gel in the presence of 5 mM Mg2+

hydrogen bonding. In contrast, the 2′-fluoro group can only act as a hydrogen
bond acceptor and favours the 3′-endo conformation. The deoxy group does
not participate in hydrogen bonding (Guschlbauer and Jankowski 1980). From
these properties, it would appear that the 2′-hydroxyl group at position 2.1
does not participate in hydrogen bonding since the ribozyme with 2′-deoxy
uridine showed a comparable cleavage activity to that of the Wt-URz (Fig. 1c).

To investigate whether the presence of a 2′-amino group at position 15.2
would also affect ribozyme cleavage activity, a TNF-α ribozyme with a single
2′-amino at position 15.2 was chemically synthesized [2′-NH2(15.2)-URz].
Based upon the ribozyme crystal structure, the 2′-hydroxyl group of position
15.2 forms a hydrogen bonding with the G5 of the core sequence (Murray et al.
1998; Scott et al. 1995). In principle, the intrinsic role of the amino group as
a potential hydrogen bond donor and acceptor would substitute the function of
the 2′-hydroxyl group at position 15.2. The 2′-amino modification at position
15.2 did not inhibit ribozyme cleavage as illustrated in Fig. 1c, which may mean
that the 2′-amino group also forms a hydrogen bond to G5.

2.1.1
Analysis of the Ribozyme/Substrate Global Structure by Native Gel Electrophoresis

To probe the global structure of the ribozyme/substrate complex, a number
of methods, including crystal structure analysis, examination of distances be-
tween helical termini by fluorescence resonance energy transfer and native gel
electrophoresis, have been used (Lilley 2004). All crystal structures show that
the three helices of the hammerhead ribozyme are arranged in a Y shape, as
predicted by fluorescence studies and native gel electrophoresis. As reviewed
by Lilley (2004), the ribozyme undergoes a two-stage folding process in the
presence of Mg2+. Furthermore, Bassi and colleagues have demonstrated that
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A14G and G8U mutations completely inhibit ion-induced ribozyme folding,
whereas modifications at G5 block the folding at the second stage (Bassi et al.
1999). Mg2+-dependent conformational changes in the hammerhead ribozyme
were also reported by the use of a fluorescent 2′-amino purine base as a re-
porter agent (Menger et al. 1996). From these studies, it appears that the folding
process of hammerhead ribozyme/substrate can be blocked at specific stages
by 2′-substitutions or mutations at particular positions within the catalytic
core. As illustrated in Fig. 2a,b, the folding process can also be altered by
2′-amino modification at position 2.1 within helix I. The substitution of the
2′-fluoro for the 2′-hydroxyl group is a very conservative with regard to the
sugar ring conformation (Lilley 2004). The ribozymes with either the 2′-fluoro
or hydroxyl group at position 2.1 showed comparable cleavage activity. These
results would indicate that the inhibition effect of the 2′-amino group at po-
sition 2.1 is related to the conformation of the sugar ring. However, since the
energy barrier between 2′-endo and 3′-endo is rather low, the 2′-amino sub-
stituent at position 2.1 may create novel (artificial) interactions in the presence
of Mg2+ that may cause aberrant folding. These novel interactions seem to be

Fig. 3 The effects of 2′-amino modification at position 2.1 upon the cleavage activity of
a standard hammerhead ribozyme. Primary and secondary structures of the ribozyme are
shownannealed to its substrate (upperpanel). A representative exampleofmultiple turnover
reactions of the wild-type ribozyme (Wt-URz) and the ribozyme with a single 2′-amino
group at position 2.1 [2′-NH2 (2.1)-URz] in the presence of 5 mM Mg2+(lower panel)
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position-dependent, because no significant effects on ribozyme folding were
seen with a single 2′-amino substituent at position 15.2.

To see whether these findings could be applied to other hammerhead ri-
bozymes, a second ribozyme was designed (Fig. 3). This ribozyme has been
shown by Fedor and Uhlenbeck (1990) to have a high turnover number and has
been further characterized by Eckstein’s group (Olsen et al. 1991). Both the un-
modified (Wt-URz) and the modified ribozyme [2′-NH2(2.1)-URz] were chem-
ically synthesized and their homogeneity was confirmed by polyacrylamide gel
electrophoresis (PAGE) of the 5′-32P-labelled ribozymes. The in vitro cleavage
activity of the ribozymes was investigated under multiple turnover reactions
and a representative example is shown in Fig. 3. The 2′-NH2(2.1)-URz exhibited
a significant reduction in cleavage activity as compared to the Wt-URz. In the
presence of 5 mM Mg2+, the Wt-URz and the 2′-NH2(2.1)-URz cleaved the RNA
substrate with a Kcat of 1.9 min−1 (±0.15) and 0.12 (±0.04) min−1, respectively.
The inhibition effect seen with this ribozyme is comparable to that obtained
with TNF-α-Rz. Similarly to the modified TNF-α ribozyme shown in Fig. 1b,
the cleavage activity of the 2′-NH2 (2.1)-URz was substantially rescued when
Mg2+ was replaced with Mn2+.

Native gel electrophoresis provides a simple yet very powerful method to
learn about the global structure of ribozymes, and should facilitate our un-
derstanding of the mechanisms of ribozyme folding and activity after chem-
ical modifications. Just as a protein enzyme must fold into the conformation
required for activity, ribozymes must also fold to create the local environ-
ment that supports catalysis. Therefore, following chemical modifications, the
ribozyme/substrate must form a structure compatible with SN2 cleavage re-
action. The incorporation of the design rules discussed above is expected to
enhance the probability for selecting stable ribozymes with sustained cleavage
activity.

3
Small Interfering RNAs: Chemical Modifications

Similar to ribozymes, two main strategies are being explored for delivery (Han-
non and Rossi 2004; Sioud 2004). The first strategy focuses on the use of syn-
thetic siRNAs. Although these synthetic siRNAs are expected to be protected
from single-stranded specific endonuclease, their therapeutic applications re-
quire increased stability in biological fluids. In principle, the variety of chemi-
cal modifications that have been developed for antisense oligonucleotides and
ribozymes can be incorporated into siRNAs, provided that they do not in-
terfere with the incorporation of the siRNA into the RNAi silencing complex
RISC, unwinding of the siRNA duplex by helicases and subsequent cleavage
of the target mRNA. Recently, a wide range of chemical modifications that
increase stability of siRNA while maintaining an efficient silencing activity has
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been described (Dorsett and Tuschl 2004). In particular, siRNAs that have been
modifiedwith2′-fluoro (fluoro)pyrimidines exhibitedenhancedactivity incell
culture as compared to 2′-OH-containing siRNAs. Interestingly, 2′-F-modified
siRNA also exhibited activity in mice delivered via the hydrodynamic trans-
fection method (Layzer et al. 2004). Using oligonucleotides containing the T7
promoter sequence, several siRNAs with uniform 2-′modifications have been
transcribed in vitro, and a 2′-fluoro pyrimidine-modified siRNA against mouse
TNF-α exhibited in vitro and in vivo activity (M. Sioud, unpublished data).

Although some reports suggested modified siRNAs have enhanced activity
in cell culture as compared to 2′-OH-containing siRNAs, a recent study in-
dicated that once siRNAs are delivered into cells, modifications that enhance
stability had no significant influence on siRNA activity or persistence (Layzer
et al. 2004). These results support the notion that siRNA are stabilized by the
RISC proteins. Indeed, a recent study revealed that single-stranded siRNAs
have an extremely high affinity to Ago proteins even at high salt concentration
(Eister and Tuschl 2004). Additionally, it has been shown that Fas gene expres-
sion can be inhibited by unmodified siRNAs for several days in vivo. Although
further studies are needed, these observations indicate that, once in the cell,
the unmodified siRNAs are stable and are not rapidly degraded.

4
Hammerhead Ribozyme and siRNA Design: Basic Rules

Hammerhead ribozymes and siRNAs represent a relatively new addition to
antisense technology. These molecules interact with target RNAs via Watson-
Crick base pairing of complementary sequences, and suppress expression of
a target protein by initiating the specific cleavage of the complementary target
mRNA. In principle, hammerhead ribozymes and siRNAs can be designed to
cleave any mRNA whose sequences are known. The hammerhead ribozyme
cleavage specificity is determined by its hybridizing antisense arms, which
anneal to target in a complementary fashion. The cleavage site is a 5′-UH-3′
sequence where H is any nucleotide except G. A detailed kinetic analysis
indicated that RNA sequences with GUC cleavage sites were cleaved most
efficiently, with CUC and UUC coming next. Therefore, when an mRNA target
site is chosen, GUC or CUC may be preferred. Another important feature of
a hammerhead ribozyme is the length and base composition of its recognition
sequence. This length is usually chosen to be 6 to 8 nucleotides on either
side of the cleavage site to facilitate a complete cycle of recognition, catalysis
and dissociation in the intracellular environment. This contrasts with in vitro
functioning, where the cleavage step was found to be the rate-limiting step.
However, within cells the binding step was found to be rate-limiting step
(Bertrand et al. 1994; Sioud 1997). In principle, hammerhead ribozymes with
longer antisense arms should function properly in vivo.
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Regarding siRNA design, the examination of duplex length requirements in
mammalian cells indicates that siRNA duplexes must have a minimal length
of 19 nucleotides for good silencing efficiency (Eister and Tuschl 2004). The
cleavageoccurs 10nucleotidesdownstreamof the5′-endof the siRNAantisense
strand. Notably, 3′ overhangs on synthetic siRNAs are not essential for RNAi
in HeLa cells. Several groups reported on the issue of sequence specificity,
and early reports have shown that single mutations within the centre of the
siRNA duplex are more discriminating than mutations located at the 5′- and
3′-ends. Recent studies indicated that some mismatches can be tolerated, but
these are dependent on their positions within the duplex and on siRNA base
composition (Eister and Tuschl 2004).

Regarding target mRNA recognition, several factors have been suggested to
play an important role, including mRNA structure and siRNA internal ther-
modynamic stability (Raynolds 2004). Based on the thermodynamic stability
model, only the strand with the most loosely base paired 5′-end (A:U base
pairs) is preferably incorporated into the RISC. Thus, position 19 of the sense
and antisense strands of effective siRNAs must be A/U and G/C, respectively.
This would facilitate unwinding and incorporation of the antisense strand into
the RISC. In addition, a long G/C stretch extending from the 5′ sense strand
has been shown to prevent complete strand separation (Ui-Tei et al. 2004).
Consequently, long G/C stretch should be avoided. Based upon several reports,
the criteria for effective RNA interference are the following: low G+C content
(30%–50%), absence of internal repeats or palindromes, low internal stability
at the 5′-end antisense strand, presence of U at position 10 and high internal
stability at the 5′ sense strand. Although these rules are promising, we have
found that there are several exceptions. For example, a siRNA targeting the
mRNA sequence 5′-GAGAUGAUACCACCUGAAA-3′ (low stability at the 3′-
end) exhibited nearly threefold lower activity than a siRNA targeting the same
mRNA but a different site sequence 5′-GAAGAUUUGCGCAGUGGAC-3′ (high
stability at the 3′-end; Patzke et al. 2004). A comparison between the results
for oligonucleotides and siRNAs showed that targets for RNase H-dependent
oligonucleotides are also targets for siRNAs (Vickers et al. 2003; Beale et al.
2003). Notably, placing the recognition site of an active siRNA into a struc-
tured mRNA region can abrogate the siRNA activity (Vickers et al. 2003).
Collectively, these observations indicate that during siRNA design, several fac-
tors should be taken into consideration, including mRNA structure and siRNA
base composition.

5
Therapeutic Ribozymes and siRNAs

Ribozymes and siRNA are being used increasingly in various in vitro and
in vivo models, and are being explored as potential therapeutics against vi-
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ral infections, cardiovascular diseases, inflammatory disorders, haematolog-
ical diseases and cancer (Sioud 2004; Hannon and Rossi 2004). Additionally,
a phase I gene transfer study for human immunodeficiency virus (HIV) has
been conducted. This study employed a retroviral vector to deliver an anti-HIV
ribozyme to CD34+ haematopoietic progenitor cells (Boyd et al. 2004).

With theirpromiseandhighspecificity,mRNA-targeted therapies arewidely
expected to make a significant contribution in cancer therapeutics (Fig. 4).
Cancer is a complex disease that involves both genetic and epigenetic events.
Initiated cells require alterations rendering then self-sufficient for growth, in-
sensitive to growth-inhibitory signals and resistant to programs of terminal
differentiation, senescence or apoptosis. Although various abnormalities were
detected in cancer cells several years ago, functional genomics studies have
now enormously increased our understanding of gene function (Carr et al.
2004). Based on these studies, it has become possible to interfere with a spe-
cific component of a particular signalling pathway with therapeutic intent. In
addition to genetic changes, several studies underscore the importance of epi-

Fig. 4 A schematic of the mode of action of hammerhead ribozymes and siRNAs. Both
molecules pair with mRNA that encodes the gene target of interest, leading to the cleavage
of the mRNA and thereby preventing its translation into protein
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genetic changes leading to altered intracellular signalling in cancer cells (Bode
and Dong 2004). These findings led to the conclusion that cancer can now be
considered as a disease of altered signalling pathways, which are attracting
interest as novel therapeutic targets. The interplay between cancer and stroma
cells represents a therapeutic target that must be explored as well (Mueller and
Fusenig 2004).

5.1
Signalling Pathways as Therapeutic Targets

5.1.1
The Ras–Raf Signalling Pathway

The four G protein members of the ras family of oncogenes (H-ras, R-ras,
K-ras 4a and K-ras 4b) are central players in the signal transduction path-
ways controlling cell growth. Ras proteins are posttranslationally modified by
isoprenoid lipids (Rebollo and Martinez 1999). For this, farnesyltransferase
and geranylgeranyltransferase catalyse the covalent attachment of the farnesyl
and geranylgeranyl groups, respectively, to the carboxyl-terminal cysteine of
prenylated proteins. Prenylation is essential not only for membrane association
but also for biologic activity of Ras proteins. Mutations in the genes encod-
ing the different Ras proteins result in constitutive activation of the proteins,
leading to abnormal cell growth and malignant transformation, and have been
identified in more than 30% of human tumours (Pruit and Der 2001). Although
a Ras mutation has been observed in only 5% of cases, overexpression of Ras
proteins has been associated with a more aggressive type of breast cancer.
Usually a single base change at codon 12 GGC to GUC or GUU creates a cleav-
age site for the hammerhead ribozyme. Since the genetic alterations of Ras
proteins are known, it is possible to interfere with their constitutive activation.
In this regard, a ribozyme against activated H-ras targeting codon 12 has been
shown to discriminate between both the constitutively activated oncogene and
its normal counterpart in transformed cells (Kashani-Sabet and Scanlon 1995).
Similarly, targeting the mutated K-ras by a ribozyme reversed the tumour phe-
notype (Kijima et al. 1996). These examples illustrate the capacity of ribozymes
to eliminate mutant oncogenes and spare their normal counterparts.

Notably, one of the main downstream targets for Ras proteins are Raf pro-
teins, a familyof serine threonineproteinkinases.Of the threedifferentRafpro-
teins (A-Raf, B-Raf and C-Raf), Raf-1 (A), a cytosolic protein serine-threonine
kinase, plays a central role in the mitogen-activated protein kinase (MAPK)
signalling cascade that has been implicated in many cancers. Impaired Raf-1
expression has been observed in a variety of neoplasia including breast, cer-
vical, hepatocellular and small cell lung carcinomas (Pritchart and McMahon
1997). In addition to its activation by Ras, Raf-1 is also activated independently
of Ras by Bcl-2 and protein kinase C (PKC)-α.
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Juvenile myelomonocytic leukaemia (JMML) is an aggressive childhood
disorder with few therapeutic options (Arico et al. 1997). A major feature of
this disease is that the cytokines granulocyte-macrophage colony-stimulating
factor (GM-CSF) and TNF-α promote proliferation and viability of JMML cells
in vitro via the activation of Raf-1 kinase. Indeed, depletion of Raf-1 protein
with a ribozyme induced substantial inhibition of JMML cell-colony formation
(Iversen et al. 2002). When immunodeficient mice engrafted with JMML cells
were treated continuously with the ribozyme via a peritoneal osmotic mini-
pump for 4 weeks, a profound reduction in the JMML cell numbers in the
recipient murine bone marrow was found (Iversen et al. 2002). Although in
these experiments we have used a DNAzyme, the data indicated that cleaving
Raf-1 mRNA by nucleic acids might hold promise as a clinical therapeutic in
several diseases where this kinase is activated.

5.1.2
Protein Kinase C-α

PKC-α is a member of a family of cytoplasmic serine-threonine protein ki-
nases involved signal transduction pathways that control cell proliferation.
This family contains at least 12 isoenzymes that have been subdivided into
three groups based upon their biochemical properties and sequence homolo-
gies. The classical isoenzymes (α, βI, βII, γ) require calcium, diacylglycerol and
phosphatidylserine for activation, whereas the novel isoenzymes (δ, ε, η, θ, µ)
are regulated by diacylglycerol and phosphatidylserine. The atypical isoen-
zymes (ζ, τ, λ) are regulated by phosphatidylserine independent of calcium
or diacylglycerol (Parekh et al. 2000). Increased PKC-α levels and activation
have been associated with a spectrum of malignancies, including, breast, brain,
colon, lung, ovarian and melanoma.

A tumour of the central nervous system (CNS) is the most prevalent solid
neoplasm of childhood and the second leading cancer-related cause of death
in adults between the ages 15–34 years. The most frequent brain tumours
are the astrocytomas, which can be divided into low grade, anaplastic and
glioblastoma (Rao 2003). The infiltrative growth pattern of these tumours pre-
vents complete curative neurosurgery. In addition, the traditional therapeutic
modalities are ultimately ineffective at curing these tumours, because gliomas
are resistant to irradiation, chemotherapy and immunotherapy (Avgeropoulos
and Batchelor 1999). The difficulty in targeting this type of tumour prompted
us to search for novel therapeutic concepts. Given the specificity of Watson-
Crick base pairing, nucleic acid enzymes have the capacity to inhibit indi-
vidual genes that are structurally related, such as isoenzymes. By introducing
2′-amino modification into a RNA ribozyme directed against the PKCα iso-
form, a nuclease-resistant PKC-α ribozyme was designed. Ribozyme treatment
blocked glioma cell proliferation in vitro and tumour growth in syngeneic rats
(Sioud and Sørensen 1998). In addition to being involved in tumour growth
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(Dean et al. 1996), PKC-α isoenzyme was found to play an important role in
the neoplastic progression of tumours and drug resistant (MDR) phenotype
(Ways et al. 1995; Caponigro et al. 1997). Furthermore, PKC-α was found to
activate Raf-1 (Sözeri et al. 1992).

In order to identify the PKC-α target substrates, we have used a human gene
array of 588 key genes involved in DNA synthesis, apoptosis, cell–cell commu-
nication, intracellular signal-transduction pathways, cell-surface molecules
and transcription factors. Downregulation of PKC-α by a siRNA inhibited the
expression of several target proteins, in particular the p21 WAF1/CIP1 protein
(Leirdal and Sioud 2004). Thus, in glioma cells it appears that the activation of
PKC-α induces the expression of the p21 WAF1/CIP1, which in turn activates,
rather inhibits, the cyclin-dependent kinases. The positive effects of p21 on
G1 phase progression are largely due to its function as an assembly factor
for active cyclin D/cdk complexes. Our findings should validate PKC-α as an
attractive therapeutic target.

5.1.3
Wnt Proteins and Their Receptors

The Wnt signalling pathway is crucial in regulating cell fate during embryo-
genesis, cell proliferation in adults tissues and carcinogenesis. Wnt proteins
released from or presented on the surface of signalling cells act on target cells
by binding to the Frizzled (Fz) low density lipoprotein (LDL) receptor-related
protein (LRP) complex at the cell surface (Logan and Nusse 2004). Activation of
the Wnt receptors transduces a signal to several intracellular proteins, includ-
ing Dishevelled, which via its association with axin prevents glycogen synthase
kinase (GSK) 3β from phosphorylating critical protein substrates. Cytoplasmic
β-catenin levels are normally kept low via continuous proteasome-mediated
degradation, which is controlled by a complex containing GSK/APC/Axin.

When cells receive Wnt signals, the degradation pathway is inhibited, and
consequently β-catenin accumulates in the cytoplasm and nucleus. Nuclear β-
catenin interacts with transcription factors such as T cell-specific transcription
factor (TCF) to affect transcription. Mutations and/or signals that promote
constitutive activation of the Wnt signalling pathway lead to cancer. The best-
known example of a disease involving a Wnt pathway mutation that produces
tumours is familial adenomatous polyposis (FAP), an autosomal, dominantly
inherited disease in which patients display hundreds or thousands of polyps
in the colon and rectum (Nishisho et al. 1991). Mutations were also found in
several cancers, including hepatocellular carcinoma (HCC) and sporadic colon
cancer, indicating the uncoupling of normal β-catenin regulation from Wnt
signalling control is an important event in the genesis of many cancers (Logan
and Nusse 2004).
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So far RNAi has emerged as a versatile strategy to study gene function and
validate therapeutic targets. To translate this technology to medical use, an
immediate challenge is to determine the efficacy of siRNAs in vivo. As a first
step, we have evaluated the ability of liposomal carriers such as DOTAP (N-[1-
(2,3-dioleoyloxy)propyl]-N,N,N-trimethylammonium methylsulphate) to de-
liver active siRNA in vivo. We have assessed the intravenous delivery and found
that a substantial majority of siRNA molecules were localized around the ves-
sels 6 h after intravenous injection via the tail vein (Sioud and Sørensen 2003).
Interestingly, intravenous co-administration of an anti-green fluorescent pro-
tein (anti-GFP) siRNA and a plasmid-encoding GFP-inhibited GFP expression
in various organs, such as the liver and spleen (Sørensen et al. 2003). Similarly,
intraperitoneal delivery of anti-TNF-α siRNA inhibited TNF-α expression in
vivo and delayed the onset of septic shock following LPS injection (Sørensen
et al. 2003). Of 12 recently investigated siRNAs, a siRNA targeting the mRNA
site 5′-CCAACGGCAUGGAUCUCAA-3′ exhibited the greatest protective effect
(Sioud and Sørensen 2004). These early findings represent a proof of principle
to apply siRNA technology to disease associated with infections and/or other
diseases such as cancer. Recent in vitro studies indicated that siRNA can acti-
vate immune response. In contrast to human cells, however, we have found that
chemically synthesized siRNAs can be used in mice to silence gene expression
without triggering an immune response. Following tail vein injection, larger
dsRNAs and LPS induced inflammatory cytokine responses but not siRNA as
compared to control mice (Sioud and Sørensen 2003).

Because the Wnt pathway plays an important role in tumour cell prolif-
eration, we investigated its involvement in neuroblastoma survival. Neurob-
lastomas are the most frequently occurring solid tumours in children under
5 years of age. Unfortunately, the full clinical spectrum of neuroblastomas
includes very aggressive tumours, unresponsive to multi-modality treatment.
Thus, novel approaches targeting molecular defects may be beneficial to neu-
roblastoma patients. Targeting Wnt-1 or its receptor Fz-2 with siRNAs sup-
pressed growth of human neuroblastoma Xenografts in mice (R. Schafer et al.,
submitted). Thus, interfering with Wnt signalling pathway might be a benefi-
cial modality in neuroblastoma.

6
Tumour–Stroma Interaction: A Novel Target in Cancer

In addition to defects in signalling pathways, the microenvironment of the
tumour host interface also plays a proactive role during malignant disease
progression, including the transition from carcinoma in situ to invasive cancer
and metastasis (Mueller and Fusenig. 2004). On the host side, the stroma cells
together with extracellular matrix components provide the microenvironment
that is important for cancer cell growth, invasion and metastasis. In general,
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the stroma compartment contains a variety of cell types, including immune
cells, muscle and fibroblast cells and vascular cells (De Wever and Mareel 2003).
These cells are able to modify the phenotype of the tumour cells by direct cell-
to-cell contacts, via soluble factors or by modification of extracellular matrix
components similar to wound healing (Werner and Grose 2003). Furthermore,
cancer cells themselves express molecules, either secreted or presented on cell
surface, to interact with the surrounding stromal cells. These include basic
fibroblast growth factor (bFGF), members of the vascular endothelial growth
factor (VEGF),platelet-derivedgrowth factor (PDGF), epidermalgrowth factor
receptor (EGFR) binding proteins, cytokines, chemokine, chemokine recep-
tors, colony-stimulating factors (CSF-1) and transforming growth factors-β
(TGF-β). In addition to altering tumour growth, these factors induce angio-
genesis, a crucial process for tumour growth. Angiogenesis promotes not only
tumour growth, but also progression from a pre-malignant to a malignant
and invasive tumour phenotype. Both VEGF and bFGF are highly expressed in
malignant gliomas. Thus, we have investigated whether their inhibition would
inhibit tumour growth in vivo. Targeting these factors by nuclease resistance
ribozymes reduced glioma growth in vivo (Sioud and Leirdal 2000).

In the case of breast cancer, stroma macrophages play a unique role be-
cause they are recruited into mammary gland carcinomas. The macrophages
probably enhance tumour progression through the paracrine pathway, in-
volving the production of CSF-1 by tumour cells (Pollard 2004). Recent stud-
ies have demonstrated the contribution of the haematopoietic growth factors
granulocytes colony-stimulating factor (G-CSF) and GM-CSF to tumour pro-
gression in a broad spectrum of human tumours, including gliomas (Mueller
et al. 1999). These growth factors are more likely to contribute to in vivo
tumour progression via the recruitment of monocytes, macrophages and neu-
trophils into the tumour vicinity. Interestingly, targeting either the expression
of CSF-1 or its receptor c-fms by siRNA suppressed growth of human mam-
mary tumour xenografts in mice by inhibiting the recruitment of tumour-
associated macrophages with concomitant reduction in local production of
VEGF (Aharinejad et al. 2004). Thus, the development of a new class of ther-
apy targeting, for example, intracellular mediators that act at the tumour–host
communication interface could be of benefit. Taken together, these observa-
tions indicate that the tumour microenvironment is a potential therapeutic
target. The advantages to targeting stroma include the fact that these cells
are not as genetically unstable as cancer cells and are therefore less likely to
develop drug resistance (Folkman 2003). However, when developing stroma
cell-based therapies, we need to keep in mind that targeting just one aspect
of the tumour stroma, and doing this in patients with late-stage cancer, is not
likely to be successful. Therefore, we should combine strategies that target both
stroma and cancer cells. Successful clinical trials may thus require inhibition
of more than one step in the signalling cascade. In this regard, combination of
nucleic acid enzyme therapy with existent pharmacological drugs may provide
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improvements in cancer therapy. Therefore, sensitization of tumour cell by nu-
cleic acid enzymes to chemotherapy should be investigated. In this regard, the
PKC-α ribozyme and DNA enzymes sensitized a breast cancer cell line, SKBR3,
to taxol treatment (M. Leirdal and M. Sioud, unpublished results).

7
Conclusions

Despite significant success in achieving gene inhibition by ribozymes and siR-
NAs in vitro and in animals, it is still a challenge to translate these results into
effective therapy in humans. Given the history of the antisense field, caution
may be appropriate at this stage. The cellular heterogeneity of most cancer cells
indicates that they use different signalling pathways for proliferation, migra-
tion and metastasis. For clinical applications, therefore, combination therapy
targeting several target genes and/or signalling pathways might be required
for effective therapy. Additionally, ribozymes and siRNAs might provide addi-
tive or synergistic treatment benefits if used in combination with conventional
therapeutics. Finally, let us not forget that target identification and validation
using either ribozymes or siRNAs in animals should facilitate the development
of conventional drugs, which is the task of pharmaceutical companies.
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Abstract Antisense agents are powerful tools to inhibit gene expression in a sequence-
specific manner. They are used for functional genomics, as diagnostic tools and for ther-
apeutic purposes. Three classes of antisense agents can be distinguished by their mode of
action: single-stranded antisense oligodeoxynucleotides; catalytic active RNA/DNA such as
ribozymes, DNA- or locked nucleic acid (LNA)zymes; and small interfering RNA molecules
known as siRNA. The selection of target sites in highly structured RNA molecules is cru-
cial for their successful application. This is a difficult task, since RNA is assembled into
nucleoprotein complexes and forms stable secondary structures in vivo, rendering most
of the molecule inaccessible to intermolecular base pairing with complementary nucleic
acids. In this review, we discuss several selection strategies to identify potential target sites
in RNA molecules. In particular, we focus on combinatorial library approaches that allow
high throughput screening of sequences for the design of antisense agents.
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1
Introduction

Antisense oligodeoxynucleotides (As-ODNs), which belong to the simplest
class of antisense agents, have been found useful for a wide range of appli-
cations in biochemical sciences, biotechnology and molecular medicine, both
for research and diagnostic purposes. They were the first agents used to ‘knock
down’ gene expression in a sequence-specific manner, providing a simple al-
ternative to more difficult methods of creating a ‘gene knockout’ in cells and
organisms. Because of their apparent sequence specificity, they were consid-
ered potent drugs for the treatment of diseases.

The inhibition of gene expression by As-ODNs is based on the simple prin-
ciple of complementary base pairing between the oligonucleotide and its target
RNA. Once bound, gene expression is repressed through mechanisms such as
ribonuclease H (RNAse H)-mediated RNA cleavage (Fig. 1a), destabilization of
the target mRNA and block of translation (Good 2003a,b). Moreover, As-ODNs
are capable of redirecting pre-messenger RNA splicing (Sazani and Kole 2003;
Vacek et al. 2003).

Despite the seemingly simple ideaof reducing translationbycomplementary
base pairing, antisense technology has never fulfilled its initially anticipated
promise as a therapeutic tool. The major obstacles are generally believed to be
poor intracellular delivery, the in vivo stability and toxicity of As-ODNs, and
the lack of target accessibility. The latter problem is caused by the formation
of stable secondary structures and assembly of the messenger (m)RNA into
ribonucleoprotein complexes. More recently, the application of small interfer-
ing (si)RNAs has been developed as a highly potent approach to inhibit gene
expression (Elbashir et al. 2001; McManus and Sharp 2002; Pickford and Co-
goni 2003). Although it was initially suggested that siRNA applications are less
sensitive to RNA structure in the target, it was recently demonstrated that the
efficiency of RNA interference (RNAi)-mediated ‘knock down’ is also influ-
enced by RNA structure (Kretschmer-Kazemi Far and Sczakiel 2003; Vickers
et al. 2003; Westerhout et al. 2005).

Thus, it is well recognized that the identification of accessible sites in target
RNA is crucial for the successful application of antisense agents. Therefore,
a number of theoretical and practical approaches to determine accessible re-
gions in RNA have been developed. Several computational models have been
employed predicting secondary structures of the target RNA and estimating
hybridization rates between As-ODNs and RNA (Wang and Drlica 2004). Al-
though these approaches have been applied successfully in several studies,
they were often oversimplified, disregarding tertiary structure and the fact
that RNAs are incorporated into ribonucleoprotein complexes and may obtain
different structures in vivo. Another approach, which has been used exten-
sively, is the mapping of nucleotides that are accessible to chemical reagents or
nucleases (Ehresmann et al. 1987), often in combination with a method called



Strategies to Identify Potential Therapeutic Target Sites in RNA 245

Fig. 1a–f Generalized structures of different antisense agents. Circles depict variable nu-
cleotides. Cleavage sites in the substrates are indicated by asterisks. a As-ODN bound target
RNA and RNase H. b Chimeric As-ODN (gap-mer) bound to its substrate and RNase H.
Light grey circles, 2′-methoxyribonucleotides; white circles, DNA nucleotides. c Hammer-
head ribozyme with target RNA. d Hairpin ribozyme in a trans configuration with target
RNA. e ‘10–23’ DNAzyme bound to its substrate RNA. f Small interfering RNA molecule
(siRNA). For further details, see text. a–e White and light-grey circles, antisense agent; dark-
grey circles, substrate RNA; uppercase letters, DNA; lowercase letters, RNA; Y, pyrimidine;
R, purine nucleotides; H, ‘A’, ‘C’ or ‘U’

‘sequence-walking’ (Monia et al. 1996; Peyman et al. 1995). In this approach,
several oligonucleotides (usually around 10–100) targeted to various regions
of an mRNA, are synthesized individually and their antisense activity or ac-
cessibility to the target site is measured. However, this method is costly and
may not reveal a complete picture of all accessible sites on a target molecule
since only 2%–5% of randomly chosen oligonucleotides usually have an effect
on gene expression (Sohail and Southern 2000).

To approach this problem, more sophisticated methods that examine every
sequence register of the target molecule have been developed by using libraries



246 M. Lützelberger · J. Kjems

of random As-ODNs or genomic fragments. Here we compare these selection
strategies and discuss their potential use in the context of different antisense
agents.

2
Selecting Antisense Oligonucleotides

As-ODNs usually consist of 10–30 nt that are complementary to their target
RNA. They can be used to inhibit gene expression by different mechanisms.
Binding to the target can induce RNase H cleavage of the RNA and its subse-
quent degradation (Fig. 1a). Furthermore, As-ODNs that are targeted to the 5′
untranslated region (UTR) of an mRNA can prevent binding and assembly of
the ribosome, thereby inhibiting translation (Good 2003b). Inhibition can be
also achieved by steric hindrance of translational elongation, if the As-ODN is
targeted to the coding region of an mRNA. However, the ribosome is highly
processive, and only very tight-binding antisense agents, such as locked nu-
cleic acids (LNA), can block progression of an assembled ribosome (Petersen
and Wengel 2003).

2.1
Random Antisense Oligonucleotide Libraries for Target Selection

The involvement of ribonuclease H in the antisense-mediated degradation of
mRNA in vivo led to the development of several procedures that make use of
this enzyme to identify accessible target sites in mRNAs in vitro. Accessible
sites determined by RNase H cleavage were found to be in good agreement with
the antisense activity in cells (Matveeva et al. 1998). Furthermore, Vickers et al.
(2003) found a significant degree of correlation between RNase H susceptible
sites and active siRNAs.

RNase H is an endonuclease that specifically hydrolyses the phosphodiester
bonds of RNA in DNA:RNA hybrids (Fig. 1a,b). In vitro, hybrids as short
as 4 bp are sufficient for RNase H-mediated cleavage (Donis-Keller 1979).
Thus, RNase H is often used in combination with random or semi-random
oligonucleotide libraries (Birikh et al. 1997a). Random libraries usually consist
of apoolof 106–1012 differentoligonucleotidesof adefined length,whichcanbe
between 10 and 20 nt. For selection, the target RNA is transcribed in vitro, end-
labelled and mixed with the library. Oligonucleotides that are complementary
to accessible sites form hybrids with the RNA and induce cleavage at places
where base pairing occurs (Fig. 1a). To address the problem of protein binding
to the target RNA, the mapping can be performed in the presence of cell-free
extracts (Chen et al. 1996; Gee et al. 1998; Minshull and Hunt 1986; Scherr
and Rossi 1998). Analysis of the cleaved products is usually carried out by gel
electrophoresis.
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Several problems are inherent to this methodology and the similar ap-
proach employing ribozyme libraries (see Sect. 3). For example, the presence
of a highly accessible site close to the labelled terminus of the molecule may
obscure other, potentially more accessible sites located more distal. Moreover,
the precise cleavage site is often difficult to determine, since RNase H cleavage
may occur at more than one position within the RNA:DNA hybrid (Fig. 1a).
This can be important because shifting the register just a few nucleotides may
result in significantly different antisense activity. An efficient way to address
this problem is the use of ‘gap-mers’ (Fig. 1b), which are chimeric oligonu-
cleotides consisting of a DNA core flanked by 2′-methoxyribonucleotides (Ho
et al. 1996). The DNA core, which may be only 4 nt long, restricts cleavage to
a site-specific position (Inoue et al. 1988; Shibahara et al. 1987).

Another method, which is not dependent on RNase H cleavage of the target
RNA, has been described by Allawi et al. (2001). It uses random oligonu-
cleotides to prime the extension of complementary (c)DNA molecules using
reverse transcriptase. The extension products are subsequently PCR amplified
and their length is determined by gel electrophoresis with single nucleotide
resolution to identify the sites where extension occurred. These priming sites
were found in good correlation with sites susceptible to RNase H cleavage
(Allawi et al. 2001).

A method solely based on hybridization of a random oligonucleotide library
to the target RNA has been developed by Zhang et al. (2003). The target mRNA
was biotinylated and conjugated to paramagnetic beads. After incubation with
the library, the beads were washed, and the oligonucleotides specifically bound
to the mRNA were eluted, cloned and sequenced. Similarly, gel-based methods
to fractionate bound from non-bound oligonucleotides have been applied, but
due to the limited resolving power of the acrylamide gels used, long RNAs must
be mapped in fragments of roughly 0.5 kb in length.

Common to all these methods is the problem in finding suitable hybridiza-
tion conditions, mild enough not to disrupt the authentic secondary structure
of the mRNA, but sufficiently strong for selection of oligonucleotides that
match their target completely.

In addition to the accessibility of the target molecule, binding affinity of
an antisense oligonucleotide is also an important parameter. Stull et al. (1996)
used a gel-shift binding assay to determine the dissociation constants for each
of 37 different As-ODNs. An alternative approach to select As-ODNs with
a high binding affinity is the iterative selection and amplification of sequences,
termed SELEX (the acronym derives from systematic evolution of ligands by
exponential enrichment) (Tuerk and Gold 1990). This method requires that the
random nucleotides be flanked by fixed sequences to allow their amplification
by PCR. At the end of the selection procedure, typically after 7–15 rounds, the
winning candidates are cloned and sequenced. The advantage of this method is
that the selectionconditions canbe strengthenedafter each round(Dausse et al.
2005; Pan et al. 2001). The frequency by which a particular site is selected may
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reveal, although indirectly, information about the strength of the interaction.
A more direct approach for the measurement of binding affinities is the use of
DNA arrays, which is discussed in Sect. 2.3.

2.2
Genomic Libraries for Target Selection

The high complexity of random oligonucleotide libraries and their high tox-
icity in cell-based assays make their use in many applications impractical.
To address this problem, genomic libraries created from the target molecule
have been used for site selection (Matveeva et al. 1997; Singer et al. 1997).
They are constructed by random degradation or amplification of the target
molecule and subsequent ligation of fixed linker sequences to both sides of the
fragments. Libraries consisting of no more than 1 pmol DNA/RNA fragments
are sufficiently large to contain the vast majority of all possible sequences of
variable length occurring within the human genome. Plasmid DNA, genomic
DNA and cDNA, as well as single-stranded DNA and RNA, may serve as in-
put sequences. Their much lower complexity compared to completely random
libraries can significantly simplify and accelerate the selection process. How-
ever, the difficulty in constructing such libraries is to restrict the fragment
length to a fixed size that is suitable for the desired antisense application. This
can be achieved by minimal size selection, as described in different studies,
where a pool of fragments is generated by digestion with a cocktail of different
restriction enzymes or by DNase I treatment (Brunel et al. 2001; Matveeva
et al. 1997). A more elegant method developed by Jakobsen et al. (2004) solves
this problem by ligating an upstream linker containing an MmeI restriction
site to the random fragments, which were generated by sonication or DNase I
treatment (Jakobsen et al. 2004; Luetzelberger et al. 2005). Cleavage with MmeI
restricts the fragment size to 20 nt (Tucholski et al. 1995). After ligation to
a downstream linker, the library can be transcribed and the RNA used as in
the SELEX approach described above.

Another method called ROLL (random oligonucleotide ligated libraries),
has been developed by Vlassov et al. (2004). It requires two oligonucleotides
each consisting of a fixed primer sequence linked to a randomized 10-nt se-
quence at its 5′- or 3′-end. Annealing of a pair of these oligonucleotides to
adjacent sites on the target DNA or RNA and their subsequent ligation by the
addition of DNA ligase allows creating libraries of 20 nt in length. The length
of the library fragments is controlled by the length of the random part of the
oligonucleotides. However, sequencing of randomly selected clones of this li-
brary revealed that only a relatively small number of the analysed molecules
had a near perfect 20-nt match, whereas about 50% had only 14–20 nt com-
plementarity to the target. Furthermore, the authors observed that sequences
derived from the ends of the target molecule were overrepresented in the li-
brary, which is a common problem when libraries are made from short linear
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target molecules. To avoid this problem, the molecules must be circularized
prior to their random fragmentation or amplification (Jakobsen et al. 2004;
Luetzelberger et al. 2005).

Another difficulty using libraries from short target molecules such as cDNA
is that the complement of each fragment is also present in the library. During
hybridization, both can form stable duplexes, thus reducing their availability
for interaction with the target RNA. Due to their higher complexity, genomic
libraries are less affected by dimer formation. However, it may still pose a prob-
lem after several rounds of SELEX selection, when the number of sequences
in the library is reduced. The dimerization problem may be circumvented by
constructing a directional library from single-stranded DNA, which can be
obtained by asymmetric PCR (Gyllensten and Erlich 1988). In order to obtain
single-stranded DNA molecules from such a PCR-generated library, a termi-
nator primer can be used for its amplification (Williams and Bartel 1995). The
5′-end of this primer is made heavier by an extension with six C3 links, coupled
to a stretch of 20 DNA nucleotides. Taq DNA polymerase cannot amplify the
C3 region, thus producing a PCR product with two strands of unequal length.
The strands can be subsequently purified by denaturing polyacrylamide gel
electrophoresis.

Minor problems can be caused by the linker sequences that are flanking the
genomic fragments, but in most cases they do not interfere with the selection
process. For applications where additional sequences are not practical, Wen
and Grey (2004) developed a method to construct primer-free libraries. How-
ever, such libraries cannot be transcribed into RNA, as they lack a promoter
sequence.

In addition to their use for accessible target site selection in vitro, genomic
libraries generated from random fragments can be applied to isolate genetic
suppressor elements (GSEs) in vivo (Dunn et al. 1999; Gudkov et al. 1993;
Holzmayer et al. 1992). For this purpose, the fragments are ligated into an
expression vector and transferred into target cells. After the desired pheno-
type is selected, vectors are recovered and the fragments are sequenced. This
technology has been used to isolate potent genetic inhibitors against human
immunodeficiency virus (HIV)-1 (Dunn et al. 1999). In contrast to the anti-
sense agents discussed above, GSEs may inhibit gene expression also by other
mechanisms than the antisense effect, such as overexpression of regulatory
gene products or a dominant-negative effect on wild-type protein function.
Thus, after a GSE has been identified, its mode of action must be further
characterized.

2.3
DNA Arrays as a Tool for Target Selection

The most elaborate technology to identify target sites both in terms of cost and
equipment is the application of DNA arrays. With DNA arrays, accessible sites
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in the target mRNA can be detected by hybridization, but in contrast to ran-
dom or genomic libraries, no cloning and sequencing of the selected oligonu-
cleotides is needed. An advantage of scanning arrays is that they allow parallel
measurement of the binding affinities for a large number of oligonucleotides
to the target RNA. Conversely, they help in detecting unspecific binding.

In addition to these methods, oligonucleotide arrays can be designed com-
prising sets of oligonucleotides with variable length, which is important for the
systematic analysis of RNA accessibility, as described by Milner et al. (1997).
They used an array of 1,938 oligodeoxynucleotides ranging in length from
monomers to 17-mers to measure the potential of each oligonucleotide to hy-
bridize with rabbit beta-globin mRNA. For the selected oligonucleotides, the
concentration required to inhibit translation by 50% was on average five times
less than for randomly chosen oligonucleotides. Results obtained from other
studies showed also good correlation between binding strength and antisense
activity. For example, mapping of the 335-nt untranslated leader of HIV-1 re-
vealed accessible sites in agreement with the RNA structure determined by
chemical and enzymatic probing (Ooms et al. 2004).

In conclusion, microarrays that completely cover an mRNA sequence with
oligonucleotides are an excellent tool for screening of accessible sites in a rapid
way, but they have to be individually designed and impose very high costs,
which in turn have prevented this method from being widely used.

3
Selecting Functional Ribozymes

The second type of antisense agents that have been used to map accessible sites
in RNA belongs to the group of catalytic active nucleic acids such as ribozymes,
DNAzymes or LNAzymes (Fig. 1c–e). Ribozymes have the advantage that they
can be delivered to cells with plasmids or viral vectors and their expression
can be controlled by fusion to a regulable promoter sequence. For example,
Kawasaki et al. (2003a) made use of randomized hybrid-ribozyme libraries to
target genes involved in the Fas-mediated pathway to apoptosis. A prerequisite
of such an approach is the existence of a cell-based assay system, which allows
identification of the desired phenotype. However, the use of ribozymes is often
limited, not only by the accessibility of their target site, but also due to the
sequence requirements of their catalytic core.

Hammerhead ribozymes are one of the smallest types of catalytic RNA
(Fig. 1c). They are composed of approximately 40 nt and are able to induce
site-specific cleavage of phosphodiester-bonds in RNA (Birikh et al. 1997b).
Formally, they can be divided into two parts, a conserved stem-loop forming
the catalytic core and flanking sequences that are reverse complementary
to sequences surrounding their target site. The flanking sequences confer
specificity and generally contain 14–16 nt. Using complementary base pairing,
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the hammerhead ribozyme can be designed to cleave any target RNA that
contains a ‘UH’ sequence motif (where H is U, C or A; Fig. 1c; Ruffner et al.
1990).

As for As-ODNs, several strategies have been applied to select accessible
target sites for ribozymes. Lieber and Strauss (1995) constructed a library of
hammerhead ribozymes consisting of 13 random nucleotides on both sides
of the stable stem-loop structure. These library ribozymes were targeted to
a preselected ‘UH’ motif and allowed screening of accessible sites in the target-
RNA molecule. The selected ribozymes were able to repress synthesis of hu-
man growth hormone RNA in a cellular assay by more than 99% (Lieber
and Strauss 1995). An alternative approach finding optimal hammerhead ri-
bozyme cleavage sites has been developed by Pan et al. (2001). They developed
a SELEX-based strategy to select ‘guide RNA’ sequences that lack the stable
stem-loop structure, but still contain a fixed sequence resembling the ‘UH’
motif. Then ribozymes were designed, based on the obtained sequences after
several selection rounds.

A related strategy, based on the selection of ‘external guide sequences’ (EGS)
has been applied by Kilani et al. (2000). To inhibit expression of herpes simplex
virus (HSV)-1 and human cytomegalovirus (HCMV) mRNA in vivo, they used
the M1 ribozyme, derived from the catalytic RNA subunit of RNase P (Trang
et al. 2000). The M1 ribozyme cleaves an RNA helix that resembles its natural
transfer (t)RNA substrate. When covalently linked to an EGS, M1 RNA can
be engineered into a sequence-specific endonuclease, the M1GS RNA, which
cleaves any target RNA that can form base pairs with the guide sequence. To
date only selection strategies to find guide sequences for RNase P or M1GS
RNA variants with high catalytic activity have been applied, but its potential
utility for mapping accessible target sites was already proposed (Raj and Liu
2003, 2004).

Compared to the selection strategies described above, target site selection
relying upon catalytic action of a self-cleaving ribozyme library seems to be
more practical, since it allows optimizing ribozyme activity at the same time.
In the approach invented by Barroso-DelJesus and Berzal-Herranz (2001), this
was achieved by splitting a hairpin ribozyme (Fig. 1d) into two halves. The
5′-half of the ribozyme, containing the randomized substrate-binding region,
was attached to the 3′-end of the target gene and fused to a T7 promoter
sequence to allow in vitro transcription. Incubation of RNA transcribed from
this template, together with the in vitro transcribed 3′-half of the ribozyme,
yielded a library of self-cleaving RNA molecules. The cleavage products of this
library were reverse transcribed and reused for another round of selection.

Another type of antisense agent, similar to ribozymes, is catalytic active
DNA or LNA, known as DNAzymes and LNAzymes (Fig. 1e). In contrast to
ribozymes, they can only be delivered exogenously. They are often chemi-
cally modified to increase their stability and activity in vivo, which makes
them a useful substitute for ribozymes that are often unstable in the cellular
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environment. However, they have significant slower catalytic properties than
ribozymes. Since DNAzymes do not exist in nature, they have been developed
by in vitro evolution (Santoro and Joyce 1997). The best-studied enzyme is
the ‘10–23’ DNAzyme, which preferably cleaves in between pyrimidine-purine
residues engulfed by the two binding arms (Fig. 1e). Similar techniques as for
ribozymes have been applied to find accessible sites for DNAzymes in target
mRNA (Cairns et al. 1999).

Taken together, ribozyme and DNAzyme libraries can be a useful tool to
identify accessible sites in a RNA molecule both in vitro and in vivo. They are
a good alternative to As-ODNs, but their application can be limited due to the
sequence requirement and sensitivity to modification in the catalytic core.

4
Selecting Functional siRNA

RNAi induced by siRNA or short hairpin (sh)RNA is an important research
tool in mammalian genetics. Together with sequence information gained by
the human genome project, it has opened up the opportunity to silence prac-
tically any gene in the human genome. Since RNAi applications make use of
a complex intracellular pathway that involves many different proteins (Matzke
and Birchler 2005), their sequence requirements are much more stringent than
those for the application of As-ODNs or ribozymes (Fig. 1f). For the design of
siRNA in mammalian cells, four conditions must be met at the same time: (1)
A/U at the 5′-end of the antisense strand, (2) G/C at the 5′-end of the sense
strand, (3) A/U-richness in the 5′-terminal third of the antisense strand and
(4) the absence of any GC stretch over 9 bp in length (Ui-Tei et al. 2004). These
rules appear to reflect the mechanism that determines which of the strands
will be incorporated into the RNA-induced silencing complex (RISC) (Schwarz
et al. 2003). Thus, in combination with the problem finding accessible target
sites in mRNA, rational siRNA design can be a complicated task.

Although several computational methods have been developed to aid in the
design of siRNA (Chalk et al. 2004; Naito et al. 2004; Yamada and Morishita
2004), it is often difficult to find siRNA that is both functional and free from
‘off-target’ effects, presumably because of similarity to other mRNA sequences.
Recent studies using gene expression profiling have shown that silencing of
non-targeted genes can occur even if they contain as few as 11 contiguous
nucleotides of identity to the siRNA (Jackson et al. 2003; Jackson and Linsley
2004; Saxena et al. 2003; Scacheri et al. 2004). Conversely, single nucleotide
polymorphisms (SNPs), occurring on average every 300–500 bases in the hu-
man genome, may result in variable RNAi efficiency when applied to different
cell types. An attempt to circumvent this problem was the production of mul-
tiple siRNAs from large double-stranded RNA by recombinant human Dicer
(Kawasaki et al. 2003b; Myers et al. 2003). However, this approach is not prac-
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tical for establishing the most effective siRNA molecule against a particular
gene.

Recently, the first RNAi screens in mammalian cells have been accomplished
(Berns et al. 2004; Paddison et al. 2004). The production of shRNA libraries
for these screens is labour-intense and very expensive, since each shRNA was
individually constructed from oligonucleotides, cloned into a vector and veri-
fied by sequencing. The library that has been constructed by Berns et al. (2004)
contained 23,742 different shRNAs targeting 7,914 human genes. For each gene,
no more than 3 to 9 siRNAs have been designed, imposing the risk that some
genes are not sufficiently knocked down. Nonetheless, nearly 50% of the genes
that were expected to target proteasomal proteins have been recovered when
this library was evaluated in a screen for shRNAs that compromise proteasome
function (Berns et al. 2004). Constructing libraries that target more sites in
each gene could result in a higher sensitivity of these screening techniques and
help to select more effective siRNAs. One attempt to achieve this goal is the
construction of shRNA libraries from cDNA or genomic DNA, which at the
same time avoids synthesis of individual shRNA clones.

4.1
Construction of Genomic siRNA Libraries

Similarly to theproductionof genomic libraries forAs-ODNselection, genomic
siRNA libraries can be made from a target cDNA or a pool of cDNAs. To date,
two similar methods constructing such libraries have been published (Sen
et al. 2004; Shirane et al. 2004). They are called REGS (restriction enzyme-
generated siRNAs) and EPRIL (enzymatic production of RNAi libraries), and
differ mainly in the way random fragments are generated and how the libraries
are amplified. After random fragmentation of the cDNA using DNase I (EPRIL)
or a mixture of frequently cutting restriction enzymes (REGS), the 100- to
200-bp fragments are ligated to a hairpin-shaped adapter oligonucleotide,
which contains a recognition site for MmeI (Tucholski et al. 1995). After MmeI
digestion, a second adapter is ligated to the 20-nt fragments, the libraries are
amplified and ligated into a retroviral vector. Although both techniques are
similar, REGS produced only an average of 34 shRNAs per kilobase of sequence,
whereas EPRIL generated more than 200 unique siRNA constructs (Sen et al.
2004; Shirane et al. 2004). Thus, random fragmentation using DNase I resulted
in a better coverage across the target gene than digestion with a mixture of
different restriction enzymes.

Both methods have been evaluated by producing a library of siRNA con-
structs from a cDNA-encoding green fluorescent protein (GFP). Analysis of
262 nonredundant constructs revealed that about 56% of them had low RNAi
efficiency, reducing GFP expression by only a factor of 1.5 (Shirane et al. 2004).
Of the constructs, 30% reduced GFP expression by a factor 2 or more, and only
a small percentage reduced expression by a factor of 8 or more. Comparable
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results silencing GFP expression were obtained by Sen et al. (2004), although
they tested a significantly lower number of different shRNA clones. In both
studies, siRNA constructs were also generated against endogenous genes, re-
vealing similar results as for the GFP silencing experiments (Sen et al. 2004;
Shirane et al. 2004).

Shirane et al. (2004) also developed a selection scheme that allows positive
selection of efficient siRNA constructs in cells. For this purpose, a marker gene,
which causes cell death by intracellular accumulation of a toxic derivative of
ganciclovir, was fused to the target mRNA. Only cells transduced with an
shRNA construct that is functional and effective were able to escape cell death.
The shRNA was subsequently identified by analysing the expression constructs
from surviving cells.

These authors also propose that siRNA libraries covering the entire tran-
scriptome could be generated if cDNA libraries are used as the input sequence
(Sen et al. 2004; Shirane et al. 2004). However, a major disadvantage of such an
approach is that siRNA constructs with two different orientations are obtained.
Taking into account that no more than 30%–40% of the constructs are effective,
only 10%–15% of the siRNAs in such a library can be expected to mediate gene
silencing. Nevertheless, genomic shRNA libraries seem to be more practical
for RNAi-based screening techniques than rationally designed libraries due to
their ease of construction and denser siRNA coverage per gene.

5
Application in Disease Treatment

Although the first publication about using As-ODNs in cells appeared more
than two decades ago (Zamecnik and Stephenson 1978), antisense technology
has not achieved the initially anticipated breakthrough as a therapeutic tool. To
date only one antisense drug, Vitravene (Isis Pharmaceuticals, Carlsbad, CA,
USA), which targets the cytomegalovirus IE2 mRNA, has been approved by the
Food and Drug Administration (FDA), and approximately 20 are in clinical tri-
als (Crooke 2004). In addition to difficulties accessing the target RNA, problems
with delivery, stability and toxicity have been hampering the development of
antisense drugs. Recent progress to overcome these problems has been made
by chemical modification of antisense agents. Chemical modifications were
often used as part of a strategy to increase the stability of the antisense agent,
thereby lowering its effective concentration and reducing its toxicity for in
vivo applications (Kurreck 2003). For instance, Jakobsen et al. (M.R. Jakobsen
et al., submitted) demonstrated that an LNA antisense oligonucleotide tar-
geted to a pre-selected site efficiently blocked HIV-1 replication when applied
in nanomolar scale, which is similar to the effective concentration generally
reported for many siRNAs.
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Furthermore, chemical modifications can significantly improve target ac-
cessibility, for instance by introduction of 2′-O-methyl RNA or LNA. Schubert
et al. (2004) reported that incorporation of LNA monomers into the substrate
recognition arms of a DNAzyme enabled degradation of previously inaccessi-
ble virus RNA at a high catalytic rate. In agreement with these studies, Jakobsen
et al. (M.R. Jakobsen et al., submitted) reported a higher inhibitory effect on
HIV-1 replication for LNAzymes than DNAzymes when targeted to the same
accessible sites of the 5′-UTR. Thus, LNA nucleotides with increased target
affinity are able to compete successfully with internal RNA structures.

6
Conclusions

Antisense technology has not yet reached its promised potential. The selection
of target sites, which are accessible to antisense reagents, is a prerequisite
for its application. Rational design based on structural information about
the target RNA has generally proved to be an inefficient strategy. A more
promising approach has been to use empirical methods based on random or
genomic oligonucleotide libraries. It has been demonstrated that sites mapped
in this way are more prone to antisense inhibition in vivo. These library-
based methods are relatively simple to apply and are suitable for identifying
experimental targets as well as for the development of therapeutic agents.
Studies that compare these methods differ in their judgment, and it is difficult
to decide impartially which methods are superior for a particular purpose.
However, it seems obvious that the current techniques have to be refined and
standardized in future to allow identification of more efficient antisense agents
in a more effective way.

References

Allawi HT, Dong F, Ip HS, Neri BP, Lyamichev VI (2001) Mapping of RNA accessible sites by
extension of random oligonucleotide libraries with reverse transcriptase. RNA 7:314–327

Barroso-DelJesus A, Berzal-Herranz A (2001) Selection of targets and the most efficient
hairpin ribozymes for inactivation of mRNAs using a self-cleaving RNA library. EMBO
Rep 2:1112–1118

Berns K, Hijmans EM, Mullenders J, Brummelkamp TR, Velds A, Heimerikx M, Kerk-
hoven RM, Madiredjo M, Nijkamp W, Weigelt B, Agami R, Ge W, Cavet G, Linsley PS,
Beijersbergen RL, Bernards R (2004) A large-scale RNAi screen in human cells identifies
new components of the p53 pathway. Nature 428:431–437

Birikh KR, Berlin YA, Soreq H, Eckstein F (1997a) Probing accessible sites for ribozymes on
human acetylcholinesterase RNA. RNA 3:429–437

Birikh KR, Heaton PA, Eckstein F (1997b) The structure, function and application of the
hammerhead ribozyme. Eur J Biochem 245:1–16



256 M. Lützelberger · J. Kjems

Brunel C, Ehresmann B, Ehresmann C, McKeown M (2001) Selection of genomic target
RNAs by iterative screening. Bioorg Med Chem 9:2533–2541

Cairns MJ, Hopkins TM, Witherington C, Wang L, Sun LQ (1999) Target site selection for
an RNA-cleaving catalytic DNA. Nat Biotechnol 17:480–486

Chalk AM, Wahlestedt C, Sonnhammer EL (2004) Improved and automated prediction of
effective siRNA. Biochem Biophys Res Commun 319:264–274

Chen TZ, Lin SB, Wu JC, Choo KB, Au LC (1996) A method for screening antisense
oligodeoxyribonucleotides effective for mRNA translation-arrest. J Biochem (Tokyo)
119:252–255

Crooke ST (2004) Progress in antisense technology. Annu Rev Med 55:61–95
Dausse E, Cazenave C, Rayner B, Toulme JJ (2005) In vitro selection procedures for identi-

fying DNA and RNA aptamers targeted to nucleic acids and proteins. Methods Mol Biol
288:391–410

Donis-Keller H (1979) Site specific enzymatic cleavage of RNA. Nucleic Acids Res 7:179–192
Dunn SJ, Park SW, Sharma V, Raghu G, Simone JM, Tavassoli R, Young LM, Ortega MA,

Pan CH, Alegre GJ, Roninson IB, Lipkina G, Dayn A, Holzmayer TA (1999) Isolation of
efficient antivirals: genetic suppressor elements against HIV-1. Gene Ther 6:130–137

Ehresmann C, Baudin F, Mougel M, Romby P, Ebel JP, Ehresmann B (1987) Probing the
structure of RNAs in solution. Nucleic Acids Res 15:9109–9128

Elbashir SM, Harborth J, Lendeckel W, Yalcin A, Weber K, Tuschl T (2001) Duplexes of
21-nucleotide RNAs mediate RNA interference in cultured mammalian cells. Nature
411:494–498

Gee JE, Robbins I, van der Laan AC, van Boom JH, Colombier C, Leng M, Raible AM, Nel-
son JS, Lebleu B (1998) Assessment of high-affinity hybridization, RNase H cleavage, and
covalent linkage in translation arrest by antisense oligonucleotides. Antisense Nucleic
Acid Drug Dev 8:103–111

Good L (2003a) Diverse antisense mechanisms and applications. Cell Mol Life Sci 60:823–824
Good L (2003b) Translation repression by antisense sequences. Cell Mol Life Sci 60:854–861
Gudkov AV, Zelnick CR, Kazarov AR, Thimmapaya R, Suttle DP, Beck WT, Roninson IB

(1993) Isolation of genetic suppressor elements, inducing resistance to topoisomerase
II-interactive cytotoxic drugs, from human topoisomerase II cDNA. Proc Natl Acad Sci
U S A 90:3231–3235

Gyllensten UB, Erlich HA (1988) Generation of single-stranded DNA by the polymerase
chain reaction and its application to direct sequencing of the HLA-DQA locus. Proc Natl
Acad Sci U S A 85:7652–7656

Ho SP, Britton DH, Stone BA, Behrens DL, Leffet LM, Hobbs FW, Miller JA, Trainor GL
(1996) Potent antisense oligonucleotides to the human multidrug resistance-1 mRNA
are rationally selected by mapping RNA-accessible sites with oligonucleotide libraries.
Nucleic Acids Res 24:1901–1907

Holzmayer TA, Pestov DG, Roninson IB (1992) Isolation of dominant negative mutants and
inhibitory antisense RNA sequences by expression selection of random DNA fragments.
Nucleic Acids Res 20:711–717

Inoue H, Hayase Y, Iwai S, Ohtsuka E (1988) Sequence-specific cleavage of RNA using
chimeric DNA splints and RNase H. Nucleic Acids Symp Ser 135–138

Jackson AL, Linsley PS (2004) Noise amidst the silence: off-target effects of siRNAs? Trends
Genet 20:521–524

Jackson AL, Bartz SR, Schelter J, Kobayashi SV, Burchard J, Mao M, Li B, Cavet G, Linsley PS
(2003) Expression profiling reveals off-target gene regulation by RNAi. Nat Biotechnol
21:635–637



Strategies to Identify Potential Therapeutic Target Sites in RNA 257

Jakobsen MR, Damgaard CK, Andersen ES, Podhajska A, Kjems J (2004) A genomic selection
strategy to identify accessible and dimerization blocking targets in the 5′-UTR of HIV-1
RNA. Nucleic Acids Res 32:e67

Kawasaki H, Kuwabara T, Miyagishi M, Taira K (2003a) Identification of functional genes
by libraries of ribozymes and siRNAs. Nucleic Acids Res Suppl 331–332

Kawasaki H, Suyama E, Iyo M, Taira K (2003b) siRNAs generated by recombinant human
Dicer induce specific and significant but target site-independent gene silencing in human
cells. Nucleic Acids Res 31:981–987

Kilani AF, Trang P, Jo S, Hsu A, Kim J, Nepomuceno E, Liou K, Liu F (2000) RNase P
ribozymes selected in vitro to cleave a viral mRNA effectively inhibit its expression in
cell culture. J Biol Chem 275:10611–10622

Kretschmer-Kazemi Far R, Sczakiel G (2003) The activity of siRNA in mammalian cells is
related to structural target accessibility: a comparison with antisense oligonucleotides.
Nucleic Acids Res 31:4417–4424

Kurreck J (2003) Antisense technologies. Improvement through novel chemical modifica-
tions. Eur J Biochem 270:1628–1644

Lieber A, Strauss M (1995) Selection of efficient cleavage sites in target RNAs by using
a ribozyme expression library. Mol Cell Biol 15:540–551

Luetzelberger M, Jakobsen MR, Kjems J (2005) SELEX strategies to identify antisense and
protein target sites in RNA or heterogeneous nuclear ribonucleoprotein complexes. In:
Hartmann RK, Bindereif A, Schoen A, Westhof E (eds) Handbook of RNA biochemistry,
vol 2. Wiley-VCH Verlag GmbH and Co., Weinheim, pp 878–894

Matveeva O, Felden B, Audlin S, Gesteland RF, Atkins JF (1997) A rapid in vitro method for
obtaining RNA accessibility patterns for complementary DNA probes: correlation with
an intracellular pattern and known RNA structures. Nucleic Acids Res 25:5010–5016

Matveeva O, Felden B, Tsodikov A, Johnston J, Monia BP, Atkins JF, Gesteland RF, Freier SM
(1998) Prediction of antisense oligonucleotide efficacy by in vitro methods. Nat Biotech-
nol 16:1374–1375

Matzke MA, Birchler JA (2005) RNAi-mediated pathways in the nucleus. Nat Rev Genet
6:24–35

McManus MT, Sharp PA (2002) Gene silencing in mammals by small interfering RNAs. Nat
Rev Genet 3:737–747

Milner N, Mir KU, Southern EM (1997) Selecting effective antisense reagents on combina-
torial oligonucleotide arrays. Nat Biotechnol 15:537–541

Minshull J, Hunt T (1986) The use of single-stranded DNA and RNase H to promote quanti-
tative ‘hybrid arrest of translation’ of mRNA/DNA hybrids in reticulocyte lysate cell-free
translations. Nucleic Acids Res 14:6433–6451

Monia BP, Johnston JF, Geiger T, Muller M, Fabbro D (1996) Antitumor activity of a phos-
phorothioate antisense oligodeoxynucleotide targeted against C-raf kinase. Nat Med
2:668–675

Myers JW, Jones JT, Meyer T, Ferrell JE Jr (2003) Recombinant Dicer efficiently converts
large dsRNAs into siRNAs suitable for gene silencing. Nat Biotechnol 21:324–328

Naito Y, Yamada T, Ui-Tei K, Morishita S, Saigo K (2004) siDirect: highly effective, target-
specific siRNA design software for mammalian RNA interference. Nucleic Acids Res
32:W124–129

Ooms M, Verhoef K, Southern E, Huthoff H, Berkhout B (2004) Probing alternative foldings
of the HIV-1 leader RNA by antisense oligonucleotide scanning arrays. Nucleic Acids
Res 32:819–827



258 M. Lützelberger · J. Kjems

Paddison PJ, Silva JM, Conklin DS, Schlabach M, Li M, Aruleba S, Balija V, O’Shaughnessy A,
Gnoj L, Scobie K, Chang K, Westbrook T, Cleary M, Sachidanandam R, McCombie WR,
Elledge SJ, Hannon GJ (2004) A resource for large-scale RNA-interference-based screens
in mammals. Nature 428:427–431

PanWH,DevlinHF,KelleyC, IsomHC,ClawsonGA(2001)Aselection systemfor identifying
accessible sites in target RNAs. RNA 7:610–621

Petersen M, Wengel J (2003) LNA: a versatile tool for therapeutics and genomics. Trends
Biotechnol 21:74–81

Peyman A, Helsberg M, Kretzschmar G, Mag M, Grabley S, Uhlmann E (1995) Inhibition
of viral growth by antisense oligonucleotides directed against the IE110 and the UL30
mRNA of herpes simplex virus type-1. Biol Chem Hoppe Seyler 376:195–198

Pickford AS, Cogoni C (2003) RNA-mediated gene silencing. Cell Mol Life Sci 60:871–882
Raj S, Liu F (2004) In vitro selection of external guide sequences for directing human RNase

P to cleave a target mRNA. Methods Mol Biol 252:413–424
Raj SM, Liu F (2003) Engineering of RNase P ribozyme for gene-targeting applications.

Gene 313:59–69
Ruffner DE, Stormo GD, Uhlenbeck OC (1990) Sequence requirements of the hammerhead

RNA self-cleavage reaction. Biochemistry 29:10695–10702
Santoro SW, Joyce GF (1997) A general purpose RNA-cleaving DNA enzyme. Proc Natl Acad

Sci U S A 94:4262–4266
Saxena S, Jonsson ZO, Dutta A (2003) Small RNAs with imperfect match to endogenous

mRNA repress translation. Implications for off-target activity of small inhibitory RNA
in mammalian cells. J Biol Chem 278:44312–44319

Sazani P, Kole R (2003) Modulation of alternative splicing by antisense oligonucleotides.
Prog Mol Subcell Biol 31:217–239

Scacheri PC, Rozenblatt-Rosen O, Caplen NJ, Wolfsberg TG, Umayam L, Lee JC, Hughes CM,
Shanmugam KS, Bhattacharjee A, Meyerson M, Collins FS (2004) Short interfering RNAs
can induce unexpected and divergent changes in the levels of untargeted proteins in
mammalian cells. Proc Natl Acad Sci U S A 101:1892–1897

Scherr M, Rossi JJ (1998) Rapid determination and quantitation of the accessibility to native
RNAs by antisense oligodeoxynucleotides in murine cell extracts. Nucleic Acids Res
26:5079–5085

Schubert S, Furste JP, Werk D, Grunert HP, Zeichhardt H, Erdmann VA, Kurreck J (2004)
Gaining target access for deoxyribozymes. J Mol Biol 339:355–363

Schwarz DS, Hutvagner G, Du T, Xu Z, Aronin N, Zamore PD (2003) Asymmetry in the
assembly of the RNAi enzyme complex. Cell 115:199–208

Sen G, Wehrman TS, Myers JW, Blau HM (2004) Restriction enzyme-generated siRNA
(REGS) vectors and libraries. Nat Genet 36:183–189

Shibahara S, Mukai S, Nishihara T, Inoue H, Ohtsuka E, Morisawa H (1987) Site-directed
cleavage of RNA. Nucleic Acids Res 15:4403–4415

Shirane D, Sugao K, Namiki S, Tanabe M, Iino M, Hirose K (2004) Enzymatic production of
RNAi libraries from cDNAs. Nat Genet 36:190–196

Singer BS, Shtatland T, Brown D, Gold L (1997) Libraries for genomic SELEX. Nucleic Acids
Res 25:781–786

Sohail M, Southern EM (2000) Selecting optimal antisense reagents. Adv Drug Deliv Rev
44:23–34

Stull RA, Zon G, Szoka FC Jr (1996) An in vitro messenger RNA binding assay as a tool
for identifying hybridization-competent antisense oligonucleotides. Antisense Nucleic
Acid Drug Dev 6:221–228



Strategies to Identify Potential Therapeutic Target Sites in RNA 259

Trang P, Kilani A, Kim J, Liu F (2000) A ribozyme derived from the catalytic subunit of
RNase P from Escherichia coli is highly effective in inhibiting replication of herpes
simplex virus 1. J Mol Biol 301:817–826

Tucholski J, Skowron PM, Podhajska AJ (1995) MmeI, a class-IIS restriction endonuclease:
purification and characterization. Gene 157:87–92

Tuerk C, Gold L (1990) Systematic evolution of ligands by exponential enrichment: RNA
ligands to bacteriophage T4 DNA polymerase. Science 249:505–510

Ui-Tei K, Naito Y, Takahashi F, Haraguchi T, Ohki-Hamazaki H, Juni A, Ueda R, Saigo K
(2004) Guidelines for the selection of highly effective siRNA sequences for mammalian
and chick RNA interference. Nucleic Acids Res 32:936–948

Vacek M, Sazani P, Kole R (2003) Antisense-mediated redirection of mRNA splicing. Cell
Mol Life Sci 60:825–833

Vickers TA, Koo S, Bennett CF, Crooke ST, Dean NM, Baker BF (2003) Efficient reduction
of target RNAs by small interfering RNA and RNase H-dependent antisense agents.
A comparative analysis. J Biol Chem 278:7108–7118

Vlassov AV, Koval OA, Johnston BH, Kazakov SA (2004) ROLL: a method of preparation of
gene-specific oligonucleotide libraries. Oligonucleotides 14:210–220

Wang JY, Drlica K (2004) Computational identification of antisense oligonucleotides that
rapidly hybridize to RNA. Oligonucleotides 14:167–175

Wen JD, Gray DM (2004) Selection of genomic sequences that bind tightly to Ff gene 5
protein: primer-free genomic SELEX. Nucleic Acids Res 32:e182

Westerhout EM, Ooms M, Vink M, Das AT, Berkhout B (2005) HIV-1 can escape from RNA
interference by evolving an alternative structure in its RNA genome. Nucleic Acids Res
33:796–804

Williams KP, Bartel DP (1995) PCR product with strands of unequal length. Nucleic Acids
Res 23:4220–4221

Yamada T, Morishita S (2004) Accelerated off-target search algorithm for siRNA. Bioinfor-
matics 21:1316–1324

Zamecnik PC, Stephenson ML (1978) Inhibition of Rous sarcoma virus replication and cell
transformation by a specific oligodeoxynucleotide. Proc Natl Acad Sci U S A 75:280–284

Zhang HY, Mao J, Zhou D, Xu Y, Thonberg H, Liang Z, Wahlestedt C (2003) mRNA accessible
site tagging (MAST): a novel high throughput method for selecting effective antisense
oligonucleotides. Nucleic Acids Res 31:e72



HEP (2006) 173:261–287
© Springer-Verlag Berlin Heidelberg 2006

Oligonucleotide-Based Antiviral Strategies
S. Schubert · J. Kurreck (�)

Institute for Chemistry (Biochemistry), Free University Berlin, Thielallee 63,
14195, Berlin, Germany
jkurreck@chemie.fu-berlin.de

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262

2 Antisense Oligonucleotides . . . . . . . . . . . . . . . . . . . . . . . . . . . . 262
2.1 Development of Efficient Antisense Oligonucleotides . . . . . . . . . . . . . . 263
2.2 Antisense Oligonucleotides as Antiviral Agents . . . . . . . . . . . . . . . . . 265
2.3 Antisense Oligonucleotides in Clinical Trials . . . . . . . . . . . . . . . . . . . 266

3 Ribozymes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268
3.1 Development of Active Ribozymes . . . . . . . . . . . . . . . . . . . . . . . . 269
3.2 Cleavage of Viral RNA by Ribozymes . . . . . . . . . . . . . . . . . . . . . . . 270
3.3 Ribozymes in Clinical Trials . . . . . . . . . . . . . . . . . . . . . . . . . . . 271

4 RNA Interference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272
4.1 Designing Efficient siRNA Approaches . . . . . . . . . . . . . . . . . . . . . . 272
4.1.1 Selection of Efficient siRNAs and Suitable Targets . . . . . . . . . . . . . . . . 272
4.1.2 Delivery of siRNAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 273
4.1.3 Specificity of siRNAs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
4.1.4 Viral Escape . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275
4.2 Antiviral RNAi Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276
4.2.1 Respiratory Diseases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276
4.2.2 Viral Hepatitis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278
4.2.3 HIV . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 279
4.2.4 Coxsackievirus B3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
4.3 From Bench to Bedside . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281

5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 282

Abstract In the age of extensive global traffic systems, the close neighborhood of man
and livestock in some regions of the world, as well as inadequate prevention measures and
medical care in poorer countries, greatly facilitates the emergence and dissemination of new
virus strains. The appearance of avian influenza viruses that can infect humans, the spread
of the severe acute respiratory syndrome (SARS) virus, and the unprecedented raging of
human immunodeficiency virus (HIV) illustrate the threat of a global virus pandemic. In
addition, viruses like hepatitis B and C claim more than one million lives every year for want
of efficient therapy. Thus, new approaches to prevent virus propagation are urgently needed.
Antisense strategies are considered a very attractive means of inhibiting viral replication,
as oligonucleotides can be designed to interact with any viral RNA, provided its sequence is
known. The ensuing targeted destruction of viral RNA should interfere with viral replication
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without entailing negative effects on ongoing cellular processes. In this review, we will give
some examples of the employment of antisense oligonucleotides, ribozymes, and RNA
interference strategies for antiviral purposes. Currently, in spite of encouraging results in
preclinical studies, only a few antisense oligonucleotides and ribozymes have turned out
to be efficient antiviral compounds in clinical trials. The advent of RNA interference now
seems to be refueling hopes for decisive progress in the field of therapeutic employment of
antisense strategies.

Keywords Antisense oligonucleotides · Antiviral agents · Ribozymes · RNA interference ·
RNAi

1
Introduction

In recent years, the prevalence of chronic infections with viruses such as human
immunodeficiency virus (HIV) and the hepatitis B and C viruses (HBV and
HCV, respectively) has been steadily increasing and new viruses like the se-
vere acute respiratory syndrome (SARS) coronavirus have emerged. Thus, the
demand for efficient antiviral treatments is obvious. Currently, approximately
40 small molecular compounds have been approved to treat viral infections,
at least half of which are intended for patients with HIV infections (De Clercq
2004). The most prominent class of drugs used to inhibit viral propagation is
the group of inhibitors of DNA or RNA synthesis, many of which are nucleoside
analogs. These substances, however, are not fully specific for viral polymerases
and cause severe side effects upon long-term treatment. For numerous viral
infections, effective therapies are lacking altogether.

A strategy for the fast development of specific antiviral agents is therefore
desirable. Antisense (AS) strategies employ oligonucleotides (ONs) comple-
mentary to a given target RNA. They offer the opportunity to fulfill demand
for the development of an antiviral compound as soon as the sequence of
a virus is known. In fact, the first AS study, published in 1978, describes the
use of an AS ON to inhibit replication of Rous-Sarcoma virus (Zamecnik and
Stephenson 1978). The following sections will deal with the use of AS ONs,
ribozymes, and small interfering (si)RNAs as antiviral agents. Aptamers will
not be addressed here, although there is no doubt about their usefulness to
diagnose and treat viral infections (e.g., Darfeuille et al. 2004; De Beuckelaer
et al. 1999; overview by McKnight and Heinz 2003). This type of ON is dealt
with in the chapters by H.U. Göringer et al., M. Menger et al., M. Sprinzl et al.,
H. Ulrich, and A.K. Deisingh of the present volume.

2
Antisense Oligonucleotides

AS ONs are typically 15–20 nucleotides in length and bind to their cognate RNA
viaWatson-Crickbasepairing. Since aDNAsequenceof this lengthwill statisti-
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Fig. 1 Comparison of mechanisms of gene silencing by AS ONs and siRNAs. AS ONs (left)
exert their effect predominantly in the nucleus, whereas siRNAs work mainly in the cyto-
plasm (right). Left: An AS ON is transported into the nucleus (1) and base-pairs with the
complementary sequence of an mRNA. RNase H is recruited to the hybrid helix (2) and
cleaves the RNA moiety. Right: An siRNA double helix reaches the cytoplasm (3). One of
the strands is incorporated into a protein complex called RISC, while the other strand is
discarded. The siRNA guides RISC to a complementary sequence on the target RNA. Upon
binding, cleavage of the target molecule is induced (4). RISC can go on through multiple
rounds of cleavage

callyoccuronlyonce in thehumangenome, the targetedRNAcanbeconsidered
to be a highly specific receptor for the AS agent. AS ONs are known to act by
two distinct mechanisms. (1) In the cell nucleus, the heteroduplex of a DNA ON
bound to an RNA is recognized by RNase H, which cleaves the RNA moiety of
the hybrid (Fig. 1). The RNA fragments are further degraded by exonucleases,
whereas the ON is set free and can bind to new RNA molecules in a multi-
ple turnover manner. (2) In the cytoplasm, AS ONs can disable messenger
(m)RNAs and prevent protein synthesis by a steric blockade of the ribosome.

2.1
Development of Efficient Antisense Oligonucleotides

Theoretically,ASONscanbedirectedagainst any regionof the targetedRNA. In
practice, however, long RNA molecules are known to form complex secondary
and tertiary structures. Furthermore, various proteins bind to RNA molecules,
precluding ONs from hybridizing. It is therefore necessary to select regions of
the targeted RNA that are accessible to the AS ON. Various methods have been
developed for this purpose and are summarized in the review by Sohail and
Southern (2000).
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Another major decision in the development of an AS ON is the choice of
a suitable chemistry, i.e., nucleotide modification. Unprotected DNA ONs are
degraded in blood serum within a few hours. Therefore, chemically modi-
fied building blocks are often used for AS ONs. The most widely employed
DNA analogs are phosphorothioates in which one of the nonbridging oxy-
gen atoms of the phosphodiester bond is replaced by a sulfur atom (Fig. 2).
ONs consisting of phosphorothioates combine several advantages, including
enhanced nuclease resistance and activation of RNase H cleavage (Eckstein
2000). Major disadvantages, however, are their decreased binding affinity to
a complementary sequence as compared to an isosequential DNA molecule
and their unintended propensity to interact with various proteins. Although
binding to plasma proteins improves the pharmacokinetic profile by increas-
ing serum half-life, interactions with other proteins may be disadvantageous
and result in toxic side effects that have been observed when higher doses of
phosphorothioates were applied (Levin 1999).

Due to the problems associated with phosphorothioates, other types of
modifications have been developed. Nucleotides of the second generation carry
a methyl or methoxy-ethyl group at the 2′ oxygen of the ribose (Fig. 2). In recent
years, numerous nucleic acid analogs have been developed for applications in
AS technology (Kurreck 2003). The types of alterations range from substi-
tutions of functional groups of the ribose by fluoro- or amino-groups over
bi- or tricycle nucleotides, to a complete replacement of the ribose-phosphate
backbone by peptide bonds. Most of these nucleotides are less toxic and have
a higher target affinity than phosphorothioates, but they lack the ability to
induce RNase H cleavage of the complementary mRNA. Therefore, so-called
gapmers have been developed, which consist of modified nucleotides at both
ends to protect the ON from exonucleases and a central stretch of DNA or
phosphorothioate monomers that is sufficient to activate RNase H.

Due to their favorable properties, locked nucleic acids (LNAs, Fig. 2) have
increasingly been used for AS applications in recent years (Jepsen and Wengel
2004; and the chapter by S. Kauppinen et al., this volume). Gapmers consisting
of LNA and DNA monomers in the center were found to exhibit desirable prop-
erties like improved nuclease stability and enhanced target affinity (Kurreck

Fig. 2 Modified nucleotides that have been widely used for antisense approaches
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et al. 2002) resulting in an almost 200-fold higher potency compared to an
isosequential DNA ON (Grunweller et al. 2003).

An importanthurdle thathas tobeovercomefor successfulASapplications is
the cellular uptake of the ONs. DNAs are highly charged molecules that cannot
cross hydrophobic membranes efficiently. Therefore, transfection agents are
employed to facilitate entry of AS ONs into cells. The most widely used reagents
are lipids with positively charged headgroups that neutralize the negative
charge of the ONs. The ON–liposome complexes are thought to be taken up by
endocytosis. Intracellular release of the ONs can be facilitated by the addition
of helper lipids that interfere with the endosomal membrane. Further details
about the use of cationic lipids as well as other types of transfection agents are
described in a recent overview by Seksek and Bolard (2004).

2.2
Antisense Oligonucleotides as Antiviral Agents

A major advantage of AS ONs is their general applicability, because they can
be directed against virtually any RNA of interest. Viruses with RNA genomes
are particularly well suited to be targeted by AS ONs, since not only the mRNA
but also the genomic RNA can be attacked and, at least theoretically, complete
virus clearance can be achieved. In contrast, for DNA viruses or retroviruses
with their proviral DNA stably integrated into the host genome, only mRNA
(or newly synthesized genomic RNA in the latter case) can be targeted by AS
ONs. Thus, only inhibition of virus spreading can be expected, and continuous
treatment is required. Nevertheless, AS ONs have successfully been applied to
inhibit many viruses of high medical relevance (McKnight and Heinz 2003).
Due to space restraints, only a few recent examples can be discussed below to
demonstrate the potential of AS ONs in treating virus replication.

Infections with HCV are a major health problem worldwide. Chronic in-
fection with this plus-stranded RNA virus causes liver cirrhosis, liver failure,
and hepatocellular carcinoma, often leading to the requirement of liver trans-
plantation. Since current treatment of HCV is unsatisfactory, a need for new,
specific anti-HCV drugs stands to reason. AS ONs have therefore widely been
used with the intention of inhibiting HCV replication. The 5′-untranslated re-
gion (UTR) is one of the most highly conserved regions of the HCV genome and
has most frequently been targeted with AS ONs. Since this region is strongly
structured, intensive efforts were made to identify accessible target sites. The
entire viral cycle of HCV is cytoplasmic and thus AS ONs do not necessarily
need to be designed to activate RNase H, which is mainly located in the nu-
cleus. Rather, it has been shown that AS ONs interfering with the assembly
of a translation initiation complex on the internal ribosome entry site (IRES)
inhibit translation of the viral polyprotein in cell-free translation assays and
transfected hepatoma cell lines. Further details of the application of ON-based
strategies to inhibit HCV are given in a review by Martinand-Mari et al. (2003).
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With more than 40 million infected individuals worldwide, HIV is one of the
most severe causes of infectious diseases. Although half of the substances that
have been approved for the treatment of viral infections are intended to treat
HIV infections, there is still an urgent need for new therapeutic approaches.
Current drugs are not only too expensive for patients in poor countries; they
also exert severe side effects upon long-term treatment and become ineffective
due to the emergence of resistant mutants. Numerous efforts to prevent HIV
replication with inhibitory ONs have been published (for a review, see Jing and
Xu 2001). Only a few recent examples can be given here. As described for HCV,
anti-HIV ONs are not necessarily required to induce virus RNA degradation
by RNase H, as they may as well be employed to inhibit essential processes
of the viral lifecycle by steric blocking. For example, Arzumanov et al. (2001)
developed AS ONs against the HIV-1 trans-activating response region (TAR),
a 59-residue stem-loop that interacts with the trans-activator protein Tat. Steric
blockade of this interaction by a chimeric 2′-O-methyl RNA/LNA ON prevented
full-length HIV transcription. In another study, the HIV-1 dimerization initia-
tion site was chosen to be targeted by AS ONs (Elmén et al. 2004): An LNA/DNA
mix-mer directed against this region prevented the dimerization of the genome
and inhibited replication of a clinical HIV-1 isolate in a human T cell line.

Working on a different class of viruses, Yuan et al. (2004) have recently de-
scribed the inhibition of coxsackievirus B3 (CBV-3) replication in cardiomy-
ocytes and in mouse hearts. CBV-3 is a member of the plus-stranded picor-
navirus family. It can infect multiple organs of humans and is considered to
be one of the major causes of viral myocarditis, which may develop into di-
lated cardiomyopathy and eventually lead to heart failure. No specific antiviral
treatments exist for this important pathogen to date. The authors found AS
ONs targeting the proximal terminus of the 3′-UTR to effectively inhibit CBV-3
replication in a cardiomyocyte cell line. The antiviral activity of the AS ON
was further evaluated in a CBV-3 myocarditis mouse model, and a significant
decrease of viral replication and virus titers was observed.

The examples given above as well as numerous further studies demonstrate
the potential of AS ONs to act as specific antiviral agents. The AS approach is
particularly appealing for diseases for which no satisfactory specific treatment
is available. It is therefore not surprising that a rather high percentage of the
AS ONs currently being tested in clinical trials are intended to treat patients
with viral infections.

2.3
Antisense Oligonucleotides in Clinical Trials

Approximately 20 AS ONs have reached the stage of clinical testing, and one AS
drug is currently on the market (a comprehensive overview is given in Crooke
2004). Here, we will focus only on those AS ONs that are directed against viral
targets (Table 1): Isis Pharmaceuticals is working on a phosphorothioate AS
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Table1 Antisense oligonucleotides in clinical development to treat viral infections according
to Crooke (2004) and companies’ Web pages

Drug Company Virus Status

Vitravene Isis CMV Approved

ISIS 14803 Isis HCV Phase II

CpG 7909 Coley HBV Phase I/II

CpG 10101 Coley HCV Phase I/II

GPI-2A Novopharm HIV-1 Phase I

GEM92 Hybridon HIV-1 Phase I

MBI 1121 Hybridon HPV Phase I

CMV, human cytomegalovirus; HBV, hepatitis B virus;
HCV, hepatitis C virus; HPV, human papillomavirus;
HIV, human immunodeficiency virus

ON targeting the IRES of HCV. In a phase II trial, patients with chronic HCV
infection were treated with the AS ON, and several individuals experienced
significant viral titer reductions. Further AS ONs were investigated with re-
spect to their ability to treat HIV infections: GPI-2A, developed by Novopharm
Biotech, exerted strange adverse effects in a phase I trial, most likely due to
the cationic liposomal formulation used as delivery system. Hybridon is de-
veloping second-generation AS ONs targeting the gag gene of HIV-1 (GEM92)
and the mRNA of the E1 protein of human papillomavirus (MBI 1121). Phase I
trials with these ONs showed promising safety results and confirmed the pos-
sibility of second-generation AS ONs to be delivered orally. Further ONs are
being tested in patients with HBV and HCV infections (CpG 7909 and CpG
10101 by Coley Pharmaceutical and 1018-ISS by Dynavax Technologies). The
mechanism of action of the latter ONs is thought to be activation of the im-
mune response via Toll-like receptors that recognize CpG motives rather than
a classical AS mechanism (Agrawal and Kandimalla 2004).

The first AS drug approved by the U.S. Food and Drug Administration
(FDA)—in 1998—is a phosphorothioate ON named Vitravene (Fomivirsen).
This antiviral ON targets the RNA of the immediate-early mRNA of the human
cytomegalovirus (CMV) mRNA and is intended to treat CMV-induced retini-
tis in immunodeficient patients with acquired immunodeficiency syndrome
(AIDS). A major drawback of this drug is its mode of application, since it
must be injected intravitreally. Although Vitravene meets an important need
for affected patients, it is only of minor commercial significance. In late 2004
a second ON-base drug was approved by the FDA: Macugen is an aptamer that
targets the vascular endothelial growth factor (VEGF) and provides an anti-
angiogenic treatment for patients with the wet form of age-related macular
degeneration, an eye disease that leads to loss of central vision.
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3
Ribozymes

In the early 1980s, the research groups of Thomas Cech and Sidney Altman
discovered RNA molecules that possess catalytic activity in the absence of any
protein moiety. These ribonucleic acids with enzymatic properties were named
ribozymes. Meanwhile, several classes of ribozymes have been identified that
can roughly be divided into large ribozymes consisting of several hundreds to
thousands of nucleotides and small ribozymes that range from 30 to about 150
nucleotides in length (Doudna and Cech 2002). In addition to being fascinating
objects of basic research, some ribozymes have been employed for medical
purposes (for reviews, see Sullenger and Gilboa 2002; Schubert and Kurreck
2004). Here, we will focus on the use of ribozymes as antiviral agents.

Hammerhead and hairpin ribozymes are the most intensively studied and
widely used ribozymes to date. Both classes were originally isolated from plant
pathogens. Their application as molecular tools became possible only after the
development of variants capable of cleaving target RNAs in a multiple turnover
manner. Secondary structures of a hammerhead ribozyme targeting the HIV-1
tat gene and a hairpin ribozyme directed against a site in the 5′ long terminal
repeat of HIV-1 are depicted in Fig. 3a and b, respectively. As described for
AS ONs, ribozymes bind to their specific target RNA by Watson-Crick base
pairing. In addition, they possess the capability of cleaving a complementary
RNA molecule without the aid of cellular proteins.

Fig.3a–c Secondary structure of (a) a hammerhead ribozyme targeting HIV-1 tat gene (Ngok
et al. 2004); (b) a hairpin ribozyme engineered to cleave a site in the 5′ long terminal repeat
of HIV-1 (Ojwang et al. 1992); and (c) a 10–23 DNAzyme against a consensus sequence in
the 5′-UTR of picornaviruses (Schubert et al. 2003). The optimized DNAzyme containes
2′-O-methyl RNA monomers at the underlined positions. Arrows indicate cleavage sites
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3.1
Development of Active Ribozymes

The challenges that have to be faced when developing therapeutic ribozymes
are similar to those for the optimization of efficient AS ONs, but some ad-
ditional difficulties have to be met. At first, a suitable target site has to be
identified. This region has to be accessible to the ribozyme employed and, in
addition, it has to fulfill certain sequence requirements for efficient cleavage by
ribozymes. For example, the hammerhead ribozyme cleaves preferably after
AUG or GUC triplets, whereas the 10–23 DNAzyme described below processes
any junction of a purine and pyrimidine.

The second important step is to stabilize the ribozyme, since RNA molecules
are even more susceptible to nucleolytic degradation than DNA ONs. This task
is complicated by the fact that the introduction of modified nucleotides very
often leads to a severe loss of catalytic activity. Beigelman and colleagues (1995)
performed a systematic optimization study for hammerhead ribozymes and
developed a design with modified nucleotides in all positions except for five
essential ribonucleotides. This molecule retained high catalytic activity and
displayed a serum half-life of more than 10 days. It has also been used in clinical
trials, as will be described in Sect. 3.3.

Todate,onlycatalyticallyactiveONscomposedofRNAhavebeendiscovered
in nature. Enzymatic DNA ONs, referred to as DNAzymes, DNA enzymes, or
deoxyribozymes, however, have been obtained by in vitro selection, since they
can be expected to be more stable against nucleases. The most prominent
representative of this class of molecules is the so-called ‘10–23’ DNAzyme
(Santoro and Joyce 1997), the secondary structure of which is shown in Fig. 3c.

Although catalytically active ONs consisting of DNA have a higher intrin-
sic resistance against nucleolytic degradation, they still need further protec-
tion for applications in biological systems. We have systematically improved
the properties of a 10–23 DNAzyme targeting the 5′-UTR of the human rhi-
novirus (Schubert et al. 2003). The resulting DNAzyme, containing modified
nucleotides (underlined) at both termini and in the catalytic core, is depicted
in Fig. 3c. It displays a tenfold increased catalytic activity under multiple
turnover conditions and a substantially improved resistance against endo-
and exonucleases.

The DNAzyme was directed against a consensus sequence of picornaviruses,
which occurs not only in the rhinovirus but also in various polio-, echo-,
entero-, and coxsackieviruses. Surprisingly, the unmodified DNAzyme that
cleaves the rhinovirus RNA with reasonable rates was incapable of cleaving
coxsackievirus A21 RNA, despite full sequence homology and a similar over-
all structure. After the introduction of nucleotides with high target affinity
(2′-O-methyl RNA and LNA), however, the DNAzyme regained the capability
of cleaving the coxsackievirus RNA with high catalytic turnover rates by suc-
cessfully competing with local structures of the target RNA (Schubert et al.
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2004). The modified DNAzyme can now be used to degrade a broad range
of picornavirus RNAs. Furthermore, we demonstrated that the strategy of in-
troducing nucleotides with high target affinity may generally be applicable to
cleave seemingly unsuitable target sites.

As described for AS ONs, cellular uptake of ribozymes and deoxyribozymes
has to be enhanced by the use of transfection reagents. Ribozymes, however,
cannot only be exogenously applied as chemically presynthesized molecules,
but they can also be encoded on plasmids and expressed endogenously. This
opens the road to the use of viral vectors that have been employed for gene
therapeutic purposes, e.g., retroviruses, adenoviruses, and adeno-associated
viruses.

3.2
Cleavage of Viral RNA by Ribozymes

Ribozymes and deoxyribozymes have widely been used to inhibit virus repli-
cation in cell culture and in vivo. Here, only a few examples will be discussed;
a comprehensive overview has recently been given by Peracchi (2004). Early
on, various regions of HIV-1 have been targeted by hammerhead and hairpin
ribozymes (e.g., Zhou et al. 1994; Ojwang et al. 1992). Meanwhile, the protec-
tive effect of ribozymes against HIV-1 infection has also been demonstrated in
vivo: In a SCID-hu mouse model, CD34+ hematopoietic progenitor cells trans-
duced with anti-HIV-1 tat-rev or env hammerhead ribozymes as well as Rev
aptamers were significantly protected against HIV-1 infection upon challenge
(Bai et al. 2002). The 10–23 DNAzyme has also been successfully employed to
inhibit HIV-1 by either directly targeting the viral RNA (Zhang et al. 1999) or
by preventing virus entry by downregulation of the CCR5 coreceptor (Goila
and Banerjea 1998).

In addition to HIV-1, hepatitis B and C viruses have been major targets
of antiviral ribozymes. For example, a chemically stabilized hammerhead ri-
bozyme has been designed that targets the highly conserved 5′-UTR of HCV. In
cell culture, it inhibited replication of an HCV/poliovirus chimera by up to 90%
(Macejak et al. 2000). This ribozyme, dubbed Heptazyme, has subsequently
been employed in clinical trials as will be outlined below. A different approach
has been developed to generate a ribozyme targeting HBV by expression of
a triple-ribozyme cassette that undergoes intracellular self-processing (Pan
et al. 2004). This sophisticated construct was suitable to reduce viral DNA in
the liver of transgenic mice by greater than 80%, as measured 2 weeks after in-
fection. Furthermore, a DNAzyme containing phosphoroamidate nucleotides
was capable of inhibiting the replication of influenza A viruses by more than
99% (Takahashi et al. 2004).
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3.3
Ribozymes in Clinical Trials

Several ribozymes have already been tested in clinical trials (summarized in
Sullenger and Gilboa 2002; Schubert and Kurreck 2004). Most of these studies
were intended to treat viral infections, while some ribozymes were used in
attempts to inhibit cancer growth. For clinical trials, ribozymes were either ex-
pressed intracellularly from vectors or delivered as chemically presynthesized
ONs.

The first phase I clinical trials in the mid 1990s were conducted with retro-
viral vectors that delivered hammerhead and hairpin ribozymes targeting
HIV-1 RNA. Lymphocytes or hematopoietic precursor cells that had been
isolated from infected individuals or their healthy twins were treated with
the ribozyme vectors ex vivo. After selection and expansion, the transduced
cells were infused into the bloodstream of the infected patient. The treat-
ment was supposed to increase the resistance of hematopoietic cells against
spreading of the virus. Although the procedure was found to be safe and
ribozyme expression in transduced cells could be detected, the duration of
the protective effect was unsatisfactory. It will therefore be necessary to de-
velop and improve methods to transduce pluripotent hematopoietic stem
cells in order to achieve long-term resistance against HIV (Michienzi et al.
2003).

In addition to these studies to treat patients with HIV infections, one clinical
trial was initiated with a hammerhead ribozyme targeting HCV. In contrast to
the trials described in the preceding paragraph, in which viral vectors were
employed to deliver ribozymes, the aforementioned chemically presynthesized
ribozyme Heptazyme was used for these tests (Usman and Blatt 2000). Encour-
aging results of initial clinical studies led to the initiation of a phase II trial
with Heptazyme alone and in combination with interferon (IFN) in 2001. The
finding that the HCV RNA level in the serum of patients treated with the ri-
bozyme was reduced by only 10%, along with results from toxological studies,
led to the decision to stop clinical experimentation of Heptazyme (Peracchi
2004).

Taken together, ribozymes to treat viral infections or cancer were well toler-
ated in clinical settings, but their therapeutic efficiency was rather low. Recent
findings indicate that the minimized ribozyme variants used in these trials
lacked sequence elements that are essential for high catalytic activity un-
der physiological conditions (Khvorova et al. 2003a). Since a new technique
believed to be much more efficient has emerged with the discovery of RNA in-
terference (RNAi), most approaches to develop RNA-based therapeutics have
now been switched to the use of siRNA rather than ribozymes.
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4
RNA Interference

RNAi denotes the disruption of RNA molecules induced by double-stranded
(ds)RNA of the same sequence. The process was first identified in the nematode
Caenorhabditis elegans (Fire et al. 1998). Subsequent work elucidated the bio-
chemical basis underlying this mechanism (for a recent review, see Meister and
Tuschl 2004): Long dsRNA is cut up by an RNase III-type endonuclease termed
Dicer, resulting in 19mer RNA duplexes with symmetrical two-nucleotide over-
hangs at both 3′-ends, known as “small interfering RNAs” (siRNAs). One of the
strands, preferably the AS strand, is subsequently incorporated into a proteina-
ceous complex called “RNA-induced silencing complex,” RISC, whose exact
composition is still under investigation. The RNA strand programs RISC to act
specifically on RNAs of the complementary sequence. The targeted molecule
is bound and cleaved in the center of the target sequence. Afterwards, the
damaged RNA molecule is quickly degraded by cellular nucleases, while RISC
can go on through several rounds of cleavage (Haley and Zamore 2004). In
contrast to RNase H-mediated cleavage induced by AS ONs, this process takes
place predominantly in the cytoplasm (Fig. 1).

The overall mechanism of gene silencing mediated by dsRNA is conserved
in virtually all eukaryotes. In mammals, however, the presence of dsRNA
exceeding 30 bp in the cytoplasm can initiate the innate IFN immune response,
resulting in extensive cell death. This unspecific reaction, which has hampered
the use of RNAi in mammalian cells, can be avoided if 21mer siRNA molecules
are employed (Elbashir et al. 2001). siRNAs were shown to be extremely potent
inhibitors of target gene expression (e.g., Grunweller et al. 2003). They have
meanwhile been used to knock down a plethora of individual genes in cell
culture experiments in order to investigate gene function or to trace molecular
pathways (Silva et al. 2004). RNAi has also been applied in mouse models of
human disease (summarized in Sioud 2004; and the chapter by M. Sioud, this
volume). Comprehensive overviews on the current status and application of
RNAi methods are given in numerous recent reviews (e.g., Mittal 2004; Dorsett
and Tuschl 2004).

4.1
Designing Efficient siRNA Approaches

4.1.1
Selection of Efficient siRNAs and Suitable Targets

Targeted degradation of an RNA molecule triggered by siRNAs is a multistep
process. At least two factors are critical to its efficacy:

1. siRNA structure: The assembly of the RNAi enzyme complex RISC has been
shown to be dependent on thermodynamic characteristics of the siRNA
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with respect to the relative stability of both ends of the duplex (Khvorova et
al. 2003b; Schwarz et al. 2003). Based on these findings, several algorithms
have been developed to predict efficient siRNAs (e.g., Reynolds et al. 2004).

2. Accessibility of the target sequence: We and others have observed that
even a well-designed siRNA with excellent thermodynamic features may
show no silencing activity when the target region is sequestered in stable
internal structures (Kretschmer-Kazemi Far and Sczakiel 2003; Schubert
et al. 2005b). For example, targeting of the 5′-UTR of picornaviruses has
turned out to be particularly inefficient (Schubert et al. 2005a; Phipps et al.
2004; Saleh et al. 2004). This region is known to be highly structured, and
it associates with cellular and viral proteins, possibly precluding siRNAs
from hybridizing. Similarly, some viral RNA species have been found to be
resistant to degradation by RNAi: siRNAs directed against HIV-1, rotavirus,
and respiratory syncytial virus each afforded degradation only of the mRNA
species of the viruses, but did not interfere with viral genomic RNA of the
same sequence (Bitko and Barik 2001; Arias et al. 2004; Hu et al. 2002). This
observation is most likely due to extensive association of the viral genomic
RNAs with proteins or its localization to compartments inaccessible to RISC.

4.1.2
Delivery of siRNAs

Looking back on 20 years of effort with the delivery of ribozymes and AS ONs,
researchers today can benefit from a rich body of experience regarding ON
transfer into cells (see above and Seksek and Bollard 2004 for a review). Similar
to ribozymes, siRNAs can be delivered as presynthesized dsRNA molecules,
or they can be expressed intracellularly from plasmids. Transfection efficiency
for presynthesized siRNAs is usually quite high in standard cell lines, but the
silencing effect wears off in a matter of days as the intracellular concentration
of siRNA decreases due to cell division and degradation by cellular nucleases.
In addition, siRNAs have to be modified chemically to increase their nuclease
resistance in body fluids.

To achieve longer lasting knockdown, plasmid vectors have been designed
that afford continuous expression of short hairpin (sh)RNAs, which are intra-
cellularly processed to give siRNAs (Fig. 4; Mittal 2004). The use of plasmid
vectors allows for the selection of stably transfected cells that have been shown
to exert gene-silencing activity, even 2 months after vector delivery (Brum-
melkamp et al. 2002). Delivery of plasmid DNA using standard transfection
protocols, however, is often unsatisfactory, particularly when primary cells or
stem cells are concerned. More efficient uptake can be achieved by exploiting
the natural ability of viruses to infect host cells. Oncoviruses, lentiviruses,
adenoviruses, and recombinant adeno-associated viruses are the viral classes
most often employed as shuttles for delivery of transgenes into cells. An excel-
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Fig.4 Vector expression of siRNAs. In the first step, a self-complementary RNA, named short
hairpin RNA (shRNA), is expressed under control of a polymerase III promoter. The shRNA
is subsequently processed to give an siRNA by the endonuclease Dicer. An siRNA double
expression (SiDEx) vector can be employed to express two shRNAs directed against different
sites on the same target RNA simultaneously (Schubert et al. 2005a). Thus, mutations in one
of the target sites leading to abrogation of silencing can be compensated by the unaltered
efficiency of the second siRNA (for further details, see text)

lent comprehensive overview on viral delivery systems is given in the paper by
Thomas et al. (2003).

Systemic delivery into mice is usually performed by injecting the siRNA into
the tail vein in a large volume of liquid using high pressure, a method termed
hydrodynamic tail vein injection (Fig. 5). siRNAs are subsequently found to
be enriched in the liver. High-pressure injection, however, is not applicable to
humans, and more subtle ways of systemic administration need to be sought.
One of the most promising reports yet has come from Alnylam Pharmaceu-
ticals. In their study, an siRNA was conjugated with a cholesterol molecule.
This construct had substantially improved pharmacokinetic properties and
efficiently reduced plasma levels of endogenous apolipoprotein B in mice after
intravenous administration (Soutschek et al. 2004).

4.1.3
Specificity of siRNAs

siRNAs are considered highly specific molecular tools, but their capacity to dis-
criminate against mismatches seems to be dependent on the siRNA sequence
and position of the mismatched nucleotides. Unspecific effects of siRNAs have
been described in several reports. Semizarov et al. (2003) found induction of
genes related to stress and apoptosis at higher siRNA concentrations. Further-
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Fig. 5 Hydrodynamic tail vein injection: siRNAs are rapidly injected into the tail vein of mice
in a large volume of fluid. The siRNAs accumulate preferentially in the liver

more, off-target effects were detected by expression profiling, and induction of
the IFN response by shRNAs or siRNAs has also been reported (Jackson et al.
2003; Bridge et al. 2003; Sledz et al. 2003). Moreover, siRNAs were shown to
inhibit translation of partially complementary mRNA molecules by imperfect
hybridization in a microRNA-like manner (Doench and Sharp 2004; Scacheri
et al. 2004). Most siRNAs will have partial complementarity with one or more
human genes and are thus prone to unintended gene silencing. It is there-
fore advisable to employ only highly efficient siRNAs, so that low doses yield
sufficient results and side effects are expected to be minimized. For a further
discussion of relevant issues concerning efficiency and specificity of RNAi
approaches, see Hannon and Rossi (2004).

4.1.4
Viral Escape

Viruses often elude long-term inhibition by acquiring mutations that render
the antiviral compound ineffective. This problem has been observed in RNAi
approaches for sustained inhibition of both poliovirus and HIV-1 (Gitlin et al.
2002; Boden et al. 2003; Das et al. 2004). Although the siRNAs employed in these
studies inhibited viral propagation initially, virus titers increased again upon
prolonged incubation. Analysis of the resistant mutants revealed either a point
mutation in the target region or extensive rearrangements of the viral RNA.
Several strategies may be useful to prevent the enrichment of escape mutants.
One is targeting of conserved sequences that are less likely to yield viable virus
after mutation. Another is reducing levels of host cellular genes necessary for
viral entry or propagation, which has led to substantial reduction of virus titers
(Zhang et al. 2004; Novina et al. 2002). Cellular genes are less prone to mutation
and are therefore less likely to allow viral escape of silencing. When pursuing
such an approach, however, the risk of side-effects must obviously be addressed
thoroughly. In analogy to conventional combination therapy, a third strategy
to prevent escape-mutant enrichment involves two or more siRNAs being used
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simultaneously. We have recently described an siRNA double expression vector
(SiDEx) containing genes for two different siRNAs both targeted against the
RNA-dependent RNA polymerase of coxsackievirus B3 (Schubert et al. 2005a;
Fig. 4). Even when an artificial point mutation was introduced into the target
gene so that the respective mono-expression vector was no longer capable
of silencing, the double expression vector maintained high silencing activity.
Although we did not find any deleterious effect of the simultaneous use of
two siRNAs, it has been observed that different siRNAs present in one cell
may compete for access to the RNAi machinery (Bitko et al. 2005). Thus, the
efficiency of one siRNA may be compromised due to the presence of a second
species. Another difficulty in preventing viral escape may be the amount of
viral particles present in the blood of patients in the state of viremia. In HCV
infection, up to 107 virions per milliliter may be present in the bloodstream,
so that even 90% reduction of the titer may still leave enough virus particles
intact to allow escape. The highest efficiency knockdown is therefore even
more desirable.

4.2
Antiviral RNAi Approaches

Avast body of studies reporting the employment of RNAi for antiviral purposes
in mammalian cells has already been published. The extent of inhibition of viral
propagation measured in these studies is dependent on several factors, some
of which are choice of cell line, virulence and titer of the virus strain, siRNA
delivery method, time between infection and siRNA delivery, and the time
and method of readout and detection. It is thus difficult to make quantitative
comparisons between the studies or to draw conclusions as to a possible clinical
utility of individual compounds from cell-culture experiments. In the following
paragraphs, some studies will be discussed that are likely to lead to clinical
applications in the nearer future. We are aware of the fact that our selection
is biased. Comprehensive overviews of the classes of viruses that have been
targeted by RNAi are provided in the papers by Haasnoot et al. (2003) and
Ryther et al. (2005).

4.2.1
Respiratory Diseases

Influenza is a major threat for societies worldwide. At least 20 million people
died in the catastrophic outbreak of the virus in 1918. Influenza viruses are
enveloped, single-stranded RNA viruses whose genome is segmented into
eight parts of negative polarity. They are notorious for changing their outward
shape due to small mutations in the principal antigens. Thus, the virus may
escape protective immunity induced by a previously prevalent viral strain.
Vaccination can provide effective protection against influenza virus infection.
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In older or immunocompromised people, however, vaccination’s efficacy is
rather limited. Recently, warnings about the threat of an influenza pandemic
have been discussed in a news focus by Enserink (2004).

Ge and colleagues (2003) tested the antiviral effect of 20 siRNAs directed
against conserved regions of influenza A virus in cell culture and embryonated
chickeneggs.Threeof these siRNAswerepotent inhibitors of viral propagation.
While one siRNA reduced only the level of its specific target mRNA, two others
resulted in reduced levels of all viral RNA species. The authors conclude that
the targeted proteins have critical roles in viral transcription and replication.

About 1 year later, successful application of the previously identified siRNAs
in mice was reported in two studies. Tompkins and coworkers (2004) admin-
istered siRNAs by hydrodynamic tail vein injection followed by viral infection
16–24 h later. After 2 days, virus titers in the lungs were 10- to 56-fold lower
than in mice receiving an unrelated control siRNA. By day 18 post challenge,
60% of the animals treated with control siRNA had died, whereas mortality
was reduced to 10%–20% in siRNA-treated animals. A combination of both
siRNAs yielded 100% survival.

In the second study, siRNAs were administered complexed with polyethyl-
eneimine (PEI) by intravenous injection, a method compatible with use in hu-
mans (Ge et al. 2004). PEI-complexed nucleic acids were found predominantly
in the lungs. Reduction of virus titers 24 h after infection was approximately
tenfold, even when siRNAs were administered 5 h after infection. Also, plasmid
DNA coding for shRNAs was found to inhibit viral propagation in mice when
administered intravenously in complex with PEI or instilled in the lungs.

Recently, intranasal administration of siRNAs to the lungs has been reported
by two groups (Bitko et al. 2005; Zhang et al. 2005). The siRNAs were directed
against different regions of respiratory syncytial virus (RSV), a major respi-
ratory pathogen of the family Paramyxoviridae that contains nonsegmented
(−) strand RNA genomes (Barik 2004). When 5 nmol of an efficient siRNA
was administered intranasally with or without transfection agents, viral titers
were reduced in the lungs of mice by up to three orders of magnitude. In addi-
tion, siRNA-treated mice showed no signs of respiratory distress during up to
6 weeks of observation. When used against an ongoing infection, the antiviral
effect decreased, but remained clearly visible even when siRNAs were given
4 days after viral challenge.

The siRNA applied by Zhang and coworkers (2005) was directed against the
viral NS1 gene that antagonizes IFN-β signaling in the host. shRNA-expressing
plasmids complexed with nanochitosan, a natural, biodegradable polymer,
were delivered 2 days before viral inoculation. NS1 expression in the lungs was
diminished 18 h later, whereas other viral genes remained unaffected. This
observation lends further proof to the finding discussed above, namely that
the viral genomic RNA may be inaccessible to RNAi. IFN-β levels in the lung
tissue of mice were significantly increased in animals that received anti-NS1
shRNA before infection. Treatment with siRNA up to 3 days after infection still
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reduced virus titer in the lungs. Moreover, mice treated with NS1 shRNA 2 days
after infection showed a substantial decrease in lung inflammation compared
to control mice.

4.2.2
Viral Hepatitis

HBV is a partially double-stranded DNA virus of the Hepadnaviridae family
that primarily infects the liver. Although efficient vaccines are available, an
estimated one million people die every year of HBV-related diseases, and the
number of carriers lays around 350 million. Chronic infection can give rise
to liver cirrhosis and hepatocellular carcinoma. After having entered the cell,
the viral genome is transported to the nucleus, where four RNA species are
transcribed and exported to the cytoplasm. One 3.5-kb transcript, referred to
as pregenomic RNA, also serves as a template for reverse transcription. RNAi
cannot target the viral circular dsDNA that resides in cell nuclei of chronically
infected patients, but interference with one or more of the mRNA species
has been reported repeatedly. Replication of HBV is not supported by most
animals. Therefore, replication-competent plasmids have been developed that
mimic most of the steps of the viral life cycle in cell culture and small animals.

In what was one of the first reports on functional antiviral RNAi in mam-
mals, McCaffrey and colleagues (2003) co-injected shRNA expression vectors
and a plasmid containing an HBV replicon into the tail vein of mice, using hy-
drodynamic transfection. After 7 days, the livers of the animals were probed for
replicated genomic viral DNA and RNA transcripts by Northern and Southern
blotting. The shRNAs significantly reduced the level of HBV RNA and DNA.
Also, the amount of HBV surface antigen HBsAg in serum was decreased by up
to 85% using the most effective of the shRNAs under investigation. In addition,
however, two unexplained observations were reported: (1) An shRNA directed
against a site present only in the longest of the four mRNAs was found to reduce
not only the level of the targeted mRNA, but also levels of the other viral tran-
scripts. (2) Treatment with any shRNA including an unrelated control shifted
the balance of single-stranded and double-stranded genomic DNA towards the
single-stranded form. These data raise the possibility that shRNAs may have
sequence-independentantiviral effectswhosemechanismsareunknownasyet.

Chemically synthesized siRNAs were employed by Klein and coworkers
(2003) for tail vein injection together with the replication-competent HBV
plasmid. Both siRNAs inhibited expression of their target proteins in the liver
of mice. While the effect of one of the siRNAs was sustained for at least 11 days,
inhibition by the second siRNA ceased around day 5.

Uprichard and coworkers (2005) succeeded in clearing a preexisting HBV
geneexpression fromthe liverofmice.Antigen levels in the serum,RNAexpres-
sion, and the presence of replicative DNA intermediates were all significantly
reduced in transgenic mice containing an HBV-plasmid. shRNA-expressing
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vectors were administered by hydrodynamic tail vein injection of recombinant
adenoviruses. The antiviral effect was sustained for at least 26 days. Interest-
ingly, in this study the level of 3.5-kb RNA was somewhat less reduced than the
level of the 2.1-kb transcripts, although both species contained the target sites.
The reason for this observation lends itself to some speculation.

Another major hepatic pathogen is HCV (see above), which also cannot
easily be grown in cell culture. For this reason, plasmid replicons contain-
ing subgenomic fragments or the whole genome of HCV are used. To show
the general applicability of antiviral RNAi approaches in mice, McCaffrey
and colleagues (2002) used high-pressure tail vein injection to deliver a plas-
mid expressing a fusion construct of luciferase and the viral protein NS5B
to the livers of mice. When siRNAs or shRNA-expressing plasmids were co-
transfected with the reporter plasmid, 80% and 90% reduction of luciferase
expression over the whole body of the animals were measured, respectively.
Several groups have reported on siRNAs directed against different regions on
the mRNA of HCV that reduced viral RNA and protein levels (for a listing,
see Radhakrishnan et al. 2004; Randall and Rice 2004). Randall and colleagues
(2003) found a greater than 98% inhibition of RNA levels on transfection of an
efficient siRNA. This decrease may have its cause either in equal reduction of
HCV RNA in all cells, or in complete destruction of viral RNA in most of the
cells. Using immunofluorescence techniques, the authors found that indeed
almost all cells were completely clear of the HCV NS5A protein. Few cells,
however, fluoresced brightly, indicating that no detectable reduction in HCV
levels had taken place. To achieve sustained inhibition, stable transfection of
shRNA expression vectors has been performed. Wilson and colleagues (2004)
found a 70% reduction of HCV-gene expression when cells were challenged
with the replicon that had been stably transfected with shRNA 3 weeks earlier.
Zhang and coworkers (2004) used adenoviral delivery to knock down cellular
targets indispensable for HCV replication and achieved significant reductions
in HCV-expressing cells.

4.2.3
HIV

The greatest body of work regarding antiviral RNAi approaches has been
performed on HIV. As outlined above, efforts have already been taken to
inhibit the spread of this devastating virus by means of gene therapy employing
ribozymes. RNAi has proved significantly more potent than ribozymes in the
reduction of virus titers. Therefore, employing shRNA-expressing vectors for
gene therapy in settings that have been validated with ribozymes may boost
the efficiency of the approach.

Numerous siRNAs and shRNAs have been directed against different regions
on HIV RNA that successfully suppressed viral gene expression and replication
(see, e.g., the comprehensive list given in Haasnoot et al. 2003; Hannon and
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Rossi 2004). Early on, the question was raised which step of the viral life cycle
siRNAs would interfere with. Jacque and colleagues (2002) tested a number
of presynthesized siRNAs and plasmid-expressed shRNAs against the viral
vif and nef genes as well as the long terminal repeat (LTR). These siRNAs
suppressed the production of viral particles from an infectious HIV clone 20-
to 50-fold. The authors also found a dramatic inhibition of viral genomic RNA,
complementary (c)DNA, and integrated DNA. From these studies, it can be
concluded that the siRNAs employed in this case inhibited the viral life cycle at
an early stage. Somewhat different results, however, were presented by Hu and
coworkers (2002) who found no reduction of viral cDNA in cells that had been
transfected with potent siRNAs against viral gag and pol RNA. Coburn and
Cullen (2002) used siRNAs against tat and rev and noticed a slight decrease
in proviral DNA production that does not seem to be sufficient to explain the
massive drop in viral gene expression brought about by the siRNAs. If and
to what extent incoming viral RNA is accessible to RNAi is thus still under
discussion.

Viral escape has been shown to be a major problem when trying to inhibit
HIV-1 replication (seeabove). Several groupshave therefore turned to silencing
cellular genes necessary for viral propagation (Arteaga et al. 2003). Qin and
colleagues (2003) transduced T lymphocytes from uninfected individuals with
a lentiviral vector coding for an siRNA against CCR5, the viral coreceptor.
A tenfold downregulation of the expression of the receptor was observed that
led to a 3- to 7-fold protection against viral challenge. CCR5 may be a suitable
target for interference with HIV-1 entry because it is not essential for normal
immune function.

An elegant method of targeted delivery of a transgene coding for an siRNA
is to isolate hematopoietic progenitor cells that give rise to the hematopoietic
cells capable of being infected by the virus. These cells are then transduced with
the transgene of choice and reinfused into the patient. Banerjea and cowork-
ers (2003) have used a lentiviral vector to introduce an anti-rev siRNA into
primary CD34+ hematopoietic progenitor cells. The cells were subsequently
expanded in SCID-hu thy/liv grafts. After 60 days, the mice were sacrificed and
thymocytes were collected. In one animal, 3% of the cells were positive for the
transgene, whereas another animal showed 53% positivity. The in vivo-derived
thymocytes that were positive for the transgene were subsequently enriched
and challenged with HIV-1. siRNA-expressing thymocytes showed significant
protection against the viral challenge as long as 10 days post infection.

Because of the significant experience obtained with anti-HIV ribozymes and
the high relevance and urgent need for new and cheap HIV-therapeutics, hu-
man clinical trials employing the RNAi approach against viruses are expected
to begin soon (Hannon and Rossi 2004).
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4.2.4
Coxsackievirus B3

In our own research, we focus on the siRNA-induced inhibition of CBV-3,
which is a major myocardial pathogen that causes severe heart muscle in-
fections (see Sect. 2.2). In our opinion, CBV-3 is particularly well suited to
be targeted by siRNAs, since the virus has a cytoplasmic lifecycle. Complete
virus clearance by RNAi can be expected only for this type of virus, because
viral DNA genomes or DNA intermediates of retroviruses are not susceptible
to RISC-mediated cleavage (Fig. 1). Initial experiments with siRNAs directed
against the 5′-UTR of CBV-3 were unsuccessful, most likely due to the stable
secondary structure of this region of the viral genome. Subsequent efforts to
target the 3D RNA-dependent RNA polymerase with siRNAs, however, led to
a concentration-dependent inhibition of the virus. A plaque assay revealed a re-
duction of virus propagation by one log10 step (Schubert et al. 2005a). Another
aspect supports the idea to use RNAi approaches against coxsackieviruses. In
a clinical phase II trial, Kühl et al. (2003) demonstrated that IFN-β treatment
eliminates cardiotropic viruses and improves left ventricular function. The
effect of siRNAs is more specific than that of IFN-β, but the observed induction
of the IFN response by siRNAs (Sledz et al. 2003), an undesired side effect in
most cases, may prove beneficial in this application.

4.3
From Bench to Bedside

In evaluating the state of development that RNAi techniques have achieved,
we must ask: How long will it take until the first drug is approved that acts by
means of RNAi? Enthusiasm about this novel and highly efficient technique and
skepticismabout its applicabilityare inbalance for the timebeing.Expectations
may be somewhat limited, as 20 years of research on the medical application
of AS molecules has led to no more than a single approved AS drug of minor
commercial significance and one approved aptamer.

A number of companies like Alnylam Pharmaceuticals, Benitec, Interna-
tional Therapeutics, CytRx Corporation, Sirna Therapeutics, and Nucleonics
are developing siRNAs for the treatment of viral infections such as HIV, HCV,
and HBV, according to the companies’ respective Web sites. Two companies,
Sirna Therapeutics and Acuity Pharmaceuticals, have recently initiated phase I
clinical studies of siRNAs interfering with vascularization for treatment of age-
related macular degeneration. Results from these studies would be the first
clinical data available for siRNAs and may allow better-founded predictions on
the future of RNAi in therapeutic approaches.



282 S. Schubert · J. Kurreck

5
Conclusions

ONsare avaluable alternative to lowmolecularweight compounds for the treat-
ment of viral infections. AS ONs and ribozymes have been used for many years
to inhibit virus replication. Some of the most advanced molecules have even
been evaluated in clinical trials, and the only approved antisense drug to date
is an antiviral AS ON. Despite being well tolerated in the doses employed, AS
ONs and ribozymes frequently failed to provide convincing evidence for their
therapeutic benefit. The more recently developed RNAi technology, however,
is likely to overcome most of the problems of the aforementioned approaches
due to its higher efficiency. Only three and a half years after the initial de-
scription of gene silencing by siRNAs in mammalian cells, the first clinical
trials based on the principle of RNAi have commenced. Furthermore, siRNAs
against cancer and viral targets can be expected to enter the clinic soon. One
of the major problems of long-term inhibition of viruses is their ability to
escape any kind of treatment due to their high mutation rate. It will therefore
be advantageous to select sequences of the virus that are highly conserved.
In addition, several distinct regions of the virus should be targeted simulta-
neously with either siRNA double expression (SiDEx) vectors (Schubert et al.
2005a) or by combining different types of antiviral agents, e.g., ribozymes and
siRNAs (Michienzi et al. 2003). After the principle establishment of ONs as
antiviral agents, these techniques will offer the opportunity to rapidly develop
inhibitors of newly discovered viruses or variants of well-known viruses.
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Abstract In recent years there has been a greater appreciation of both the role of RNA in
intracellular gene regulation and the potential to use RNA in therapeutic modalities. In the
latter case, RNA can be used as a therapeutic target or a drug. The chapters in this volume
cover the varied and potent actions of RNA as antisense, ribozymes, aptamers, microRNA
and small hairpin RNA in gene regulation, as well as their use as potential therapeutics
for metabolic and infectious diseases. Our group has been involved in the development of
anti-HIV gene expression constructs to treat HIV. In this chapter, we address the relevant
scientific and some of the commercial issues in the use of RNA as a therapeutic. Specifically,
the chapter discusses delivery, expression, potency, toxicity and commercial development
using, as examples, hammerhead ribozymes and small hairpin RNA.

Keywords Ribozyme · RNAi · Gene therapy · HIV

1
Gene Regulation by Ribozymes and RNAi

Nucleic acid-based agents such as ribozymes have been used to regulate gene
expression and thereby dissect the function of biological pathways (Takagi
et al. 2002; Kamath et al. 2003; Waninger et al. 2004). In most recent times,
RNA interference (RNAi)hasbeenhighlighteddue to its easeofuse andefficacy
of gene suppression.
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Hammerhead ribozymes are so named for the secondary structure of the
minimized sequence shown by Haseloff and Gerlach (1988) to be required for
the trans cleavage of target RNA species. The hammerhead ribozyme is com-
posed of three helices: the first and third provide target specificity as binding
arms upstream and downstream of the target NUX triplet; the second forms
the characteristic catalytic core that binds magnesium and cleaves immediately
after the target NUX (Fig. 1a). The length and composition of each of the ham-
merhead ribozyme helices has been subjected to in vitro analysis and selection,
thereby providing a number of catalytic variations on the original minimized
ribozyme (Eckstein et al. 2001; McCall et al. 1992; Persson et al. 2002). The
intracellular efficiency of ribozyme cleavage is dependent on (1) the degree of
ribozyme expression (a major determinant of intracellular concentration) and
(2) co-localisation of the target and ribozyme. In terms of expression, a recent

Fig. 1a,b The hammerhead ribozyme (a) is shown, illustrating the characteristic hammer-
head catalytic motif, binding arms and the target mRNA indicating the NUX recognition
and cleavage site (b). An expressed hammerhead ribozyme needs to be integrated within
the host genome via gene transfer as part of, for example, a retroviral recombinant virus
(see Fig. 3 for procedure). Once integrated, the ribozyme is transcribed (1) and, if under the
control of a Pol II promoter, encodes a poly A tail signalling export from the nucleus into
the cytoplasm (2). In the cytoplasm, the ribozyme-containing RNA transcript binds to the
target RNA by Watson-Crick base pairing (3), resulting in the cleavage of the target RNA (4)
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study has demonstrated an additional loop sequence in helix I that appears to
enhance cis cleavage under intracellular conditions (Khvorova et al. 2003).

RNAi has proved very effective at gene suppression. For the most part, this
has been due to the high success rate of designing and applying RNAi to a wide
variety of cell culture and animal experiments. The RNAi pathway exists in
both plants and animals; in plants it is an integral part of providing protection
from viruses (Waterhouse et al. 2001). In contrast, mammals have higher order
pathways to deal with viral infection [interferon, double-stranded (ds)RNA-
activated protein kinase (PKR), 2′-5′ oligo adenylate synthetase (OAS)] and in
this case the RNAi pathway appears to have an important role in the process-
ing of microRNAs (miRNA)—shown to regulate host gene expression during
development and cellular differentiation (Lau et al. 2001). The mode of ac-
tion is shown in Fig. 2 and summarised briefly here. RNA that is expressed
by a polymerase III promoter as a hairpin or as separate sense and antisense

Fig. 2 The active and targeted component of the RNAi pathway is derived artificially by the
integration of an expression cassette aimed at producing a hairpin RNA transcript that has
homology to the RNA marked for down regulation. Most applications of this technology
utilize Pol III promoters where transcription (1) results in a small hairpin RNA retained in
the nucleus. The hairpin is recognised by an enzyme called Drosha (and other unknown
proteins) and undergoes modification before being exported from the nucleus by Exportin 5
(2). In the cytoplasm, the dsRNA portion of the hairpin is recognised by an enzyme known
as Dicer that cleaves the RNA 21–23 bases from the 5′-end of the RNA transcript (3), forming
the characteristic siRNA molecule (4). Some investigators deliver siRNA directly to the cell
to intervene in the RNAi pathway at this point although the processing of small hairpin
(sh)RNA is thought to be a more efficient way of using this pathway for gene suppression.
The siRNA is included into an RNA protein complex known as the RNA-induced silencing
complex (RISC) that uses the antisense portion of the siRNA as a guide for binding target
RNA (5). Once bound the target RNA is cleaved and degraded (6)
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RNA is recognised in the nucleus by an RNAse III enzyme, Drosha. The par-
tially processed hairpin is then exported from the nucleus to the cytoplasm
by Exportin 5 (Yi et al. 2003) and binds with a protein complex that contains
Dicer (Bernstein et al. 2001). Dicer cleaves the hairpin into the effector RNA
fragments termed small interfering (si)RNA. These are 19-base dsRNA species
with two 3′ overhangs (Elbashir et al. 2001). Direct delivery of siRNA to a cell
bypasses the nuclear processing steps and, like the processed siRNAs, enters
the RNA-induced silencing complex (RISC). RISC mediates cleavage of the tar-
get RNA sequence using the specificity provided by the bound antisense RNA
strand and the catalytic activity of the RISC protein component Ago2 (Meister
et al. 2004; Liu et al. 2004). Research continues towards the discovery of other
cellular proteins involved in this pathway (Denli et al. 2004).

2
Delivery and In Vivo Toxicity

Delivery has long been the major issue for gene therapy. A search of one
of the major gene therapy clinical trial databases (http://www.wiley.co.uk/
genetherapy/clinical/) shows that most gene transfer studies aim to treat can-
cer using direct injection of viral or naked DNA preparations (Edelstein et al.
2004). The goal of these trials is to either increase the sensitivity of tumour cells
to apoptosis or deliver tumour antigens to promote an anti-cancer immune
response. Another major mode of gene transfer investigated to date is the ex
vivo transduction and subsequent reinfusion of autologous cells into patients.
This delivery approach using haematopoietic stem/progenitor cells [with the
caveat of observed toxicity in certain X-linked severe combined immune de-
ficiency syndrome (SCID-X1) patients] was successful in treating SCID-X1
(Hacein-Bey-Abina et al. 2002; Cavazzana-Calvo et al. 2004; Gaspar et al. 2004)
and adenosine deaminase deficient (ADA)-SCID (Bordignon et al. 1995; Aiuti
et al. 2002a,b) patients. It has also been applied clinically to potentially gen-
erate human immunodeficiency virus (HIV)-protected cells (Kohn et al. 1999;
Kang et al. 2002; Amado et al. 2004). Tempering gene therapy successes to
date, a patient death after direct injection of an adenoviral preparation and the
development of lymphoproliferative disease/leukaemia in three of the patients
treated in the SCID-X1 clinical trial have highlighted some of the potential
risks of this new form of treatment (discussed later in this section).

The ex vivo transduction approach is illustrated in Fig. 3. The patient re-
ceives granulocyte colony stimulating factor (G-CSF) to mobilise haematopoi-
etic stem cells from the bone marrow into the peripheral blood (Hubel and
Engert 2003). The protocols for this procedure were pioneered in the bone
marrow transplantation setting, and a basic protocol involves the systemic
administration of 10 µg/kg of G-CSF followed by blood collection (apheresis).
Apheresis is performed as an outpatient procedure and nucleated (predomi-
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Fig. 3 Flow diagram of the out-patient procedure for the ex vivo transduction and re-
infusion of genetically modified cells. Prior to apheresis the patient receives granulocyte
colony stimulating factor to mobilise stem cells from the bone marrow into the peripheral
blood system. After mobilization, the cells in peripheral blood are apheresed (1) and the
stem cells separated by the CD34+ surface marker (2). The stem cells are then cultured
with recombinant virus that encodes the gene therapy. The recombinant virus illustrated
contains a simple transfer vector composedof a long terminal repeat (LTR) (hatched)driving
expression of a therapeutic gene (cross-hatched). In the final step, gene-modified cells are
re-infused into the patient

nantly mononuclear) cells from the equivalent of one to several blood volumes
can be collected. Following this, the haematopoietic stem/progenitor cells are
collected, generally using a CD34 antibody/bead complex and the cells cultured
with cytokines to drive them into cycle. They are then transduced, harvested
and reinfused to the patient. Reinfusing 1×106 CD34+ progenitor cells per
kilogram is enough cells to rescue a person after bone marrow ablation (Chao
and Blume 1990). In gene-therapy settings, larger doses of cells ranging from
2×106 to 5×106 cells/kg can be achieved to improve engraftment with gene-
modified cells (Cavazzana-Calvo et al. 2000; Bordignon et al. 1995; Amado
et al. 2004; Gaspar et al. 2004). For most applications, ex vivo transduction
has utilised retroviral vectors encoding the therapeutic gene; this requires the
cells be induced into cycle prior to exposure to the recombinant virus (Nolta
and Kohn 1990). The induction of cell cycling does not appear to compro-
mise stem/progenitor cell pluripotency—gene-modified cells of myeloid and
lymphoid lineages have been reported in the peripheral blood system using
this protocol (Kobari et al. 2000; Amado et al. 2004). In our own studies using
this method, we have observed cell marking and gene expression greater than
3 years post infusion in T lymphocytes and monocytes (Amado et al. 2004).
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Important aspects of future research in this field will include the search for
the most appropriate stem/progenitor cells for a given application and the use
of other retroviral vectors, such as lentiviral vectors that do not require the
cycling of cells for transduction (Uchida et al. 1988; Naldini 1998; Douglas et al.
2001).

The occurrence of two cases of leukaemia (and a third with lymphoprolif-
erative disease at the time of writing) in SCID-X1 children receiving retroviral
gene therapy has been discussed within the field since early 2003. The theo-
retical occurrence of a mutagenic event caused by the integration of a trans-
gene into or near to an oncogene was known; however, it was thought to be
negligible using retroviral-incompetent vectors, given the data showing no
leukaemia developing in mice, large animals and approximately 1,800 patients
that had received retrovirus-modified cells. There was a previous single report
of leukaemia development in mice. A retroviral vector containing the nerve
growth factor receptor (NGFr) genewas shown to integratewithin the ecotropic
viral integration site-1 (Evi-1) in haematopoietic progenitor cells, giving rise
to a single leukaemic clone within one of the five primary transplanted mice.
Bone marrow was collected from primary transplanted mice, pooled and then
re-transplanted into secondary mice. All 10 secondary transplant mice devel-
oped haematopoietic disorders within 22 weeks. In these mice the development
of leukaemia appeared to be due to the combination of NGFr and Evi-1 (Li et al.
2002). In the SCID-X1 trial, the two children who presented with leukaemia
were the youngest, while the recent third child was 8 months of age at the time
of infusion. SCID-X1 is an immune deficiency caused by the absence of a gene
located on the X chromosome encoding interleukin (IL)-2γc, an essential com-
ponent of the IL-2, -4, -7, -9, -15 and -21 receptors and therefore essential to the
maturation of T cells during thymopoiesis (Buckley 2004). This clinical work is
considered the first major success for gene therapy with all patients developing
T cells and 9 out of 11 a large number of T cells with diverse T cell repertoire that
was curative (Cavazzana-Calvo et al. 2000; Hacein-Bey-Abina et al. 2002). For
the first two children affected by the leukaemic serious adverse event, the gene
therapy procedure was directly implicated in the development of leukaemia.
The malignant cells from both patients were characterised by an insertion of
the retrovirus bearing the γ common chain complementary (c)DNA in or near
to the LMO2 gene locus, a gene known to be involved in T cell leukaemia in
mice and humans (Hacein-Bey-Abina et al. 2003). However, this finding alone
could not fully explain the development of leukaemia, as the other patients
in retroviral-based clinical trials had not developed leukaemia after retroviral
gene transfer, and the probability of each patient bearing at least one LMO2
insertion was high. Additional contributing factors have been summarised as
(1) the transgene itself (Dave et al. 2004), (2) the age of the children (relatively
immature haematopoietic system), (3) the massive proliferation of T cells in
response to the introduction of the γ common gene in these cells and (4) the
disease itself. Up to the recent report on the third child, these events did not
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preclude the continuation of SCID-X1 trials, although there was a requirement
for additional patient screening and the FDA evaluated it on a case-by-case
basis (UK clinical trials were also successful and did not actually stop) (Berns
et al. 2004; Gaspar et al. 2004).

Direct administration of vector to the patient is conceptually and logistically
simpler; the vector can be introduced to the site (e.g. cancer) or systemically
introduced. However, targeting gene delivery vectors to appropriate body sites
is not a trivial undertaking and there has been very limited success to date. This
is reflected in the majority of in vivo procedures being dependent on localising
the delivery vehicle to the site of action (e.g. a tumour) by direct injection.

Adenoviral vectors have been used extensively for this purpose and their
use was subject to considerable debate following the death of an adolescent
in Philadelphia who was enrolled in a gene therapy trial for the treatment of
partial ornithine transcarboxylase deficiency. This condition, due to the in-
born error of urea synthesis (Lindgren et al. 1984; McCullough et al. 2000),
leads to the build-up of ammonia causing death if not controlled. The patient
received 6×1011 particles/kg, (the highest dose in the clinical trial) by direct
injection into the right hepatic artery (Raper et al. 2001). Within 18 h, clinical
signs of an adverse reaction were apparent and this led to systemic inflamma-
tory response syndrome and ultimate failure of the lungs, resulting in death
(Raper et al. 2003). In addition to clinical documentation that was found to
be deficient, relevant issues included the relationship between dose of vector
and toxicity—this did not appear to be linear and had substantial subject-to-
subject variability. The NIH report (2002) inter alia, stated that deciphering
the reasons why one patient reacted so violently has yet to be determined but
will be important to the future of this form of gene therapy.

In 2003, a drug license was granted in China for a recombinant Ad-53 gene
therapy for squamous cell carcinoma of the head and neck (SCCHN: Pearson
and Jia 2004). SCCHN is a common cancer and, despite recent advances in
treatment, still presents a major clinical challenge. This is the world’s first
commercially available gene therapy and we review here the important points
associated with this product as an example of a directly injected gene therapy.
p53 is a critical modulator of the cellular response to exogenous and endoge-
nous stress and has a central role as a tumour suppressor. Inactivation of one
or more components of the p53 network is a common event in human tumours
(for review see Gasco and Crook 2003). There are several biotechnology firms
in phase II or later clinical development based on a similar principle of deliv-
ering a gene directly to the tumour to restore or initiate apoptotic processes.
In data directly related to the approved gene therapy, adenovirus encoding the
p53 gene was administered weekly by direct injection of 1×1012 viral particles
into the SCCHN. In combination with radiotherapy, 64% of late stage tumours
completely regressed and 32% showed partial regression. (These data are from
the SiBiono Web site www.Sibio.com, and to date they have not appeared in the
peer-reviewed literature.)
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As for classical small molecules, toxicity is also an issue for gene therapy;
it is being addressed both in pre-clinical models and by the close monitoring
of patients throughout the clinical trial period and in follow-up (Nyberg et al.
2004).

3
Expression

The expression of non-host RNA in a cell must also be considered, given
that cells have evolved elaborate mechanisms for detecting and eliminating
foreign RNA and DNA, for example, from viruses. The measures evolved by
viruses to ensure the uptake and expression of their own genetic material
perhaps highlight the need to be sophisticated in attempts to transfer genetic
material to human cells. There has been a relatively high degree of success
using constitutive and inducible expression systems in human cells. A wide
variety of promoters have been used to constitutively express genes including
ribozymes and small hairpin (sh)RNAs that are Pol II- and Pol III-dependent
(Brummelkampetal. 2002). It isnot just expressionper se; akey issueappears to
be the intracellular location, in that investigators have demonstrated the need
to co-localise the target and therapeutic RNA (Kuwabara et al. 2001; Bertrand
et al. 2001). This is particularly true for ribozymes that do not utilise a host
protein system for activity. Examples of promoters used for ribozymes include
the murine leukaemia virus (MLV) LTR (Sun et al. 1994), transfer (t)RNA
(Thompson et al. 1995), viral-associated RNA I (VAI) (Cagnon and Rossi
2000), small nuclear RNA U1 (De Young et al. 1994), small nuclear RNA U6
(U6) (Ilves et al 1996), cytomegalovirus (CMV) (Mahieu et al. 1994) and simian
virus 40 (SV40) (Chen et al. 1992). For shRNA constructs, Pol III promoters
(H1 and U6) have been the promoters of choice; they act to release the RNA
transcript in the nucleus, after which the therapeutic is transported to the site
of action by the RNAi cellular machinery (Brummelkamp et al. 2002; Miyagishi
and Taira 2002). The nuclear localisation of shRNA, particularly those longer
than 30 bases, is important to avoid the anti-viral response proteins, such as
PKR, located in the cytoplasm (Wang et al 2004).

Tight control of transgene expression represents a major goal for this field.
This has become increasingly apparent with recent publications focusing on
the off-target effects that can occur with any RNA-based therapy where partial
homology with host sequence results in activity not predetermined by design
(Jackson et al. 2003).

In addition, the development of inducible promoter systems is an area of
active research likely to be applied to clinical applications where expression
needs to be modulated rather than constitutive. In terms of induction, these
expression systems may respond to a disease stimulus—an example being
the HIV-LTR that would express in response to an actively replicating (tat



Therapeutic Ribozymes and shRNA 297

producing) HIV (Weerasinghe et al. 1991; Unwalla et al. 2004). In another
form, expression responds to an administered pharmacological agent such as
an antibiotic or a small molecule.

There are numerous examples of inducible systems in the literature (for
review see Toniatti et al. 2004). By way of example, the development of the Tet
Off/On system is worthy of summary here. The Tet system is based on a DNA-
binding protein that binds to a sequence in the prokaryotic Tet-resistance
operon. In its native form, the Tet repressor (TetR) binds to the DNA sequence
preventing transcriptionand in thepresenceof tetracycline (orderivatives such
as doxycycline) undergoes a conformation change, removing its DNA-binding
capacity. When bound to the gene activation domain VP16, the TetR–VP16
protein induced expression and in the presence of the antibiotic transcription
was shut down. This so-called Tet-Off system was not ideal, as the shutting
down of the system required the presence of the exogenous agent (tetracy-
cline) (Baron and Bujard 2000). Mutagenesis of the TetR–VP16 fusion protein
reversed the binding properties such that in the presence of the exogenous
agent, TetR–VP16 bound to the DNA and induced expression (Tet-On sys-
tem) (Urlinger et al. 2000). While this system was shown to be specific in its
gene induction, there was considerable basal gene expression in the absence
of bound TetR–VP16. The isolation of variants of the TetR–VP16 greatly en-
hanced the induction of the expression system and eliminated the basal gene
expression to a point where it could be considered for clinical application
(Urlinger et al. 2000; Lamartina et al. 2003). Importantly, the fusion protein
TetR–VP16 has been shown to be non-immunogenic in mice, a feature that
needs to be demonstrated in humans for it to be widely applied. Antibiotics
have been used extensively in humans, and tetracycline and doxycycline have
both been shown to have good safety profiles, making their use as activators
of gene therapeutics feasible (Klein and Cunha 2001). The relevant features
of the Tet-On system are more broadly applicable and can be summarised as:
a switched on rather than a switched off system; specificity for transgene ex-
pression cassette; bioavailability and reversibility of induction for safety; low
basal activity; high inducibility; dose dependence; and low immunogenicity.

4
Potency, Dose and Toxicity

Potency and toxicity is the double-edged sword of dosing that is negotiated
for all drugs. For gene therapy, dose can refer to the number of viral particles
directly injected into a tumour, the number of stem/progenitor cells re-infused
into a patient, the number of cells derived from gene-modified stem cells
over time or the amount of intracellular expression of a gene therapeutic.
The balance of potency and toxicity is well documented in the small-molecule
literature, and the relatively transient nature of these types of drugs, and the
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ability to determine the duration of the effect in animal models, make at
least some of the issues related to dose quantifiable. The effects that are not
always readily quantifiable are those that include long-term biological effects,
for example on-going liver damage. Gene therapy using expression constructs
aims to give long-lasting effects from a single or infrequent dose; this makes
measuring the relevant dose and potential toxicities in a way more complex
and less well defined. The NIH has recommended guidelines for the long-term
monitoring of patients as a way to address the presently unknown aspects of
gene therapy.

5
Commercial Development

As in any new field, there has been considerable commentary on the potential
of gene therapy. Such commentary has been punctuated by the hype of this
new technology and the lows of unrealised expectations and adverse events.
Throughout, the themes of safety, efficacy, cost and availability have come to
the fore. However, the commercial model that would apply is not obvious. Is it
a ‘bottle’ of drug that is administered, or should one consider the delivery and
logistics? In particular, what is the product/service and how is the treatment
going to be given to patients? The overall cost of a product can be divided into
the following areas: (1) composition, (2) development, including clinical trials
and (3) administration/monitoring. The first cost (composition) needs to take
into account that any one gene therapeutic will be composed of ‘bits and pieces’
derived from different researchers each with its own intellectual property; for
example, a relatively ‘simple’ gene therapeutic would still be composed of
a delivery vector, a promoter and a therapeutic gene. In terms of the second
cost, the pre-clinical and clinical work will have determined the means by
which patients are treated, and in a way this will lead to the commercial model.
The logistics of treating patients is a major issue, particularly in procedures
that require the ex vivo manipulation of cells (refer to Fig. 3).

The economic reality of this process has not yet been trialed, and there
are obvious advantages for gene therapies that are directly injected into the
patient. Another issue common to all forms of gene therapy is the requirement
for long-term monitoring of patients that have received therapy (Nyberg et al.
2004). This is a significant commitment.

6
Summary

Hammerhead ribozymes and expressed dsRNA have shown activity for a wide
range of individual mRNA targets in tissue culture and as randomised libraries
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in in vitro selection systems. As such, they have demonstrated their potential as
regulators of gene expression in the context of disease. The intracellular activity
of a gene therapeutic is the first significant step in the design and development
of a product based on genetic manipulation. In this chapter we have reviewed
the additional importance of delivery and expression, the potential toxicities
of expressing therapeutic RNA in a cell and some of the commercial issues
associated with the development of RNA as a drug.
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Abstract The SELEX technique (systematic evolution of ligands by exponential enrichment)
provides a powerful tool for the in vitro selection of nucleic acid ligands (aptamers) from
combinatorial oligonucleotide libraries against a target molecule. In the beginning of the
technique’s use, RNA molecules were identified that bind to proteins that naturally interact
with nucleic acids or to small organic molecules. In the following years, the use of the
SELEX technique was extended to isolate oligonucleotide ligands (aptamers) for a wide
range of proteins of importance for therapy and diagnostics, such as growth factors and
cell surface antigens. These oligonucleotides bind their targets with similar affinities and
specificities as antibodies do. The in vitro selection of oligonucleotides with enzymatic
activity, denominated aptazymes, allows the direct transduction of molecular recognition
to catalysis. Recently, the use of in vitro selection methods to isolate protein inhibitors has
been extended to complex targets, such as membrane-bound receptors, and even entire
cells. RNA aptamers have also been expressed in living cells. These aptamers, also called
intramers, can be used to dissect intracellular signal transduction pathways. The utility of
RNA aptamers for in vivo experiments, as well as for diagnostic and therapeutic purposes,
is considerably enhanced by chemical modifications, such as substitutions of the 2′-OH
groups of the ribose backbone in order to provide resistance against enzymatic degradation
in biological fluids. In an alternative approach, Spiegelmers are identified through in vitro
selection of an unmodified d-RNA molecule against a mirror-image (i.e. a d-peptide) of
a selection target, followed by synthesis of the unnatural nuclease-resistant l-configuration
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of the RNA aptamer that recognizes the natural configuration of its selection target (i.e.
a l-peptide). Recently, nuclease-resistant inhibitory RNA aptamers have been developed
against a great variety of targets implicated in disease. Some results have already been
obtained in animal models and in clinical trials.

Keywords SELEX (systematic evolution of ligands by exponential enrichment) ·
In vitro selection · RNA aptamer · Aptazyme · Intramer · Spiegelmer ·
Therapeutic applications of aptamers

1
Introduction

All RNA molecules and proteins existing in living organisms are the product
of a natural selection process. This process has been reproduced in in vitro
experiments, also denominated as directed evolution or evolutionary engi-
neering, where heterogeneous populations of RNAs in a defined environment
are selected for desired properties. Molecules possessing these properties have
a selection advantage and are therefore enriched in the heterogeneous pop-
ulation, whereas non-functional molecules are being gradually eliminated.
Directed evolution methods can be based on site-directed mutagenesis or re-
combination of already existing molecules or the identification of functional
RNAs from combinatorial synthesized libraries. Directed evolution methods
such as the SELEX (systematic evolution of ligands by exponential enrichment)
technique have been employed in the last decade to develop RNA and DNA
molecules with desired binding properties. In this chapter, we shall only refer
to the in vitro selection of high-affinity RNA molecules or of RNA molecules
with enzymatic activities.

The SELEX technique goes back to the original work of Gold and co-workers
(Tuerk and Gold 1990) who used a partial random RNA pool to select high-
affinity binders against the RNA binding site of T4-DNA polymerase. One of
the selected RNA species was identical to the wild-type sequence found in
the bacteriophage messenger (m)RNA, whereas the second selected sequence
differed from the wild-type sequence. Based on these findings, the authors
suggested that affinity RNA ligands could conceivably be developed for any
target molecule. In fact, over the following years, RNAs were identified by in
vitro selection, binding to target molecules that are not known to naturally
bind RNA. As these high-affinity RNA-target binders possess a unique bind-
ing specificity and are capable of differentiating between very similar target
molecules, they are also referred to as aptamers (from the Latin root aptus,
meaning fit) (Ellington and Szostak 1990; Sassanfar and Szostak 1990). Tar-
gets against those RNA aptamers have been developed include small organic
molecules such as ATP and organic dyes (Ellington and Szostak 1990; Sassanfar
and Szostak 1990), growth factors such as nerve growth factor (NGF) (Binkley
et al. 1995), basic fibroblast growth factor (b-FGF) (Jellinek et al. 1995), vascu-
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lar endothelial growth factor (VEGF) (Ruckman et al. 1998), hormones such as
substance P (Nieuwlandt et al. 1995) and neuropeptide Y (Proske et al. 2002),
antibodies (Hamm 1996; Lee and Sullenger 1997), enzymes (Zhang et al. 2003),
disease-related prion and amyloid proteins (Ylera et al. 2002; Weiss et al. 1997),
and cell-surface antigens (Davis et al. 1998). In vitro selection procedures for
RNA aptamers have been developed for complex targets including receptor
proteins that are only functional in their membrane environment (Ulrich et al.
1998, 2004; Homann and Göringer 1999), and for even entire cells (Homann
and Göringer 1999; Ulrich et al. 2002).

RNA aptamers with catalytic activity (aptazymes) have also been identified
by in vitro selection processes. This approach is based on the observation
that in addition to the already binding properties, RNAs may possess catalytic
activity. Natural-occurring RNA enzymes (ribozymes) include various self-
cleaving RNAs, i.e. hammerhead, hairpin and hepatitis-δ virus ribozymes
(reviewed by Doherty and Doudna 2000). SELEX procedures aim at changing
the function of already-known ribozymes, at understanding the mechanism
by which ribozymes catalyse chemical reactions (Michel et al. 1990) and at
the development of new aptazymes (Robertson and Joyce 1990; Wilson and
Szostak 1995; Hager et al. 1996; Hager and Szostak 1997; Tuschl et al. 1998;
Hesselberth et al. 2003; Robertson et al. 2004).

2
In Vitro Selection of Functional Nucleic Acids

The SELEX method (Tuerk and Gold 1990; Ellington and Szostak 1990) is
a powerful tool for the in vitro selection of nucleic acids capable of a desired
function from combinatorial oligonucleotide libraries (DNA or RNA) with di-
versities up to 1015 different molecules and possible secondary and tertiary
structures. This technique involves reiterative selections with increasing strin-
gency and amplification of only those sequences that display a target function
within a huge population of random RNA molecules (see Fig. 1 for a scheme
of the SELEX procedure).

For SELEX, a partial random oligonucleotide is created by chemical synthe-
sis containing an inner region, commonly containing 15–75 random position,
that is flanked on both sides by constant sequences, one of them containing a T7
promoter site. Primers, complementary to the constant site, are designed for
second-strand synthesis and PCR amplification of the chemically synthesized
DNA pool. In vitro transcription of the double-stranded DNA template us-
ing T7-RNA polymerase yields the original RNA pool containing at least 1012

different sequences and possible secondary and tertiary structures. 2′-F- or
2′-NH2-modified pyrimidines instead of 2′-OH-pyrimidines may be used for
the in vitro transcription reaction in order to produce nuclease-resistant RNA
molecules. RNA molecules are purified from protein contaminations, heat-
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Fig. 1 In vitro selection of RNA aptamers by systematic evolution of ligands by exponential
enrichment. High-affinity binders (aptamers) are identified from an RNA library containing
up to 1015 random sequences and different shapes by reiterative selection against a target
(see text for further explanation). The RNA can be stabilized against nuclease attack before
the selection process by incorporating modified pyrimidines into the transcripts. Post-
SELEX stabilization of already-selected RNA aptamers includes O-methylation of purines
and chemical synthesis of l-RNA enantiomers (Spiegelmers) (see also Fig. 4)

denatured and renatured at room temperature to induce proper folding. This
RNA pool is now presented to its target molecules in an excess of RNA over pos-
sible target-binding sites to ensure binding and subsequent selection of only
high-affinity binders. High-affinity binders are eluted from the target using an
antagonist competing for the same binding site on the target. These selected
ligands are amplified using RT-PCR procedures to give the second-generation
DNA pool. In vitro transcription of the obtained DNA provides the RNA pool
for the next SELEX cycle. During initial SELEX rounds, a target-binding popu-
lation is established in the heterogeneous RNA pool. The following reiterative
cycles are carried out with increasing stringency until non-functional RNA
molecules are entirely removed and only the highest-affinity RNA molecules
have survived the selection process. At this stage, no further increase in binding
affinity of the RNA population towards the target can be achieved. This final
RNA pool that has been purified to a homogenous population of target binders
is reverse-transcribed to DNA, and individual clones are identified from iso-
lated clones by DNA sequencing. One expects that selected functional RNA
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aptamers share common structural motifs, i.e. short conserved nucleotide
sequences that are found in most of the previous random sequences of the
cloned aptamers. Aptamers falling into structural classes are screened for
binding and desired biological activity. As conserved motifs are often located
in stem-loop regions, which are responsible for aptamer-target interactions,
final efforts lie in truncation of the full-length aptamer to a minimal size that
is still active. Truncated aptamers can be easily modified at precise positions
and reporter groups, i.e. fluorescence tags can be attached (reviewed by Ulrich
et al. 2004).

3
Applications of SELEX

3.1
Development of Aptazymes

A variation of the aptamer selection strategies can be used to identify novel
RNAmoleculeswithcatalyticactivity (aptazymes), thereby transducingmolec-
ular recognition of aptamers to catalytic activity. In this case, catalytically ac-
tive RNA molecules within in a pool of largely inactive RNA molecules need to
be selected. As aptazymes bind to their substrates with high affinity, it is possi-
ble to combine SELEX procedures based on affinity selection and identification
of catalytic properties.

Themajorityof invitro selections foraptazymeshave targetedphosphoester
transfer reactions. Therefore, most RNA molecules with enzymatic activity
developed by an in vitro selection possess either RNA cleavage activity, such as
hammerhead ribozymes (Koizumi et al. 1999) and group I self-splicing introns
(Beaudry and Joyce 1992; Thompson et al. 2002), or RNA ligase activity (Ekland
et al. 1995; Robertson and Ellington 1999, 2001; Robertson et al. 2004).

Wilson and Szostak (1995) selected a self-alkylating biotin-utilizing ri-
bozyme. The process for enzymatic self-alkylation occurs by a SN2 mechanism
that is in principle the same as the mechanism of hydrolysis, phosphoryl and
acyl transfers of RNA molecules already mentioned.

As a first step, an RNA species was enriched in the pool, binding to the
substrate (biotin). The conserved region of the selected aptamer was again ran-
domized and a second process of SELEX cycles was initiated in order to identify
self-alkylating ribozymes using N′-biotinoyl-N′-iodoacetyl-ethylenediamine
(BIE) as an internal substrate. In vitro transcription reactions in the presence
of 8-mercaptoguanosine yielded RNA transcripts with a single free thiol po-
sition at its 5′-end. Aptazymes catalysing self-alkylation (covalently linking
biotin to their 5′-end) were subsequently identified by retaining biotinylated
RNA molecules on streptavidin agarose.
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As a further achievement, allosteric-activated ribozymes (RNA molecular
switches), were identified by in vitro selection from random RNA libraries
(Koizumi et al. 1999; Robertson and Ellington 1999, 2001; Robertson et al.
2004).

Robertson and Ellington (1999, 2001) developed an in vitro selection proce-
dure for ribozyme ligases, which are activated by binding of a second molecule
to an allosteric site. After randomizing an already selected ribozyme ligase,
variants of this enzyme were selected in the presence of a protein cofactor such
as tyrosyl-t RNA synthetase or hen egg-white lysozyme. Ribozyme ligases
were identified whose enzymatic activities were enhanced several thousand
fold in the presence of their respective protein cofactor. The identification of
RNA enzymes containing molecular switches may be interesting for thera-
peutic approaches. For instance, hammerhead ribozymes are promising for
cleaving oncogene-coding RNA and blocking replication of RNA viruses and
retroviruses.

3.2
Development of Novel Binding Species

RNA molecules binding to their targets with high affinity were first developed
forproteins that areknown tonaturally bindRNA(TuerkandGold1990). In the
following years, the technique was extended for isolating high-affinity binders
against growth factors and other molecules that can be presented as purified
protein for aptamer selection (reviewed by Jayasena 1999). The notion that
aptamers recognize particular epitopes in a similar way as antibodies do, and
bind with dissociation constants (Kd) of up to a picomolar range to their targets
led to the suggestion that aptamers could substitute antibodies in certain
applications (Xu and Ellington 1996; Tasset et al. 1997; reviewed by Ulrich et al.
2004). Recently, aptamers against complex targets such as membrane proteins
or cell membranes have been developed by subtractive SELEX procedures
in which unspecific binding oligonucleotides are discarded and only target
binders are enriched in the selection pools (Ulrich et al. 2002; Daniels et al.
2002). The introduction of modified pyrimidines and the synthesis of l-forms
of aptamers have largely increased nuclease-resistance of RNA aptamers and
subsequently their applications for in vitro and in vivo studies (reviewed by
Kusser 2000; Vater and Klussmann 2003; details in Sect. 4).

3.2.1
Aptamers as Modulators of Protein Function In Vitro

Aptamersbind toaparticular epitopeon their targetproteins andhavebeende-
veloped into effective tools for studying mechanisms of receptors and enzymes,
as well as for dissecting intracellular signal transduction pathways. Depend-
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ing on the competitor used for displacement of target-bound RNA molecules
during in vitro selection, aptamers inhibit target-protein function by either
binding to the catalytic site of an enzyme or the agonist-binding site of a re-
ceptor or binding to an allosteric site on the protein. In most cases, aptamers
selected against regulatory sites act as inhibitors by affecting target-protein
conformations and stabilizing inactive protein forms. However, aptamers that
displace inhibitors from a regulatory site of the receptors and are biologically
inactive by themselves protect normal protein function as shown for RNA
aptamers alleviating cocaine- and MK-801-induced inhibition of the nicotinic
acetylcholine receptor (nAChR). Both the abused drug cocaine and the anti-
convulsant MK-801 compete for binding to the same site on the nAChR (Ulrich
et al. 1998; Hess et al. 2000; Ulrich and Gameiro 2001; Krivoshein and Hess
2004; Cui et al. 2004).

Following selection and identification of a pool of cocaine-displaceable RNA
aptamers, two classes of RNA aptamers with different conserved sequences in
the previous random region, denominated as class I and class II aptamers, were
identified (Ulrich et al. 1998). The most active aptamers of each class, aptamer
I-14 and II-3, were characterized for their action on nAChR function by whole-
cell recording electrophysiology in cell cultures expressing the muscle-type
nAChR. Aptamer I-14 competed with cocaine for binding on the receptor and
was a potent inhibitor of agonist (carbamoylcholine)-induced nAChR activity.
Aptamer II-3, however, did not inhibit nAChR function, although it competed
with cocaine for receptor binding. When aptamer II-3 was co-applied with
MK-801 or cocaine, it alleviated the inhibitory effect of MK-801 and cocaine
on carbamoylcholine-induced ion flow (Hess et al. 2000). The results of this
research are summarized in Fig. 2. In addition to the identification of a com-
pound that alleviates cocaine-induced inhibition of the receptor, the results of
this study were taken as proof that cocaine is not a sterical channel blocker but
binds to an allosteric site different from the channel lumen. Recently, nuclease-
resistant RNA aptamers have been developed that protect the nAChR against
inhibition by cocaine (Cui et al. 2004).

Transmissible spongiform encephalopathies result from modification of
the prion precursor protein (PrPc) to the pathological form (PrPsc) and in-
volve spongiform degeneration and astrocyte gliosis leading to neurodegen-
eration. Membrane-proximal domains of the precursor PrPc contain mainly
α-helical/random coil structures, whereas the pathological form is dominated
by β-sheet structures. As a mechanism for propagation of PrPsc, it has been pro-
posed that PrPsc forms a heterodimer with PrPc, followed by PrPsc-dependent
conversion of PrPc to PrPsc and formation of a PrPsc homodimer (Cohen et al.
1994).

Rhie et al. (2003) selected a nuclease-resistant RNA aptamer that bound
with tenfold higher affinity to disease-related conformations of PrPsc than
to the non-pathogenic form of the protein (PrPc). The aptamer was used
to map binding sites on the prion protein. The difference in binding affin-



312 H. Ulrich

Fig. 2a–c Structure and action of class I and II cocaine-displaceable RNA aptamers. a Pre-
diction of secondary structures of both aptamers revealed the localization of conserved
sequences in the previous random regions (in bold and underlined) in stem-loop regions
that are believed to be essential for target recognition. b The effects of RNA aptamers I-14
and II-3 on agonist (100 µM carbamoylcholine)-induced stimulation of the acetylcholine
receptor were determined by whole-cell recording electrophysiology. c Aptamer II-3 allevi-
ates inhibition of the acetylcholine receptor by MK-801 (500 µM). The effect of the aptamer
is dose-dependent (Ulrich et al. 1998; Hess et al. 2000)

ity of the aptamer to PrPc and PrPsc was explained by the existence of two
binding sites, one site accessible on both conformations of the protein, and
another site that is only exposed in the disease-associated protein confor-
mation. The work of Proske et al. (2002) resulted in the development of an
RNA aptamer that reduced PrPsc formation in persistently prion-infected neu-
roblastoma cells. As a mechanism of aptamer action, it has been suggested
that aptamer binding alters β-sheet structure, resulting in less tight fold-
ing of PrPsc aggregation and increased susceptibility of the aggregates for
protease degradation. In addition to having developed an important tool for
studying the molecular mechanism of prion conversion and propagation, anti-
prion aptamers may gain importance as diagnostics and therapeutics for prion
disease.



RNA Aptamers: From Basic Science Towards Therapy 313

3.2.2
Intracellularly Expressed Aptamers for Dissection
of Signal Transduction Pathways

RNA aptamers directed against extracellular targets need to be chemically
modified in order to resist degradation by nucleases present in biological fluids.
However, various RNA aptamers have been developed against various intracel-
lular targets, such as, i.e. transcription factors and signalling proteins including
nuclear factor (NF)-κB, Erk 1/2 mitogen-activated protein kinases and guanine
nucleotide exchange factors (Lebruska and Maher 1999; Seiwert et al. 2000;
Mayer et al. 2001; Theis et al. 2004). In addition to studying aptamer-target in-
teractions in cell-free systems, RNA aptamers can be constitutively expressed
in cells in order to knock down the gene expression of a protein of interest. Cell
cultures can be directly transfected with RNA aptamers without any need of
prior protection against nuclease activity (Theis et al. 2004). Intracellularly ex-
pressed aptamers (intramers) have been used for dissecting intracellular signal
transductionpathwaysand for inhibitingviral activity. Intramersprovideanal-
ternative to the RNA interference (RNAi) technology that is often used to study
the biological function of proteins. The difference between both techniques
is that RNAi destroys target protein-encoding mRNA, whereas intramers aim
at inhibition of protein function. As the knockdown of target-protein gene
expression by RNAi may be incomplete in some cases (Elbashir et al. 2001), an
intramermaybeused toachieve complete inhibitionof target-protein function.

Blind and co-workers (1999) selected RNA aptamers binding to the cyto-
plasmatic domain of the human β-2 integrin lymphocyte function-associated
antigen (LFA)-1 and expressed them in leukocytes using a vaccinia virus-based
expression system. These aptamers, also denominated as intramers, blocked
signal transduction between the inside of the cell and the extracellular domain
of the integrin.

Aptamers have been developed against several proteins that are essential
for the human immunodeficiency virus (HIV) life cycle, such as the HIV-
nucleocapsid protein, reverse transcriptase, integrase and the Rev protein
(Berglund et al. 1997; Joshi and Prasad 2002; Allen et al. 1995; Chaloin et al.
2002). Intramers have been used to inhibit Rev protein activity in vitro. For
instance,whenputunder the control ofRNApolymerase III-dependent expres-
sion vectors, in vivo-transcribed anti-Rev intramers inhibited HIV replication
and production in cell cultures (Good et al. 1997). Chaloin et al. (2002) se-
lected intramers against the HIV Rev protein that possessed powerful antiviral
activity in human T lymphoid cell lines.

A transgenic intramer-expressingDrosophilamodelwasdeveloped toknock
down the activity of the nuclear B52 protein in vivo (Shi et al. 1999). B52 has
been shown to participate in splicing, and its expression level is critical for de-
velopment. Intramer expression was driven under the control of a heat-shock
inducible RNA polymerase II promoter. A pentameric aptamer was designed



314 H. Ulrich

and co-localized with the B-52 protein at its insertion site in the polytene
chromosome. A hammerhead ribozyme sequence was positioned at the 3′-end
of each pentavalent aptamer to induce self-cleavage and release of functional
intramers. Intramer-expressing animals showed a reduced survival rate dur-
ing development compared to unaffected wild-type animals, confirming the
importance of B52 for Drosophila development.

The importance of applications of intramers as tools to study intracellular
regulatory circuits has been increased by the development of aptamers whose
activities can be switched on or off at any time. Ligand-inactivated intramers
with controllable activity can be created by selecting aptamers that bind with
high affinity to their target protein, but also possess an allosteric binding site
for regulation of aptamer activity. In the absence of its regulator, the intramer
exerts its function by inhibiting target protein function. As a result of the
binding of the regulator, aptamer conformation is changed and the aptamer-
target protein complex dissociates. As a proof of principle, RNA aptamers
against the nuclear enzyme formamidopyrimidine glycosylase were isolated
whose activity was regulated by binding of neomycin to an allosteric site
(Vuyisich and Beal 2002).

Werstuck and Green (1998) developed a method for controlling gene ex-
pression by ligand-activated aptamers. RNA aptamers were selected against
antibiotics such as kanamycin and tobramycin. Insertion of the aptamer se-
quence into the 5′-untranslated region of an mRNA allowed mRNA translation
by addition of the ligand (kanamycin and tobramycin) to be repressible in
vitro as well as in mammalian cells. Intramers with controllable activity are
particularly useful for the study of cell functions when timing is critical.

3.2.3
Fluorescence-Tagged Aptamers for Target Quantification
and Cytometry Applications

The breakthrough in genomics and proteomic research has led to demand
for identification of fluorescence-labelled ligands for a vast number of target
proteins. Fluorescent ligands are used for target protein quantification and
studying protein function in a cellular context. Mostly mono- and polyclonal
antibodies have been developed to fluorescent ligands. Although being the
method of choice for detecting antigen concentration in biological fluids, tissue
and cells, antibodies have some limitations, which have led to the search for
alternative strategies for the identification of high-affinity ligands for research
and diagnostics.

As already mentioned, the capability of aptamers to recognize their target
is similar to that of antibodies (Xu and Ellington 1996; Tasset et al. 1997).
For instance, aptamers were able to recognize a specific isoform of protein
kinase C (Conrad et al. 1994), to differentiate between a phosphorylated and
unphosphorylated protein (Seiwert et al. 2000) and to discriminate ATP from
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other nucleotides (Sassanfar and Szostak 1990). Aptamers are developed by an
in vitro selection method and therefore can be evolved against every target,
including toxinsandcompounds, thatdoesnotelicit any immuneresponse.The
use of RNA aptamers for diagnostic and in vivo applications was limited in the
past due to their poor nuclease resistance. These initial limitations have been
overcome by the development of modified nucleotides that largely enhance
half-times of RNA aptamers in biological fluids (reviewed by Kusser 2000).
Post-SELEX modifications of selected aptamers, such as attaching fluorescent
reporters, are done at the researcher’s will (reviewed by Ulrich et al. 2004).

As an alternative approach, fluorescence-labelled RNA aptamers against
ATP were selected from an RNA pool in which UTP had already been sub-
stituted for fluorescein-UTP. The initial pool had been synthesized in such
a way that uridine residues would be poorly represented. These fluorescein-
UTP-labelled aptamers detected ATP at a concentration of 25 µM in complex
mixtures (Jhaveri et al. 2000).

An example for the development of fluorescent-tagged RNA aptamers for
flow cytometry comes via the work of Davis et al. (1998). Aptamers selected
against CD4 were linked to a biotin moiety, coupled to streptavidin-fluorescein
or streptavidin-phycoerythrin and then used for separation of CD4-expressing
T cells from those lacking CD4. Homann and Göringer (1999) have used
fluorescent-labelled RNA ligands to identify a 42-kDa protein within the flagel-
lar pocket of the blood-stream form of Trypanosoma brucei. In addition to be-
ing used for target imaging in cells or for target separation, fluorescent-tagged
aptamers can substitute antibodies in dot blot, enzyme-linked immunosorbent
(ELISA), and Western-blot assays and aptamer-chip based biosensors (Drolet
et al. 1996; Ulrich et al. 2004; McCauley et al. 2003). In the future, aptamer-
coupling to quantum dots that allow the use of various intensity levels and
colours may become important for high-throughput screening in chip-based
technologies (reviewed by Ulrich et al. 2004).

4
Optimization of RNA Aptamers Towards Therapeutic Approaches

The possible therapeutic potential of RNA aptamers depends on many aspects
that apply to conventional pharmaceuticals.

First, the large surface of aptamers permits more interactions with their
target molecules than small molecules share with their receptors. Reiterative
in vitro selection cycles against the target, using a huge excess of possible
ligands over target-binding sites, results in amplification of the highest-affinity
binders. Binding affinities of aptamers to their targets are in many cases higher
than the binding affinity of natural ligands used as competitors in the selection
process (Ulrich et al. 1998; O’Connell et al. 1998). For instance, Ulrich et al.
(1998) used cocaine as a displacement agent for SELEX for RNA aptamers
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Fig. 3 Stability of 2′-fluoro (2′-F)-pyrimidine modified RNA pool in biological fluids. Both,
an unmodified and a 2′-F-modified RNA pool (length of 90 nucleotides) were internally ra-
diolabelled. Five microcuries of radiolabelled RNA were incubated for several time periods
at 37°C with 95% bovine calf serum. Samples were separated at indicated time points and
analysed for the average size by denaturing polyacrylamide gel electrophoresis and autora-
diography. The average size of the remaining RNA fragments was plotted as a percentage of
the 90-nucleotide full-length RNA at time 0, which was considered to be 100% (Ulrich et al.
2004)

binding to the nicotinic acetylcholine receptor. The selected aptamers were
200-fold more active in inhibiting the acetylcholine receptor than cocaine was
(Ulrich et al. 1998; Ulrich and Gameiro 2001).

Second, RNA aptamers need to be stabilized against degradation in biolog-
ical fluids. Particularly, modifications at the 2′-OH-function of ribose enhance
the stability of RNA (Pieken et al. 1991). Most commonly, in vitro transcrip-
tion reactions using T7-RNA polymerase are set up in the presence of 2′-fluoro
(2′-F)- or 2′-amino (2′-NH2)-pyrimidines instead of 2′-OH-pyrimidines which
are prone to nuclease attack. The resulting modified RNA transcripts, which
are much more stable against nuclease activity compared to unprotected ones,
are used for SELEX against the target molecule (Fig. 3). Eluted 2′-F- or 2′-NH2-
pyrimidine RNAs are accepted by avian myeloblastosis virus (AMV) reverse
transcriptase as templates for enzymatic complementary (c)DNA synthesis.

Further stabilization of already-selected RNA aptamers for in vivo applica-
tions includes O-methyl-substitutions in purine nucleotides, requiring chem-
ical synthesis of modified RNA molecules. The in vitro evolution of a T7-RNA
polymerase variant that transcribes 2′-O-methyl RNA is an important step
towards enzymatic synthesis of a stable RNA with modified pyrimidines and
purines (Chelliserrykattil and Ellington 2004; see Fig. 4a for structures of
modified purines and pyrimidines).
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Fig. 4a,b Chemical modifications of RNA aptamers lending resistance against nuclease at-
tacks. a In vivo and possible therapeutic applications of selected RNA aptamers have been
improved by using SELEX libraries containing RNA molecules with back-bone modifica-
tions, such as substitution of the 2′-OH position of the ribose of pyrimidines by 2′-fluoro-
or 2′-amino-functions. These modified nucleotides that are accepted as substrates for in
vitro transcription reactions can be used to protect RNA molecules against degradation
along reiterative SELEX cycles. O′-methyl-substituted purines granting additional nuclease
resistance, however, have to be inserted into RNA molecules by chemical synthesis, and
are therefore only used for post-SELEX modifications of already-selected RNA aptamers. b
Spiegelmers are l-enantiomers (mirror images) of identified d-RNA aptamers. They are as-
sembled by chemical synthesis and recognize the enantiomer (mirror image) of the selection
target. Spiegelmers are nuclease resistant

An alternative to chemically modifying purines and pyrimidines of d-RNA
molecules during and after in vitro selection is the application of l-nucleic
acids (Klussmann et al. 1996; Nolte et al. 1996). During these studies, d-RNA
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ligands were selected against l-adenosine and d-arginine, in turn. Follow-
ing chiral inversion, the mirror image of the selected RNA aptamer, termed
Spiegelmer (in German Spiegel means mirror), binds with high affinity to the
natural configuration of the target (d-adenosine or l-arginine). Spiegelmers
are extremely resistant against degradation by nucleases (Fig. 4b).

Examples for l-RNA Spiegelmers that may gain therapeutic importance are
anti-nociceptin/orphanin (N/OFQ) and anti-ghrelin l-aptamers (Faulhammer
et al. 2004; Heimling et al. 2004).

The aim of the study of Faulhammer et al. (2004) was to identify a Spiegelmer
that prevents binding of the endogenous ligand neuropeptide N/OFQ to the
opioid receptor-like 1 receptor that is implicated in the regulation of pain and
stress. Spiegelmers selected against N/OFQ inhibited receptor-induced G pro-
tein activation in cell culture and antagonized receptor-induced potassium
currents in Xenopus oocytes.

The Spiegelmers selected against ghrelin had a nanomolar binding affinity
to its target in vitro and inhibited ghrelin-binding to its growth hormone secre-
tagogue receptor 1a (GHS-R1a), thereby abolishing receptor-induced calcium
mobilization in cell culture. Systematic administration of ghrelin and subse-
quent GHS-R1a receptor activation is known to trigger the release of growth
hormone in rats and humans. When a polyethylene glycol (PEG)-linked anti-
ghrelin l-RNA Spiegelmer was injected at 5–10 times the dose of ghrelin
administration into the blood stream of rats, no increase of growth hormone
in the plasma was detected, implicating the inhibition of ghrelin-induced GHS-
R1a receptor activation (Heimling et al. 2004). Spiegelmers blocking ghrelin
binding to its receptor may become important for treatment of diseases that are
associated with high concentrations of circulating ghrelin, such as Prader-Willi
syndrome (Cummings et al. 2002).

Third, towards therapeutic application and optimization aptamer effects,
the time of residence of the aptamer in the plasma needs to be increased, as
small molecules are eliminated immediately. Formulations arebeingdeveloped
that liberate aptamers over an adequate period of time and in a controllable
manner.

The aptamer showing the farthest development towards therapy is the anti-
VEGF d-RNA aptamer that has been made nuclease-resistant by chemical
modification of the 2′-OH-groups of purines and pyrimidines (Ruckman et al.
1998). VEGF is an angiogenic promoter present in a wide variety of human
tumours, inducing the development of tumour-associated vasculature. The
blocking of VEGF actions limits both the proliferation of primary tumours
as well as the development of metastasis in immunosuppressed mice (Warren
et al. 1995; Huang et al. 2001; Kim et al. 2002). One of the four isotypes of VEGF,
VEGF165 (a dimeric protein composed of 165 amino acid subunits) appears
to predominate in adult tumours and was therefore used as a target for the
production of a VEGF-specific aptamer. RNase-resistant 2′-F-RNA aptamers
were selected that bound with high affinity (Kd of 200 pM) to the human
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VEGF165-isoform (Ruckman et al. 1998; Tucker et al. 1999). Representative
aptamers were truncated to the minimal sequence necessary for high-affinity
binding and then were further stabilized by replacement of 2′-OH by 2′-O-
methyl groups at all riboses of purine positions. These aptamers significantly
reduced intradermal VEGF-induced vascular permeability in adult guinea-
pigs in vivo. However, compared to its good stability in biological liquids,
the half time of the residence of anti-VEGF aptamers in plasma in vivo was
found to be very short, mainly as a result of renal clearance (Willis et al. 1998).
The half-life of aptamers in the plasma is increased by coupling them to high
molecular linkers, such as PEG or liposomes (Willis et al. 1998; Tucker et al.
1999; Farokhzad et al. 2004; Healy et al. 2004; Heimling et al. 2004).

Liposome- and PEG-anchored anti-VEGF aptamers, denominated DAG-
NX213 and NX-1838 (Gilead Sciences; www.gilead.com), were tested for im-
proved pharmacokinetics and biological activity. These improved aptamers
remained in the plasma for about 9 h, whereas aptamers that had not been
coupled to high molecular weight linkers were eliminated within minutes
(Willis et al. 1998; Tucker et al. 1999). A controlled-drug delivery system, using
poly-(co-glycolic) acid microspheres containing the anti-VEGF aptamer, was
developed for long-term inhibition of VEGF-mediated responses in vivo in
order not to depend on daily repeated injections of the aptamer drug (Car-
rasquillo et al. 2003). In vitro release studies revealed a controlled liberation
of a pharmacologically active dose of 2 µg/day aptamer over a period of more
than 20 days. The activity of the release aptamer was confirmed by inhibi-
tion of VEGF-induced proliferation in human umbilical vein endothelial cell
(HUVEC) cultures.

The VEGF antagonist NX-1838 has also been shown to be an anticancer
agent, as it blocks tumour growth in experimental animal models (Huang et al.
2001; Kim et al. 2002). In a mouse model of neuroblastoma, administration of
the anti-VEGF aptamer resulted in a partial inhibition of tumour growth after
6 weeks compared to untreated control animals (Kim et al. 2002).

Huang et al. (2001) injected nude mice with cultured Wilms tumour cells and
maintained the mice for 1 week before administration of anti-VEGF aptamers.
Daily injections of aptamers for 5 weeks resulted in 80% loss of tumour weight
compared to control animals. Future perspectives will lie in the clinical testing
of the effectiveness of NX-1838 in decreasing tumour size and the frequency
of metastasis.

In addition to its role in tumour growth, VEGF is correlated with other
disease-related processes of neovascularization, such as pathological prolifer-
ative retinopathy (Ozaki et al. 2000). The anti-VEGF aptamer is a promising
candidate for drug development, as it blocks only pathological, not physiolog-
ical, retinal vascularisation (Oshida et al. 2001).

The 27 nucleotide-containing NX-1838 anti-VEGF RNA aptamer, 5′CGGA-
AUCAGUGAAUGCUUAUACAUCCG 3′, containing a 40-kDa PEG-moiety
(Tucker et al. 1999; Carrasquillo et al. 2003) is an injectable angiogenesis
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inhibitor that is undergoing clinical tests in the United States for treatment of
various forms of pathologic ocular neovascularization, including age-related
macular degeneration. In phase II clinical studies of early treatment of diabetic
retinopathy, nearly 90% of patients who had received the aptamer formulation
showed stabilized or improved vision 3 months after treatment (Eyetech Study
Group 2002, 2003; www.agingeye.net/mainnews/may2003eyetechstudy.php).

Further RNA aptamers that have been active in vivo models represent
promisingcandidates forclinical testing.Anaptamerbinding toangiopoietin-2
was developed in order to block angiopoietin-induced potentiation of actions
of proangiogenic growth factors (White et al. 2003). In vivo experiments con-
firmed the activity of the aptamer in a rat corneal micropocket angiogenesis
assay, where the aptamer inhibited basic fibroblast growth factor-mediated
neovascularization.

RNA aptamers with controllable activity were developed, binding to the
coagulation factor IXa. The anti-IXa RNA aptamers showed anti-coagulant
activity in vivo, and the addition of an antidote oligonucleotide inactivated the
aptamer-induced effect (Rusconi et al. 2002, 2004). In Table 1, the effects of
RNA aptamers that have been tested in animals and humans are summarized.

5
Conclusions

The targeting of proteins by the formation of stable complexes between them
and selected oligonucleotides is the key feature of the SELEX technology.
The selection of an RNA aptamer obeys the same rules that apply for in vivo
evolutionof abioactivemolecule.Reiterative roundsof invitro selectionensure
that only those RNA molecules with high-affinity binding to their targets or
desired enzymatic activity are amplified.

Due to their binding specificities and affinities of up to the picomolar range,
RNA aptamers rival antibodies in certain applications. Advantages of aptamers
over antibodies lie mostly in their non-protein nature and their resistance
against degradation in biological fluids. Denaturing of aptamers is reversible.
Aptamers can be transported at room temperature, and denatured aptamers
can be regenerated within minutes.

Although the large-scale synthesis of non-natural RNA aptamer sequences
remains expensive, aptamers have been turned into promising therapeutic
agents. The in vitro selection of aptamers has been automated, permitting
the large-scale production of aptamers for pharmaceutical and therapeutic
applications (Cox et al. 1998; Brody et al. 1999).

Clinical applications have now been planned or initiated using RNA against
targets implicated in pathological ocular neovascularization, cancer, allergic
disease, thrombosis, HIV and hepatitis C (reviewed by Sun 2000; Rimmele
2003; Thiel 2004).
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Abstract Nucleic acid molecules are designed to interact predominantly with proteins or
complementary nucleic acids. Interaction of nucleic acids with carbohydrates, abundant
constituents of glycoproteins and glycolipids, are not common in cells. Biomedical ap-
plications of nucleic acids targeted against oligosaccharides, which are involved in the
function of receptors, immune answer, host interaction with invading infectious agents,
and cancer metastasis, are feasible. In vitro selection of nucleic acids interacting with oligo-
and polysaccharides is a promising strategy to identify potential inhibitors of biochemical
recognition processes in which carbohydrates are involved. Several RNA and DNA aptamers
directed against carbohydrates have already been isolated and characterized. The results are
summarized in this article, and an attempt is made to draw initial conclusions concerning
the perspectives of the outlined approach.

Keywords RNA and DNA aptamer · Saccharide · Carbohydrate nucleic acid interaction ·
Glycoprotein · Glycolipid · Synthesis of oligosaccharides

1
Introduction

Carbohydrates conjugated to lipids and proteins are abundant constituents of
living cells. They play an important role in numerous biochemical and cel-
lular processes including the glycoprotein/protein-interaction, recognition of
various cell receptors, cells adhesion, and cell/pathogen interaction. Based on
our knowledge of the molecular mechanisms of these processes, lipopolysac-
charides and glycoproteins are considered a promising target for biomedical
intervention (Weintraub 2003).
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There are several strategies available to interfere with the function of glyco-
proteins. Binding of small molecules to the carbohydrate moiety of a glycopro-
tein is one possibility. It is, however, usually hampered by the low specificity
of such inhibitors and their inability to distinguish between the great varieties
of oligosaccharides that possess mostly uncharged functional groups in their
structure. The opposite approach relies on small molecules acting as carbo-
hydrate mimetics that block the receptor macromolecules and interfere with
glycoprotein binding. This strategy usually fails to produce promising solu-
tions due to low specificity and low affinity of such mimetics to their targets
caused, most probably, by the limited amount of intramolecular interactions
possible for small molecules.

Carbohydrates are, more efficiently than small molecules, recognized by
macromolecules. Among the different proteins that recognize carbohydrates
are particularly lectins, receptor proteins, enzymes, and antibodies. All of
them are of high biochemical importance. Antibodies fulfill the demand to be
directed against a variety of glycoprotein structures, depending on the chosen
antigen. However, the affinity of antibodies to glycoproteins is not sufficiently
high and the specificity is surprisingly low (Weis and Drickamer 1996). This
may hinder their use as specific and tight-binding molecules.

2
RNA Aptamers

2.1
In Vitro Selection of Nucleic Acids

About one and a half decades ago the method of in vitro selection, or SELEX
(systemic evolution of ligands by exponential enrichment), of oligonucleotides
capable of fulfilling a given biochemical task (enzymatic activity, binding to
a ligand, introducing a conformational change, RNA switches) from libraries
of random sequences was developed (Tuerk and Gold 1990; Ellington and
Szostak 1990). This easy, practicable laboratory protocol allowed for the iso-
lating of thousands of RNA molecules that bind low molecular mass ligands,
proteins, nucleic acids, specific cellular structures, and even whole cells. Some
of these binding nucleic acids, named aptamers, served as leads to develop
stable variants of an active structural principle for use as therapeutics or ana-
lytical agents. Some potential drugs and promising concepts had already been
developed by this in vitro selection-based technology (Nimjee et al. 2005; Rus-
coni et al. 2004; Dougan et al. 2003; White et al. 2003). Although both DNA
and RNA have a potential to bind ligands, the structural diversity and intrinsic
ability of RNA to form a variety of tertiary structures constitutes a greater po-
tential for RNA compared to DNA molecules to recognize and bind to a variety
of ligands. However, the high price for this favorable structural variability is
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the low stability of RNA, hampering the direct use of RNA aptamers in in vivo
applications. This drawback can be overcome by stabilizing the RNA, usually
by replacing the 2′-OH group by another functional group unable to participate
on a phosphate transfer from the vicinal 3′-position (Osborne et al. 1997).

A more sophisticated but also much more complicated and expensive ap-
proach is the identification of the RNA sequence that binds to the enantiomer
opposite to the naturally occurring target by SELEX and chemical synthesis of
RNAbuild-up fromL-ribose-phosphatebackbone.These so-calledspiegelmers
are able to bind to the naturally occurring enantiomer of the target and at the
same time are resistant to nuclease attack (Klussmann et al. 1996; Nolte et al.
1996).

The in vitro selection of RNA aptamers has several obvious advantages
compared to in vivo selection of antibodies. In contrast to the production
of antibodies in vivo, there is a the possibility of using a wide variety of
ligands to which the RNA aptamers may be directed, including labile and
toxic compounds, endogenous cellular components, and ligands with limited
availability, since relatively small amounts are required to perform the in vitro
RNA selection. Furthermore, after identification of the RNA lead structures
isolated by in vitro selection, a stable and active chemical variant of the aptamer
can be prepared by chemical synthesis, a possibility that is not available for
protein antibodies.

2.2
Nucleic Acid Aptamers Directed Against Carbohydrates

Nucleic acid interactions with polymeric cellular components, particularly
with proteins, are dominated by hydrogen bonds, hydrophobic and ionic in-
teractions between phosphate residues and positively charged amino acids.
This is defined by the sequence and tertiary structure of the nucleic acid.
Carbohydrate residues are void of basic functional groups that are capable of
undergoing ionic interactionwithnucleic acids. In addition, theypossess a very
flexible structure. Such molecules are not expected to be a good choice for spe-
cific interactions with nucleic acids (Hermann and Westhof 1998; Herrmann
2005).

Despite the high conformational freedom of their carbohydrate residues,
very efficient and specific interactions occur between aminoglycoside antibi-
otics (Fig. 1) and ribonucleic acids. Several aminoglycoside antibiotics capable
of preventing conformational changes in ribosomal RNAs were functionally
characterized. They bind to specific regions of ribosomal RNA, where they
block important ribosomal functions, like peptidyl transferase reaction or
decoding of mRNA. Aminoglycoside antibiotics are excellent ligands for in
vitro selection. Examples are RNA aptamers directed against kanamycin B
(Kwon et al. 2001), tobramycin (Wang et al. 1996), streptomycin (Tereshko
et al. 2003), and neomycin B (Cowan et al. 2000). The interactions of aminogly-
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Fig. 1 Structures of aminoglycoside antibiotics used as ligands for in vitro RNA selection

coside antibiotics with RNA are usually specific and provide stable complexes
with dissociation constants in the range of 10−4 to 10−10 M. The reason for
this high “aptamerogenic” activity lies in their structure that contains, besides
carbohydrate residues with hydroxyl groups, basic functional groups that may
potentially interact as protonated cations with the phosphate anion of RNA
backbone, particularly replacing the structurally crucial Mg2+ ions (Hermann
and Westhof 1998; Hermann and Westhof 1999, 2000). In the complex with
RNA, the carbohydrate moieties of the aminoglycoside antibiotics are usually
placed into a pocket formed by the tertiary or secondary structure elements
of RNA and stabilized by hydrogen bonds. This is documented by structures
of several antibiotic RNA complexes that were solved by nuclear magnetic res-
onance (NMR) and crystallographic analyses (Hermann and Patel 2000; Patel
et al. 1997; Patel and Suri 2000).

Aminoglycosides with their positively charged amino groups are, however,
a special case. In the last decade several attempts have also been made to iso-
late RNA aptamers against uncharged oligosaccharides and polysaccharides.
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In vitro selection of RNA directed against galactose, glucose, and mannose
provided aptamers with relatively low affinities in the range between 10−4

and 10−5 M (Kawakami et al. 1998). Oligosaccharides and polysaccharides
are significantly more aptamerogenic compared to monosaccharides. RNA
aptamers possessing high affinity for chitin were isolated (Fukusaki et al.
2000). Engelke and coworkers (Yang et al. 1998) reported the isolation of
single-stranded DNA specifically interacting with the disaccharide cellobiose.
In vitro selection of these DNA aptamers was performed by selection of DNA
that binds to the cellulose surface and was followed by elution of retarded
oligonucleotides with cellobiose. The isolated DNA aptamers were specific
for cellobiose [two (1→4)β-glucose units] and cellotetraose [four (1→4)β-
glucose units] but did not interact with disaccharides lactose, maltose, or
gentobiose (Fig. 2). These experiments clearly demonstrated the capability
of single stranded DNA to interact with carbohydrates containing only car-
bon, hydrogen, and oxygen atoms. Later, this study was extended for iso-
lation of RNA aptamers. They were identified by selection for binding to
commercial Sephadex G100 chromatography matrix (Srisawat et al. 2001).
Sephadex is a polysaccharide composed of α-(1→6)-D-glucopyranose units
(95%) and α-(1→3)D-glucopyranose branch points (5%). Competition exper-
iments against the basic components of dextrans isomaltose, isomaltotriose,
and isomaltotetraose indicated that the optimal binding site for the isolated
aptamer should contain more then four glucose units. Remarkably, one of
the isolated RNA aptamers was highly selective toward Sephadex, whereas
other common supporting polysaccharides like Sepharose, Sephacryl, cellu-
lose, and pustulan did not bind to this aptamer. Given this high specificity in
regard to polysaccharide structure, the authors suggested the application of
the Sepharose-binding aptamer as an RNA-tag for use in affinity chromatog-

Fig. 2 Structures of cellobiose and several related disaccharides used to test the specificity
of cellulose directed DNA aptamers



332 M. Sprinzl et al.

raphy to purify RNAs or ribonucleoprotein complexes on Sephadex affinity
matrices.

Attempts to isolatenucleicacidaptamersapplicable forbiomedicalpurposes
were also undertaken. Sialyl Lewis X (sLex) is a tetrasaccharide glycoconjugate
of many membrane proteins (Fig. 3). It acts as a ligand for the selectin proteins
in cell adhesion during inflammatory processes (Lasky 1995). Overexpression
of sLex is also characteristic for various cancer cells (Hanski et al. 1995). Yu and
coworkers isolated RNA aptamers against this tetrasaccharide immobilized to
bovine serum albumin (Jeong et al. 2001). After 17 cycles of selection, six clones
were isolated that produced RNA with specific affinity to sLex. These aptamers
did not bind to unmodified agarose but efficiently interacted with agarose to
which sLex was conjugated. The binding constants for the interaction of the
RNA aptamers with sLex were determined by surface plasmon resonance using
bovine sLex immobilized on serum albumin. All selected RNA aptamers had
a similar or even better binding affinities to sLex (Kd = ∼10−9–10−10 M) than
the commercially available monoclonal anti-sLex antibody. This suggested
that the in vitro RNA selection might generate high-affinity aptamers that
could substitute for antibodies directed against small carbohydrates with poor
antigenic properties. However, the specificity of anti-sLex aptamers is not very
high. Even the best RNA-aptamer from this study had only 10- and 100-fold
higher affinity to sLex compared to the structurally related sLeA and lactose,
respectively.

A promising new approach to overcome the low “aptamerogenic” proper-
ties of nucleic acids against carbohydrates was recently published by Sawai and
coworkers (Masud et al. 2004). These authors applied the classical DNA-SELEX
method to isolate aptamers that bind to sialyllactose (Fig. 4), amain constituent
of many glycoprotein conjugates. To achieve this, they replaced thymidine-5′-
triphosphate by 5-[N-(6-aminohexyl)carbamoylmethyl]-2′-deoxyuridine-5′-

Fig. 3 Structure of sialyl Lewis X, a glycoconjugate of many membrane proteins
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Fig. 4 Sialyllactose used for isolation of DNA aptamers containing 5-[N-(6-
aminohexyl)carbamoylmethyl]-2′-deoxyuridine (small insert)

triphosphate (Fig. 4) in the PCR protocol. A DNA polymerase incorporated this
nucleotide with high efficiency and produced DNA with an additional amino
group on all thymidine residues. The potential of such a modified DNA to inter-
act with negatively charged sialyl residue increased as expected. Several single-
stranded, about 100 nucleotide-long DNA aptamers that bind sialyllactose with
dissociation constant in the micromolar range could indeed be isolated. Based
on a nucleic acid folding algorithm, these deoxyribo-oligonucleotides form
secondary structures with three-way junctions. Several “amino” thymidine
derivatives are located in the vicinity of these junctions. The work demon-
strates the ability of nucleic DNA for selective recognition of oligosaccharides,
provided the interaction is additionally supported by complementary ionic
interactions between the carbohydrate and nucleic acid.

2.3
RNA Aptamers Directed Against Synthetic Oligosaccharides

Recently, in vitro selection of RNA aptamers against chemically synthesized
oligosaccharides derived from naturally occurring glycosyl residues were sys-
tematically investigated in our laboratory (M. Milovnikova, unpublished).
A pool of RNA oligonucleotides obtained from synthetic DNA containing a
50-nucleotide-long random sequence was used for this study. Different tri-,
tetra-, penta-, and heptasaccharides (Fig. 5) were immobilized via a carbo-
hydrate linker containing a cleavable, S-S-linkage on Sepharose matrix and
alternatively on glass surface. After interaction with a pool of about 1013 RNA
molecules with random sequences, the oligosaccharide RNA complexes were
eluted from the matrix by cleavage of the disulfide bond. This procedure was
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Fig. 5 Structure of synthetic oligosaccharides used for isolation of RNA aptamers

chosen to prevent isolation of RNAs that bind nonspecifically to the polysac-
charide matrix. For even better control of selectivity, a counter selection step
on unsubstituted matrices without oligosaccharide ligands was performed.

Several RNAs with defined sequences that interacted with oligosaccharide
ligands were isolated. Their interaction with oligosaccharides ligands was
quantified by surface plasmon resonance and filter binding assays.
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The results of this study demonstrate that RNA can interact with oligosac-
charides with binding constants reaching the nanomolar range. The specificity
of the interactions is, however, surprisingly low. Isolated RNA aptamers usu-
ally possessed a significant cross-reactivity between the different immobilized
oligosaccharide ligands and the polysaccharide matrix to which these ligands
were immobilized. This was not surprising since a sequence homology between
isolated aptamers, regardless of the oligosaccharide ligand against which they
were selected, could be observed. Interesting in this regard was the comparison
of RNA aptamer sequences obtained by in vitro selection against oligosaccha-
ride immobilized on Sepharose and glass, respectively. Besides sequences that
appeared only in selections on glass-immobilized oligosaccharides, one se-
quence was isolated that bound to all used substrates, unmodified Sepharose,
Sepharose-immobilized heptasaccharide, and glass-immobilized heptasaccha-
ride. Thus, this carbohydrate binder recognizes the heptasaccharide with high
affinity, as was confirmed by surface plasmon resonance experiments, but is
not able to differentiate between particular carbohydrate structures.

3
Summary and Outlook

Aminoglycoside antibiotics with carbohydrate residues that contain positively
charged functional groups are ideal ligands for in vitro selection of RNA
aptamers.

DNA and RNA aptamers can, however, also recognize carbohydrates pos-
sessing exclusively hydroxyl functions and form with them stable complexes
with Kds in the nanomolar range.

Table 1 summarizes the previous work on in vitro selection of nucleic
acids aptamers towards carbohydrate targets. The following conclusions can
be drawn from these results:

• It is possible to isolate RNA and DNA aptamers directed against polysac-
charides.

• Selection leads to more specific aptamers when additional substituents with
a potential to participate in ionic interactions are integrated into carbohy-
drate and/or nucleic acid structures. In addition, functional groups capable
of undergoing hydrogen bond interactions common to carbohydrates are
important.

• The specificity of RNA (DNA) aptamers increases with the number of car-
bohydrate units of the oligosaccharide ligand used in the in vitro selection
protocol.

• Strategies for protection of RNA aptamers against enzymatic degradation
during in vivo applications and delivery system have to be considered.
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Isolation of RNA aptamers that specifically interact with oligosaccharides,
the main prerequisite for biomedical applications, has been difficult to achieve.
Promising in the future are the selection strategies with oligonucleotides that
contain 2′-amino groups on ribose residues, or ω-aminoalkyl substituents on
nucleobases. Such aptamers, constituted of modified nucleotides, may con-
tribute to the stability of aptamers and at the same time provide the necessary
structural element to interact with negatively charged carbohydrate residues.

Despite several unsolved problems, obvious at the present time, the iden-
tification of specific RNA aptamers targeted against carbohydrates remains
a challenge for bioorganic chemists, biochemists, and molecular biologists
working in the field of biomedical research.
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Abstract This chapter considers the use of aptamer-based biosensors (generally termed
‘aptasensors’) in various biomedical applications. A comparison of antibodies and aptamers
is made with respect to their use in the development of biosensors. A brief introduction
to biosensor design and theory is provided to illustrate the principles of the field. Various
transduction approaches, viz. optical, fluorescence, acoustic wave and electrochemical, are
discussed.Specificbiomedical applicationsdescribed includeRNAfolding,high-throughput
screening of drugs, use as receptors for measuring biological concentrations, detection of
platelet-derived growth factor, protein binding and detection of HIV-1 Tat protein.
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1
Aptamer Selection and Properties

Aptamers are macromolecules composed of nucleic acids that bind tightly
to a specific molecular target (Archemix Corporation 2003). The normal ap-
proach for the generation of aptamers is the SELEX (systematic evolution
of ligands by exponential enrichment) method, independently developed by
G. Joyce, F. Szostak and L. Gold in 1990 (Famulok 2005). This technique, also
called in vitro selection, allows the simultaneous screening of diverse pools
of RNA or DNA molecules for a particular feature, e.g. binding to small or-
ganic molecules, large proteins or generation of ribozyme catalysis (Famulok
2005). For this last application, it is possible to utilize ribozymes with liga-
tion activity and isomerases and ribozymes that catalyse the ATP-dependent
phosphorylation of RNA oligonucleotides (Famulok 2005). Although aptamers
have many advantages over antibodies for similar applications, their adoption
has been slow because: (1) many researchers believe SELEX is the only way
to select aptamers, (2) SELEX is considered to be specialized, cumbersome,
labour-intensive and time-consuming and (3) SELEX is protected by patents
that are rigorously enforced (Guthold 2005).

Recently, however, AptaRes (2005) has introduced a new approach to ap-
tamer production that they claim is much faster than the SELEX approach.
This Monolex technology is a one-round procedure with the steps involving
the synthesis of an oligonucleotide library with regions of random sequence,
affinity adsorption of the oligonucleotides to a target, affinity sorting of the
oligonucleotides along an affinity resin and separation of oligonucleotides with
different levels of affinity into different pools, amplification of the separated
oilgonucleotide pools (polyclonal aptamers) and identification of individual
oligonucleotides by cloning and sequencing (monoclonal aptamer). Particular
advantages of the Monolex aptamers include (AptaRes 2005):

a. Low target quantity required for isolation

b. In vitro selection process requires only one step

c. Each pool contains many target-specific aptamers

d. Narrow range of affinity level in each aptamer pool

e. Production and modification by enzymatic amplification for immediate use

f. Fast availability of aptamers for drug quantification after high-throughput
drug identification

This new technology can prove useful in biosensor application especially
with respect to (AptaRes 2005):
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a. Site-directed coupling of aptamers to the biosensor surface.

b. Strong denaturing conditions can be applied to dissociate the target com-
plex.

c. Renaturation capabilities of the oligonucleotide aptamers.

d. Thermostability of aptamers.

e. Quick application of polyclonal aptamers.

f. Confirmation of identity by structural analysis.

Insufficient stability of nucleic acids as therapeutic agents is often a ma-
jor potential disadvantage but could, to some extent, be overcome by using
libraries of chemically modified nucleic acids, e.g. 2′-fluoro-or 2′-amino-2′-
deoxypyrimidine nucleic acids (Famulok and Mayer 1999). Another strat-
egy that may overcome the stability issue makes use of the mirror-image or
‘Spiegelmer’ approach that exploits nuclease resistance of the enantiomer of
naturally-occurring nucleic acids (Famulok and Mayer 2004). These topics are
described in earlier chapters.

1.1
Properties of Aptamers

Aptamers are chemically stable and can be boiled or frozen without loss of ac-
tivity. This feature makes them suitable for use in biosensor applications where
stability is a prime requirement. Additionally, they can undergo a variety of
modifications to optimize their properties for specific applications. They can
be circularized, linked in pairs or clustered on to the surfaces of molecules
(Archemix Corporation 2003). Aptamers can also be modified to reduce their
degradation by enzymes in in vivo situations. This plasticity provides an ad-
vantage for aptamers over antibodies where chemical modification is difficult
to control.

The binding properties of aptamers allow them to distinguish between
closely related compounds such as families of proteins or between different
conformational states of the same protein. This feature arises since the surface
area of interaction between an aptamer and its molecular target is large, with
the result that small changes in the target molecule can disrupt association
(Archemix Corporation 2003). This confers a high degree of specificity to
aptamer association. Moreover, aptamers have high affinities, typically in the
picomolar to low nanomolar range, to their target molecules.

These important chemical and binding properties allow aptamers to be used
for various biosensor applications, several of which will be discussed in this
chapter.
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2
Biosensor Theory and Design

Over the past two decades, many attempts have been made to use biosensor
technology as a sensitive and reliable detection protocol. Advantages to this
approach include (Turner and Newman 1998; Cunningham 1998):

a. The ability to provide continuous data with respect to a specific analyte.

b. Targeted specificity.

c. Fast response times.

d. The possibility of mass production.

e. The elimination of extensive sample preparation.

f. Measurements are obtained without disturbance of the sample.

All sensors are composed of two main regions: the site for incorporation of
an agent for selective chemical recognition and a physico-chemical transducer.
The chemical reaction produces a signal such as a colour change, fluorescence,
change in the oscillator frequency of a crystal or changes in conductivity. In
turn, the transducer responds to this signal and provides some indication of the
amount of analyte present (Cattrall 1997). Biosensors incorporate a biological
sensing element (e.g. enzyme, antibody, DNA, aptamer) close to the signal
transducer to give a reagent-free sensing system for the target analyte (Hall
1990).

Forbiosensors tobeuseful, there shouldbe: ahighdegreeof specificity; good
stability to operating conditions such as pH, temperature and ionic strength;
retention of biological activity in the immobilized state; and no undesirable
sample contamination (Hall 1990). A typical biosensor is represented in Fig. 1.

Many types of transducers are available for use in biosensors, and the most
important of these are summarized in Table 1. These will be considered during
the discussion of aptasensor development.

Table 1 Transducers used in biosensor devices

Transducer Examples

Electrochemical Ion-selective electrodes, electronic noses, ion-selective field effect
transistors

Optical Optical fibres, surface plasmon resonance, fluorescence, luminescence

High frequency Piezoelectric devices, surface acoustic wave sensors

Heat sensitive Calorimetric sensors

Miscellaneous Whole cells, single molecules
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Fig. 1 The main parts of a typical biosensor

3
Aptasensors

Asmentionedpreviously, aptamerspossess several advantagesover antibodies,
and it is expected that biosensors using aptamers as the molecular recognition
elements (aptasensors) will become more important in biomedical applica-
tions. Some of these advantages are listed in Table 2.

Table 2 Advantages of aptamers over antibodies in biosensor applications (based on O’Sul-
livan 2002)

Antibodies Aptamers

Limited shelf-life and sensitive to tem-
perature, which may lead to denatura-
tion

Denatured aptamers can be regenerated in a few
minutes, theyare stable to long-termstorageand
can be transported at ambient temperature

May have batch-to-batch variation Generally, no variation among batches

Labelling can lead to loss in affinity Reporter molecules can be attached without loss
in affinity

Require the use of strict physiological
conditions

Non-physiological conditions, e.g. buffer, tem-
perature, can be readily used

Requires the use of animals Generated by an in vitro process that does not
involve animal use

Kinetic parameters cannot be modified Kinetic parameters can be readily changed as
required
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The application of aptamers as recognition elements in biosensors offers
several advantages such as (O’Sullivan 2002):

a. Small molecules can be detected using sandwich formats that eliminate the
need for laborious competitive assays.

b. Aptamers can be selected in conditions similar to that of the real matrix
making them ideal for food applications.

c. Aptamers can be modified during immobilization or labelling without ef-
fects on affinity.

d. Aptamers can be subjected to repeated cycles of denaturation and regener-
ation.

Aptamers can also be made to possess a high binding specificity that, com-
bined with target versatility and relative simplicity of in vitro selection, make
these molecules suitable for bioanalytical applications. A further advantage is
obtained if real-time fluorescence signalling is utilized, which eliminates the
need for complex separation steps. Standard RNA and DNA do not contain
fluorescent groups, and so it is necessary to modify aptamers with extrinsic
fluorophores to make them display fluorescence characteristics (Nutui and
Li 2003). This can be achieved in several ways including covalent attachment
of a fluorophore to a region of an aptamer that will undergo target-induced
conformational change (Jhaveri et al. 2000).

Recently, molecular beacons have become more important in the produc-
tion of aptasensors. These are single-stranded oligonucleotides that fluoresce
when they hybridize. They possess a stem-loop structure in which the stem
is composed of complementary sequences close to the probe sequence in the
loop. A fluorophore is bound to one end of the stem and a quencher is attached
to the other. The unhybridized molecule does not fluoresce, but when the
molecular beacon encounters a target molecule, the base-pairing is disrupted
such that the quenching group is too far away to quench the fluorophore. The
hybrid thereby fluoresces (Anderson 1999).

Molecular beacon-based signalling aptamers (sometimes termed ‘aptamer
beacons’) have been generated by designing the aptamer in such a fashion that
the addition of analyte results in a large conformational change with a resul-
tant increase in fluorescent signal (Nutui and Li 2003; Rajendran and Ellington
2003). These methods, however, require knowledge of the detailed structure
and sequence of the aptamer. To ensure that molecular beacons could be made
more suitable for compoundsother thannucleic acids,RajendranandEllington
(2003) developed a method that directly couples selection for ligand binding
to a nucleic acid conformational change. This in turn leads to a fluorescent
signal. These designed molecular beacons are capable of mismatch discrimina-
tion and can be used in real-time PCR. These features can be useful in biosensor
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development, but more research is needed to ascertain if molecular beacon
signalling can be adapted to such applications (Rajendran and Ellington 2003).

According to O’Sullivan (2002), molecular beacons can be utilized for ap-
tasensor development with several modes of assay being possible. The most
common of these is having the aptamer incorporated in an immobilized hair-
pin structure. Such a system was described where an immobilized molecular
beacon aptamer showed fluorescence in the presence of Tat-1 protein but not
in the presence of RNA-binding proteins (Yamamoto and Kumar 2000).

The development of aptasensors is being enhanced by three main methods:
(1) optical, (2) acoustic and (3) fluorescent to analyse biological phenomena
either in real time or by immobilizing the aptamer onto a solid support (Luzi
et al. 2003).

4
Biomedical Applications Based on Transduction Methods

4.1
Optical

Of the optical methods, surface plasmon resonance (SPR), colourimetry and
fluorescence have been the most widely used to date. Because fluorescence
approaches have been quite extensive, they will be discussed in a separate
sub-section.

4.1.1
Surface Plasmon Resonance

In SPR, a selective surface is formed by immobilizing the aptamer on to the
surface of a sensor-chip. The analyte is then injected at a constant flow rate
while the instrument measures changes in the resonance angle that occur at the
sensor-chip surface. The angle varies when the aptamer binds to the analyte
(Luzi et al. 2003). It has been found that the signal is proportional to the bound
molecules.

According to Luzi and co-workers (2003), SPR technology has been used to
study the selection of aptamers against specific targets that may be utilized as
therapeutics. This involves the use of a commercially available SPR system (BI-
ACore, Biacore AB, Sweden) that allows the calculation of kinetic parameters
of the interaction between the aptamers and the target analyte, i.e. association
(Ka) and dissociation (Kd) rate constants and affinity constants (KA). In one
example, the aptamers were selected from a library of 104 variants through
their interaction with S-adenosylhomocysteine (SAH) and the Ka, Kd and KA
values were calculated (Gebhart et al. 2000). Although the complexes were
stable, association rates were slow, indicating micro- to sub-micromolar affini-
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ties. In such a case, biosensors can prove advantageous, as the interactions are
studied in real time and data are easily obtained (Luzi et al. 2003).

Biosensors based on the use of SPR technology have also been used to
study molecules with activity dependent on certain conformations, e.g. ri-
bozymes and deoxyribozymes. Japanese researchers (Okumoto et al. 2002)
have reported that SPR can be important for studying RNA folding. A Ca2+-
dependent deoxyribozyme that was immobilized on an SPR-sensor chip was
used to distinguish higher ordered structures of RNA.

4.1.2
Colourimetry

Recently, Ho and Leclerc (2004) have described the development of optical
sensors based on hybrid aptamer-conjugated polymer complexes. A water-
soluble cationic polythiophene was used as a ‘polymeric stain’ to specifically
transduce the binding of an aptamer to its target into a clear optical signal. This
approach does not require chemical modification on the probes or analytes and
is based on different electrostatic interactions and conformational structures
between the polythiophene and anionic single-stranded oligonucleotides. The
polythiophene exhibits colour changes due to conformational changes of the
flexible conjugated backbone. Additionally, it displays optical changes when
complexed to single-stranded DNA or double-stranded DNA, allowing it to
be a good molecule for transduction of an aptamer to a given target. This
methodology has allowed the detection of human thrombin in the femtomole
range (2×10−15 mol) within a few minutes. The authors claimed that it could
be adapted for other chemical or biochemical targets (such as pathogenic
proteins) and that it could be useful in the high-throughput screening of new
drugs (Ho and Leclerc 2004).

A colourimetric adenosine biosensor based on the aptazyme-directed as-
sembly of gold nanoparticles has been reported (Liu and Lu 2004). The ap-
tazyme is based on the 8–17 DNAzyme with an adenosine aptamer motif to
modulate the DNAzyme activity as a result of allosteric interactions. In the
absence of adenosine, the aptazyme is inactive and the substrate strands serve
as linkers to assemble DNA-functionalized 13 nm-diameter gold nanoparticles
leading to a blue colour. The presence of adenosine activates the aptazyme,
which cleaves the substrate strand leading to disruption of the formation of
nanoparticle aggregates. A red colour is thereby observed. Up to 1 mM con-
centrations of adenosine could be detected semi-quantitatively by the degree
of blue to red colour changes or quantitatively by the extinction ratio at 520
and 700 nm (Liu and Lu 2004). The authors reported that the sensor displayed
good selectivity as, under the same conditions, 5 mM guanosine, cytidine
or uridine resulted in a blue colour only. Colour differences can be observed
by spotting the sensor solution onto alumina thin layer chromatography (TLC)
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plates. This approach allows the design of colourimetric biosensors for many
analytes of biochemical importance.

With respect to sensor development, colourimetric detection provides sev-
eral advantages (Liu and Lu 2004). These include the avoidance of difficulties
associated with handling and disposal of radioisotopes and the elimination
of many costs associated with instrumentation and operation in fluorescence,
and real-time, on-site detection and quantification are easy.

4.1.3
Fibre Optics

Recently a fibre optic biosensor based on DNA aptamers has been used
for the measurement of thrombin concentration (Spiridonova and Kopylov
2002). Anti-thrombin DNA aptamers were immobilized on silica microspheres,
placed inside 3 µm-diameter microwells in the distal tip of an imaging opti-
cal fibre and coupled to a modified epifluorescence microscope at the distal
tip. The thrombin concentration was determined by a competitive binding
assay using a fluorescein-labelled competitor. The biosensor was found to be
selective and, moreover, could be reused without any change in sensitivity.
The limit of detection for thrombin was reported to be 1 nM, with assay time
being 15 min per sample. Additionally, it was indicated that each microbead
was identified with 90% precision and that, although signals from individual
microspheres showed significant dispersion, the averaged signals from 100
microspheres had a reliable detection (relative standard deviation of 3%).

Previously, Kleinjung and co-workers (1998) immobilized a biotinylated
RNA aptamer selected to L-adenosine on an optical fibre surface containing
streptavidin. This was a similar approach to that described above in that mea-
surements were obtained using total internal reflectance fluorescence (TIRF)
in a fibre optic format with the sensor being based on a competitive system
using a fluorescein isothiocyanate (FITC)-labelled L-adenosine as the receptor.

4.2
Fluorescence and Luminescence

4.2.1
Fluorescence

Most aptasensors reported to date have been based on fluorescence trans-
duction, although it will be appreciated that considerable research is being
conducted with other transduction methods.

In 1998, Hieftje’s group reported on the development of a flexible biosensor
that utilizes immobilized nucleic acid aptamers to detect free non-labelled
non-nucleic acid targets such as proteins (Potyrailo et al. 1998). This was the
first aptamer-based biosensor that was used to detect nucleic acid targets. An
anti-thrombin DNA aptamer was fluorescently labelled with FITC, covalently
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immobilized on a microscope cover slip, and protein binding was detected
by monitoring the evanescent wave-induced fluorescence anisotropy of the
immobilized aptamer. The biosensor was able to detect 0.7 aM of thrombin in
a 140 pl volume of solution with a precision of better than 4% relative standard
deviation over the range 0 to 200 nM in less than 10 min.

Fluorescence anisotropy offers several advantages over SPR and TIRF spec-
troscopy. The detection of anisotropy discriminates between different surface-
bound targets and is insensitive to variations in the refractive index of the
sample solution (Potyrailo et al. 1998). Both SPR and TIRF are affected by
these factors.

Tan and colleagues recently described the first application of a protein
aptamer for the detection of an oncoprotein, platelet-derived growth factor
(PDGF),byfluorescenceanisotropy (Fangetal. 2001).Theaptamerwas labelled
with fluorescein to bind to the PDGF protein. When the labelled aptamer
is bound with its target protein, the rotational motion of the fluorophore
attached to the complex becomes much slower due to an increase in molecular
weight, resulting in a significant fluorescence anisotropy change. This allows
the detection of the binding events between the aptamer and the protein in
real time and in homogeneous solutions. The PDGF was detected in the sub-
nanomolar range. The authors predict that efficient oncoprotein detection by
fluorescence anisotropywill findapplications inproteinmonitoringandcancer
diagnosis.

Yamana and co-workers (2003) have reported on the use of a bis-pyrene-
labelled DNA aptamer as an intelligent fluorescent biosensor. They have indi-
cated that there is high signal intensity and specificity for detecting the target
ligand in a homogeneous system. The bis-pyrene fluorophore is easily incorpo-
rated as a fluorescent non-nucleosidic linker at internal or terminal positions
of aptamers. The labelled aptamers display large fluorescence changes in inten-
sity when they bind to ligands (Yamana et al. 2003). This feature allows them to
be useful in the development of an intelligent biosensor. This is brought about
by the excimer (480 nm) and monomer (380 nm) fluorescence emissions of the
bis-pyrene fluorophore being sensitive to local structural changes as a result of
base-pairing and/or nucleotide sequence variations near the bis-pyrene label
attached to oligonucleotide duplexes.

In an interesting development, Merino and Weeks (2003) have used the
differential activity of 2′-amine-substituted nucleotides in flexible versus con-
strained nucleic acid structures to resolve bound and ligand-free states of an
ATP aptamer in biologically complex solutions. Fluorogenic compounds such
as fluorescamine (FCM) are ideal for converting aptamers into small-molecule
sensors via reaction at the 2′-amine. FCM reacts with aliphatic amines in
milliseconds to form a stable fluorescent product. In addition, it undergoes hy-
drolysis to form non-fluorescent products that will quench the reagent rapidly
(Merino and Weeks 2003). The ligand-FCM reaction is readily detected by
fluorescence resonance energy transfer, which is a main advantage of this
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approach. Moreover, the development of sensors by this technique requires
little information about the aptamer in that only identification of a ligand-
induced conformational change is necessary. The authors suggest that this
method will be useful for developing sensors from diverse aptamers that bind
small-molecule ligands via an induced fit.

Stanton and colleagues (Hamaguchi et al. 2001) have described the adapta-
tion of molecular beacon techniques to aptamers that specifically bind protein
targets. These aptamer beacons can adopt two or more conformations, one of
which will allow ligand binding. An anti-thrombin aptamer was developed into
an aptamer beacon by adding nucleotides to the 5′-end that are complemen-
tary to nucleotides at the 3′-end of the aptamer. In the absence of thrombin,
the added nucleotides will form a stem-loop structure, while in the presence of
thrombin the beacon forms the ligand-binding structure. The resultant confor-
mational change can be measured by fluorescence, thus allowing the aptamer
beacon to be a sensitive device for detecting proteins. The authors speculate
that since aptamers can be immobilized without significant loss of activity,
then it should be possible to do the same with aptamer beacons to generate
chip arrays to detect individual proteins. However, there are limitations to the
use of aptamer beacons. The major factor is that several proteins (e.g. lactose
dehydrogenase) bind non-specifically to single-stranded DNA, leading to non-
specific increases in fluorescent intensity. Another limitation is that metal ions
can affect nucleic acid conformation (Hamaguchi et al. 2001).

4.2.2
Luminescence

Bruno and Kiel (1999) have used electrochemiluminescence to detect anthrax
spores. SELEX was used to select and amplify aptamers capable of binding
to and detecting non-pathogenic Sterne strain Bacillus anthracis spores. The
method involved the use of an aptamer-magnetic bead-electrochemilumines-
cence (AM-ECL) sandwich assay scheme that was able to detect at least three
distinct populations of single-stranded DNA aptamers. This, in effect, indicates
a detection limit of 106 anthrax spores. Consequently, aptamer biosensors can
be useful in biological warfare and bioterrorism detection.

4.2.3
Chip-Based Assays

A chip-based biosensor for multiplex analysis of protein analytes has been de-
veloped by researchers at Archemix Corporation (2003). The biosensor utilizes
immobilized DNA and RNA aptamers, selected against different protein tar-
gets, to simultaneously detect and quantify levels of individual proteins in com-
plex biological mixtures (McCauley et al. 2003). Aptamers were fluorescently
labelled and immobilized on a glass substrate and fluorescence polarization
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anisotropy was used for solid and solution-phase measurements of target-
protein binding. The system was used to detect and quantify cancer-related
proteins such as vascular endothelial factor and basic fibroblast growth factor.
The biosensor was multiplexed to detect these factors even in the presence of
complex biological matrices such as serum.

In a related development, researchers at the University of Texas have re-
ported on the production of a chip-based sensor array composed of individu-
ally addressable agarose microbeads to detect DNA oligonucleotides (Ali et al.
2003). Biotinylated DNA capture probes were incorporated into the bead mi-
croreactors, which were derivatized with avidin docking sites. The probes are
then arranged in micromachined cavities on silicon wafers that allow for fluid
flow through the microreactors. This allows the detection of target DNA by flu-
orescence changes that occur upon binding to the target. It has been reported
that the limit of detection was approximately 10–13 M. Although aptamers were
not studied here, this approach could be suitable for these targets.

Finally, Ellington and colleagues (Kirby et al. 2004) have immobilized ap-
tamers in chip arrays for the detection of multiple analytes for biothreat agents.
This involved specific enzymatic incorporation of linkers into the aptamers and
then using DNA arrays to generate and analyse aptamer beacon chips. This
approach allows the aptamers to be generated with differing affinities and
specificities for a particular target. Furthermore, by immobilizing a series of
aptamers with different affinities, it will be possible to recognize altered or
modified analytes.

4.3
Acoustic Wave Devices

Acoustic wave devices are usually based on resonant oscillating quartz sensors
that can detect small changes in series resonant frequency due to changes
in mass and other variables of the oscillating system as a result of a binding
or dissociation event (caesar Foundation 2005). Piezoelectric materials are
widely used in the fabrication of biosensors, as these respond sensitively to the
perturbation of the acoustic properties at the sensor-liquid interface. Quartz is
the most frequently used piezoelectric material because of its ready availability
and relatively low temperature dependence (Deisingh and Thompson 2002).
A typical acoustic wave device is shown in Fig. 2.

The binding of an analyte and its receptor (aptamer) by the quartz sensor
has also been studied. The aim was to develop an aptamer-based microbalance
and to use this as a biosensor to transform a binding event directly into an
electronic signal. This would allow sensing in solution along with electronic
detection and control. However, this is an on-going process that requires much
further research (caesar Foundation 2005).
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Fig.2 An acoustic wave sensor. (Reprinted by permission of Dr. Shakour Ghafouri, University
of Toronto)

Mascini’s group has developed biosensors to detect the human immun-
odeficiency virus (HIV)-1 Tat protein (Tombelli and Mascini 2005; Tombelli
et al. 2004). An RNA aptamer has been used as the biorecognition element
to detect the trans-activator of transcription (Tat) protein. Tat is a protein of
86 to 101 amino acids that controls the early phase of the HIV-1 replication
cycle. A specific RNA aptamer was immobilized on the gold surface of quartz
crystals and surface plasmon resonance chips, and the interaction with Tat
protein in solution was investigated. Parameters such as sensitivity, selectivity
and reproducibility were studied and a comparison with immunosensors was
performed.

A quartz crystal microbalance (QCM) was used to evaluate the suitability
of immobilized aptamers as ligands in a biodetector. The coated crystal is
placed in a flowthrough system that allows the injection of a probe and, also,
the monitoring of the association and dissociation of the analyte (Liss et al.
2004). Binding of the analyte to the quartz surface leads to a decrease in the
resonance frequency that can be readily monitored. The quartz crystals were
activated with 3,3-dithiodipropionic acid that crosslinks the free amino groups
of antibodies or streptavidin. Aptamer oligonucleotides were either 5′- or 3′-
biotinylated and immobilized on streptavidin-coated surfaces (Liss et al. 2004).
The specificity of antibody and aptamer-coated biosensors were compared by
coating the quartz crystals with either a monoclonal antibody against human
IgE or a 37-nt single-stranded DNA aptamer selected against the Fc domain
of IgE respectively. The authors reported that the aptamer is equivalent to
the antibody with respect to sensitivity and specificity. This system can prove
useful to simultaneously analyse the expression levels of tumour and apoptosis
proteins.
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4.4
Other Methods

4.4.1
Electrochemical Aptasensors

Electrochemical detection has the advantages of high sensitivity, fast response,
robustness, low cost and the potential for miniaturization (Mir and Katakis
2004). An electrochemical aptasensor was reported for the detection of throm-
bin where the thrombin was immobilized on the surface and detected by
horseradish peroxidase (HRP)-labelled aptamer or biotin-labelled aptamer af-
ter reaction with streptavidin-HRP. Other configurations investigated include
the immobilization of the aptamer on the surface by biotin or by a thiol group.
The thrombin, when bound to the aptamer, was detected by a chromogenic
substrate or by labelling with HRP. Thrombin was also detected by use of
a sandwich format with a second labelled aptamer and, additionally, a reagent-
less electrochemical aptabeacon was studied. In each case, the conformational
change induced when the aptamer changes from a duplex structure to a 3-D
quadruplex structure upon binding to thrombin, was detected electrochemi-
cally.

4.4.2
Micromachined Sensors

Micromachined sensors have low noise and scalability due to their small size.
The low noise will result in higher resolution, while scalability allows many
sensors to be used in parallel while also using small volumes for point-of-
care systems (Savran 2005). Savran’s group at Purdue University (Indiana,
USA) is interested in using aptamers with micromachined sensors that do
not require the use of labelling. A micromechanical silicon-nitride device that
allows differential detection of biomolecules has been reported (Savran et al.
2002, 2003). The sensor has two adjacent flexible cantilevers that bend in
response to the surface stress resulting from the adsorption of biomolecules.
Interdigitated fingers between the tip areas of the two cantilevers allow optical
detection of the relative bending between the two cantilevers. One cantilever
contains the receptor molecules that bind to target molecules and is used as the
main sensor, while the other is blocked with non-specific molecules (Savran
2005).Whenreceptor-targetbindingoccurs, the sensorcantileverbendsbut the
reference does not. An advantage of this methodology is that both cantilevers
bend by the same amount for disturbances such as temperature changes and
non-specific binding. Thus, only the response to biomolecular adsorption is
detected.

This approach was used to detect proteins using aptamer-based receptor
molecules. The ligand was Taq DNA polymerase while the receptor of the
sensor was an anti-Taq aptamer modified with a thiol group at one end to allow
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for covalent binding onto a gold surface (Savran et al. 2004). One cantilever
was functionalized with aptamers selected for Taq DNA polymerase while
the other was blocked with single-stranded DNA. The polymerase-aptamer
binding induces a change in surface stress that causes a differential cantilever
bending that ranges from 3 to 32 nm depending on ligand concentration.
The authors concluded that these sensors are sensitive, specific and can be
repeatable for protein detection.

5
Concluding Remarks

This chapter considered the potential role of aptasensors in biomedical appli-
cations. Since the field is quite new, not many applications have been described
in the literature, but the outlook is becoming more positive. The introduc-
tion of automated platforms for aptamer selection along with developments
in increasing the stability of aptamers to nuclease aptamers will become more
accessible to workers in the biosensor area. This is clearly seen from the chip-
based and micromachined sensors that are currently being analysed.

However, before it is accepted that aptamers can be the solution to bioana-
lytical problems, it has to be noted that these molecules have their limitations.
Enzymes in cells can break down natural RNA molecules, and therefore sub-
stitutes for natural RNA components need to be found. Thus, Spiegelmers,
made of novel RNA-type building blocks but which are mirror-reversed, can
be a useful possibility. These molecules offer high specificity and are resistant
to enzyme breakdown.

Regardless of the problems being experienced and the slow pace of develop-
ment, it appears that aptasensors, especially with the increase of transduction
approaches, will provide much scope for biomedical applications in the next
decade. This will also be enhanced by the use of aptamer beacons that allow
reagentless, one-step analyses.
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Abstract Nucleic acids that can bind with high affinity and specificity to target molecules
are called “aptamers”. Aptamers recognise a large variety of different molecule classes. The
main focus of this chapter is small molecules as targets. Aptamers are applied complemen-
tarily to antibody technologies and can substitute antibodies or small molecules wherever
their different properties, such as biochemical nature or highly discriminating capacities,
are advantageous. Examples of promising applications of these versatile molecules are dis-
cussed in the field of therapeutics and biotechnology with a special view to small-molecule
detection.

Keywords Aptamers · Small molecules · Detection · Low molecular weight compounds ·
Biosensor

1
Properties of Aptamers

The Greek word haptein meaning “to attach to” is the origin of the word
“aptamer”. Aptamers can be peptides or nucleic acids. Nucleic acid aptamers
are single-stranded (ss)DNA or ssRNA molecules that bind to a target with high
affinity and specificity, having dissociation constants down to the picomolar
range (Jayasena 1999). They typically contain between 25 and 100 nucleotides.
DNA or RNA nucleic acid aptamers recognise a large variety of low molecular
weight compounds (Gold et al. 1995; Hermann and Patel 2000; Patel 1997;
Wilson and Szostak 1999). The range and size of aptamer target molecules,
however, spread from mere ions such as Zn2+ over nucleotides, antibiotics,
small molecules, RNA structures, proteins, receptors, viruses and cells up to
whole organisms (Famulok and Mayer 1999; Famulok et al. 2001; Homann and
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Goringer 2001; Jayasena 1999; Kawakami et al. 2000; Rimmele 2003; Ulrich
et al. 2002; Toulme et al. 2004).

In contrast to antisense, ribozyme and small interfering (si)RNA, aptamers
can bind not only on the protein coding level, but can also bind to the protein
itself. Thereby theyare able todistinguishbetweenhighlyhomologous epitopes
or isotypesandareable to influencecertainactivitiesof amultifunctional target
molecule.

Aptamers can greatly enhance the efficiency of modern drug development
because their binding characteristics, especially to small molecules, are com-
parable to or even better than monoclonal antibodies. Just like antibodies, ap-
tamers have the capacity to form elaborate three-dimensional structures and
shapes. They are often used complementarily to antibody technologies and can
substitute antibodies or small molecules wherever their distinct properties—
due to their different biochemical nature and to the different techniques of
their development—are advantageous. So far, the widest-spread method to
find high affinity nucleic acids with high specificity for a certain target is
a technology called SELEX (systematic evolution of ligands by exponential
enrichment) (Tuerk and Gold 1990; Ellington and Szostak 1990). SELEX com-
prises an iterative process of in vitro selections using nucleic acid to target
binding and partitioning events of unbound nucleic acids in order to isolate
high-affinity nucleic acid ligands from large pools of randomised sequence
libraries. Starting libraries for SELEX usually contain more than 1015 different
sequences. The technology has been further developed and improved, even
automated (Cox and Ellington 2001; Cox et al. 2002), and has been adminis-
tered to find aptamers for various application needs (Brody and Gold 2002;
Bruno and Kiel 2002; Famulok and Mayer 2001; Jayasena 1999; Martell et al.
2002; Nimjee et al. 2005; Rajendran and Ellington 2002; Sun 2000; Vuyisich and
Beal 2002; Wang et al. 2003; White et al. 2000, 2001; Zhang et al. 2004). Addi-
tionally, new aptamer-development processes and applications are constantly
being explored and tested in many laboratories.

The multiple advantages of aptamers include their high specificity and affin-
ity, their easy and highly reliable production by enzymatic or chemical syn-
thesis, their regenerability by simple means and their storability. In addition,
advantages over monoclonal antibodies are the higher inhibitory potential
and the wider range of chemical modification possibilities because they can be
synthesised enzymatically and chemically. Aptamers are also stable, with no
loss of activity under a wide range of buffer conditions, and resistant to harsh
treatments such as physical or chemical denaturation. Different chemical mod-
ification possibilities offer diverse immobilisation properties using numerous
additional molecules. Because it is possible to develop aptamers entirely in
vitro without the need of cells or animal immune systems, aptamer generation
offers the choice of a great diversity of binding conditions. Aptamers can be
developed against all different kinds of targets, including cell-toxic molecules,
compounds that can only be solubilised in solvents other than water, and tar-
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gets against which an immune response cannot be elicited (Famulok et al. 2001;
Jayasena 1999). Interestingly, to date there has been no evidence for immuno-
genicity of aptamers when applied in vivo (Rimmele 2003). In most cases,
aptamers need, however, metal ions in order to attain their functional shape
and activity, much like ribozymes (Fedor 2002; Hanna and Doudna 2000).
Intriguingly, aptamers can be functionalised in connection with ribozymes as
“allosteric aptamers” for many powerful applications (Breaker 2002).

One of the three main disadvantages of aptamer technologies is the unfor-
tunate finding that aptamers (much like antibodies) cannot be developed for
every target molecule. Target properties such as an isoelectric low point (pI)
can be a challenge. In many cases the successful development of an aptamer
with the right properties seems to greatly depend on the use of the exact con-
ditions (i.e. assay temperature) during the development process in which the
aptamer will later be used (Daniels et al. 2002).

A caveat of nucleic acid aptamers also used to involve their nucleases sensi-
tivity. Fortunately, many ways have been found to stabilise RNA aptamers, such
as chemical modifications at the 2′ position of the ribonucleotide moieties (for
instance 2′-amino, 2′-deoxy or 2′-methoxy), circularisation of the molecules
or capping to avoid exonuclease attack (Kim et al. 2002; Jellinek et al. 1995;
Menger et al. 1996; Pieken et al. 1991; White et al. 2000). Some of these modifi-
cations can be introduced during the selection itself by using tolerant T7 RNA
polymerase mutants; others have to be inserted by chemical synthesis after the
final sequence and structure has been analysed (Aurup et al. 1992; Chelliser-
rykattil and Ellington 2004; Meis and Chen 2002; Sousa and Padilla 1995). An
alternative method is “Spiegelmer” technology (Eulberg and Klussmann 2003;
Klussmann et al. 1996). Spiegelmers are mirror-image aptamers composed of
L-ribose or L-2′-deoxyribose units and are not degradable by nucleases.

Still, one of the biggest challenges for aptamer (as well as antibody) appli-
cation in medicine is their efficient delivery into cells. This type of research is
finding increasing interest. Among incorporating them into liposome vesicles
and applying those vesicles (White et al. 2000), gene therapeutic approaches
seem to be the most successful techniques at present to import aptamer func-
tion in vivo for intracellular protein targets (Famulok and Verma 2002; Good
et al. 1997; Iyo et al. 2002).

Whereas most aptamers exert their function not on a protein coding level,
aptamers are being explored to also regulate eukaryotic gene expression di-
rectly in response to the binding of their target molecule (Toulme et al. 2004).
Intriguingly, mounting evidence is now being presented of naturally occurring
aptamers as part of “riboswitches” in prokaryotes as well as eukaryotes, and
the importance of their regulatory functions in gene expression is being elu-
cidated (Breaker 2004; Hentze and Kuhn 1996; Sudarsan et al. 2003; Winkler
et al. 2002).

In this chapter, we want to present some examples of aptamers in therapeu-
tics and some important biotechnological detection platforms for the specific
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detection of analytes, comparing previous technologies and aptamer technolo-
gies. We will focus on the detection of low molecular weight compounds (in-
cluding metal ions) up to small molecules (including peptides and enzymatic
cofactors). In addition, we will present, as an example, one of our own new
aptamers against a low molecular weight compound and toxin in a biosensor
system (E. Ehrentreich-Förster, D. Orgel, A. Krause-Griep, B. Cech, V.A. Erd-
mann, F. Bier, F.W. Scheller and M. Rimmele, submitted for publication).

2
Aptamers in Therapeutics

One of the first aptamers selected against proteinaceous targets was the anti-
thrombin aptamer (Bock et al. 1992). At the same time it has been the first
ssDNA aptamer described in the literature. Because of its naturally existing
heparin binding site, thrombin is an ideal target for the development of an
aptamer ligand. DNA aptamers directed against thrombin can at the same time
inhibit the enzymatic function and thereby become a valuable anticoagulant
(Bock et al. 1992; Griffin et al. 1993).

New approaches have been taken to make use of a so-called “antidote”
mechanism in order to specifically control anticoagulant aptamer activity
in vivo. This has been demonstrated using another anticoagulant 2′-fluoro-
pyrimidine-stabilised RNA aptamer directed against factor IXa. The antidote
effect could be demonstrated to work also if administered to patients (Rusconi
et al. 2002). The antidote works by hybridising the aptamer to a complemen-
tary strand, thus reducing the active structure of the aptamer to an inactive
double helix. Pharmacokinetics of the aptamer were improved by attachment
of a cholesterol moiety to the 5′ end instead of the previously used polyethylene
glycol (PEG) and by further stabilisation with an inverted deoxythymidine ad-
ditional to the inverted deoxythymidine at the 3′ end (Rusconi al. 2004). The
antidote itself is composed of a 2′-methoxy derivative of RNA.

The most advanced aptamer drug currently under investigation is Macugen
(pegaptanib) by Eyetech Pharmaceuticals/Pfizer, an anti-vascular endothelial
growth factor (VEGF) aptamer used as an angiogenesis inhibitor for the po-
tential treatment of age-related macular degeneration (AMD) and diabetic
macular edema (Vinores 2003). The VEGF aptamer was initially selected from
a 2′-fluoro-pyrimidine RNA library to yield clones with Kd values of 5–50 pM
(Ruckman et al. 1998). A high specificity was confirmed and further modi-
fications like the introduction of 2′-methoxy-purine nucleotides along with
a conjugation to PEG improved the pharmacokinetics of the aptamer (Tucker
et al. 1999). Especially the treatment of exudative AMD and diabetic macular
edema via intravitreal injection was successful (Eyetech Study Group 2002).
Finally, Macugen was approved as the first aptamer by the Food and Drug Ad-
ministration (FDA) in December 2004 for the treatment of neovascular AMD.
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Furthermore, Eyetech Pharmaceuticals/Pfizer made Macugen available to treat
AMD in January 2005.

It is conceivable from these recent data that other aptamers in current
trials will also meet all the demands to become available as therapeutics. The
unusual properties of aptamers that allow the reversible action by a specific
antidote is a further asset in comparison to conventional drugs. Especially the
recent FDA approval of Macugen will pave the way for further acceptance of
oligonucleotide-based therapeutics.

3
Detection Methods for Small Molecules and Advantages of Aptamers

Small molecules are involved in innumerable biochemical processes in life and
can operate as substrate, catalyst or inhibitor in biochemical reactions. Because
of these properties, small molecules are valuable as drugs in medicine or in
biotechnological applications. In addition, in all cases the feasibility of quickly
and reliably detecting them is essential.

Different and versatile techniques have been developed for the detection of
small molecules. Classic detection methods are based on optical spectroscopic
techniques. In these, electromagnetic radiation with a particular wavelength
and intensity is applied to an object by which it is adsorbed, dispersed or emit-
ted. Techniques like X-ray, ultraviolet-visible (UV/VIS), infrared (IR), electron
paramagnetic resonance (EPR) and nuclear magnetic resonance (NMR) spec-
troscopy are used for small-molecule detection as well as for the structural
analysis of molecules (Lottspeich and Zorbos 1998).

Other methods involve radioactive and non-radioactive-labelling. In recent
years fluorescence, chemifluorescence and chemiluminescence have emerged
as alternative technologies to traditional radioisotope-based systems. Conve-
nience, speed and safety are strong arguments for non-radioactive labelling
techniques, but use of radioisotopes may still offer significant advantages,
i.e. because the insertion of a radioisotope does not change the structure of
a molecule. In both application forms, the radioisotopes or the chromophores
are directly embedded in the analyte or in the ligand, which exerts high affin-
ity and high specificity for the analyte. The scintillation proximity assay (SPA)
and fluorescence resonance energy transfer (FRET)-based assay exemplify the
application of both techniques in high-throughput drug screening strategies
(Clegg 1995; Woodbury and Venton 1999).

A further method is the surface plasmon resonance (SPR)-based interaction
analysis technique. SPR is independent of any labelling. However, low molec-
ular weight compounds can only be detected to a certain limit because they
do not create strong enough signals (Szabo et al. 1995; Woodbury and Venton
1999).
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Other techniques include chromatographic and electrophoretic methods,
capillary electrophoresis (CE) and mass and microscope spectroscopy (Altria
and Elder 2004; Lottspeich and Zorbos 1998; Woodbury and Venton 1999).

Most recently, themicroarray technologyhasbecomeacrucial tool for large-
scale and high-throughput analysis (Glokler and Angenendt 2003; Walter et al.
2002; Zhu and Snyder 2003), its greatest advantage being the considerable
reduction of sample consummation and the possibility to screen in parallel.

Usingantibodies, rapidandsimple immunoassayshavebeenwidelyused for
the detection of macromolecules like proteins, the most common format being
the enzyme-linked immunosorbent assay (ELISA), performed as a sandwich
assay. However, as the analyte becomes smaller, it is sterically impossible to be
bound by two antibodies simultaneously. Also, small haptens often escape the
immune system and specific antibodies are difficult to obtain via immunisation
strategies. Technologies like phage display and ribosome display have been
developed to overcome these difficulties, but there still is a constant search for
a proper scaffold to recognise small molecules in a specific manner (Cicortas
Gunnarsson et al. 2004; Vogt and Skerra 2004).

A competitive assay as described by us (see below and E. Ehrentreich-
Förster, D. Orgel, A. Krause-Griep et al., submitted for publication) using
aptamers can, however, detect a small molecule or a low molecular weight
compound with high sensitivity and specificity. In recent years many aptamers
as well as “aptazymes” (a combination of aptamer and ribozyme) have been
developed as an alternative for small molecule detection (Burgstaller et al. 2002;
Famulok 1999). Among those, aptamers against small molecules have been
identified ranging from metabolic cofactors like Flavine adenine dinucleotide
(FAD) (Clark and Remcho 2003; Roychowdhury-Saha et al. 2002), biotin (Nix
et al. 2000; Wilson et al. 1998), vitamin B12 (Lorsch and Szostak 1994; Sussman
et al. 1999) and elicitors like 3′-5′-cyclic adenosine monophosphate (cAMP)
(Nonin-Lecomte et al. 2001; Koizumi and Breaker 2000) to toxins and drugs
like antibiotics (Gold et al. 1995; Famulok 1999; Wilson and Szostak 1999).

We experienced that aptamers developed against a low molecular weight
compound alone will hardly recognise the conjugated compound on a protein
surface. We assume that the conjugated compound is probably buried or not
fully accessible in its three-dimensional structure for aptamer binding, due to
protein side chains or its being masked by the protein’s immanent charges. To
render aptamers capable of recognising a low molecular weight compound in
a variety of milieus, it is necessary to develop the desired aptamers through
varying steps and surroundings according to the anticipated chemical condi-
tions and platforms.

An example of an aptamer developed against a low molecular weight com-
pound is an aptamer that has been generated by us in co-operation with the
Fraunhofer Institute for Biomedical Engineering (IBMT). We developed ap-
tamers against the toxic agent trinitrotoluene (TNT) (E. Ehrentreich-Förster,
D. Orgel, A. Krause-Griep et al., submitted for publication; Rimmele 2003; Rim-
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mele and Ehrentreich-Förster 2004). This work opens a new field of aptamer
applications for environmental analytics and chemical-process controlling us-
ing a biosensor approach. TNT and especially its degradation products are
very toxic and can be recognised with antibodies only with low affinity (Kd
value estimated in the millimolar range). Aptamers developed against TNT
have a much higher affinity and specificity than antibodies, and they could be
administered in a portable biosensor system (Fig. 1). A reason for the signif-
icantly higher affinity of aptamers to TNT in the sensor could be the highly
flexible three-dimensional structure of nucleic acids (Hermann and Patel 2000;
Rimmele 2003). The presented system also clearly demonstrates a further ad-
vantage of aptamers compared to proteinaceous antibody molecules. Aptamers
are compatible with organic solvents that are needed for the solubilisation and
detection of organic molecules like TNT (Baldrich et al. 2004; O’Sullivan 2001;
Rimmele 2003). Our aptamers against TNT could be developed in buffers
containing considerable amounts of methanol.

In the established biosensor assay, aptamers with high affinity have a high
specificity for TNT, since the structurally similar explosive N-methyl-N-2,4,6-
tetranitroaniline (Tetryl) displays no affinity to the TNT aptamers (data not
shown).

The principle of measurement of the fibre-optic field biosensor is an indirect
competitive assay. A fluorescence signal is detected with a photomultiplier tube
(PMT). A scheme of the experimental set-up of the biosensor is shown in Fig. 2.
The analyte TNT is covalently bound to the previously activated surface (glass
fibre) of the measuring cell. The aptamers coupled with fluorescence beads and

Fig. 1 Overlay plot of real-time binding curves of aptamer versus antibody in the fibre-
optic field sensor. The toxin (trinitrotoluene) was immobilised on a sensory glass fibre.
Fluorescence-labelled aptamer or fluorescence-labelled antibody is pumped into the mea-
suring cell and binds to the toxin on the fibre. Binding is shown as fluorescence intensity.
The different curve progression mirrors a significant difference in toxin affinity of aptamer
versus antibody. Binding measurements were performed by Eva Ehrentreich-Förster at
the IBMT



366 M. Menger et al.

Fig. 2 Instrumental set-up of the fibre-optic field biosensor. The sample is pumped through
the measuring cell with an embedded sensing glass fibre. The excitation light passes through
an interference filter and is guided by a fibre bundle to the measuring cell. The sensory glass
fibre leads the fluorescence through a filter to a photomultiplier tube (PMT). The PMT
signal is collected, converted and connected to a computer for data sampling

the analysed probe are injected together into the measuring cell. In the absence
of TNT in the analysed probe the aptamers bind to the TNT molecules coupled
on the glass fibre. The result is a strong fluorescence signal on the PMT. In the
presence of TNT in the analysed probe, a number of aptamer molecules binds
to the free TNT molecules of the probe. This leaves fewer aptamer molecules,
coupled with fluorescence beads, that can bind to the TNT coupled on the glass
fibre. The result is a reduced fluorescence signal on the PMT (Fig. 3).

4
Aptamer Applications in Biotechnology and Medicine

Small-molecule recognition by aptamers is gaining increasing importance in
biotechnology and medicine. In the field of biotechnology, many processes like
fermentation in bioreactors have to constantly be surveyed to yield products
that are well defined and safe for humans. Of interest is the metabolic state
of the fermenting organism and the appearance of unwanted by-products, as
well as the accumulation of the product itself. Monitoring results often need
to be available in real time to allow decisions to be taken on a process (Hewitt
and Nebe-Von-Caron 2004). Biosensors recognising small molecules on an
enzymatic basis are already widely applied; however, not all molecules have
a specific and simple enzyme assay available (Inaba et al. 2003; Zaydan et al.
2004). Biosensors based on aptamers as described above can be designed to
employ the same principle for a multitude of different molecules, thus reducing
the complexity for establishing such assays.
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Fig. 3a,b The principle of measurement in a fibre-optic field biosensor. a Sensor fibre
with immobilised toxin trinitrotoluene (TNT). Fluorescence-labelled aptamer (depicted as
coiled structure with a spheric bead attached) is added to the flow cell and binds to its target
molecules on the surface. The fluorescence of the bead is generated by laser light (shown
as an arrow). The PMT transduces the light at the fibre. b Sensor fibre with immobilised
toxin TNT. Fluorescence-labelled aptamer and probe are mixed and then added to the flow
cell. If the sample contains TNT, most aptamers will bind to the free TNT instead of the
immobilised TNT on the surface, which results in a reduced light signal at the fibre
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In medicine, aptamers could be employed for the rapid detection of meta-
bolic disease indicators and to study the pharmacokinetics of drugs and their
degradation products. Examples of molecules in typical metabolic diseases
that are currently monitored include advanced glycosylation end products
in diabetes and citrullination in rheumatoid arthritis (Ahmed and Thornalley
2003;RubinandSonderstrup2004).However,manymetabolicdiseasemarkers,
like phenylalanine and tyrosine in phenylketonuria, may not be identified
as conjugates to proteins alone but would have to be identified in solution
(Wibrand 2004).

Not only in phase trials of patients are drug pharmacokinetics important to
study. In so-called personalised medicine, the genetic backgrounds of patients
are screened, since there are differences between individuals in reaction to
certain compounds (Nicholls 2003). But rather than relyongenetic information
only, it may be even more important to monitor the fate and derivatives of the
administered drug itself.

In addition to the simple detection of small molecules, aptamers in the form
of riboswitches can be applied to control transcriptional or translational activ-
ity in vivo. In biotechnology this may be used in cases where a well-defined and
controlled expression of several genes simultaneously is important. So far, mi-
crobial recombinant gene expression is mostly regulated by the classical operon
model using repressor molecules inducible by substances like isopropyl-β-D-
thiogalactopyranoside (IPTG), arabinose and tetracycline (Lutz and Bujard
1997). Engineered riboswitches offer an additional supply of regulating ele-
ments controlled by otherwise inert substances like theophylline and malachite
green (Grate and Wilson 2001; Suess et al. 2004). The discovery of natural ri-
boswitches in eukaryotic organisms points to a similar direction of engineering
gene regulation in higher cells (Kubodera et al. 2003; Ooms et al. 2003).

These developments suggest that the range of applications using aptamers
is yet to increase. Future discoveries in the field of RNA molecules in vivo, as in
RNA interference, will add to the scope of things to be developed on the basis
of engineered RNA, including aptamer elements.

Due to the superior performance of aptamers in small-molecule assays in
comparison to conventional immunoassays, we envision that biosensors based
on aptamers will become increasingly applicable not only in toxin screening of
the environment and food, but also in many biotechnological and medicinal
applications.
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Abstract Protozoal pathogens cause symptomatic as well as asymptomatic infections. They
have a worldwide impact, which in part is reflected in the long-standing search for antipro-
tozoal chemotherapy. Unfortunately, effective treatments for the different diseases are by
and large not available. This is especially true for African trypanosomiasis, also known as
sleeping sickness. The disease is an increasing problem in many parts of sub-Saharan Africa,
which is due to the lack of new therapeutics and the increasing resistance against traditional
drugs such as melarsoprol, berenil and isometamidium. Considerable progress has been
made over the past 10 years in the development of nucleic acid-based drug molecules using
a variety of different technologies. One approach is a combinatorial technology that involves
an iterative Darwinian-type in vitro evolution process, which has been termed SELEX for
“systematic evolution of ligands by exponential enrichment”. The procedure is a highly ef-
ficient method of identifying rare ligands from combinatorial nucleic acid libraries of very
high complexity. It allows the selection of nucleic acid molecules with desired functions,
and it has been instrumental in the identification of a number of synthetic DNA and RNA
molecules, so-called aptamers that recognize ligands of different chemical origin. Aptamers
typically bind their target with high affinity and high specificity and have successfully been
converted into pharmaceutically active compounds. Here we summarize the recent exam-
ples of the SELEX technique within the context of identifying high-affinity RNA ligands
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against the surface of the protozoan parasite Trypanosoma brucei, which is the causative
agent of sleeping sickness.

Keywords African trypanosomes · SELEX · Nucleic acid aptamers ·
African sleeping sickness

1
Introduction

Parasitic diseases are among the most devastating illnesses in the world. They
cause suffering in hundreds of millions of people as well as an unknown num-
ber of wild and domestic animals. Malaria is responsible for the death of
approximately 2.7 million people per year (Andreopoulos 2003) and schisto-
somiasis and Chagas disease severely affect millions of people in Asia, Africa
and South America (Capron et al. 2002; Dias et al. 2002). The problem is am-
plified by the fact that the number of drugs for treating parasite infections
is very small. Most of the available therapeutics were discovered decades ago
and are not very effective (Pecoul et al. 1999). They suffer from a variety
of problems such as acute toxicity, short duration of action and the emer-
gence of resistant parasites (Kaiser et al. 2002). The process of developing new
and improved antiparasitic drugs has been very slow. This is due to many
factors, among them a significant lack of interest from the pharmaceutical
industry as well as insufficient funding for research in parasitology in gen-
eral (Reich and Govindaraj 1998; Trouiller et al. 2001). Lastly, the process
has also been slow because the random screening methods of pharmaceu-
tical components have not been very successful at identifying antiparasitic
compounds.

A completely different approach of searching for novel pharmacological
agents has emerged from the field of combinatorial chemistry (Lam and Renil
2002). The technology includes a variety of techniques by which very large
numbers of structurally distinct molecules are synthesized in a time and
resource-effective way. The resulting pool of molecules reflects a library of
diverse three-dimensional structures that is subsequently scrutinized for its
pharmacological or diagnostic potential. A specific subset of methods uses
combinatorial nucleic acid libraries in conjunction with a selection scheme
based on in vitro evolution principles. The process is termed SELEX, which
stands for “systematic evolution of ligands by exponential enrichment” (Elling-
ton and Szostak 1990; Tuerk and Gold 1990). The SELEX technique is based
on the idea of using nucleic acids as therapeutic reagents rather than the
small organic compounds used in the past (Gold 1995). Since DNA and RNA
molecules adopt stable and intricately folded three-dimensional shapes (Conn
and Draper 1998) they are capable of providing a scaffold for the interaction
with functional side groups of a bound ligand. This is supported by the fact
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that many gene regulatory processes and a significant number of other bio-
chemical reactions rely on the formation of complexes between nucleic acids
and chemically complementary compounds. The molecular interactions are
essentially based on surface recognition principles and include all forms of
physical interaction such as hydrogen bonding, hydrophobic interaction and
ionic contacts.

Randomized sequence pools of oligonucleotides can be synthesized by solid
phase chemistry resulting in sequence complexities in the range of 1015 differ-
ent molecules. This represents a structural diversity not matched by any other
combinatorial technique and is one of the prime advantages of the SELEX
method. A premise of the process is that the number of oligonucleotides in the
synthesized pool is large enough to contain at least a few tertiary structures,
which canprovide abinding site or catalytic activity for a chosen target.Nucleic
acid molecules resulting from SELEX experiments have been termed aptamers
(Ellington and Szostak 1990), derived from the Latin word aptus, meaning
“fitting”. The affinities of aptamers for their binding targets are of comparable
strength to those of antibodies for their antigens (Jayasena 1999). Typically,
the equilibrium dissociation constants (Kd) are in the low nanomolar to high
picomolar range. An additional advantage of the SELEX process is that even
molecules of very low copy number in the starting library can be enriched and
selected. Nucleic acids can be enzymatically amplified, and thus significant
amounts of material can be created in every individual round of the SELEX
experiment. Lastly, the iterative cycles of in vitro selection and enzymatic am-
plification mimic a Darwinian-type process driving the selection towards an
evolutionarily optimized structural solution for the chosen interaction.

Aptamers have been selected for a number of different ligands (Wilson
and Szostak 1999) including nucleic acids, polypeptides, sugar molecules,
small organic compounds as well as entire cells (see aptamer database at
http://aptamer.icmb.utexas.edu/). Aptamers have even been selected for
molecules that do not normally interact with nucleic acids within their natural
context. This includes antibodies, phospholipases, hormones and growth fac-
tors. In addition, technologies for the chemical synthesis of very large aptamer
quantities have been developed (Pieken 1997), as have chemical modification
protocols to improve the stabilities (Eaton and Pieken 1995) and circulating
half-lives of the DNA and RNA molecules in blood plasma and other body
fluids (Brody and Gold 2000). Aptamers can be readily adopted for diagnostic
applications (Hesselberth et al. 2000), and in vivo experiments demonstrated
that they generally exhibit low toxicity and immunogenicity characteristics.
Nucleic acid-based therapeutics are now being tested in clinical trials (for a re-
view see Nimjee et al. 2005), and the first aptamer drug has very recently been
introduced into the pharmaceutical market (Gragoudas et al. 2004; Fine et al.
2005).

In the following, we will summarize the recent attempts to use the SE-
LEX technology to identify high-affinity RNA ligands to live parasites and
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parasite-specific proteins. The described experiments are focused on African
trypanosomes, the causative agent of sleeping sickness or African trypanoso-
miasis. We will discuss recent experimental data on how the trypanosome-
specific aptamers were generated and how they can be converted into an-
tiparasitic drugs, emphasizing the problems that RNA pharmaceuticals must
overcome.

2
African Trypanosomes as Extracellular Parasites

2.1
The Variant Surface Architecture of African Trypanosomes

African trypanosomes are unicellular, uniflagellated protozoan parasites. They
cause African trypanosomiasis or sleeping sickness, a chronic disease in hu-
mans as well as in wild and domestic animals. An estimated 50 million people
in 36 African countries are at risk of an infection, and a total of about 500,000
newly infected cases per year has been estimated (Smith et al. 1998; Kioy et al.
2004). The disease is caused by two geographically distinct trypanosome sub-
species:Trypanosomabrucei rhodesiense inEastAfrica and T. brucei gambiense
in West Africa. Although the two parasites cause different clinical manifesta-
tions, both infections are ultimately fatal if untreated (Khaw and Panosian
1995; Kioy et al. 2004).

African trypanosomes are transmitted by tsetse flies and, as extracellular
parasites, they multiply within the peripheral blood and the tissue fluids of the
infected hosts (Fig. 1). During this bloodstream lifecycle stage, trypanosomes
are covered with a layer of approximately 10 million molecules of a glyco-
protein species known as variant surface glycoprotein (VSG). VSG molecules
have a molecular mass of approximately 60 kDa, they homodimerize and are
glycosylphosphatidylinositol (GPI)-anchored within the plasma membrane
(Donelson 2003). The VSG surface induces a strong T cell-independent IgM re-
sponse as well as a T cell-dependent B cell response, which elicits VSG-specific
IgG (Sternberg 1998). The parasites, however, evade the host immune system
by temporarily expressing different VSG variants (Rudenko et al. 1998). This
phenomenon has been termed antigenic variation and has its molecular basis
in the surface presentation of structurally polymorphic N-terminal domains
of the different VSG variants. The trypanosome genome encodes a repertoire
of about 1,000 different vsg genes, but only one VSG is expressed at a given
time. Thus, the VSG surface acts as an exclusion barrier for larger molecules,
such as antibodies, while its variable characteristics cause the inability of the
infected host to clear the infection.
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Fig. 1 Cartoon of the main stages of the Trypanosoma brucei lifecycle. The parasites replicate
in the blood as slender trypomastigotes and differentiate into so-called stumpy forms at
high cell densities. Transmission occurs during the blood meal of a tsetse fly, and the
parasite is passaged from the midgut to the salivary glands of the insect vector. The lifecycle
is characterized by changes in cell shape, cell cycle, metabolism and surface coat. It is
completed after injection of metacyclic-stage parasites into the blood of another host
organism

2.2
Trypanosomes and the Blood–Brain Barrier

Aside from the described immunological phenomenon, African sleeping sick-
ness is characterized by a number of distinct neurological symptoms. They
include disruption of sleep and extrapyramidal motor disturbances as well
as neuropsychiatric changes (reviewed by Enanga et al. 2002). Although the
histopathological reactions in the brain have been well described, the patho-
genetic mechanisms behind the nervous system disease are still unclear. The
blood–brain barrier (BBB), which separates circulating blood from the central
nervous system, regulates the flow of materials to and from the brain. Dur-
ing the course of the disease, the integrity of the BBB becomes compromized
and parasites cross the barrier. While the mechanism of this phenomenon is
not understood, the following routes have been suggested: (1) entry of the
parasite via the choroid plexus epithelium leading to the cerebrospinal fluid
space; (2) entry via the cerebral capillary endothelium leading to the brain
parenchyma and (3) penetration through disrupted tight junctions (Enanga
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et al. 2002; Londsdale-Eccles and Grab 2002). Morphologically, the BBB is
constructed of apposed cerebral-endothelial capillary cells held together by
so-called tight junctions. Tight junctions hold the brain microvascular en-
dothelial cells closely together, thereby eliminating the gaps that usually occur
between endothelial cells at other locations in the body. Central components of
the tight junctions are transmembrane proteins such as occludin and claudins,
and various membrane-associated guanylate kinases.

The picture is further complicated by the fact that trypanosomes react
differently with different host species. When African trypanosomes gain access
to the human brain, little or no damage to the barrier is observed. By contrast,
chronic trypanosomiasis in rats is accompanied by extensive BBB damage.
However, recent evidence demonstrated the direct translocation of T. brucei
across the BBB in rats during the early stages of infections (Mulenga et al.
2001). Although extravascular trypanosomes were observed near capillaries,
a generalized loss of proteins in the tight junction could not be identified.

Several chemotherapeutics are currently used to treat African sleeping sick-
ness. Among them are compounds such as suramin, pentamidine, melarso-
prol, eflornithine and, on an experimental basis, diminazene and nifurtimox
(Stephenson and Wiselka 2000; Fairlamb 2003; Kioy et al. 2004). However,
none of the therapeutic measures is very effective and no vaccination against
trypanosome infections is available today. Therefore, new concepts and exper-
imental strategies for developing novel drugs are required (Van Gompel and
Vervoort 1997). Based on the described clinical evidence and based on the fact
that most drugs, including many trypanocides, do not cross the BBB efficiently,
it is important that new diagnostic and therapeutic approaches must address
this problem as well.

3
Trypanosome-Specific Aptamers

3.1
RNA Aptamers that Recognize the Cell Surface of Live Trypanosomes

T. brucei was the first protozoan parasite that was targeted using SELEX tech-
nology. Homann and Göringer (1999) used African trypanosomes as a model
system for the selection of aptamers to the surface of live parasites. The SELEX
experiments were designed to identify high-affinity RNA ligands to variant
as well as invariant molecules on the parasite surface. Such aptamers might
interfere with surface protein function and have the potential to re-direct the
immune response to the surface of the parasite. Other aptamers could poten-
tially be used for the affinity isolation of previously unknown surface proteins.

Two separate SELEX experiments were performed in parallel using the
bloodstream lifecycle stages of T. brucei strains MITat 1.2 and MITat 1.4 as
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targets (Cross 1975). The two parasite cell lines show variant specific charac-
teristics, among them the stable expression of different VSG variants: VSG 221
in the case of MITat 1.2 and VSG 117 for MITat 1.4. The starting RNA library
contained 2×1015 unique 85-mer RNA sequences with a central segment of
40 randomized nucleotide positions. In each cycle, living bloodstream stage
cells were incubated with the pools of RNA molecules to allow the enrichment
of RNA sequence variants that recognize exposed surface structures. After
12 cycles of binding, reverse transcription and amplification, the “winner”
sequences were identified by cloning and sequencing. Together, 106 clones
were analysed and three aptamer families were identified based on conserved
sequence motifs and secondary structure elements (Fig. 2a).

Individual aptamers from each family were chosen for the identification
of their interaction partners by zero-distance photo cross-linking (Fig. 2b).
None of the aptamers was able to discriminate between MITat 1.2 and MI-
Tat 1.4 parasites, suggesting invariant surface elements as aptamer targets.
One of the aptamers of family I (aptamer 2-16) was selected as a represen-
tative of this group and was characterized further. According to secondary
structure prediction and enzymatic structure probing experiments, aptamer
2-16 folds into a pseudoknotted hairpin and assumes a compact, almost glob-
ular fold (Fig. 3). The ability to form this pseudoknotted hairpin seems to be
an important determinant for the high-affinity interaction, since shortened,
“non-pseudoknotted” variants of the RNA showed significantly reduced sur-
face binding (Homann and Göringer 1999). Aptamer 2-16 bound to MITat 1.2
and MITat 1.4 cells with similar high affinities (Kd) of 60 nM. The aptamer
target was identified by zero distance photo cross-linking as a 40–42 kDa pro-

Fig. 2 a Aligned DNA sequences of RNA aptamer families specific for the T. brucei surface
(Homann and Göringer 1999; Homann and Göringer 2001). Consensus sequence elements
are shown in shaded boxes. b UV-crosslinking of radioactively labelled RNA aptamers from
all three families to live parasites. The aptamers interact with different surface proteins as
indicated by the arrows
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Fig. 3a–c Secondary structures of three T. brucei-specific RNA aptamers. a Aptamer 2-16
(Homann and Göringer 1999). b Aptamer N2 (unpublished). c Aptamer cl57 (Lorger et al.
2003). The 2D models were derived from secondary structure prediction and enzymatic
probing experiments. The 3D models were created by molecular modelling followed by
energy minimization

tein that is present on bloodstream-stage parasites but not on the surface of
insect-stage trypanosomes. Using fluorescently labelled aptamer preparations
in in situ localization experiments, the 42-kDa protein was identified as a com-
ponent of the flagellar pocket (FP) of the parasite. The FP represents the main
endo/exocytosis site of the trypanosome cell.

These results demonstrated that living parasite cells are suitable targets for
SELEX experiments that are aimed at the identification of high-affinity ligands
to surface components. The experiment further verified that specific RNA
ligands can be selected without any knowledge of the cell’s surface architecture



Trypanosome-Specific RNA Aptamers 383

(Fig. 3) and it demonstrated the potential of SELEX technology to function
as a mapping tool for cellular targets of unknown composition as suggested
before (Morris et al. 1998; Ulrich et al. 2001).

Aside from their potential as identification tools, aptamers themselves may
be used as therapeutic reagents against infectious protozoan parasites. In
order to test the therapeutic potential of the selected RNA ligands (Homann
and Göringer 1999), the above-described aptamer 2-16 was chosen for a further
analysis with respect to its stability and fate after binding to the parasite cells.

Fluorescently labelled aptamer preparations were used to visualize RNA
binding to the 42-kDa flagellar pocket polypeptide. Interaction with its target
was followed by rapid endocytotic uptake and intracellular transport to the
lysosome (Homann and Göringer 2001; Fig. 4). Co-localization experiments
with transferrin suggested a receptor-mediated uptake pathway followed by
vesicular routing to the lysosome. The aptamer was partially degraded during
the uptake process; however, a core structure of about 50 nt proved significantly
more stable towards RNase activities within the flagellar pocket and endosomal
vesicles. Binding and uptake was sequence specific and was not observed with
RNA molecules of random sequence. Thus, the specificity of binding and
uptake suggested that aptamer 2-16 could be used for a trypanosome-specific
delivery of RNA-coupled compounds to the lysosomal compartments of the
parasite (see Sect. 4.2, “Piggy-Back Approach” below).

Fig. 4a–c Targeting aptamer-conjugated biotin molecules to the lysosome of African try-
panosomes. Aptamer 2-16 (Homann and Göringer 1999; Homann and Göringer 2001)
was covalently modified with a biotin moiety and the biotin group was detected with
a fluorophore-conjugated anti-biotin antibody (arrowheads). a Initial binding occurs in the
flagellar pocket (FP) of the parasite. b At later time points the signal is detected within
endosomal vesicles (E) and finally accumulates (c) within the lysosome (L). K indicates the
position of the kinetoplast; N represents the nucleus
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3.2
RNA Aptamers that Recognize the Variant-Surface Glycoprotein

The aim of the SELEX experiment published by Lorger and co-workers (2003)
was to select RNA aptamers that specifically recognize the VSG protein on
the surface of bloodstream-stage African trypanosomes. The bloodstream
lifecycle stage represents the infectious phase of the parasite, and VSG is the
most abundant surfaceproteinduring thatperiod. Since theparasiteundergoes
antigenic variation, which is characterized by the expression of different VSG
variants, a selection scheme was designed to specifically target the structurally
invariant domains of the surface proteins. Antigen-coupled versions of such
“variant-independent” but VSG-specific aptamers should be able to re-direct
the immune response of the infected host back to the surface of the parasite
independently of the expressed VSG variant.

The starting material for the experiment was a combinatorial 2′-F-modified
RNA library of 1014 different molecules. The variable domain was 40 nt long
in order to restrict the molecular mass of the selected RNAs to a value around
30 kDa. Molecules of such size have been shown to be able to penetrate into
the cavities between the surface-anchored VSG homodimers, thereby reaching
structurally conserved parts of the protein (Blum et al. 1993). Modified RNA
was used to ensure that the selected RNAs would have a reasonable serum
stability (Pieken et al. 1991), as T. brucei is an extracellular blood parasite.
Over the course of eight SELEX rounds, three RNA aptamer families and three
orphan RNAs were selected. The desired specificity to exclusively recognize
VSG molecules but different variants of the polypeptide was accomplished by
performing a multi-target selection scheme. The first three selection rounds
were carried out with a purified protein preparation of VSG variant 117 (Cross
1975). This step enriched for VSG-interacting aptamers and the resulting RNA
poolwas thenchallengedwith liveparasites expressingVSG117on their surface
(MITat 1.4 trypanosomes). This represented a de-selection step for RNAs that
were not able to recognize the target protein within its natural, membrane-
bound context. To drive the selection towards aptamers that were able to
bind to more than one VSG variant, the remaining selection rounds were
performed with a different variant (VSG221; Cross 1975). As before, a purified
preparation of VSG221 was used first followed by selection rounds using live
VSG221 parasites (strain MITat 1.2). All identified aptamers bound to VSG
with affinities in the nanomolar or even subnanomolar concentration range.
Importantly and as expected from the selection scheme, none of the RNAs were
able to distinguish between the two VSG variants used during the experiment.
Moreover, all aptamers bound with high affinity to VSG variants that were not
used during the SELEX cycles (ILTat 1.1, AnTat 1.1) (Rice-Ficht et al. 1982;
Michiels et al. 1983).

Thus, the experiment resulted in the selection of high affinity VSG-specific
RNAs with no selectivity for a specific VSG variant. This indicated that the
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same or an almost identical aptamer binding site was present in all tested
VSGs and further suggested that the aptamer/protein interaction takes place
within a structurally conserved domain of the different VSGs. Lorger and
co-workers confirmed, that the aptamer binding site resides within the lower
half of the N-terminal VSG domain (Johnson and Cross 1979; Freymann et al.
1990), which indicated that the RNA molecules penetrated significantly into
the molecular clefts of the VSG layer (Lorger et al. 2003).

Importantly, and as implemented in the selection strategy, the VSG-specific
aptamers were not only able to bind to purified VSG preparations but also to
the polypeptide on the surface of live trypanosomes. This was experimentally
established by immunofluorescence microscopy using biotin-tethered RNA
preparations and fluorescently labelled streptavidin (Lorger et al. 2003). The
observed staining pattern confirmed that the biotinylated RNAs were bound
over the parasite’s entire cell surface, the image being indistinguishable from
the surface distribution of the VSG molecules. Trypanosome strains that were

Fig. 5a–d Sketch of the surface architecture of African trypanosomes based on the X-ray
structure of the N-terminal domains of a VSG221 homodimer (Freymann et al. 1990).
The drawing depicts the arrangement of two glycosyl-phosphatidylinositol-anchored VSG
homodimers and highlights binding of RNA aptamer cl57 (Lorger et al. 2003) to one VSG
molecule at a binding site within its structurally conserved domain. The aptamer was
covalently tethered to a biotin molecule in order to re-direct biotin-specific antibodies to
the surface of the parasite. The aptamer was incubated with bloodstream stage T. brucei
AnTat 1.1 parasites (b) or T. congolense BeNat1 cells (c). Detection of the biotin moiety
was achieved using Cy3-conjugated anti-biotin antibodies as depicted in part a. In the
absence of biotinylated aptamer cl57 no surface staining was observed (d); the nuclear and
mitochondrial DNA were counterstained with H33342 (blue)



386 H.U. Göringer et al.

not used during the selection gave the same staining pattern as the two parasite
strains that were used as targets, again demonstrating that the VSG specific
aptamers are not variant-selective.

Since the aptamer-bound biotin group was accessible on the parasite cell
surface, theauthorsperformedanexperiment to illustrate that antigen-coupled
aptamers can be used to re-direct antibodies to the surface of the parasite. By
using fluorophore-coupled anti-biotin antibodies they confirmed the binding
of immunoglobulins to aptamer-decorated surfaces of T. brucei (Fig. 5). As
before, the data showed that the entire surface of the parasite was covered with
antibodies and no variation between different T. brucei variant strains was
observed. Strikingly, the surface of T. congolense was also recognized by the
chosen aptamer preparation. T. congolense represents a different trypanosome
species, which expresses VSG molecules that resemble a specific subclass of the
T. brucei VSGs (Urakawa et al. 1979). This implies that the selected aptamers
might be used for other trypanosome species as well. Whether the described
experiment can be performed in an animal model remains to be tested. As
a first step in this direction, Lorger et al. (2003) determined that the RNAs do
not bind to bovine serum albumin (BSA), the most abundant serum protein. In
addition, the serum stability of the selected aptamers was analysed. The RNAs
show serum half-lives of approximately 24 h, representing an encouraging
value for an in vivo application.

4
Converting Trypanosome-Specific Aptamers in Pharmaceutical Reagents

4.1
Aptamer Core Structures and Serum Stability

The above-described SELEX experiments led to the identification of high affin-
ity RNA ligands that target the trypanosomal surface and thus suggest several
pharmacological approaches. In order to optimize the selected RNAs for their
pharmaceutical use, the original molecules have to be converted from in vitro
binding reagents to therapeutic compounds, which can be tested for their phar-
macological effects in vivo. Within this context an important consideration is
the cost of synthesis. Since aptamer-derived pharmaceuticals are chemically
synthesized and therefore fairly expensive, the size of the aptamer is a critical
feature and has to be reduced to its minimal active core. This can be experi-
mentally addressed in so-called boundary experiments (Fitzwater and Polisky
1996). As already mentioned above, the minimal binding domain of aptamer
2-16 was determined as a 64-nt sequence (Homann et al. 2001), while the core
structure of the VSG-specific aptamer was 44 nt long (Lorger et al. 2003).

Another critical characteristic of a pharmacologically active compound is
its stability in biological fluids, especially in blood. The stability of nucleic acids
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is limited by their sensitivity towards nucleases, which are highly abundant
in almost all in vivo environments. The in vitro half-life of a typical DNA
oligonucleotide in human serum is 30–60 min, while that of a typical RNA
molecule is in the range of only a few seconds. However, the stability of RNAs
can be significantly increased by the incorporation of 2′-fluoro-, 2′-amino-
or 2′-O-methyl-substituted ribonucleotides (Eaton and Pieken 1995). This is
due to the fact that the naturally occurring cleavage of the phosphodiester
backbonerelieson theavailabilityof a2′-hydroxyl group.The2′-OHenables the
nucleophilic attack that leads to the formation of a 2′,3′-cyclic phosphodiester
hydrolysis product, which further reacts to the corresponding 3′-nucleoside
monophosphate.

A simple way of creating serum-stable aptamers is to introduce the modified
nucleotides into the starting pool at the onset of the selection. This was done
in the case of the VSG-specific aptamers by using 2′-F-modified pyrimidine
nucleotides and led to RNA molecules with serum stabilities greater than 24 h
(Lorger et al. 2003). However, aptamers can also be modified after the selection
process, provided that the structure and function of the molecules remains un-
affected by the modifications. This is not necessarily the case, given the critical
role that 2′-hydroxyl groups can play in the structural organization of RNA.
Aptamer 2-16 was originally selected as an unmodified RNA. The introduction
of 2′ amino and/or 2′ fluoro modifications required a detailed analysis of the
structural and functional consequences. C2′-modifications are known to affect
the sugar puckering of nucleic acids. The preferred conformation of RNA he-
lices is the A-form, which is characterized by a C3′-endo ribose conformation.
Heteroatom modifications like 2′-amino-groups favour C2′-endo conforma-
tions, which is one of the major determinants of the “DNA-like” B-helix. In
contrast, oligonucleotides substituted with 2′-O-methyl- or 2′-fluoro-groups
shift the equilibrium towards the “RNA-like” C3′-endo form of the sugar.

Unmodified aptamer 2-16 RNA was characterized with a half-life of ≤ 5 s
in human serum. The co-transcriptional incorporation of 2′-fluoro- and/or 2′-
amino-substituted pyrimidine nucleotides increased the stability of the RNA
up to a half-life of several days (unpublished data). A cell-binding analysis
demonstrated, that 2′-amino-modifications led to a complete loss of the ap-
tamer/parasite interaction, while 2′-fluoro-substitutions retained the binding
capacity of the modified RNA. This observation is consistent with the above-
described assumption that 2′-fluoro-substitutions are the preferred candidates
for maintaining the structural integrity and thus function of modified ap-
tamers. The binding affinity of 2′-fluoro-modified 2-16 RNA to parasite cells
was marginally enhanced (Kd of 70 nM versus 60 nM for unmodified 2-16
RNA), suggesting a contribution of the 2′-F group in the interaction. In addi-
tion, 2′-F-modified 2-16 RNA bound to the flagellar pocket indistinguishable
from unmodified aptamer preparations, and the molecules were internalized
and transported to the lysosome via the same endosomal routing pathway.
This was further confirmed in a structural analysis by chemical and enzyme
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probing experiments. The data confirmed that the overall structure of aptamer
2-16 was by and large unaltered by the 2′-substitutions, and as a consequence
the RNA molecules had retained their functionality.

4.2
“Piggy-Back Approach”

Based on the characteristics of aptamer 2-16, which was shown to transport
a covalently coupled compound to the lysosome of T. brucei (see Fig. 4),
a strategy for interfering with the parasite involves the usage of molecules
that become active within the acidic environment of the organelle and act
as lysosomal toxins. Responsive hydrophobically associating polymers, pH-
responsivepseudopeptides aswell asmembranedisturbingpeptides are classes
of molecules that possess the required characteristics (Eccleston et al. 2000;
Tonge and Tighe 2001; Fig. 6).

Several strategies exist for the coupling of lysosomolytic compounds to RNA
molecules and all of them require the introduction of functional groups into
the different molecules. RNA molecules can be simply modified by enzymatic
or chemical treatment. For example, a sulfhydryl group can be introduced at
the 5′-end using T4 polynucleotide kinase (PNK) in the presence of ATP-γ-S.
The coupling can then be achieved by a maleimide containing bifunctional
crosslinker. Alternatively, the 3′-end of the RNA can be chemically oxidized
using sodium periodate to create an aldehyde group, which reacts sponta-
neously with amino-groups at mild alkaline pH. The resulting labile Schiff
base intermediate is converted into a stable secondary amide-bond at reducing
conditions using sodium cyanoborhydride as the reducing agent. To achieve
a high coupling rate, the stoichiometry of the reaction is a crucial criterion.
For the latter coupling strategy, concentrations in the micromolar range for the
3′-oxidized RNA and a 100-fold molar excess of the amino group-containing re-
action partner are necessary in order to obtain reasonable amounts of coupling
product.

The above-described trypanosome-specific RNA aptamers typically exhibit
a molecular mass of ≤ 30 kDa. Due to their small size they are usually rapidly
cleared from an animal via the urinary system (Agrawal and Zhang 1997).
Therefore, the invivohalf-life of anaptamer in theblood isnotonlydetermined
by its resistance towardschemicalorenzymaticcleavage,but is alsoconstrained
by the rate of systemic clearance. Increasing the molecular mass of nucleic acids
has been shown to positively influence the retention time within living systems.
In this way, the coupling of the RNA aptamers to a high molecular mass carrier
compound such as polyethylene glycol (PEG) will have to be performed in
order to increase the serum half-life of the RNAs (Bonora et al. 1997; Watson
et al. 2000; Healy et al. 2004).



Trypanosome-Specific RNA Aptamers 389

Fig.6a–c Overview of pH-responsive compounds with membrane-disruptive activities. a The
hydrophobically associating polymer poly (2-ethyl acrylic acid) (left) and the pseudopeptide
poly (lysine dodecanamide) (right). b Melittin, a component of honeybee venom, is an
example of an oligopeptide with membrane-disruptive activity. c At neutral or basic pH,
these compounds form non-lytic elongated structures. At mildly acidic conditions, they
assume a collapsed state with lytic activity

4.3
Future Developments

Finally, the described aptamers can be used as reagents for the identifica-
tion of pharmaceutical lead compounds. As demonstrated by Green et al.
(2001) high-throughput screening (HTS) assays can be performed to scruti-
nize small-molecule libraries for compounds with aptamer-displacing activity
in competition binding experiments. Thus, instead of considering aptamers
as drug leads themselves, they can be used for the identification of drug can-
didates from small-molecule libraries (Burgstaller et al. 2002). This approach
has the potential to overcome several of the limitations of aptamer molecules
(White et al. 2000) and can, for instance, be used for the identification of
orally active compounds as well as molecules with low synthesis costs. Pilot
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competition screening experiments using the described VSG-specific aptamer
and a selected set of small molecules have already been performed. The re-
sults indicate that multi-well formatted screening systems in combination with
automated fluorescence or radioactive readouts can be performed.

With respect to the BBB problem, recent developments from several labo-
ratories have established in vitro models for the BBB (Franke et al. 1999, 2000;
Cecchelli et al. 2000; Gaillard et al. 2001). The systems are based on the co-
culturing of brain capillary endothelial cells and astrocytes on permeable solid
support membranes and have been characterized for a number of parameters
including electrical resistance and expression of typical BBB markers (Gaillard
et al. 2001). The systems likely provide a new tool to experimentally address
the neurological aspects of African trypanosomiasis and might be helpful in
assaying for interactions between trypanosomes and drugs within the host
nervous system. Possibly, these in vitro systems can be tailored to select for
a novel class of aptamers that can act as decoy molecules (Lebruska and Maher
1999; Mann and Dzau 2000) to inhibit binding and entry of the parasite into
the brain capillary network.
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Abstract The efforts towards peptide nucleic acid (PNA) drug discovery using cellular RNAs
as molecular targets is briefly reviewed, with special emphasis on recent developments.
Special attention is given to cellular delivery in vivo bioavailability and the possibilities of
using PNA oligomers to (re)direct alternative splicing of pre-messenger (m)RNA.
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1
Introduction

Peptide nucleic acids (PNAs) were introduced in 1991 as a DNA mimic based on
a pseudopeptide backbone (Nielsen et al. 1991; Fig. 1). It was immediately real-
ized that this type of molecule could have multiple applications within molecu-
lar biology and drug discovery due to its unique chemical and structural prop-
erties, not least its ability to bind sequence complementary single-stranded
RNA (and DNA) with high affinity and sequence specificity. Since the discovery
of PNA, a large number of derivatives and analogues have been synthesized and
characterized (Ganesh and Nielsen 2000), but it is still almost exclusively the
original aminoethylglycine (aeg) PNA that is used for biological experiments.
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Fig. 1 Chemical structure of PNA compared to DNA

For more than the past 10 years, PNA oligomers have been studied intensely
as sequence-specific inhibitors of RNA and DNA function with one of the
major aims being the discovery of novel medical drugs. The present chapter
will focus on RNA as a target exemplified by messenger (m)RNA, viral RNA
and telomerase RNA, and the crucial issues of cellular delivery and in vivo
bioavailability will also be discussed.

2
mRNA Targets

PNA can target RNA with high sequence specificity and affinity (Jensen et al.
1997). However, analogously to the situation with other antisense agents, only
certain regions of any specific mRNA is accessible for hybridization in vivo.
Furthermore, PNA–RNA hybrids are not substrates for any known enzymes
(such as RNase H), and therefore any inhibition of the mRNA function presum-
ably relies on direct steric blocking of mRNA function—such as translation
initiation or elongation—or mRNA processing, most notably splicing. Con-
sequently, some type of “gene-walk” is typically needed to identify sensitive
mRNA sequence targets and definitely required to optimize the targets (e.g.
Doyle et al. 2001; Dryselius et al. 2003; Siwkowski et al. 2004).



RNA Targeting Using Peptide Nucleic Acid 397

Many examples from a variety of systems in terms of genes and cell types
have demonstrated that PNA blocking of both translation initiation when
targeting the AUG start site or regions upstream from this as well as arrest of
elongating ribosomes when targeting intra gene regions is feasible and effective
using PNA oligomers ranging from 10–18 nucleobases (e.g. Koppelhus et al.
2002). In particular from in vitro cell-free experiments, the evidence suggests,
however, that either very high affinity PNAs (e.g. triplex forming PNAs binding
to homopurine targets) or special mRNA regions are required for effective
translation arrest (Knudsen and Nielsen 1996; Sénamaud-Beaufort et al. 2003).
On the other hand, indirect evidence (i.e. no detection of truncated protein
product) for in vitro cell culture studies does indicate antisense effects of PNA
targeting intragene regions (e.g. Shiraishi and Nielsen 2004) thereby suggesting
a translation arrest mechanism.

Although some studies have concluded that PNA antisense targeting might
rival short interfering (si)RNA techniques in potency (Liu et al. 2004), PNA
may well find its greatest potential as a sequence specific modulator of splicing.
Almost all eukaryotic mRNAs mature through a splicing process, and recent
evidence suggests that alternative splicing is exploited extensively by Nature for
regulation of gene expression. Indeed, a large variety of diseases are rooted in
incorrect or defective mRNA splicing and may therefore eventually be treated
using splicing correction agents (Cartegni and Krainer 2003; Kole et al. 2004).
Correct splicing involves proper recognition of splice sites by the spliceosome,
and incorrect splicing may arise when mutations create novel cryptic splice
sites in the mRNA that are inadvertently utilized by the spliceosome. Steric

Fig. 2 Schematic drawing of the most likely outcomes of blocking a intron–exon splice
junction of an mRNA
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blocking of intro-exon junctions (splice sites) by non-RNase H active anti-
sense agents may favour specific or novel splice variants of the mRNA (Fig. 2)
or may block mutant cryptic splice sites, restoring natural splicing. Several
recent reports have demonstrated the effectiveness of PNA oligomers as splice
modulators both in vitro in cell culture as well as in vivo (Siwkowski et al. 2004;
Sazani et al. 2002). Thus, by rational choice of splice target, it should be possi-
ble to exploit this technology to correct aberrant splicing (Sazani et al. 2002),
augment beneficiary splice variants of a gene and create novel, not naturally
occurring splice variants of proteins (e.g. by “cutting out” certain catalytic or
regulatory domains), as well as simply inhibiting expression of a functional
protein products by inhibiting correct splicing altogether (Siwkowski et al.
2004).

3
Telomerase

Telomerase seems an obvious candidate for “antisense” targeting because this
enzyme carries within it a template RNA for telomere synthesis. Indeed, it
has been found that telomerase is very sensitive to inhibition by PNA (and
other antisense agents) targeting this RNA (Shammas et al. 2004; Hamilton
et al. 1999; Folini et al. 2003), and that such anti-telomerase PNAs decrease
the viability of cancer cells in culture. Furthermore, it was recently found that
photochemical internalization of unmodified anti-telomeraser PNAs signifi-
cantly increases their potency, thereby opening the possibilities of an even-
tual drug/photodynamic combination therapy (Folini et al. 2003). It is hoped
that novel anticancer agents may be discovered amongst such anti-telomerase
PNAs.

4
RNA Viruses

The genome of RNA viruses has also proved a sensitive target for PNA. Whereas
the ribosome is a very robust cellular machinery that apparently has evolved to
unravel folded mRNA structures and therefore is usually not severely affected
by bound antisense agents, reverse transcriptase is very sensitive to blockage
by e.g. PNA bound to the virus RNA template (Chaubey et al. 2005). There may
be good opportunity to exploit this finding in the discovery of novel drugs
in the combat of acquired immunodeficiency syndrome (AIDS). Hepatitis B
and C viruses have also been successfully targeted at the RNA level using PNA
antisense in vitro and in cell culture systems (Robaczewska et al. 2005; Nulf
and Corey 2004).
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5
Cellular Delivery

It was clear from the onset of PNA research that cellular delivery was not trivial,
as the PNA molecule is a largely hydrophilic, “non-small” molecule (typically
with a molecular weight of 2,000–3,000 Da for antisense use). Therefore it is
no surprise that simple PNA oligomers do not passively cross the lipid bilayer
membrane of living cells (Wittung et al. 1995). It is in some cases possible to
attain biological cellular effects of unmodified PNAs, but extremely high con-
centrations are then required (20–100 µM; Kaushik et al. 2002). Consequently,
a delivery vehicle or system is desired for effective cellular delivery of antisense
PNA, and a large variety of such agents and systems is now available. Broadly,
they may be divided into two categories that depend on whether or not they
require cationic lipids (liposomes). Cationic liposomes constitute the effective
delivery vehicle of choice for anionic oligonucleotides, such as phosphodiester
antisense agents and siRNA, but they are not effective for PNA delivery be-
cause these oligomers are not anionic, and therefore do not “self-assemble”
with the cationic lipids.However, by formingaquasi-stableduplexwith apartly
complementary DNA oligonucleotide, quite effectively deliver the PNA–DNA
complex into the cell, where the PNA following dissociation from the DNA
may hybridize to the RNA (or DNA) target (Hamilton et al. 1999). This type
of PNA delivery has been used extensively, in particular by the Corey group
(e.g. Doyle et al. 2001; Liu et al. 2004). PNA oligomers conjugated to fatty acids
can also be delivered via cationic lipids, but the conjugates have poor aqueous
solubility and tend to aggregate (Ljungstrøm et al. 1999). However, it was re-
cently discovered that PNA acridine conjugates are quite efficiently delivered
by cationic lipids (Shiraishi and Nielsen 2004). Due to the protonation of the
acridine at neutral pH, these compounds do not in general suffer from the
severe solubility problems exhibited by the fatty acid conjugates.

A larger number of especially cationic peptides have been conjugated to
PNA oligomers and reported to enhance “spontaneous” uptake significantly
or even dramatically (Koppelhus et al. 2002; Lundberg and Langel 2003; Kilk
et al. 2004; Kaihatsu et al. 2004). Originally it was reported that peptides
such as pTat (RQIKIWFQNRRMKWKK, part of the Tat protein of HIV), pAntp
(GRKKRRQRRRPPQ,partof theDrosophila antennapedia transcription factor
and oligo arginine (e.g. Arg9)) are taken up by cells via an energy-independent
and non-carrier-mediated pathway. However, accumulating recent evidence
clearly and unanimously points to the conclusion that the major port of cellular
entry by these peptides is the endosomal/lysosomal pathway (Koppelhus et al.
2002; Gait 2003). Therefore, such PNA-peptide conjugates are indeed taken up
effectively by the cells, but the majority of the material remains inactive in the
endosomes/lysosomes from which they are only slowly and poorly released
into the cytoplasm. Eventually most of the material is discarded from the cells
via the lysosomal excretion. Consequently, it should be possible to increase the



400 E. Nielsen

potency of such conjugates significantly by agents that are known to disrupt
endosomes and/or lysosomes, such as chloroquine or certain photosensitizers
(Folini et al. 2003). Specific cellular targeting is also possible using e.g. cancer
cell-specific peptides (Mier et al. 2003) or other ligands, such as carbohydrates,
that bind to specific cell receptors (van Rossenberg et al. 2003; Hamzavi et al.
2003). However, although it has not been demonstrated, this type of delivery is
also expected to occur via endocytosis. Most interestingly, it was also recently
reported that organic, lipophilic cations such as triphenylphosphonium are
also facilitating cellular uptake when conjugated to PNA (Filipovska et al.
2004). Finally, it is noteworthy that a quite simple synthetic cationic peptide
[(KFF)3K] rather effectively delivers short PNAs (10–12 bases) to bacterial cells
(Escherichia coli and to a certain extent also to Staphylococcus aureus) (Good
et al. 2001; Nekhotiaeva et al. 2004). Using such systems, it may be possible to
develop novel antibacterial drugs.

Nonetheless—even with the less-than-perfect delivery systems discovered
to date and developed for PNA as described above—it is indeed possible
to perform efficacy studies in cells in culture in order to optimize the gene
and sequence target (gene screening and gene walk), and typically sub- to
low micromolar concentrations of PNA are required to observe (molecular)
biological effects.

6
In Vivo Bioavailability

Only a few studies have convincingly and supported by molecular biology
evidence demonstrated gene-specific effects of PNA in animals. By far the
most informative study was published by Sazani et al., who used a transgenic
mouse carrying a green fluorescent protein (GFP) splice variant that can be
corrected by antisense (Sazani et al. 2002). Thus tissues and cells, which the
antisense agent is reaching, will activate GFP. This study unequivocally showed
that systemically delivered PNA conjugated to four lysines did indeed exhibit
antisense effects in a variety of tissues (e.g. kidney, liver, lung, muscle and
heart), whereas unmodified PNA did not. This is in accordance with other
preliminary pharmacokinetic studies showing that unmodified PNA is very
quickly excreted through the kidneys (Kristensen 2002; Hamzavi et al. 2003).
Thus, the limited information available so far clearly indicates that in order
to improve in vivo bioavailability some kind of chemical modification to or
formulation of the PNA seems to be necessary. This apparently may be ac-
complished by some cationic peptides [K4 or (KFF)3K] (Sazani et al. 2002;
Kristensen 2002), but is also possible through cell- or tissue-specific targeting
as illustrated by N-acetyl-galactosamine (GalNAc) modification for effective
liver targeting (Hamzavi et al. 2003).
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7
Conclusion/Prospects

Realistically, PNA medical drugs are still not immediately “in sight”, although
the number of encouraging biological results are steadily increasing, and
promising new sensitive targets such as telomeric RNA, viral RNA, bacterial
RNA and mRNA splice junctions are being discovered. Furthermore, it will be
exciting to see efficacy and biological effects that the targets of microRNAs may
bring. Clearly, however, the next major challenge is developing in vivo delivery
methods and sufficient in vivo bioavailability for good in vivo efficacy of PNA
oligomers. PNAs are born with extremely high biostability, but methods that
provide wide tissue or, alternatively, very specific tissue distribution in combi-
nation with slow clearance are required. Hopefully the “chemical versatility”
of PNA will underlie fast and effective solutions to these challenges.
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Abstract Locked nucleic acid (LNA) is a nucleic acid analog containing one or more LNA
nucleotide monomers with a bicyclic furanose unit locked in an RNA-mimicking sugar
conformation. This conformational restriction is translated into unprecedented hybridiza-
tion affinity towards complementary single-stranded RNA molecules. That makes fully
modified LNAs, LNA/DNA mixmers, or LNA/RNA mixmers uniquely suited for mimicking
RNA structures and for RNA targeting in vitro or in vivo. The focus of this chapter is on
LNA antisense, LNA-modified DNAzymes (LNAzymes), LNA-modified small interfering
(si)RNA (siLNA), LNA-enhanced expression profiling by real-time RT-PCR and detection
and analysis of microRNAs by LNA-modified probes.
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1
Introduction

The expanding inventory of sequence databases and the concomitant sequenc-
ing of more than 200 genomes representing all three domains of life—bacteria,
archaea, and eukaryotes—have been the primary drivers in the process of de-
constructing living organisms into comprehensive molecular catalogs of genes,
transcripts, and proteins. The importance of the genetic variation within a sin-
gle species has become apparent, extending beyond the completion of genetic
blueprints of several important genomes, and a worldwide effort culminated
in the publication of the human genome sequence in 2001 (Lander et al. 2001;
Venter et al. 2001; Sachidanandam et al. 2001). Also, the increasing number
of detailed, large-scale molecular analyses of transcription originating from
the human and mouse genomes along with the recent identification of several
types of non-protein-coding (nc)RNAs, such as small nucleolar RNAs, small
interfering (si)RNAs, microRNAs (miRNAs), and antisense RNAs, indicates
that the transcriptomes of higher eukaryotes are much more complex than
originally anticipated (Wong et al. 2001; Kampa et al. 2004).

As a result of the central dogma—DNA makes RNA and RNA makes
protein—RNAs have been considered as simple molecules that just translate
the genetic information into protein. Recently, it has been estimated that al-
though most of the genome is transcribed, almost 97% of the genome does not
encode proteins in higher eukaryotes, but putative, non-coding RNAs (Wong
et al. 2001). The ncRNAs appear to be particularly well suited for regulatory
roles that require highly specific nucleic acid recognition. Therefore, the view
of RNA is rapidly changing from a merely informational molecule to one that
comprises a wide variety of structural, informational, and catalytic molecules
in the cell.

The challenges of establishing genome function and understanding the
layers of information hidden in the complex transcriptomes of higher eukary-
otes call for novel, improved technologies for detection, quantification, and
functional analysis of RNA molecules in complex nucleic acid samples. Locked
nucleic acid (LNA) constitutes a new class of bicyclic high-affinity RNA analogs
in which the furanose ring of the ribose sugar is chemically locked in an RNA-
mimicking conformation by the introduction of a O2′,C4′-methylene bridge
(Koshkin et al. 1998b; Obika et al. 1998). Several studies have demonstrated that
LNA-modified oligonucleotides exhibit unprecedented thermal stability when
hybridized with their DNA and RNA target molecules (Koshkin et al. 1998b;
Obika et al. 1998; Braasch and Corey 2001; Jacobsen et al. 2004; Petersen and
Wengel 2003). Consequently, an increase in melting temperature (Tm value) of
+1 to +8 °C per introduced LNA monomer against complementary DNA and
of +2 to +10 °C per LNA monomer against complementary RNA compared to
unmodified duplexes has been reported. The first sections of this chapter de-
scribe some basic properties of LNA, whereas the latter sections are focused on
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recent contributions in LNA-mediated RNA targeting in vitro and in vivo. For
more general descriptions on the overall properties and biotechnological ap-
plications of LNA, including DNA diagnostics and double-stranded (ds)DNA
targeting by triple helix formation, the reader is referred to recent reviews on
LNA (Petersen and Wengel 2003; Jepsen and Wengel 2004; Vester and Wengel
2004).

1.1
LNA: Hybridization Properties and Structural Features

We have defined LNA as an oligonucleotide containing at least one LNA
monomer, i.e., one 2′-O,4′-C-methylene-β-d-ribofuranosyl nucleotide (see
Fig. 1; Singh et al. 1998; Koshkin et al. 1998b). The LNA monomers adopt
N-type sugar puckers, also termed C3′-endo conformations (Singh et al. 1998;
Obika et al. 1997).Thevastmajorityof reports onLNA-mediatedRNAtargeting
have dealt with mixmer LNA oligonucleotides, i.e., LNAs containing a limited
number of LNAmonomers in combinationwith other types of monomers, such
as DNA, RNA, and 2′-O-Me-RNA monomers. We predict that this approach
will also be important for future uses of LNA due to the following character-
istics of LNA/DNA, LNA/RNA, and LNA/2′-O-Me-RNA mixmers: (1) synthetic
convenience—standard methods for DNA oligomerization can be used for
commercially available LNA, DNA and 2′-O-Me-RNA phosphoramidite build-
ing blocks (Pfundheller et al. 2005); (2) easy access—LNAs (fully modified or
mixmers) are commercially available; (3) high-affinity and sequence-selective
targeting of RNA molecules in vitro or in vivo (Singh et al. 1998; Koshkin et al.
1998b; Obika et al. 1998; Wengel 1999; Kumar et al. 1998; Braasch and Corey
2001); and (4) compatibility with standard modifiers and modifications, e.g.,
phosphorothioate linkages (Kumar et al. 1998).

A key feature of oligonucleotides containing LNA nucleotides—i.e., fully
modified LNAs, LNA/DNA mixmers, LNA/RNA mixmers, etc.—is the very
high thermal stability of duplexes towards complementary RNA or DNA
(Singh et al. 1998; Koshkin et al. 1998b; Obika et al. 1998; Wengel 1999;
Kumar et al. 1998; Braasch and Corey 2001). Notably, this increase in affin-
ity goes hand in hand with preserved, or even improved, Watson-Crick base

Fig. 1 The structure of locked nucleic acid (LNA) monomers
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Fig. 2 Some examples of melting temperatures (Tm values) for hybridization of LNA and
DNA oligonucleotides to complementary RNA sequences (Singh et al. 1998, Jacobsen et al.
2004). LNA monomers are shown in capital boldface underlined letters, DNA monomers in
capital letters, and RNA monomers in capital italics letters

pairing selectivity. Examples of melting temperatures for LNAs complexed
with RNA are shown in Fig. 2. LNA:LNA base pairing is also very strong
(Koshkin et al. 1998a) and should be considered in relation to the risk of
self-complementarity when designing LNAs for biophysical or biological ex-
periments (see www.exiqon.com for LNA design tools). In general, the largest
affinity increase per LNA monomer, and the optimum mismatch discrimi-
nation, is achieved for short oligonucleotides with a single or with several
dispersed centrally positioned LNA monomers.

The structures of LNA:RNA duplexes have been studied by NMR spec-
troscopy showing similarities with the native nucleic acid duplexes, i.e.,
Watson-Crick base pairing, anti orientation of the nucleobases, base stacking,
and a right-handed double helix conformation. A study including three 9-mer
LNA/DNA:RNA hybrids, in which the LNA/DNA mixmer strand contained one,
three, and nine LNA nucleotides, shows an increasing A-like character of the
hybrids upon an increase in the LNA content of the LNA strand (Petersen et al.
2002; Nielsen et al. 2004). Thus, both the fully modified LNA:RNA duplex and
the duplex with three LNA modifications were shown to adopt near canonical
A-type duplex geometry, indicating that the LNA nucleotides tune the DNA
nucleotides in the LNA strand conformationally to attain N-type sugar puckers
(Petersen et al. 2002). An analogous, but localized, effect was observed in the
LNA/DNA:RNA duplex with one LNA modification, where the LNA nucleotide
was shown to perturb the sugar puckers of the neighboring DNA nucleotides,
predominantly in the 3′-direction of the LNA nucleotide (Petersen et al. 2002).

1.2
Susceptibility of LNA to Nucleases

The basic biophysical properties of LNA make it attractive for diagnostic and
therapeutic applications. This implies contact with various media containing
nucleases such as serum or cellular media. In general, it is considered an ad-
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vantage if modified oligonucleotides are resistant to degradation by nucleases.
However, one exception is RNase H-mediated cleavage of the RNA target strand
of a heteroduplex formed with an antisense oligonucleotide. As only very few
fully modified oligonucleotides support RNase H-mediated cleavage, the so-
called gapmer strategy using oligonucleotides composed of modified segments
flanking a central DNA (or phosphorothioate DNA) segment that is compat-
ible with RNase H activity is often used. In an early study, Wahlestedt et al.
(2000) found that both an LNA/DNA/LNA gapmer, with a 6-nt DNA gap, and
an LNA/DNA mixmer, with 6 DNA and 9 LNA nucleotides interspersed, elicited
RNase H activity. However, no RNase H-mediated cleavage was observed with
a fully modified 11-mer LNA or with an 11-mer LNA/DNA mixmer (Sørensen
et al. 2002). Kurreck et al. (2002) investigated various LNA/DNA mixmers
and gapmers and found that a gap of six DNA nucleotides is necessary for
noteworthy RNase H activity, and that a gap of seven DNA nucleotides al-
lows complete RNase H activity. Also Elmén et al. (2004) demonstrated that
LNA/DNA mixmers activate RNase H when the mixmer has a DNA stretch
of 6 nt. In accordance, Frieden et al. (2003a) concluded that a DNA gap size
between 7 and 10 nt is optimal for LNA/DNA/LNA antisense gapmers. The
overall conclusion is that antisense LNA oligonucleotides can be designed to
elicit RNase H activity while still containing LNA monomers for improved
binding and target accessibility (Jepsen and Wengel 2004).

With respect to other nucleases the situation is reversed, as resistance to-
wards cleavage is advantageous. Complete stability against the 3′-exonuclease
snake venom phosphodiesterase (SVPD) was reported for a fully modified LNA
(Frieden et al. 2003b) while a significant increase in 3′-exonucleolytic stability
was observed by blocking the 3′-end with two LNA monomers. However, with
only one penultimate LNA nucleotide or with a single LNA monomer in the
middle of a sequence, no protection—or only a very minor protection—is
induced (Morita et al. 2002; Lauritsen et al. 2003). S1 endonuclease suscep-
tibility was also investigated, and fully modified LNA is very stable against
S1 endonuclease, which is not the case for phosphodiester LNA/DNA/LNA
gapmers. In a study of oligonucleotide stability in serum, LNA mixmers were
found to be very stable, and LNA/DNA/LNA gapmers to be significantly more
stable than DNA alone (Wahlestedt et al. 2000). Furthermore, Kurreck et al.
(2002) reported that oligonucleotides with LNA nucleotides at the ends are
more stable in human serum than the corresponding oligonucleotides com-
posed of a phosphothioate DNA gaps with 2′-O-methyl-RNA flanks. DNase I
endonuclease degradation of end-modified 30-mer dsDNA showed that incor-
poration of one or two terminal LNA nucleotides ensures markedly increased
stability (Crinelli et al. 2002). Similarly, Bal-31 exonucleolytic degradation of
the same oligonucleotides showed that two terminal LNA nucleotides provide
significant protection (Crinelli et al. 2002). The presence of a single 3′-terminal
LNA nucleotide significantly slowed degradation by the 3′-5′ proofreading ex-
onuclease of DNA polymerases Pfu and Vent (Di Giusto et al. 2004). From
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these studies it is clear that LNA nucleotides impose significant protection
against nucleolytic degradation, especially if more than one LNA nucleotide is
incorporated into an oligonucleotide.

2
RNA Targeting by LNAzymes

DNAzymes are catalytically active DNA molecules that are able to cleave RNA
in a sequence-specific manner after binding to complementary sequences. The
so-called 10–23 DNAzyme (Fig. 3) was found by in vitro selection (Santoro
and Joyce 1997). It consists of a 15-nt catalytic core flanked by two binding
arms that lead to the sequence selectivity of a given DNAzyme. LNAzymes are
LNA-modified DNAzymes, and incorporation of two LNA nucleotides in each
of the binding arms yielded an LNAzyme with a highly enhanced efficiency of
RNA cleavage (Vester et al. 2002). Interestingly, cleavage of highly structured
targets (a 58-nt RNA with known secondary structure and a 23S ribosomal
RNA of 2904 nt) was shown to be significantly improved for LNAzymes com-
pared to the corresponding unmodified DNAzymes, and multiple turnover
cleavage reactions were observed both with a 17-nt minimal substrate and
with a structured 58-nt substrate. These features, especially the improved RNA
target accessibility, may be very significant for future uses. A similar approach
was used by Schubert et al. (2003), who incorporated 3–4 LNA monomers at
the ends of the binding arms and also observed a highly enhanced efficiency of
RNA cleavage. Recently, it has been demonstrated that LNAzymes containing
3–4 LNA monomers at the ends of the binding arms cleave viral RNA structures
that are resistant to hydrolysis by the corresponding unmodified DNAzyme,
i.e., that efficient cleavage is correlated with improved binding affinity towards
the target (Schubert et al. 2004).

Fig. 3 Structure of 10–23 motif DNA- and LNAzymes. Lines indicate Watson-Crick base
pairing with the RNA target sequence. LNA monomers are shown in capital boldface under-
lined letters, DNA monomers in capital letters, and RNA monomers in capital italics letters.
The LNA monomers are introduced in the binding arms for enhanced RNA targeting and
cleavage
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One report on cellular activity of LNAzymes has been published. Fahmy
and Khachigian (2004) used an LNAzyme design with two LNA monomers dis-
persed in each binding arm and they also included an 3′-3′ inverted thymidine
monomer at the 3′-end to ensure nuclease stability. Based on a previous report
(Khachigian et al. 2002) on inhibition of expression of EGR-1 by DNAzyme-
mediatedcleavage,FahmyandKhachigian(2004) showedthat serum-inducible
smooth muscle cell proliferation was inhibited by greater than 50% at 20 nM
LNAzyme, while no inhibition was evident by the corresponding DNAzyme
at that concentration. Based on these data, it appears that the LNAzyme is
superior at cleaving the EGR-1 transcript and inhibiting endogenous EGR-1
protein expression, SMC proliferation, and re-growth after injury.

LNAzymes containing LNA nucleotides in the binding arms display en-
hanced RNA affinity, allowing them to access RNA structures that cannot
be targeted by the corresponding DNAzymes. As they furthermore show en-
hanced nuclease stability, and as efficient gene silencing in a cellular system
has been reported, LNAzymes are promising novel agents for use in cells and
for in vivo applications.

3
LNA Antisense

The term “antisense” is generally used for nucleic acid-based approaches that
inhibit, in a sequence selective way, the processing of RNA from its transcrip-
tion via messenger (m)RNA to protein, or the function of other forms of RNA.
This includes, e.g., inhibition or alteration of splicing, translational arrest, or
degradation of mRNA. By virtue of their intrinsic properties, oligonucleotides
containing LNA nucleotides are obvious candidates for antisense-based gene
silencing, and many previous LNA antisense studies are already reviewed (Pe-
tersen and Wengel 2003; Jepsen and Wengel 2004). Therefore, only selected
examples are included herein supplemented with results from very recent
studies.

The first in vivo antisense experiment with two different LNA sequences
targeting DOR mRNA (coding for a receptor) in the central nervous system of
living rats gave promising results (Wahlestedt et al. 2000). Upon direct injection
of theantisenseLNAoligonucleotides into thebrainof livingratsno tissuedam-
age was observed, and a dose-dependent and highly efficacious knockdown of
DOR was observed with both an LNA/DNA mixmer and an LNA/DNA/LNA
gapmer. In another in vivo study, a fully modified LNA, targeting the RNA
polymerase II gene product, inhibited tumor growth in mice and appeared
non-toxic at doses less than 5 mg/kg per day (Fluiter et al. 2003). This study
indicates LNA to be a much more potent class of antisense agents than the cor-
responding phosphothioate-DNA oligomers, which underlines the importance
of differentiating between the variety of antisense chemistries available.
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Several studies in vitro or in cells support the usefulness of LNA antisense
for gene silencing (Obika et al. 2001; Hansen et al. 2003). One example of
inhibition by LNA oligonucleotides involves telomerase (Elayadi et al. 2002),
which is responsible for maintaining the telomere length from one generation
to the next. Telomerase is a ribonucleoprotein that contains a protein domain
and RNA with an 11-base sequence that binds telomeric DNA thereby guiding
the addition of telomeric repeats. As telomerase is expressed in cancer cells
but not in adjoining normal tissue, inhibition of telomerase will reduce tumor
growth. LNA antisense constructs targeting the RNA moiety of telomerase are
potent and selective inhibitors (Elayadi et al. 2002) with IC50 values of 10 nM
for a 13-mer fully modified LNA, and a 13-mer LNA-DNA mixmer with 3 DNA
monomers. By the introduction of two terminal phosphorothioate linkages,
the potency was increased further by tenfold, but this was accompanied by
a decreased match versus mismatch discrimination. Notably, even very short
8-mer fully modified LNAs are potent inhibitors (IC50 values of 2 nM and 25 nM
with and without terminal phosphorothioate linkages, respectively). Also, in
cells upon employing transfection 13-mer LNA oligomers induce inhibition of
more than80%of the telomerase activity (Elayadi et al. 2002). Short LNAscould
be expected to cause problems due to binding to non-target nucleic acids, but
noalterationof cellmorphologywasobserved7daysafter transfectionof8-mer
LNAs. Importantly, these results suggest that short LNAs may provide adequate
affinity and sufficient selectivity for biologically relevant RNAtargeting in cells.

Another important target for LNA antisense-based silencing is viral RNA.
Effects of different LNAs on the interactions of the human immunodeficiency
virus (HIV)-1 trans-activation responsive element (TAR) have recently been
published (Arzumanov et al. 2003). Binding of oligonucleotides to TAR can
inhibit Tat-dependent transcription thereby blocking full-length HIV tran-
scription and hence viral replication, and chimeric sequences composed of
LNA and 2′-O-methyl RNA nucleotides were shown to inhibit transcription
in vitro (Arzumanov et al. 2003). Various LNA oligonucleotides were trans-
fected into HeLa cells and derivatives with a minimum length of 12 residues
showed 50% inhibition using nanomolar concentration of LNAs (Arzumanov
et al. 2003), revealing the potential of LNA antisense oligonucleotides for in
vivo targeting of RNA using non-RNase H dependent approaches. In another
study, Elmén et al. (2004) demonstrated that LNA/DNA mixmers enhance the
inhibition of HIV-1 genome dimerization and activate RNase H, show good
uptake of the LNA/DNA mixmers in a T cell line, and inhibit replication of
a clinical HIV-1 isolate.

Adifferent antisense effect hasbeenobtainedbyusingLNAoligonucleotides
to inhibit intron splicing. In an in vitro study, an 8-mer fully modified LNA
and a 12-mer LNA/DNA chimera were shown to display a 50% inhibition at
150 nM and 30 nM, respectively, of a group I intron splicing in a transcrip-
tion mixture from Candida albicans (Childs et al. 2002). The LNAs introduce
misfolding of the RNA and consequently inhibition of the splicing process. In
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another study (Ittig et al. 2004), the antisense effects of tricyclo-DNA and LNA
oligonucleotides on exon skipping were compared. Nuclear antisense effects
of cyclophilin A pre-mRNA splicing by 9- to 15-mers fully modified oligonu-
cleotides were investigated, and significant inhibition was observed for 11-
to 15-mers tricyclo-DNAs and 13- to 15-mers LNAs with tricyclo-DNA being
most potent.

It is cleat that LNA antisense—either LNA/DNA/LNA gapmers for RNase H
activation or LNA mixmers for RNase H-independent activity—represents
a favorable approach for gene silencing in vitro and in vivo, and reports indicate
that LNA antisense rivals siRNA as the method of choice.

4
LNA-Modified siRNA

Thediscoveryof thephenomenonofRNAinterference (RNAi), inwhichdsRNA
leads to the degradation of RNA that is homologous (Fire et al. 1998), has
drawn much attention, as it mediates potent gene silencing in a number of
different organisms and in mammalian cells. RNAi relies on a complex and
ancient cellular mechanism that has probably evolved for protection against
viral attack and mobile genetic elements.

A crucial step in the RNAi mechanism is the generation of siRNAs—dsRNAs
that are about 22 nt each. The siRNAs lead to the degradation of homologous
target RNA and might even lead to the production of more siRNAs against the
same target RNA (Lipardi et al. 2001). In a recent review by Jepsen and Wengel
(2004), LNA oligonucleotides in antisense experiments were compared with
siRNA, leading to the conclusion that LNA antisense oligonucleotides com-
bined with other modifications such as phosphothioate linkages might rival
the currently very popular siRNA approach for gene silencing in vitro and
in vivo. There is one study directly comparing the inhibitory effect of siRNA,
LNA/DNA/LNA gapmers, phosphothioate-DNA, and 2′-O-methyl-RNA on the
expression of vanilloid receptor subtype 1 in cells (Grünweller et al. 2003).
Both siRNA and LNA/DNA/LNA gapmers were found to be very efficient,
and siRNA to be slightly more potent than the LNA/DNA/LNA gapmers. The
siRNAs composed of dsRNA are themselves an obvious choice for incorpo-
ration of modified nucleotides for improved biostability and RNA targeting.
Although the mechanisms of RNAi are not fully elucidated, a clearer picture
of si/microRNA function and the usefulness of modified nucleotides in siRNA
applications is emerging.

LNA monomers have been shown to be tolerated by the RNAi machinery
and to provide thermal stability (Braasch et al. 2003). A new finding indicates
that weak base pairing at the 5′-end of the antisense strand is an important se-
lection criterion for determining which siRNA strand will be used as template
for mRNA degradation (Schwarz et al. 2003). Therefore the exact positioning
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and the overall number of LNA monomers will be very crucial for optimizing
LNA-containing siRNA (siLNA). To address these issues, Elmén et al. (2005)
systematically modified siRNA duplexes with LNA monomers and showed
that siLNAs have substantially enhanced serum half-life compared to the cor-
responding siRNAs. Moreover, they provided evidence that the use of siLNAs
reduces sequence-related off-target effects. Furthermore, they reported on im-
proved efficacy of siLNAs on certain RNA motifs targeted against the severe
acute respiratory syndrome coronavirus (SARS-CoV). These results emphasize
siLNA’s promise in converting siRNA from a functional genomics technology
to a therapeutic platform.

5
Transcriptome Analysis Facilitated by LNA

Efficient selection of polyadenylated mRNA from eukaryotic cells and tis-
sues is an essential step for a wide selection of functional genomics applica-
tions, including full-length complementary (c)DNA library construction and
sequencing, Northern and dot blot analyses, gene expression profiling by mi-
croarrays, and quantitative RT-PCR. The key to successful selection of intact
poly(A)+RNA is a fast extraction of total RNA from cells and tissues using
strong denaturing agents to disrupt the cells with the simultaneous denatura-
tion of endogenous RNases followed by mRNA sample preparation from the
extracted total RNA (Aviv and Leder 1972; Chirgwin et al. 1979; Chomczyn-
ski and Sacchi 1987). Since most eukaryotic mRNAs contain tracts of poly(A)
tails at their 3′ termini, polyadenylated mRNA can be selected by oligo(dT)-
cellulose chromatography. Jacobsen et al. (2004) have recently reported on
efficient isolation of intact poly(A)+RNA using an LNA-substituted oligo(dT)
affinity ligand, based on LNA-T’s increased affinity to complementary poly(A)
tracts. Poly(A)+RNA could be isolated directly from 4 M guanidinium thio-
cyanate (GuSCN)-lysed Caenorhabditis elegans worm extracts as well as from
lysed human K562 and K562/VCR leukemia cells using the LNA_2.T oligonu-
cleotide (see Fig. 2) as an affinity probe, in which every second thymidine was
substituted with LNA thymidine. In accordance with the significantly increased
stability of the LNA_2.T-A duplexes in 4 M GuSCN, Jacobsen et al. (2004) ob-
tained a 30- to 50-fold mRNA yield increase by using the LNA-substituted
oligo(T) affinity probe compared to the DNA oligo(dT)-selected mRNA sam-
ples. The LNA_2.T affinity probe was furthermore shown to be highly efficient
in isolation of poly(A)+RNA in a low salt concentration range of 50 to 100 mM
NaCl in the poly(A) binding buffer. The utility of the LNA oligo(T)-selected
mRNA in quantitative real-time PCR was also demonstrated by analyzing the
expressionof the human mdr1gene in the two K562 human cell lines employing
pre-validated Taqman assays (Jacobsen et al. 2004).
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Large-scale expression analysis is increasingly important in many areas of
biological research aiming at deciphering complex biological systems, thereby
greatly facilitating the understanding of basic biological processes as well as
human disease. Quantitative real-time RT-PCR has become the method of
choice for accurate expression profiling of selected genes and validation of
microarray data, and is especially suitable for analysis of low abundant mR-
NAs and small samples (Bustin 2000; Liss 2002). However, real-time RT-PCR
is often hampered by the labor-intensive assay design and validation, which
significantly lowers its throughput compared to genome-wide expression pro-
filing by DNA microarrays. In response to this, Mouritzen et al. (2004) have
developed a novel concept for quantitative real-time RT-PCR based on a library
of 90 pre-validated dual-labeled LNA-enhanced detection probes, designated
as ProbeLibrary. The probes are shortened to only 8–9 nt by substitution
with LNA nucleotides, ensuring adequate duplex stability and compatibility
in standard real-time RT-PCR assays. The use of short recognition sequences
for the detection probes enables targeting of the frequently recurring short
sequence tags in the human transcriptome, and this facilitated the re-use of
the same LNA-enhanced probe in detection and quantification of many dif-
ferent transcripts. By careful selection of the most common 8- and 9-mer
sequences in the human transcriptome, Mouritzen et al. (2004) constructed
a library of 90 detection probes that detects 98% of all human transcripts. On
average, each mRNA contains target sites for 16 ProbeLibrary probes, whereas
the recognition sequence of each LNA-modified detection probe was found in
more than 7,000 of the 38,556 human transcripts in the RefSeq database at the
National Center for Biotechnical Information (NCBI). Similar LNA-based Pro-
beLibraries for expression profiling by real-time RT-PCR have recently been
developed for mouse, rat, Arabidopsis thaliana, Drosophila melanogaster, and
C. elegans. The use of LNA in microarrays has also been exploited. An optimal
design for LNAs as capture probes for gene-expression profiling, together with
a microarray study of C. elegans cytochrome expression, has been published
(Tolstrup et al. 2003). The oligo design program, which might be useful in
many applications, is freely available at http://lnatools.com/.

6
MicroRNA Detection Using LNA Probes

MicroRNAs (miRNAs) are 19- to 25-nt non-coding RNAs that are processed
from longer endogenous hairpin transcripts by the enzyme Dicer (Ambros
2001; Ambros et al. 2003). To date, more than 1,500 microRNAs have been
identified in invertebrates, vertebrates, and plants according to the miRNA
registry database, and many miRNAs that correspond to putative genes have
also been identified (Griffiths-Jones 2004). The high percentage of predicted
miRNA targets acting as developmental regulators and the conservation of
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target sites suggests that miRNAs exhibit a wide variety of regulatory functions
and exert significant effects on cell growth, development, and differentiation
(Ke et al. 2003; Bartel 2004), including human development and disease.

The current view that miRNAs represent a hidden layer of gene regulation
has resulted in high interest among researchers in the discovery of miRNAs,
their targets, their expression, and their mechanism of action. Most miRNA
researchers use Northern blot analysis combined with polyacrylamide gels to
examine the expression of both the mature and precursor miRNAs, since it
allows both quantitation of the expression levels and miRNA size determina-
tion (Lagos-Quintana et al. 2001; Reinhart et al. 2000; Lee and Ambros 2001).
A major drawback of this method is its poor sensitivity, especially when mon-
itoring expression of low-abundant miRNAs. In a recent paper, Valoczi et al.
(2004) have described a new method for highly efficient detection of miRNAs
by Northern blot analysis using LNA-modified oligonucleotide probes and
demonstrated its significantly improved sensitivity by designing several LNA-
modified oligonucleotide probes for detection of different miRNAs in mouse,
A. thaliana, and Nicotiana benthamiana. They used the LNA/DNA mixmer
probes in Northern blot analysis employing standard end-labeling techniques
and hybridization conditions, and the sensitivity in detecting mature miRNAs
by Northern blots is increased by at least tenfold compared to DNA probes,
while it is simultaneously highly specific as demonstrated by the use of different
single and double mismatched LNA probes (Valoczi et al. 2004). Besides be-
ing efficient as Northern probes, LNA-modified oligonucleotides have proved
highly useful for in situ localization of miRNAs in cells and tissues. Accord-
ingly, the temporal and spatial expression patterns of 115 conserved vertebrate
miRNAs were determined in zebrafish embryos using LNA-modified oligonu-
cleotide probes (Wienholds et al. 2005). Interestingly, most miRNAs were
expressed in a highly tissue-specific manner during segmentation and later
stages, but not early in development. These miRNAs may therefore play crucial
roles in the maintenance of tissue identity or in differentiation (Wienholds
et al. 2005).

7
Future Prospects

LNAs constitute an important addition to the tools available for biotechnol-
ogy, as well as nucleic acid-based diagnostics and therapeutics. The remarkable
hybridization properties of LNA, both with respect to its affinity and speci-
ficity, position it as an enabling molecule for molecular biology research and
biotechnology innovation. The fact that LNA phosphoramidites and oligomers
are commercially available, and that LNA nucleotides can be freely mixed with,
e.g., DNA, RNA, and 2′-O-Me-RNA monomers and standard probes, make LNA
a highly flexible tool allowing fine-tuning of properties.
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Short LNA oligonucleotides (fully modified) and short LNA/DNA and
LNA/RNA mixmer oligonucleotides are uniquely suited for targeting of com-
plementary RNA and DNA. LNA will likely have a significant impact especially
with respect to in vitro and in vivo RNA analysis and interference with RNA-
mediated processes. LNA antisense rivals siRNA for gene silencing, but a satis-
factory answer to the demand for efficient cellular delivery in vivo remains to
be developed for LNA antisense, as for any other therapeutic oligonucleotide
that relies on hybridization to a nucleic acid target for biological activity. Sim-
ple molecular-scale autonomous programmable computers based on nucleic
acid interactions have been demonstrated, and a distinct prospect is nucleic
acid-based, autonomousbiomolecular computers that logically analyze the lev-
els of mRNAs or non-coding RNAs, such as miRNAs, and in response produce
a molecule capable of affecting levels of gene expression (Benenson et al. 2004).
The superb hybridization properties of LNA—allowing shortening of target
sequences—and its nuclease stability could make LNA an important partner
in such designs. LNA is a unique molecule, which is likely to make a significant
impact on the future developments within many areas of biotechnology and
medicine.
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Abstract Nucleic acids can modulate gene function by base-pairing, via the molecular
recognition of proteins and metabolites, and by catalysis. This diversity of functions can be
combined with the ability to engineer nucleic acids based on Watson-Crick base-pairing
rules to create a modular set of molecular “tools” for biotechnological and medical in-
terventions in cellular metabolism. However, these individual RNA-based tools are most
powerful when combined into rational logical or regulatory circuits, and the circuits can in
turn be evolved for optimal function. Examples of genetic circuits that control translation
and transcription are herein detailed, and more complex circuits with medical applications
are anticipated.

Keywords siRNA (small interfering RNA) · miRNA (microRNA) ·
RNAi (RNA interference) · UTR (untranslated region) · RBS (ribosome binding site)

1
Introduction

Our perspective of the “central dogma” in molecular biology has undergone
significant changes over the years. While genetic information does flow from
DNA to protein via RNA, the role of RNA as a messenger obscures its impor-
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tance as a structural, catalytic, and regulatory molecule in cellular processes.
Beyond the ability of nucleic acids to base-pair during replication and tran-
scription, DNA and RNA can also fold into complex structures that enable
them to bind ligands and catalyze diverse reactions (Breaker 2004). Naturally-
occurring, regulatory RNAs rely on a variety of mechanisms, such as antisense
binding (microRNAs), ligand-gated conformational changes (riboswitches),
and catalysis (hammerhead cleavases, self-splicing introns). Indeed, given that
biochemical and structural data indicate that the ribosome itself is a ribozyme
(Moore and Steitz 2003; Steitz and Moore 2003), the appreciation of the role
of RNA-based machines and pathways in cellular metabolism may only be
beginning.

Concomitantly, the opportunities for using RNA to engineer or intervene
in cellular processes are equally immense. This chapter will outline the natu-
ral roles of RNA in the regulation of gene expression, and will then emphasize
accompanying advances in biotechnology and medicine that may make regula-
tory RNAs important tools for diagnosis and therapy. Looking to the future, we
will consider the possibility that genetic circuits composed of regulatory RNAs
canbeused toengineer complexcellularbehaviors andcreate “designer”drugs.

2
RNA-Based Gene Regulation

While base-pairing is an obvious and recurring theme in RNA-based regula-
tion, the ability to recognize the shapes and chemistries of non-nucleic acid
ligands and to catalyze reactions have also been observed. We will first exam-
ine examples of base-pairing, ligand recognition, and catalytic mechanisms in
RNA biology in order to come up with an appropriate biotechnology tool set
for the design and implementation of RNA-based genetic circuits.

2.1
Regulation via Base-Pairing

Base-pairing or antisense-based RNA regulation primarily involves small non-
coding RNAs found in either bacteria (i.e., sRNAs) or eukaryotes (i.e., mi-
croRNAs; Storz and Wassarman 2004). In particular, there are a handful of
well-studied sRNAs in Escherichia coli, such as dsrA, rhyB, and Spot42 (Masse
et al. 2003; Gottesman 2004; Storz et al. 2004). Such bacterial small (s)RNAs
typically function by binding to and modulating translation of a target mRNA.
For example, RhyB is an sRNA that helps regulate iron metabolism in E. coli
(Masse and Gottesman 2002). Upon iron starvation, ryhB sRNA base-pairs
with and promotes the degradation of transcripts encoding iron containing
enzymes. Under conditions of excess iron, the Fur repressor is active and stops
transcription of, among other genes, ryhB. The ryhB and other sRNAs act in
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conjunction with the RNA chaperone Hfq (Zhang et al. 2003). The Hfq protein
does not bind to a precise target sequence but tends to bind AU-rich sequences
(Vytvytska et al. 2000; Brescia et al. 2003; Mikulecky et al. 2004). Since this
sequence can at times overlap with the RNase E cleave sites (Mackie and
Genereaux 1993; McDowall et al. 1994; Moll et al. 2003), it has been proposed
that Hfq mediates binding of the sRNA to 5′ untranslated regions (UTRs) and
then triggers their degradation by RNase E (Carpousis 2002). In contrast to
this mechanism, gadY is an sRNA that pairs the 3′ UTR of the GadX mRNA
and leads to an increase in its translation (Opdyke et al. 2004). The fact that
small RNAs can interact with either 5′ or 3′ UTRs to yield either destabilization
or enhancement of translation suggests that simple base-pairing interactions
can potentially be used to generate a wide variety of regulatory circuits and
phenotypes.

The sRNAs appear to be generally important for bacterial gene regulation.
Computational predictions put the number of sRNAs in E. coli at 50–100
(Argaman et al. 2001; Carter et al. 2001; Rivas et al. 2001; Wassarman et al.
2001; Chen et al. 2002, 2004), a number that represents about 2% of the available
protein-coding genes. More than a third of all these non-coding RNAs are
likely bound by Hfq and act via base-pairing (Zhang et al. 2003). Similar trans-
encoded antisense RNAs have recently been discovered in other bacteria as
well. Examples include the non-coding RNAs PrrF1 and PrrF2 in Pseudomonas
aeruginosa (Wilderman et al. 2004) that function in iron homeostasis and the
Qrr1–4 small RNAs in Vibrio harveyi that are involved in regulating quorum
sensing (Lenz et al. 2004). Several of the Qrr RNAs appear to target the same
UTR and thus may contribute to complex regulatory patterns (or merely be
functionally redundant).

Non-coding RNA-based gene regulation has also been shown to be prevalent
in higher eukaryotes (Bartel and Chen 2004; Griffiths-Jones et al. 2005). The
closest functional equivalent of small RNAs in eukaryotes is the microRNA or
miRNA (Bartel 2004; Huppi et al. 2005; Sontheimer 2005). The phenomenon of
miRNA-based gene regulation was first discovered when Fire and co-workers
found that injecting double-stranded RNA into Caenorhabditis elegans si-
lenced cognate genes (Seydoux et al. 1996; Fire et al. 1998; Ambros 2004).
Since then, microRNA-based gene regulation has been unequivocally demon-
strated in mammals, plants, fungi, and flies, and miRNAs have been implicated
in metabolic processes ranging from the control of cell death and prolifera-
tion, to hematopoietic lineage differentiation in animals and leaf and flower
development in plants.

Much like their bacterial counterparts, miRNAs are encoded and expressed
separately from the genes they target, recognizing their target sequences by
base-pairing. In plants, miRNAs perfectly base-pair with their target messen-
ger (m)RNAs and direct ribonucleolytic cleavage (Tang et al. 2003; Tang and
Zamore 2004). There are also some examples of animal miRNAs that repress
their targets via this mechanism (Yekta et al. 2004), but most animal miRNAs
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appear to bind imperfectly to sites in 3′ UTRs and inhibit translation sans cleav-
age. The current model for maturation and function of mammalian miRNA
involves nuclear cleavage of a 60- to 70-nt primary miRNA hairpin, transport of
the pre-miRNA into the cytoplasm, processing by an endoribonuclease known
as Dicer to yield a staggered, approximately 22-nt miRNA duplex, and loading
onto mRNA strand by an RNA-induced silencing complex (RISC) (Bartel 2004;
Tomari and Zamore 2005). The miRNA processing pathway can be co-opted by
exogenously introduced double-stranded (ds)RNAs or short hairpin (sh)RNAs
to generate, via Dicer, small interfering (si)RNAs, as originally observed in C.
elegans. The difference lies in the fact that designed siRNAs have perfect com-
plementarity to the coding region of a target mRNA, while natural miRNAs
are generally imperfectly base-paired with the 3′ UTR of a target mRNA. This
difference is thought to be responsible for promoting ribonucleolytic cleavage
(siRNA) as opposed to translation repression (miRNA; Parker et al. 2005).

Silencing of target mRNAs is but one instance of how small dsRNAs can
regulate metabolism in eukaryotes. RNA-directed DNA methylation (RdDM)
and RNA interference (RNAi)-mediated heterochromatin formation are epi-
genetic processes that result in covalent modification of cytosines in DNA
and histones, respectively. RdDM has been described mostly in plants, while
RNAi-mediated heterochromatin formation has been reported in fission yeast
(Matzke and Birchler 2005). This range of regulatory mechanisms underlines
the importance of small RNAs in higher eukaryotes. Further elucidation of the
identities of small RNAs, and their pathways and targets, should eventually
contribute to a better understanding of the etiology of many disease states,
such as cancer (Johnson et al. 2005).

As was alluded to above, the presence of natural, sequence-directed regu-
latory mechanisms has given rise to many possibilities for engineering reg-
ulation. Antisense-based therapies have been developed to selectively inhibit
a variety of genes (Crooke 2004); one such molecule (Vitravene) has been
commercialized as an antiviral agent. Similarly, siRNA-mediated silencing of
target genes has obvious therapeutic potential, not least because siRNAs are
able to turnover their mRNA substrates (Hutvagner and Zamore 2002). One
estimate suggests that siRNA-based therapeutics could eventually account for
10% of the American drug market (Howard 2003). Beyond binding to individ-
ual genes, engineered antisense sequences can potentially be adapted to gene
circuits, as will be described in more detail in Sects. 4.2 and 5.

2.2
Shape-Based RNA Regulation

RNA molecules have long been known to be able to form structures that
can bind to proteins and thereby assist in gene regulation. An example of
this type of regulation in bacteria is mediated by 6S RNA (Wassarman and
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Storz 2000). The 6S RNA is transcribed as cells exit the logarithmic phase and
enter the stationary phase. It functions by binding to and inhibiting the RNA
polymerase sigma70 subunit, which mediates recognition and transcription
of housekeeping genes during the stationary phase. Similarly, B2 mRNA in
eukaryotic cells has been shown to repress transcription in response to heat
shock by binding and inhibiting RNA polymerase II (Allen et al. 2004; Espinoza
et al. 2004).

More recently, natural RNAs have also been discovered that interact with
small metabolites. Many of these so-called riboswitches are found in the 5′
UTRs of bacterial mRNAs, and their regulatory mechanism is reminiscent of
the attenuation of the Trp operon (Brantl 2004; Mandal and Breaker 2004b). For
example, a riboswitch responsible for sensing flavin mononucleotide (FMN)
levels is present in the 5′ leader of riboflavin mRNA (Winkler et al. 2002) in
Bacillus subtilis. Low levels of the metabolite facilitate the formation of an
antiterminator in the leader region and allow transcription to occur. High
levels of FMN stabilize a RNA stem-loop structure that leads to transcription
termination. Similar riboswitches in low G+C gram-positive bacteria, like
B. subtilis, regulate glutamine, thiamine, S-adenosyl methionine (SAM), and
other anabolicpathways.Althoughgene regulation largelyoccursby repression
of transcription, an adenine-specific riboswitch has been shown to activate
transcription by disruption of a transcription terminator (Mandal and Breaker
2004a). Another instance of an “on” switch is the glycine riboswitch that has
two RNA binding sites in tandem that cooperatively sense glycine. As a result,
this riboswitch is able to respond rapidly to falling or rising levels of glycine
by repressing (default state) or activating (metabolite-induced) the glycine
cleavage operon (Mandal et al. 2004).

In addition to modulating transcription, riboswitches that bind to metabo-
lites like thiamine and riboflavin function via metabolite-mediated stabiliza-
tion of an RNA conformer that occludes the ribosome binding site (RBS).
Although riboswitches have not yet been unequivocally identified in eukary-
otes, introns and 3′ and 5′ UTRs have been implicated in metabolite sensing and
regulation of RNA processing, transport, and stability (Sudarsan et al. 2003).

Prior to the discovery of riboswitches, the ability of nucleic acids to bind to
small metabolites had been amply demonstrated by in vitro selection. A wide
variety of selected binding sequences (aptamers) have now been generated
(Jayasena 1999; Wilson and Szostak 1999; Cox et al. 2002). In general, the
three-dimensional structures of aptamers have proved to be complex folds
that surround and interact with ligands at multiple points. In this regard, while
biotechnology anticipated Nature, natural RNAs form even more complex
ligand-binding structures. The crystal structure of a hypoxanthine-bound ri-
boswitch from B. subtilis (Batey et al. 2004) reveals a complex RNA fold. Several
phylogenetically conserved residues participate in interactions with hypoxan-
thine (Fan et al. 1996; Zimmermann et al. 1997; Baugh et al. 2000) and this
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ligand is almost completely occluded from solvent. As with other riboswitches
that regulate transcription, two RNA folds are possible (Mandal et al. 2003):
a classic Rho-independent terminator at sufficiently high concentrations of
hypoxanthine, or a stable antiterminator element that facilitates transcription
at low intracellular hypoxanthine concentrations.

In vitro selected aptamers have been adapted to function as biosensors
(Soukup and Breaker 2000; Hesselberth et al. 2003; Robertson et al. 2004) that
respond to a variety of environmental cues and ligands. This ability to engineer
conformers and conformational changes has also allowed shape-based RNA
regulators to be introduced into cellular systems, as will be described in more
detail in Sects. 3 and 4. Thus, both riboswitches and aptamers are potential
tools for the further elaboration of synthetic genetic circuits.

2.3
Catalytic Regulation

The finding by Cech and colleagues that an intron from Tetrahymena ther-
mophila (Cech et al. 1981) could catalyze the cleavage and joining of olig-
oribonucleotide substrates in a highly specific manner confirmed previous
suspicions that RNA could act as a robust catalyst. Since then, ribozymes
with a variety of reaction mechanisms and functions have been discovered or
evolved (Doudna and Cech 2002). In particular, the hammerhead ribozyme,
at roughly 40 nt, is one of the smallest naturally occurring ribozymes and
participates in the rolling circle replication of some viroids by carrying out
a self-cleavage reaction in which a 2′ oxygen participates in the attack on the
scissile phosphate. The crystal structure of the hammerhead (Pley et al. 1994)
revealed an active site formed by the apposition of three short helices, and
catalysis occurs at the conserved trihelical junction. Whether hammerhead
catalysis requires divalent cations and is driven by global or local rearrange-
ments of the ribozyme is still being explored (Blount and Uhlenbeck 2005), but
the orientation of the functional groups in the ribozyme catalytic site seem to
play an important role in site-specific strand scission. Other ribozymes found
in nature [such as the Hepatitis delta virus (HDV) and the hairpin ribozymes]
share similar reaction characteristics to the hammerhead, although their three-
dimensional structures (Ferre-D’Amare et al. 1998; Rupert and Ferre-D’Amare
2001) are quite different. As we shall see, this diversity of sequences, structures,
and functions that are already observed in natural ribozymes presages the fact
that they can be readily engineered as components of genetic circuits.

The hammerhead ribozyme has already proved to be an excellent platform
for engineering. Its structural simplicity allowed the cleavage site to be sep-
arated as a substrate from the catalytic core. The result was a trans-cleaving
ribozyme that could, by modifying its substrate binding arms, be altered so
as to cleave nearly any sequence that contained UH (any base but G) (Kore
et al. 1998). The engineered hammerhead has all the catalytic features of a true
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enzyme—multiple turnover of the substrate and rapid catalytic enhancement
(∼109-fold over spontaneous RNA hydrolysis). Similar nucleic acid cleavases
have been selected from random pools, such as the X-motif ribozyme and the
10–23 deoxyribozyme (Santoro and Joyce 1997; Tang and Breaker 2000; Emils-
son and Breaker 2002; Lazarev et al. 2003), and have also been engineered to
carry out site-specific cleavage reactions. The ability of site-specific cleavases
to function as therapies for viral or other diseases has been detailed in several
reviews (Sullenger and Gilboa 2002; Khan and Lal 2003; Michienzi et al. 2003;
Puerta-Fernandez et al. 2003; Citti and Rainaldi 2005). Indeed, ribozymes that
may be important for the treatment of diseases such as acquired immunodefi-
ciency syndrome (AIDS), hepatitis, cancer, and diabetes are in different phases
of clinical trials. Their ultimate success will depend upon optimizing various
factors such as relative ribozyme amounts in cells, co-localization with target
RNAs, structural features of the target that influence its accessibility by the
ribozyme, intracellular stability, and so forth. However, this success will also
make them excellent tools for inclusion in real genetic circuits for molecular
medicine.

While the group I and group II introns are not as advanced in their appli-
cations as the hammerhead, they can also be engineered for specific functions
in vivo. The group I intron, that is normally spliced out in cis, has been en-
gineered to splice in trans and repair defective mRNAs (Sullenger and Gilboa
2002; Byun et al. 2003). Upon base-pairing with a target mRNA, the group I
intron is poised to transfer the corrected part of transcript it carries at its 3′
end. Sullenger and colleagues have developed and used this method to dis-
place the faulty region of the sickle cell globin transcript, and demonstrated
the repair of up to 50% of sickle cell transcripts in vivo. The spliceosome,
another complex natural ribozyme that functions in splicing pre-mRNA, can
also be used to reprogram target mRNAs to trans-splice in a method is known
as SMaRT (spliceosome-mediated RNA trans-splicing) (Mansfield et al. 2004).
Briefly, a pre-trans splicing molecule (PTM) can be designed comprising: (1)
a binding domain that is complementary to the intron in the target pre-mRNA
that serves to position the PTM at the appropriate location in the transcript,
(2) a splicing domain that contains splice sites equivalent to those in the cis-
spliced target precursor, and (3) a new coding domain that will replace the
“defective” exon or exons in the linear mRNA. When such an engineered PTM
is introduced exogenously into a cell it binds to and non-covalently branches
from a pre-mRNA and can then be spliced by the spliceosome to upstream
exons and thereby repair faulty transcripts.

The group II intron from Lactococcus lactis has also been studied in great
detail. The lariat form of the intron binds to an intron-encoded endonucle-
ase/reverse transcriptase protein and forms a catalytically active ribonucle-
oprotein particle that has the potential to reverse splice into target genes.
Targeting is determined in part by base-pairing between the intron and a gene;
and by altering the sequence of the intron, the intron-ribonucleoprotein can
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be programmed to insert into almost any gene. This technology has been used
to create insertional mutations on demand in the genomic DNAs of several
gram-positive and gram-negative bacteria (Lambowitz and Zimmerly 2004;
Perutka et al. 2004). Karberg et al. (2001) have demonstrated the feasibility of
targeting reverse splicing group II introns to mammalian cells as well, opening
up the possibility that engineered introns could be used to knock out human
disease genes.

By coupling ligand-binding with nucleic acid catalysis it has proved possi-
ble to engineer allosteric ribozymes or “aptazymes” (Roth and Breaker 2004).
Essentially, generating an aptazyme involves replacing non-critical portions of
a ribozyme’s secondary structure with a ligand-binding RNA, such as a selected
aptamer. These two functional regions are then joined by a short structural
element that is sometimes referred to as a “communication module” (Koizumi
et al. 1999; Robertson and Ellington 1999, 2000; Soukup and Breaker 2000; Jose
et al. 2001). Ligand-binding causes conformational changes in the allosteric
domain that are transmitted to and modulate the function of the catalytic
domain, in much the same way that ligand-binding changes the conformation
and function of the riboswitches described in the previous section. For exam-
ple, an anti-ATP aptamer selected from a random sequence pool was joined to
the hammerhead ribozyme, yielding an allosteric catalyst that was activated
180-fold in the presence of ATP (Tang and Breaker 1997). A similar experiment
with a selected ribozyme ligase yielded an allosteric catalyst that was activated
800-fold in the presence of ATP (Robertson and Ellington 1999). Effector de-
pendence can also be engineered into larger ribozymes, such as the group I
intron. For example, Kertsburg and Soukup (2002) joined an anti-theophylline
aptamer to the Tetrahymena group I ribozyme, randomized the joining region,
and selected for a functional communication module. The resultant group I
aptazyme was rendered roughly 26-fold more active by theophylline in vitro.
Thompson et al. (2002) have also engineered theophylline-responsive group I
introns by fusing the anti-theophylline aptamer with a T4 thymidylate synthase
(td) group I self-splicing intron. In this latter instance, the aptazymes exhibit
theophylline-dependent behavior in E. coli. Recently, a natural aptazyme was
discovered in which binding to glucosamine-6-phosphate (GlcN6P) led to the
cleavage of the 5′ UTR of the glmS mRNA that codes for a GlcN6P biosyn-
thetic enzyme. This natural aptazyme thus participates in a negative feedback
loop that decreases functional transcript levels, GlmS protein production, and
presumably flux through the pathway (Winkler et al. 2004).

Other aptazymes have been engineered that are regulated by sequence
rather than small molecules (Komatsu et al. 2000). Taira and co-workers have
successfully designed a dimeric hammerhead ribozyme linked through the
stem II region called a maxizyme (Kuwabara et al. 1998; Iyo et al. 2002; Iyo
et al. 2004). Dimer formation and activation of catalysis is induced only upon
base-pairing to a specific substrate mRNA, which is in turn cleaved. Maxizymes
have now been used in vivo for the specific cleavage of defective mRNAs.
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For example, a mouse model for chronic myeloid leukemia was treated with
a maxizyme that cleaved the chimeric BCR-ABL (breakpoint cluster region-
Abelson murine leukemia viral oncogene homolog) chimeric transcript. Active
dimer formation only occurred when the two substrate binding regions of
the ribozyme interacted with the two portions of the chimeric transcript.
In contrast, wild-type mRNAs could only bind one of the two portions of
the maxizyme and were thus resistant to cleavage and retained their normal
cellular function.

3
Optimizing the Functions of RNA Tools

The basic functionality of a number of natural and unnatural RNA molecules
can be adapted to regulate cellular metabolism via base-pairing, shape recog-
nition, and catalysis. While the basic mechanisms can be configured to respond
to and act upon sequence targets (such as site-specific siRNAs or ribozymes),
it is more difficult to optimize the functions of components. To overcome this
difficulty, directed evolution has previously been used to select nucleic acid
binding species (aptamers) and to optimize the function of ribozymes and
aptazymes.

Nucleic acid aptamers have already been selected against a wide variety of
targets, from small molecules to proteins to supramolecular structures such as
viruses and cells (Famulok and Mayer 1999; Hesselberth et al. 2000; Marshall
and Ellington 2000). Aptamers typically bind to their targets with extremely
high affinities and have specificities that rival antibodies. For example, an ap-
tamer that binds theophylline discriminates approximately 10,000-fold against
the highly similar molecule caffeine, which differs by only a single methyl
group (Jenison et al. 1994). Aptamers not only bind their targets in vitro but
can inhibit or modulate function in vivo, making them excellent potential ther-
apeutics (as reviewed by Nimjee et al. 2005). Aptamers have some advantages
over antibodies in a therapeutic setting, such as an inherent lack of immuno-
genicity. However, the in vivo instability of aptamers is an obvious challenge
with respect to their exogenous delivery for therapeutic applications. To get
around this problem, modified nucleotides have been used to increase aptamer
stability and half-life in vivo. For endogenous delivery and gene therapy appli-
cations, specialized constructs have been designed for the in vivo expression
of aptamers. For example, Joshi and Prasad (2002) have expressed anti-human
immunodeficiency virus (HIV) reverse transcriptase aptamers from a vector
and flanked them with cis-cleaving hammerhead ribozymes in order to release
the functional aptamer from the transcript. The aptamers were able to reduce
HIV replication up to 99.5% in vivo.
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Hammerhead ribozymes are already excellent therapeutics, even without
directed evolution. However, directed evolution can be used to optimize tar-
geting. Pan et al. (2003) have reported the in vitro selection of ribozymes that
efficiently target human papillomavirus type 16 E6/E7 mRNA. The in vitro-
selected ribozymes were also shown to have activity in cell culture while their
catalytically inactive counterparts did not.

The directed evolution of ribozymes has also proved useful in functional ge-
nomics applications.Taira andcolleagues (Wadhwaet al. 2004) employeda ran-
domized, active hammerhead ribozyme library to screen for defects in muscle
differentiation in myoblast cultures. The selected ribozymes were cloned, se-
quenced, and their putative targets identified by computationally scanning for
appropriate cleavage sites in a genome. The mRNA targets were then vali-
dated by rationally targeting them with a hammerhead ribozyme or siRNA to
determine if they would once again produce the desired phenotype. Suyama
et al. (2004a,b), have carried out a similar experiment in which they injected
pre-metastatic cells containing the ribozyme library into mice and then iso-
lated pulmonary tumors from cells that had metastasized. Identification of
mRNA targets that were cleaved by the ribozymes provided valuable informa-
tion about what genes were actually involved in tumor metastasis. Of course,
such large-scale reverse genetic studies can also potentially be performed us-
ing siRNA or shRNA libraries (Berns et al. 2004; Paddison et al. 2004; Silva
et al. 2004; Dykxhoorn and Lieberman 2005; Sonnichsen et al. 2005) rather
than ribozymes.

4
Engineering Biological Circuits

4.1
Synthetic Biology

We have seen in the previous section that RNA is a flexible tool that can be
used to modulate cellular behavior in a predictable manner. These tools now
enable us to go to the next step and rationally connect them to give a logical
output. In general, the use of biological components in engineered genetic
circuits has been termed “synthetic biology.” In addition to creating circuits
for their own sake, though, the engineered tools and quantitative practices of
synthetic biology are becoming increasingly important for understanding nat-
ural biological systems and pathways. This is especially true given the recent
emphasis on a related buzzword, “systems biology,” which has come to mean
the examination and modeling of the multitude of molecular interactions in
a cell or organism. High-throughput experiments like microarrays, mass spec-
trometry, and systematic genetic deletions offer up a panoramic, integrated
view of biological systems (DeRisi et al. 1997; Giaever et al. 2002; Pollack and
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Iyer 2002; Aebersold and Mann 2003; Ghaemmaghami et al. 2003; Huh et al.
2003; Ranish et al. 2003; Almaas et al. 2004; Barabasi and Oltvai 2004; Fraser
and Marcotte 2004; Lee et al. 2004; Raser and O’Shea 2004). The pathways and
networks that are conjured up by a systems biology approach can in many
instances be explicitly tested by resorting to perturbations using the tools of
synthetic biology, or by the parallel construction of artificial genetic circuits
that mimic natural systems.

A brief overview of some of the high points in synthetic biology will set the
stage for a more detailed examination of how RNA tools have been adapted
to complex genetic circuits. Perhaps the defining experiment in engineering
artificial genetic circuits and the christening of the field of synthetic biology
was the construction of the “repressilator” by Elowitz and Leibler (2000). In
this circuit, a series of repressors formed an oscillator in which repressor A re-
pressed the production of repressor B, B repressed C, and C repressed A. In
engineering terms, each connection mimicked an electronic inverter and the
ring oscillator should inherently display oscillatory behavior. The operation of
the repressilator was reported by observing the induction of the GFP (green
fluorescent protein) gene, which was also under the control of one of the re-
pressors. One reason that synthetic biology has a slightly different flavor than
more conventional genetic or biotechnology engineering is that the circuit is
composed of well-defined modules (promoters, repressors, genes) from a com-
mon “toolbox.” This is the paradigm that we also wish to apply to RNA tools
and circuits, as described in Sects. 4.2 and 5.

Upon introduction of a repressilator circuit into E. coli, the cells displayed
a periodic green readout with the oscillations spanning multiple cell divisions.
Interestingly, the oscillatory behavior, despite being transmitted to the progeny
cells,was somewhat erratic andoutofphasewithonly a subpopulation (∼40%)
of cells exhibiting it. This variability from the predicted repressilator dynamics
has been attributed to stochastic effects resulting from the inherent noise
associated with cellular gene expression (Blake et al. 2003). The noisy behavior
of the circuit points up a fundamental problem in engineering genetic circuits:
While it is easy to define modular tools, these tools will not necessarily work
similarly or predictably in different genetic backgrounds, and the degree to
which their behavior can be quantitatively predicted even in a single genetic
background is questionable. These problems are actually a boon to engineering
with RNA—rather than protein—tools, since base-pairing is inherently digital
and the thermodynamics of base-pairing will be largely independent of the
phylogenetic origin or current cellular milieu of a given RNA.

Ashasbeenpreviouslymentionedwith respect to thedevelopmentofmolec-
ular tools, rational engineering can be augmented with directed evolution. This
is also true for circuit optimization. Yokobayashi et al. (2002) used engineering
principles to design a two-piece logic gate circuit in which the cI repressor
from lambda phage was under the control of LacI, and an enhanced yellow
fluorescent protein (EYFP) reporter gene was under control of cI. The circuit
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acted as a logical inverter: Addition of isopropyl thiogalactoside (IPTG) would
relieve cI repression by LacI, which would in turn repress expression of EYFP.
However, this relatively simple circuit failed to function in a cellular context.
Leaky expression of cI even in the absence of IPTG was sufficient to abrogate the
expression of EYFP. The authors resorted to sieving a mutagenized cI library
for the desired output, and consequently selected clones of cI that more weakly
repressed EYFP expression, but also required more IPTG to fully repress the
circuit as a whole. This experiment demonstrated the feasibility of judiciously
combining a rational engineering approach with a directed evolution approach
to fine-tune the function of an artificial circuit inside cells.

The circuits considered so far have been largely composed of DNA- and
protein-based biological parts (Kaern et al. 2003). We will now explore the
use of the previously described RNA “toolbox” for gene regulation and circuit
engineering.

4.2
Designed RNA Circuits for Translation Control

The construction of RNA tools in synthetic circuits is largely predicated on
the notion that predictable secondary structural features can be rationally
modified to be effector dependent or to interact with one another. As an
example, Isaacs et al. (2004) have engineered modular riboregulators that can
be effectively used to repress or activate the translation of a target mRNA.
A prokaryotic gene cassette was constructed in which a reporter gene (GFP)
was adjoined to a short 5′ UTR sequence that was complementary to the
ribosome-binding site. As a result, reporter gene transcripts are auto-inhibited
by the formation of an anti-RBS stem-loop structure. This cis repression can
in turn be relieved by expression of a small non-coding RNA in trans from
a second promoter. The trans-activating RNA targets the anti-RBS stem with
high specificitybybase-pairingandunfolds the stem-loop structure, ultimately
allowing ribosome entry and translation to occur.

Bayer and Smolke (2005) have further exploited base-pairing interactions
with target mRNAs by engineering effector-dependent antisense RNAs that
can bind and inhibit (rather than activate) translation. The so-called “an-
tiswitch” was designed by combining an antisense domain against a target
reporter mRNA (GFP) with an anti-theophylline aptamer. In the absence of
theophylline, the antisense domain is occluded by the formation of a hairpin
stem, similar to the anti-RBS strategy described above. Theophylline binding
to the aptamer domain induces a conformational change that exposes the an-
tisense domain, allowing it to bind to its target, thus resulting in decreased
translation of the target.

Finally, Mulligan and co-workers (Yen et al. 2004) have used catalytic rather
than antisense and shape recognition strategies to engineer translation control
of a mammalian target gene. Several cis-cleaving hammerhead ribozymes were
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cloned into multiple locations in the 5′ UTR of a reporter gene, lacZ, and tested
for their ability to silence the reporter. The most efficient version of their
construct decreased LacZ levels by roughly 1,400-fold compared to an inactive
ribozyme control. The authors then engineered ligand dependence into their
cis-acting catalytic repressors by two approaches: Various types of antisense
oligonucleotides were assayed, and it was found that the absolute levels of LacZ
gene expression after addition of morpholino-oligonucleotides approached
50% of the gene expression levels produced by the inactive ribozyme (that is,
the theoretical maximum). The authors then screened a small molecule library
for LacZ production and found that toyocamycin, a nucleoside analog, could
specifically inhibit hammerhead cleavage and restore reporter gene expression
in both tissue culture and mouse models.

TheadvantagesofRNA-based translationcontrol circuits relative toprotein-
mediated strategies, such as the use of repressors like TetR, are that multiple
regulatory domains can be independently engineered and modulated in par-
allel with one another. The size of the constructs employed makes them quite
portable and should allow their incorporation into virtually any target gene
or vector construct. Moreover, antisense binding, shape recognition, and RNA
catalysis are all biochemical properties that are independent of the phyloge-
netic characteristics of the organism in which they are found, unlike proteins,
which frequently require changes to their translation start sites, codon us-
age, and the introduction of processing signals, such as nuclear localization
sequences. Each of these features can be seen in the examples cited above,
re-emphasizing that RNA tools are ideal candidates for engineering circuits
and therapeutic applications.

4.3
Designed RNA Circuits for Transcription Control

RNA-mediated control of transcription is also possible. O’Malley and col-
leagues (Lanz et al. 1999) isolated and functionally characterized a novel
transcription co-activator termed steroid receptor RNA co-activator (SRA).
Distinct RNA motifs within SRA were shown to play structural roles in protein–
RNA complexes towards and could facilitate trans-activation by steroid hor-
mone receptors (Lanz et al. 2002).

In an engineering feat that mimicked the discovery of RNA mediators of
protein function, Buskirk and Liu (2004b) developed a three-hybrid, in vivo
evolution strategy to select for an RNA-based transcription activator. Their
library and selection design consisted of a plasmid with a 5′ leader sequence,
a random N40 or a N80 region, two MS2 protein binding sites, and a transcrip-
tion terminator. This library was transformed into a yeast strain encoding
a DNA binding protein, LexA, fused to the MS2 protein. The His3 gene, which
is essential for histidine biosynthesis, was placed under the control of a LexA
operator. This selection scheme ensured that transcription activation and his-
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tidine production would only occur if an RNA mediator from the random
sequence library was able to bridge DNA, LexA, MS2, and the MS2 operator to
a transcription activator. A surprisingly large fraction of the library (∼0.2%)
proved to be functional, indicating that there are either many transcriptional
activators that could be non-specifically attracted to the DNA-bound bait or
many RNA structures could attract a given transcription activator (or both).
By increasing the stringency of selection and using a biased pool that favored
the dominant clone, the authors were able to isolate transcription activators
that rivaled the efficiency of known transcription activator proteins.

As was the case for translation regulation, it also proved possible to engineer
a ligand-dependent RNA transcription regulator (Buskirk et al. 2004a). The
previously evolved RNA mediator was fused to a previously selected RNA
aptamer against tetramethylrosamine (TMR) via a randomized linker region.
Ligand-dependent mediators were selected in the presence of TMR. Individual
clones showed dose-dependent activation dynamics and up to about tenfold
transcription activation in the presence of TMR.

While only transcription activation has been targeted so far, the role of
RNA sequences in splicing, termination, and processing should afford multiple
avenues for engineering additional regulatory steps prior to translation.

5
The Path Forward: Engineered Circuits in Medicine

The point to building circuits is not merely to have set pieces like the repressi-
lator or to have slightly more novel means of regulating individual genes, such
as the simple RNA-based circuits described above. Rather, it should be possible
to engineer complex networks that have a variety of inputs and outputs, and
that rationally compute functional behavior based on pre-set interactions.

The concept of DNA-based computation has existed for over a decade, since
Adleman reported using DNA to solve combinatorial optimization problems
such as a Hamiltonian path problem (Adleman 1994). Briefly, such DNA-based
molecular computations depend on embedding variables or instructions in
the DNA sequence and allowing such instructions to act upon themselves to
produce an output based on Watson-Crick base pairing rules (Cox et al. 1999).
These DNA circuits based purely on “hybridization logic” are highly parallel
and energy efficient, but are computationally limited by high error rates. How-
ever, the computations that are typically required in biology are not known for
their digital exactitude, but rather yield appropriate analog responses (such
as a gradient of gene expression). Thus, DNA or RNA computations merely
must be applied to the right sorts of problems: the questions normally posed
by cellular survival, development, and behavior.
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Designed nucleic acid-based networks have in fact been shown to be able to
decipher complex inputs and produce a programmed output. Stojanovic et al.
(2003) describe a molecular automaton (a device that can convert information
from one form to another through a defined procedure), made of only deoxyri-
bozymes, that plays a version of tic-tac-toe against a human opponent with
flawless logic. An RNA-cleaving deoxyribozyme originally selected by Breaker
and Joyce (1994) served as a starting point for engineering the automaton.
Modular, sequence-sensing allosteric domains were introduced into the de-
oxyribozymes, allowing the authors to activate or inhibit the enzyme in the
presence of complementary oligonucleotide effectors. Different combinations
of 23 different allosteric deoxyribozymes were placed in the 9 wells (repre-
senting the tic-tac-toe board) and eight different effectors were used to signal
moves made by a human player at each step (that is, a move to square 4 in
a tic-tac-toe board would be represented by adding effector 4 to all the wells).
The combinations of deoxyribozymes “hardwired” in each well represented
a series of Boolean logical functions appropriate to that well, such as the pro-
duction of an “x” (fluorescent signal) in corner well 1 in response to a move
by a human player to a non-corner position like well 4, but no production of
signal if the human player moved to a corner position like well 3. The result
was an astonishing exhibition in which the DNA-based automaton could re-
spond to a human move by processing the sequence input and cleaving an RNA
substrate to yield a fluorescent product in only one well, always yielding the
correctly played output or move. The level of molecular integration required
in this tour de force was not easily achieved: Every allosteric deoxyribozyme
had to be empirically tuned to maximize the signal-to-noise ratio in response
to its effector. However, this demonstration clearly revealed the complex in-
formation processing capabilities available to nucleic acid-based circuits and
their ability to respond to environmental signals.

The natural extension of these first two demonstrations would be to make
drugs that are capable of processing themselves based on cellular or physiolog-
ical inputs. Benenson et al. (2004) have now designed biomolecular automata
capable of performing logical analysis of mRNA disease indicators in vitro. An
antisense single-stranded (ss)DNA is the surrogate drug, and it is appended
to a “diagnostic” module with a hairpin structure. The hairpin contains four
sets of cleavage points, each of which represents a different diagnostic tran-
sition. Diagnostic mRNA whose levels would be changed in a certain disease
state can base-pair with a cast of trans oligonucleotide regulators. Hybridiza-
tion in turn causes a unique restriction enzyme to form at the termini of the
combined diagnostic-therapeutic hairpin structure, leading to its cleavage (the
enzyme being present in the reaction mix). Different disease indicators (differ-
ent mRNA levels) are sequentially assessed in order to cleave the hairpin stem
down to the antisense oligonucleotide alone, which is then released as a drug.
In the absence of the disease state, normal mRNA sequences and levels will not
lead to the release of the drug. While this particular implementation would
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be grossly impractical in a cellular scenario (given the large number of com-
plex components that would have to be delivered), it is nonetheless a working
demonstration of how molecular diagnostics and molecular therapeutics can
be brought together in the future to create “smart” drugs.

While DNA computation with restriction enzymes does not fit well into
a cellular environment, RNA computations based on antisense binding, shape
recognition, and RNA catalysis would be self-contained and self-processing.
Moreover, RNA may itself prove to be an intrinsically better drug than DNA,
given the natural mechanisms already in place for processing miRNAs and
siRNAs. By targeting specific functions during the maturation of specific mR-
NAs, RNA-based tools and modules would allow us to exercise a wide range
of control over engineered genetic circuits. Activation of the modules could
be either sequence- or ligand-dependent, and therefore could be seamlessly
overlaid on extant metabolism, ultimately resulting in increasingly smarter
therapeutics.

Moreover, we need not restrict ourselves to antisense-like drugs directed
against sequence targets. Into the future, aptamer drugs that target proteins
both inside and outside of the cell may be released or modified as a result
of engineered genetic circuits. Sullenger and co-workers have already shown
how aptamer therapeutics can be rationally controlled (Rusconi et al. 2002)
by engineering an antidote (typically a complementary oligonucleotide) that
denatures the aptamer. Aptamer–antidote pairs could be obviously adapted to
a medically relevant genetic circuit similar to the one described above. Simi-
larly, RNA tools need not work on the transcription or translation machinery
alone. The ability of aptamers to uniquely recognize protein shapes and modi-
fication states such as aptamers that can recognize the phosphorylation state of
the extracellular signal-regulated (ERK)2 kinase (Vaish et al. 2002, 2004), may
allow the construction of “genetic” circuits that operate solely at the level of the
cell’s signal transduction machinery. Such circuits could be considered molec-
ular “augments” of the natural machinery that would fine tune its function and
make it more resilient to genetic or environmental insults.
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Abstract All RNA types are susceptible to ribonuclease (RNase) digestion, which might be
a serious problem for several in vitro and in vivo applications. RNase resistance can be
reached through chemical modifications or the selection of stable secondary structures via
SELEX (systematic evolution of ligands by exponential enrichment). This chapter focuses
on the selection of natural RNase-resistant RNAs, enriched by a selection process in the
presence of RNase T1. Results of these investigations led to the identification of a particular
structural motif, the tetraloop. Further applications could be the advised use of such motifs
in order to reach higher stability of RNA molecules.

Keywords Chemical modifications · Secondary structures · RNase A · RNase T1 · Tetraloop

1
Introduction

RNA in cells is, in a natural way, subject to a relatively high turnover rate. The
main RNA types in cells are: (1) messenger RNA (mRNA), as a template for
the protein biosynthesis, (2) ribosomal RNA (rRNA), representing the major
component of ribosomes and due to its structural and catalytic function also
tightly connected to the protein synthesis, (3) transfer RNA (tRNA), carrying
activated amino acids to the ribosome, and (4) small nucleolar RNA (snoRNA),
involved in a modification process of rRNA. Apart from these, there are types
of RNA involved in several essential cellular functions. The addressed RNA
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turnover has the advantage that, in the case of mRNA, the cell is able to
vary the protein pool very fast. In this special case, mRNA degradation plays
a decisive role precisely because it influences the transcription rates and the
efficiency of translation of protein genes. But there also exist RNA species that
have a comparatively long endurance, e.g. tRNA. Its remarkable stability partly
results frommodifications that aremadeat its bases after transcription. tRNAis
also remarkable for its ability to fold into a stable three-dimensional structure.

For the appliance of RNA types as aptamers or ribozymes in diagnostic
or therapeutic approaches, it might be desirable in some cases to have RNA
species with an extended half-life. Endonucleolytic degradation of oligori-
bonucleotides proceeds through the activation of the 2′-hydroxyl group by
a general base for inline attack on the internucleotidic phosphorus. The result
of this attack is a transesterification that divides the RNA into a 5′-terminal
oligoribonucleotide containing a 2′,3′-cyclic phosphodiester at its 3′-end and
a 3′-terminal fragment with a free 5′-hydroxyl group.

Asimpleway to increase the stabilityofRNAmolecules is themodificationof
the ribonucleotide sugar at the 2′-position. Common groups are, for example,
2′-amino-, 2′-fluoro-, 2′-methoxy- or 2′-azido-modifications. Such modified
RNAs can easily be synthesised by in vitro transcription using the correspond-
ing 2′-modified 5′-triphosphates. The resulting RNA is therefore protected
against endonucleolytic degradation (Kubik et al. 1997; Pagratis et al. 1997;
Schürer et al. 2001). Although these chemical modifications at the 2′-position
increase the stability of RNA molecules against RNases, these molecules are
not completely resistant to all nucleases studied.

Due to the fact that all nucleases obtain a chiral structure resulting in
a stereospecific substrate recognition, RNases only accept substrate molecules
in the correct chiral configuration. The so-called Spiegelmers (Klussmann et al.
1996; Nolte et al. 1996) are aptamers built of l-ribonucleotides and represent
therefore a mirror image of natural RNA. Due to their unnatural structure
Spiegelmers are no substrates for any usually occurring RNases and exhibit
therebyanexceptional stability for in vivoapplications.But thesemodifications
all share one important disadvantage. The synthesis of these modified RNAs
requires unnatural building blocks, which means that their in vivo expression
is not possible.

For such an in vivo application, RNA might only be stabilised due to the ro-
bustness of special structural elements. As long as we do not know the 3D struc-
ture of an RNA molecule, we can only deal with probable secondary structures
predicted with the aid of algorithms like Mfold (Walter et al. 1994; Zuker 1989)
to get an idea about structural elements of a given molecule. Nucleotides that
are located in double-stranded regions are often protected against digestion
because many of the known ribonucleases are single-strand specific enzymes.
Nevertheless, single-stranded regions also exist in RNA molecules showing
an above-average resistance against RNases. Hairpins with GNRA tetraloops
(N=A/C/G/U; R=A/G) are common structural motifs with an unusually high
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Fig. 1a Scheme of a GNRA loop (N=A/C/G/U; R=A/G). b Stabilising interactions in the
GNRA motif (adapted from Jucker and Pardi 1995). These interactions are, in detail, (1)
a GA base pair amongst the first and the fourth nucleotides of the loop, (2) a hydrogen bond
between the amino proton of the guanine and the phosphate oxygen of the adenine, (3) an
additional hydrogen bond between the 2′-hydroxyl group of the guanine and the N7 of the
purine, and (4) stacking of the second, third and fourth loop nucleotides (N, R, A) (Jucker
and Pardi 1995). This class of tetraloop is likely to be the most stable all known U-turns
because of the additionally stabilisation by the GA base pair. This unusual feature can be
used to stabilise RNA (and DNA) structures

stability (Woese et al. 1990). The GNRA tetraloop motif is stabilised by different
interactions shown in detail in Fig. 1.

In order to get more insights into stabilisation of RNA by structural elements
as well as to search for additional ribonuclease-resistant RNA molecules, a SE-
LEX (systematic evolution of ligands by exponential enrichment) experiment
in the presence of RNase T1 was performed.

2
Selection of ‘Stabilimers’-RNase T1 Resistant RNAs

In the last few years, the number of publications using in vitro selection or in
vitro evolution of nucleic acids has increased exponentially. Aptamers (Elling-
ton and Szostak 1990) for numerous ligands have been selected by SELEX
(Tuerk and Gold 1990). For special in vivo applications of RNA aptamers and
intramers, it would be highly desirable to establish molecules with high RNase
resistance. Starting from a combinatorial RNA library there were successfully
selected unmodified ‘normal’ RNA molecules that were resistant against degra-
dation by the two widely used RNases A and T1, which usually cleave single-
stranded RNA after pyrimidines or guanines, respectively (Greiner-Stöffele
et al. 2001).
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The DNA starting pool was amplified by preparative PCR with the T7 RNA
polymerase promoter sequence included within an overhanging primer. About
1.5 copies of the starting pool (2.8 nmol DNA) were subjected to T7 RNA
polymerase transcription. With the resulting RNA—about 20 copies of the
DNA starting pool—the first selection cycle was started by the addition of
RNase T1. Table 1 shows the amounts of RNA before and after each selection
cycle.

RNase T1 cleaves RNA specifically after guanosines in single-stranded re-
gions. Assuming a statistical distribution of the four nucleotides and the oc-
currence of all guanosines in single-stranded areas, the enzyme would have
the possibility to cleave 25% of all RNA bonds. The data showed that about 39%
uncut phosphodiester bonds of the initial amount of ‘RNA bonds’ were found
to be uncleaved, which meant that they were found in ethanol-precipitable
oligonucleotides after the first selection cycle indicated by SYBR Green II.
This dye principally indicates undigested RNA bonds due to its intercalation
properties. The recovery of only 39% shows that the RNA was presumably
well digested and only very small amounts of intact or partially digested RNA
molecules were left. During the following selection cycles the amount of un-
cleaved and recoverable RNA increased to up to 64%.

Further analysis via agarose gel electrophoresis showed a shortening of
the originally randomised region during the selection process. This could be
proved by sequencing. Finally the randomised initially 60-nucleotide region
was deleted down to six nucleotides between the two primer binding sites.
Another remarkable result of this selection process was the fact that only one
sequence had been selected. Different digestion tests followed and yielded not
only a resistance of this RNA against RNase T1, which was the only selection
criterion, but also against hydrolysis by RNase A. Incubation of this resulting
RNase-resistant RNA—later named “stabilimer”—with human blood serum
provided comparable results. More precise analyses of the stabilimer revealed
its shortening by three or one bases after incubation with RNase A or T1,

Table1 Applied and obtained RNA amounts in the SELEX cycles in the presence of RNase T1
(adapted from Greiner-Stöffele et al. 2001)

Cycle Applied RNA (pmol) Received RNA (pmol)a Yield (%)

1 35,700 13,700 39

2 3,000 1,200 40

3 1,000 430 43

4 200 104 52

5 200 128 64

aAssuming the recovery of only full-length RNA molecules. Most of the RNA
molecules are cut in two or more fragments, especially in the early cycles
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respectively. The remaining portion stayed undigested even after 24 h and
raising the incubation temperature significantly up to 50 °C.

2.1
Structure Predictions

To facilitate the interpretation of the results in the mentioned digestion experi-
ments and due to the lack of exhaustive 3D structural information, a theoretical
analysis had to be performed to get a possible explanation for the RNase resis-
tance of the stabilimer.

In the first attempt, the stabilimer was analysed with the aid of Mfold,
a software program predicting the secondary structure of RNA molecules. The
result of this analysis is shown in Fig. 2.

The favoured structure contained, amongst other features, one loop—
formed by nucleotides 25 to 42—that comprises a single-stranded region
containing two guanines as well as one cytosine. Thus, in this loop the require-
ments for a possible digestion by RNases A or T1 were given. The secondary
structure of this loop was predicted to be a GGCA tetraloop. This motif is
convincingly the favourite element mediating the selected RNase resistance
because of its increasing appearance in sequences during SELEX. Due to this
fact, the question arose why RNases A and T1 are both unable to cleave within
this GGCA tetraloop, although the necessary conditions seemed to be fulfilled.

2.2
Which Conformation Does RNA Have to Adapt to Be Cleaved by RNase T1?

A diversity of crystal structures of RNase T1 and its variants with inhibitors,
reaction products, substrate analogues and the free enzyme has been solved
over the years (Steyaert 1997). These data give evidence for a specific recog-
nition site for the guanine base in RNase T1, built of the amino acids Tyr42,

Fig. 2 Secondary structure of the selected RNA molecule, predicted by the Mfold program
(adapted from Greiner-Stöffele et al. 2001). Arrows mark possible cleavage sites for RNase
T1 or RNase A at the 3′ end
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Asn43, Asn44, Tyr45, Glu46 and Asn98. Six hydrogen bonds exist between the
protein and a bound guanine.

Only Glu46 is involved in hydrogen bond interactions with its side chain.
The remaining four hydrogen bonds are realised between the base and the
protein backbone (Fig. 3a). Other features of the bound guanosine must also
be taken into account: The phosphate and the 2′-OH group, both indispensable
for catalysis, are fixed by six H-bond interactions with the side chains of the
amino acids Tyr38, His40, Glu58, Arg77 and His92 (Fig. 3b). Additionally the
sandwich-like hydrophobic stacking interactions between the two tyrosines 42
and 45 are of significant influence on the enzyme substrate recognition (not
shown). The contacts between the two His residues 40 and 92 and Glu58 are
essential for catalysis.

More detailed information about the binding of the guanosine residue
as a part of longer RNA molecules is currently unavailable. Therefore, only
a molecular modelling approach is promising if one could try to explain why
the stabilimer was not cut within putative single-stranded regions by the two
tested RNases. The 3′-guanosine monophosphate (3′-GMP) was examined as
part of a longer sequence and the conformation of this residue was investigated
in this environment. The substrate analogue CH3-5′p(n−1)-Pyr(n−1)-5′p-G-3′p-
Pyr(n+1)-3′p(n+1)-CH3, a trinucleoside-tetraphosphate analogue, was used in
a complex with RNase T1 for different geometry optimisation tests. The chosen
protein–substrate complex and applied distance constraints comprise several
properties ensuring correct recognition of the central guanosine and neces-
sary catalytic contacts. Analysis of different minimisations showed a variety of
orientations of attached nucleotides, in contrast to the low divergence of the
obtained backbone torsion angles of the guanosine residue (Fig. 4).

Fig. 3a,b Recognition and catalytic sites of RNase T1. a The binding site of RNase T1 for the
guanine base (Tyr42–Tyr45 and Asn98 without side chains). b The amino acids involved in
the binding of 3′-guanosine monophosphate (3′-GMP)
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Fig. 4a,b Nucleic acid backbone conformation of CH3-5′p(n−1)-Pyr(n−1)-5′p-G-3′p-Pyr(n+1)-
3′p(n+1)-CH3 bound to RNase T1

The sugar part of the guanosine exhibits a conformation between the C1′-
endo and the C2′-exo puckering mode in all minimisations. In combination
with the always observed anti orientation of the guanosine glycosyl bond, an
unusual, butnot impossible conformation for the combinationof thepuckering
mode and χ was found (Saran et al. 1973).

To reflect at least partially the reaction steps following the binding of the
substrate RNA, some additional constraints concerning the distances between
the catalytically relevant groups were complemented in the calculations. As
the result, the backbone conformation: γ = −62°±13° (−sc), δ = 110°±6° (+ac),
ε = −170°±4° (−ap) and ζ = 42°±7° (+sc) was postulated for a productive bind-
ingofaguanosinewithinanRNAchainofat least threenucleotides toRNaseT1.

As the selected RNA 46mer was also resistant against RNase A diges-
tions, similar calculations were performed with an extended cytidine-3′-
monophosphate (3′-CMP) sequence and RNase A (Zhang and Simon 2003).
The results were comparable to the findings achieved for RNase T1. While
δ and ε are shifted by about 45° and 30°, respectively, the dihedrals γ and ζ
exhibited nearly the same values as for RNase T1 (Fig. 4b).

2.3
Molecular Dynamics Simulation of RNA Tetraloops

Molecular dynamics (MD) simulations have been performed in order to inves-
tigate whether such RNA chain conformations as described in the preceding
section might be realised in the GGCA tetraloop developed from the secondary
structure predictions. The program MCSYM (Major et al. 1993) was employed
to transform the secondary structure of the nucleotides 25 to 42 into 3D struc-
tures. The investigators obtained 123 possible solutions building this structure.
These motifs could be sorted into six different classes, concerning the nucleic
acid backbone within the GGCA tetraloop. One representative of each class and
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a six-base single-stranded RNA chain as a cleavable reference were subjected
to MD procedures focussing on the torsion angles γ and ζ. The nucleotides in
the free RNA chain realised the necessary torsion angles, whereas in the GGCA
loop limitations in the realisation of the angles could be observed. Plots of dis-
tinct torsion angles arising from MD simulations showed that both guanosines
and the cytidine residue were not able to realise the conformation essential
for productive enzyme substrate interaction. This demonstrates restrictions of
the conformational degrees of freedom in the GGCA tetraloop that prevent the
substrate nucleotides to position their 3′-phosphate group into the catalytic
site of the RNases A and T1.

To prove the stability of some members of the GNRA tetraloop family, addi-
tional digestion experiments with 46mer mutants were performed. The GGCA
tetraloop could be replaced via PCR mutagenesis by different representatives
of the GNRA family (GAAA, GAGA and GCAA), and in all cases, NMR spec-
troscopy had determined the 3D structure. The resulting RNA molecules pos-
sessed the same stability as the originally selected sequence (Greiner-Stöffele
et al. 2001).

3
Summary and Outlook

One RNA molecule resistant to RNase A and RNase T1 cleavage was selected
from an RNA pool without additional modifications using SELEX. Secondary
structure predictions suggested a GGCA tetraloop for a single-stranded part
of the sequence. On the basis of conformational studies, certain values for dif-
ferent torsion angles were found, which have to be realised for proper enzyme-
substrate interactions in the catalytic site in combination with an unrestricted
positioning of the adjacent nucleotides. MD simulation studies showed that
this essential combination of angle values can be achieved in a single-stranded
RNA chain, but not if this chain is forced into a tetraloop. In simulations of
diverse structures of the observed GGCA loop, there were always found restric-
tions of the conformational freedom in the combination of some angles. As
a result, the possible nucleotide substrates—cytidine for RNase A and guano-
sine for RNase T1—cannot realise the conformation necessary for cleavage by
these enzymes. Therefore, the resistance of the selected stabilimer at the site
of the GGCA tetraloop could be explained.

These stabilimers probably could be used as stabilising modules in the
generation of larger RNase-resistant RNA molecules, e.g. intramers. Molecules
with these properties seem to be very helpful for medical applications. RNase-
resistant RNA could also facilitate in vitro investigations, as the molecules
might function in cell culture with the simultaneous use of fetal calf serum
(FCS) or related substances.
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