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Section 1
Multi-Agent System Applications

The Multi Agent System has demonstrated its suitability to develop distributed applications, and this is
particularly true in Distributed Production Planning problems. This section explains different applica-
tions of Multi Agent Systems to support decentralized applications. In particular, the heuristic approaches
are proposed for the multi agent interactions. Moreover, the use of the simulation has been proposed to
test the proposed approaches.
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This chapter shows the impact and capabilities of alternate heuristics models, and compares their per-
formance in auction trading. The study concerns the formation of a consortium to match a buyer bid or a
seller offer. The Multi Agent System is proposed to support the auction trading, and a matching process
based on a genetic algorithm is developed.
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Agent-Based Modeling and Simulation of Intelligent Distributed Scheduling Systems ..................... 15
Milagros Rolon, INGAR (CONICET-UTN), Argentina
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In this work, a novel approach based on emergent distributed scheduling is proposed to overcome the
traditional separation between task scheduling and execution control. An interaction mechanism de-
signed around the concept of order and resource agents acting as autonomic managers is described. The
proposed Manufacturing Execution System (MES) for simultaneous distributed (re)scheduling and local
execution control is able to reject disturbances and successfully handle unforeseen events by autonomic
agents implementing the monitor-analyze-plan-execution loop while achieving their corresponding goals.
For detailed design of the autonomic MES and verification of its emergent behaviors, a goal-oriented
methodology for designing interactions is proposed. Encouraging results obtained for different operating
scenarios using a generative simulation model of the interaction mechanism implemented in Netlogo
are presented.
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In this chapter, the authors present a multi-agent model aimed to investigate emergent organizational
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business-to-business relations. The evolution of the network structure is endogenous, as it takes into
account the individual behavior of the firms and their interactions. The results of the authors’ simula-
tions show the impact of the transportation cost and the geographical reach on the regionalization of
production and on wealth patterns. Individual firms, with local B2B interactions and decisions, form
stable production systems based on the supply/demand and market growth mechanisms leading to the
maturation of the market.

Chapter 4
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Nan Kong, Purdue University, USA

This chapter investigates distributed coordination in dynamic assignment of time-critical entities among
multiple sites. The authors develop an agent-based simulation model in which each agent applies some
adaptive assignment rule to match supplies and demands that are generated at its own site. They assume
each agent has autonomy to design its hierarchical assignment rule and update it based on periodical
review of its assignment performance. The authors model the benefit of each assignment based on the
life spans of the resource and the need, and a distance measure between them. They consider two distinct
centralized initial assignment rules and assess how agents update their rules. The authors also evaluate
the impact of different agent environments, numbers of supply/demand agents, and ratios of supply/
demand rates.

Section 2
Distributed Production Planning and Organization

Nowadays, enterprises operate in a wide and complex international market. Companies need to split
the production capacity geographically or by working together in supply chain organization in order to
improve agility and efficiency. This section discusses the problem of planning in distributed organiza-
tions. The main topics discussed are: the distributed production planning, the integration of production
and transportation problem, the electricity supply chain context, virtual enterprises, and co-opetition.
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This chapter studies production and transportation problem confronting a specialty chemical company
with two manufacturing facilities in which one facility produces intermediate products which are then
transported to another facility separated by a distance in which end products are manufactured to meet
their customers demand. The author formulated the problem as an MIP model that integrates the produc-
tion and transportation decisions among the two facilities and aims to minimize the production, inven-
tory, manpower, and transportation costs. Real industrial data are used to test and validate the model.
Comparing the model’s results and the company’s actual performance indicate that, if the company
implemented the proposed model, significant savings could be achieved.
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A Review of Research of Coordination Approaches in Distributed Production Systems .................... 93
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This chapter examines the recent years of research developed in the field of coordination approaches to
support distributed production systems. The papers discussed concern the period of2004-2010 published
in international ISI journals. The research articles are classified according to nine fields of research:
operational research models; collaborative architecture; negotiation and bargaining models; capacity
exchange; revenue sharing; chemical engineering; electronic approach; general review; case study. The
analysis of the literature highlights that the articles are distributed uniformly over the years analyzed.
The most fields investigated are the collaborative architecture and operational research models, while
emerging fields are the chemical engineering and revenue sharing based approaches. The discussion
underlines the limitation of the literature and suggests the directions for future research.
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This chapter deals with description of problems small and medium enterprises (SME’s) deals with during
project cooperation or using Virtual Enterprise paradigm. A number of important problems are addressed
through effective communication and appropriate communication environment in this chapter.
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This study shows that the contemporary applications of crowdsourcing are concentrated in the business
of Information Communication Technology (ICT) and its solutions and platforms. Therefore, also open
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The research proposes innovative coordination strategies for coordinate production networks by Multi
Agent Architecture. A link between negotiation strategies and production planning algorithm has been
developed in order to support the coordination strategies proposed. In particular, two protocols to reach
an agreement between customer and the production network have been proposed: negotiation, and an ex-
pected profitapproaches. Moreover, two coordination strategies have been proposed: index efficiency, and
ranking price approaches. Finally, the possibility of divide the orders in lots by the customer is proposed.
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This chapter attempts to explore new ways of integrating production and scheduling plans in a complex
supply chain taking into account effects of some specific uncertainty types. In particular, uncertainty
types inherent to the demand and to the process or equipment are considered. To deal with demand uncer-
tainty at the strategic level, the safety stock placement problem in supply chains with limited production
capacities is investigated. Results of this analysis and its consequences at the design level are reported
and discussed. At the tactical level, each stage in the supply chain generates its own aggregate plans in
order to balance supply and demand. To deal with uncertainty at this level, some robust deterministic
planning models are discussed. These models make use only of the readily available data, such as aver-
ages and standard deviations, related to the uncertain planning parameters. At the operational level, the
issue of disaggregating the generated robust tactical plans into detailed plans is investigated. A model
taking into account the progressive deterioration of the production equipment is discussed. The results
of some simulations are also reported and discussed.
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This section discusses possible future trend of network interactions. The first chapter of the section
concerns the measure of risk in stochastic networks. The second and third chapters discuss the futuristic
applications of second life interactions.
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This chapter proposes a simple measure of variability of some of the more commonly used distribution
functions in the class of New-Better-than-Used in Expectation (NBUE). The measure result in a rank-
ing of the distributions, and the methodology used is applicable to other distributions in NBUE class
beside the one treated here. An application to stochastic activity networks is given to illustrate the idea
and the applicability of the proposed measure.
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This chapter presents a conceptual-pedagogical “cybernetic” methodology for cyber entities’ (avatars’)
spatial awareness, in an innovative way by using Second Life (SL). This chapter proposes how teachers
can permit effective actions through the organizational complexity of virtual and technical interactions
that SL governs, making it more practicable for Higher Education. Additionally, the objective emphasizes
on the creation of an organizational-educational (multi-) method, which is essential for effective planning
and conducting in distance learning programs. Furthermore, the construction effort is based on Anthony
Stafford Beer’s “Viable System Model” (VSM) principal characteristics, in which the author attends the
pedagogical analysis of teaching and learning process that should be supported by any “open” and “vi-
able” virtual learning environment. The systematic description and classification of groups’ interaction
scripts aim, is to help facilitating and enhancing teams’ knowledge management by providing reusable
patterns that leverage the ample possibilities.
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This conceptual chapter investigates the new interactive relationship which arises between cyber entities
(avatars) that move around, meet others, and emulate their work in [D-] CIVEs ([ Distributed-] Collab-
orative Immersive Virtual Environments). The active involvement and interaction in these “environ-
ments” elaborates the maximum possible total-relationship of the developmental users’ forces (teachers
and students), and creates “situations of real-life” in a 3D virtual system. The author’s inspiration to
deal with this issue is originated through the prior knowledge gained from the study of educational ap-
plications in Second Life (SL), used as an environmental tool for action-based learning and research
on Higher Education. The investigation and presentation of quality infrastructure, which hosts in this
interactive “world” was the objective of the author’s research through the presentation and promotion of
academic communities’ previous applications to enrich their curricula. The original contribution of this
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Preface

THE ROLE OF COOPERATION METHODS TO CREATE VALUE ADDED
SERVICES IN SMALL AND MEDIUM ENTERPRISES

Introduction

The market globalization and increase of competition forces manufacturing companies to adopt new
business organization paradigms. Moreover, Small and Medium Enterprises can compete to a global level
if they try to cooperate at different levels as: design, production planning, et cetera. Figure 1 shows the
driving forces towards the adoption of cooperation mechanism for the Small and Medium Enterprises
(SMESs). The market is characterized by shorter product life cycles, the globalization of the competition,
and the higher customization of the products. The rapid development of new technologies as Informa-
tion and Communication Technology, co-design tools, and virtual reality allow the enterprises to adopt
new cooperation mechanism geographically distributed. Therefore, the forces of the market and the new
opportunities derived from new technologies can be a relevant opportunity for the SMEs to adopt new

Figure 1. Driving forces towards cooperation mechanism
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business paradigm. These new paradigms are important, because the ability to react to continuous and
unexpected changes is essential for market success (Wiendahl and Lutz). The competition is changed by
these factors. The competition of individual companies is substituted by the competition among supply
chain or networks (Carrie, 2000).

Several cooperation configurations have been proposed in scientific literature. Supply chain manage-
ment is a network of enterprises that focused on their core business in order to integrate the entire busi-
ness line (Miles and Snow, 1986). Virtual enterprises are characterized by a short-term collaboration
among partners focused on their core business to take advantages from a market opportunity (Camarinha-
Matos and Afsarmanesh, 2003). The cluster concept has been proposed as a network of companies or-
ganized in clusters; each cluster is characterized by hierarchical network of enterprises (Porter, 1998;
Carrie, 2000).

The extended enterprises is defined by Childe (1998) as: “a conceptual business unit or system that
consists of a purchasing company and suppliers who collaborate closely in such a way as to maximise
the returns to each partner.” Perrone et al. (2005) proposed a set of value added services to support
extended enetrprise by multi agent architetture, negotiation tools, production planning and simulation.
Many authors discussed the problem of coordination multi facility production problem. Among the
recent studies, the following have particular relevance.

Lo Nigroetal. (2003) proposed to model and design coordination problems within production network
by using the Multiple Agent Technology. In particular, their paper proposes new strategies for coordinat-
ing production-planning activities within production networks. Such models have been developed and
tested by using a proper simulation environment developed by using open source code and architecture.
The results of the research can be located at two levels: (a) concerning the specific coordination problem
addressed, the research provides some insights to make decisions about the choice of coordination ap-
proaches to be used in distributed production planning problems; (b) at more strategic level, the paper
shows how Agent Technology and discrete event simulation can be used to build up efficient coordina-
tion structures for production networks.

Lin and Chen (2007) proposed a monolithic model of the multi-stage and multi-site production
planning problem. The contribution of this planning model is to combine two different time scales, i.e.,
monthly and daily time buckets. Then, the approach is centralized, and the relevance of the case study
application of the approach proposed.

Alvarez (2007) discussed some specific characteristics of the planning and scheduling problem in
the extended enterprise including an analysis of a case study, and reviewed the available state-of-the-
art research studies in this field. Most studies suggest that integrated approaches can have a significant
impact on the system performance, in terms of lower production costs, and less inventory levels.

The methodologies proposed to support the cooperation approaches can be classified in these main
areas:

e Multi Agent Technology: This methodology allows to build an architecture distributed, robust
and adaptable to change of the environment. Lima et al. (2006) and Argoneto et al. (2008) pro-
posed multi agent architecture to support production planning activities.

. Coordination Mechanism: In order to coordinate two or more actors with conflicting goals. This
context proposed negotiation process, game theory, et cetera (Bruccoleri et al., 2005; Argoneto et
al., 2008).
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. Discrete Event Simulation: In order to evaluate the real value added by a tool. Most important,
from a strategic point of view, is to understand what kind of coordination policy can lead a better
global result for the enterprise within a distributed framework (Renna and Argoneto, 2010).

The cooperation mechanisms have demonstrated to support several areas of SMEs and several fields
of applications. The context of SMEs activities concerns the capacity sharing (Renna and Argoneto,
2010b), process planning (Zang et al., 2000), production planning (Argoneto et al., 2008), virtual logistic
management systems (Chang et al., 2003).

Moreover, the field of application is not only the SMEs activities context, but several fields of appli-
cation can use the same methodologies. Some examples are the following: electricity grid (Carvalho et
al., 2012), healthcare management systems (Makni et al., 2012), and traffic control system (Wei, 2012).

Scope and Contents of the Book

The edited volume concerns the different aspects of cooperation mainly for SMEs. The objective is to
present the studies to develop multi agent infrastructure and models for the coordination activities among
the enterprises. This book also presents cooperation models and approaches focused on fields different
from the SMEs applications.

The chapters of the book are organized in three sections. Section 1, Multi-Agent System Applications,
focuses on the application of multi agent methodology to support the distributed architecture in the fields
of production planning and supply chain. Section 2, Distributed Production Planning and Organization,
presents the methodology for the production planning problem and the design/management of distributed
organizations. Section 3, Network Applications, describes methodologies and applications that can be
applied in general network organizations.

Chapter 1 concerns the study of the formation of a consortium to match buyer bid or seller. The
chapter proposes heuristics and one of them based on genetic algorithm and compares the performances
in auction trading. The proposed approaches are supported by a Multi Agent System. The GA method
shown later is less structured and offers more freedom and random selection, as does evolution in nature.
In terms of performance, the GA method without any enhancement of the selection criteria is at least as
good as the rule-based approach.

Chapter 2 proposes a novel approach based on emergent distributed scheduling to overcome the
traditional separation between task scheduling and execution control. The Manufacturing Execution
System proposed is able to reject disturbances and successfully handle unforeseen events by autonomic
agents implementing the monitor-analyze-plan-execution loop while achieving their corresponding goals.
Results obtained for different simulated scenarios indicate that the autonomic MES is robust and stable
despite the total autonomy given to order and RAs when negotiating resource usage without resorting
to a priori defined schedule.

Chapter 3 presents a multi-agent model aimed to investigate emergent organizational structures in
production networks and their reification by means of pheromone-based algorithms. The model considers
agents (firms) embedded in a production network, interacting among them through business-to-business
relations. The results of the simulations show the impact of the transportation cost and the geographical
reach on the regionalization of production and on wealth patterns.

Chapter 4 investigates distributed coordination in dynamic assignment of time-critical entities among
multiple sites. An agent-based simulation model is developed, in which each agent applies some adaptive
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assignment rule to match supplies and demands that are generated at its own site. Two distinct central-
ized initial assignment rules are considered, and how agents update their rules is assessed. The research
evaluates the impact of different agent environments, numbers of supply/demand agents, and ratios of
supply/demand rates.

Chapter 5 studies production and transportation problem confronting a specialty chemical company
that two manufacturing facilities in which one facility produces intermediate products which are then
transported to another facility separated by a distance in which end products are manufactured to meet
their customers demand. Real industrial data are used to test and validate the model. Comparing the
model’s results and the company’s actual performance indicates that, if the company implemented the
proposed model, significant savings could be achieved.

Chapter 6 examines the recent years of research developed in the field of coordination approaches to
support distributed production systems. The papers discussed concern the period of 2004-2010 published
in international ISI journals. The research articles are classified according to nine fields of research:
operational research models; collaborative architecture; negotiation and bargaining models; capacity
exchange; revenue sharing; chemical engineering; electronic approach; general review; case study. The
analysis of the literature highlights that the articles are distributed uniformly over the years analyzed.
The most fields investigated are the collaborative architecture and operational research models, while
emerging fields are the chemical engineering and revenue sharing based approaches. The discussion
underlines the limitation of the literature and suggests the directions for future research.

Chapter 7 proposes a modeling by selecting a Fuzzy Hierarchical Production Planning (FHPP)
technique with zone covering in the mid-term and long-term time horizons electricity supply modeling
in the Iran global compact network. In this research, in combination with the AHP method and linear
programming model, environmental pollution, efficiency, proportion in total capacity, and power plant
activity in year criteria are considered in addition to the previously considered cost based models.

Chapter 8 deals with description of problems small and medium enterprises (SME’s) deal with during
project cooperation or using Virtual Enterprise paradigm. A number of important problems are addressed
through effective communication and appropriate communication environment in this chapter. By us-
ing the proposed communication environment and proper tool, there is no need for unification and big
investments in to the information and communication technologies. All information and data exchange
is done by email, and since email is a simple and open data format, it can be integrated and processed
by any ICT system.

Chapter 9 makes an initiative to interpret prosumer and its connections with some resembling concepts,
such as value co-creation, service dominant logics, crowdsourcing, and consumer-based coopetition.
This chapter shows that there is still need to continue these discussions and develop further the concepts
associated with prosumer. Also, this chapter contributes by providing new perspectives for open - closed
innovation strategies by applying (multifaceted) coopetition framework and discussions in the context
of collaborative innovation discussions.

Chapter 10 proposes two protocols to reach an agreement between customer and the production net-
work have been proposed: negotiation and an expected profit approaches. Moreover, two coordination
strategies have been proposed: index efficiency and ranking price approaches. Finally, the possibility of
dividing the orders in lots by the customer is proposed. A simulation environment based on open source
code and Multi Agent Architecture has been developed to test the proposed approaches. The experiments
have been conducted in different conditions of workload and mar-up; the results of the simulation provide
the information necessary to select the suitable coordination and protocol mechanisms in a distributed
production planning problem.



XVi

Chapter 11 deals with demand uncertainty at the strategic level, the safety stock placement problem
in supply chains with limited production capacities. Considering the results from each planning level, an
integrated hierarchical approach is proposed in this research. Two phases of integration are considered:
(1) the integration of strategic and tactical level planning and (2) the integration between tactical and
operational level planning. This collection of models can serve as a basis for further elaborated models
to solve more complex problems in a supply chain.

Section 3 discusses the measures of risk in a network and the possible applications of “Second Life”
approach.

Chapter 12 proposes a simple measure is used to rank the distribution functions. The proposed dis-
tributions which are discussed are: the exponential, Erlang, Uniform, Triangular, Beta, and Beta(PERT)
distribution. All suggested distributions fall in the class of NBUE distributions and are considered to
be symmetric about their mean. The example network, which is shown in the application, verified the
results of theorems discussed in the chapter.

Chapter 13 presents a conceptual-pedagogical “cybernetic” methodology for cyber entities’ (avatars’)
spatial awareness in an innovative way by using Second Life (SL) in the learning process. The main
contribution and originality of the research is to highlight the suitability of SL for organizing and con-
ducting courses from a distance. In addition, the contribution and thus the record of the learning through
“organizational-teaching” methodology and the main axis is to identify problems that are associated
with the acceptance and future development of the leanings communities.

Chapter 14 investigates the new interactive relationship, which arises between cyber entities (avatars)
that move around, meet others, and emulate their work in [D-] CIVEs ([Distributed-] Collaborative
Immersive Virtual Environments). The original contribution of this effort is to become a highly inex-
haustible source of inspiration and awareness for the interactive bibliographic data and interdisciplinary
fields of e-learning for the future.

Paolo Renna
University of Basilicata, Italy
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ABSTRACT

Agent-based auction trading is important in e-Procurement as a part of the supply chain management
activity of procurement via the Internet. Participating buyers and sellers are intelligent agents tasked
with finding matches with required or offered quantities for best performance. Formation of consortiums
offers opportunities in matching trade volumes, but in the real world, there are difficulties in optimizing
consortium formation due to lack of perfect information and the dynamic character of the information.
Heuristic methods are often the only solution. This chapter shows the impact and capabilities of alternate
heuristic models, and compares their performances in auction trading.

INTRODUCTION

Auction trading over the Internet has become
a standard procedure for the procurement and
electronic acquisition of products and services
in a process known otherwise as e-Procurement.

DOI: 10.4018/978-1-4666-2098-8.ch001

Auction trading in its traditional form has long
been considered an important part of managing the
supply chain in terms of keeping the cost down and
the volume high. The Internet made the process
faster and more effective reducing the cost and
increasing the efficiency. Using the Internet intel-
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ligent agents can become the trading entities, both
buyers and sellers. Agent based auction trading
takes the trading process one step further to reduce
cost and increase efficiency. The e-Procurement
mechanism is enhanced by the procurement of
larger volumes at more attractive prices. This has
made the e-Procurement mechanism the primary
selling mechanism for tier one suppliers giving
them the selling advantage of enabling them to
move the largest possible volume at the best price.
It is equally an advantage for large buyers allow-
ing them access to a large volume of supply at
competitive prices. In recognition of the supply
chain benefits of the e-trade environment, the
European Union has made it mandated for many
transactions.

The environment of agent-based auction
trading consists of online auctions between web-
based buyer agents and web-based seller agents.
The trading mechanism works best when there
are many buyers and many sellers providing a
competitive marketplace and volume economies.
The challenge of high performance in a complex
and competitive market is to match buyers and
sellers. Typically, there are two parameters of a
match, price and volume. Price may often be a
concern for the feasibility of a trade, i.e. a buyer
or seller will not trade above or below a certain
price. A special type of purchase concerns MRO
products used by manufacturing organizations,
where MRO stands for “Manufacturing, Repair,
and Operations”. Typically MRO products are not
part of the finished goods that constitute the bulk
oftherevenue. MRO products may have prevailing
market prices and matching prices is automatic.
As a first step, we consider matching volumes
alone, and compare matching approaches on the
basis of trading volumes. The comparison may
later be extended to matching in the two dimen-
sions of price and quantity. The volume matching
option is especially interesting because volume
is subject to an individual agent’s bid as a buyer,
or offer as a seller. In a traditional trading envi-

ronment, cooperation and consortium formation
is the strategy used to match a larger volume by
a collaborative combination of smaller volumes.
The focus of this research is to compare alternate
methods to replicate the cooperative process of
matching and volume generation when the trading
entities are agents.

The proposed system studied here is a two-tier
e-Procurement or auction trading environment,
where the trading entities consist of multiple
suppliers, or selling agents, and multiple buyers
represented by buying agents. Ina forward auction,
a seller agent proposes a volume of trade and a
buyer agent matches the volume, or a consortium
ofbuyer agents, seek to match the seller’s volume
by a combination of their individual volumes. In
a reverse auction, a buyer agent proposes a bid
volume, and a seller agent matches the volume,
or a consortium of seller agents, seek to match the
buyer’s volume by a combination of individual
volumes. While the priority remains on direct
matching as the most convenient for buyer and
seller alike, cooperative trading has an enormous
potential in increasing trading volumes and in
reducing waiting times for matches, thereby
increasing the efficiency of trading.

Agents working together in a community, mak-
ing collaborative decisions in auction trading to
achieve individual goals, form a Multi-agent Sys-
tem (MAS). The information onavailable trades is
freely available to all involved trading agents, and
the cooperative actions between them to form con-
sortiums is as important as their decision-oriented
actions in the selection and confirmation of the
trades. Binbasioglu (1999) proposed an approach
to identify a set of problem components to sup-
port the progress of understanding and structur-
ing multi-agent software architecture to manage
a supply chain for tactical as well as operational
decisions. Fox ef al. (2000) presents in his paper
a solution to construct the software to manage
the supply chain at tactical and operational levels
using agent-based systems. Typically, agent-based
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systems utilize order acquisition agents, logistic
agents, transportation agents, scheduling agents,
resources agents, etc. Coordination of agent ac-
tivity is an important aspect of the work done by
groups of agents, for which a critical element is the
availability of information. Nag (2008) shows a
blackboard architecture that makes available to all
agents in real time the trading information and the
agent information regarding trading availability
and trading volumes. All these previous research
proposed agent framework for general supply
chain network from business process perspective,
but not focusing on specific algorithms to match
buyer’s demand and seller’s supply. To this end,
in this chapter, we aim to investigate detailed
algorithm to agent consortium formation.

It is reasonable to assume that lots and quanti-
ties presented for buying and selling will be differ-
ent, possibly over a wide range of values. It might
be expected thatindividual buyers and sellers will
bereluctant to trade mismatched quantities in case
of'a small deficit or surplus. A consortium of two
or more smaller buyers matching the quantity of
a large seller will have more trading success, as
will a consortium of two or more smaller sellers
matching the quantity of a large buyer. There is a
variety of research on cooperation and collabora-
tion between agents and on the formation of con-
sortia, some of which are listed here [ Aknine ez al.
(2004); Hong et al. (2007 and 2008); Kosakaya
et al. (2001); Zhao et al. (2001)], suggesting the
improvement in trading from the collaboration.
There has been special mention in the research
literature of the benefits of multi-agent coopera-
tion in manufacturing systems [Zho et al.(2006)].

In a collaborative environment, cooperation
between a set of buyer agents to match a trade
offered by a seller agent, or conversely, coopera-
tion between a set of seller agents to match a bid
offered by abuyer agent, makes it possible to close
a trade where no trade would be possible because
ofthe mismatch between buyer’s and seller’s trad-
ing volumes. The question that remains is about

methods used to form the consortium, or consortia,
in a dynamic trading environment. An objective
of maximizing trading volumes benefits all par-
ticipants regardless of which side of the trade they
are on. In the event that there is a trading authority
to supervise the exchange, this trading authority
can use the full trading information available to
them to set up consortia using optimal integer
programming tools. This procedure may not be
simple in a large market with a large number of
participants as integer programming may not be
practical for real time optimization.

The last mentioned option is not feasible or not
available in the environment we have envisioned
where there is no trading authority to supervise and
directtrades and the formation of trading consortia.
However, inacomplete e-marketplace, buyers and
sellers are unsupervised but have at all times full
access to information on all proposed buy and sell
trades in a Blackboard type of architecture similar
to that presented in Nag (2008). Thus, individual
buyer and seller agents form their own consortiato
match specific trades to increase their own trading
volume, and to contribute to the aggregate increase
intrading volumes. We are comparing in this work
analgorithmic approach to consortium formation,
the details of which are presented in Hong et al.
(2008), with an alternate approach based upon the
use of Genetic Algorithms. The latter is the major
contribution of this work and will be described
in detail. In summary, Genetic Algorithms, also
known as G4 5, have been used extensively in a
variety of applications that include scheduling and
matching. The reader can be referred to a variety
of work on GA’s, one of the most comprehensive
of which is that by Michaelewicz (1994).

AGENT AUCTION TRADING
MODEL WITH CONSORTIUM

The same model environment is used in the two
methods being compared for simplicity and
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consistency of the comparison and is described
here once for both methods. It is extracted from
Hong et al.(2007). A two-tier supply chain sys-
tem is considered with a set of m suppliers and
a set of n buyers making up the two tiers. There
are k products involved in the trading system.
There are no intermediaries or negotiators, or
other traders not part of the groups of suppliers
or buyers. Buyers and sellers transact directly
with one another. The simplicity of the model is
intentional to focus attention on the complexity
of the trading decisions.

There is no trading authority supervising the
trades and guiding the traders’ decisions. The
traders operate in an open Blackboard architecture
environment, as described in Nag (2008), with full
knowledge of all trades presented in the current
period. Thus, all seller agents (suppliers) have
full knowledge of all buyer bids on the market at
the present time, as well as full knowledge of all
other suppliers and their individual trading offers.
In the same way, all buyer agents (buyers) have
fullknowledge of all supplier offers on the market,
as well as the identities and requirements of all
other buyers on the market at the present time.

Thetrading decision might appearto be simple,
butis complicated because of the total uncertainty
about the future. A trading agent, buyer or seller,
might want to avoid an imperfect match in the
present period and carry the trade over to the next
periodinthe expectation of finding a better match.
However, that better match in the next period may
not happen because of unsuitable trade offers. A
carry over may be necessitated over a number of
periods to enable a perfect match, resulting in a
large cost of carrying inventory for a seller agent,
or alarge opportunity cost forabuyeragent. Every
trading agent has a real incentive to match trades
quickly by forming a consortium.

The volume of trading is evaluated over a
whole period, which might be one day. In a to-
tally dynamic trading environment of multi agent

systems, trades may be offered and matched, or
rejected, minute by minute with a consortium be-
ing formed electronically in seconds by intelligent
and empowered agents. A situation of this nature
is extremely difficult to evaluate. We consider a
more stable environment where a large number
of buyer bids and seller offers are on the board
in a given period and possible matches can be
determined more effectively.

A standard set of trading conditions describ-
ing the transparency of the trading system is used
in most research. In realizing the objective of
maximizing the total trading volume, a summary
of the trading conditions as listed in Hong et al.
(2008), are described as follows:

1. Abuyeragentis aware of all the selling bids
placed by seller agents.

2. Aselleragent is aware of all the buying bids
placed by buyer agents.

3. A buyer agent is aware of the community
of buyer agents and the quantities requested
by each buyer agent.

4. Aseller agent is aware of the community of
seller agents and the quantities offered by
each seller agent.

The decision to buy, or sell, or to form a
consortium for the purpose, or to reject a trade
and wait, is with the individual agent, and must
proceed within the community. Maximizing trad-
ing volume translates into minimizing trading
costs. Rejecting a trade and waiting adds to the
trading cost.

The objective of maximizing trading volumes
is realized when trading agents in either tier of
buying or selling form consortia to match the
volume of a trading agent in the other tier. Fur-
thermore, considering the trading mechanism of
forward auction initiated by the seller and reverse
auction initiated by the buyer, we list four possible
situations as follows:
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1. Seller Agent offers a larger quantity than
the requirement of a single buyer:
a. Agent Actions:

i.  Buyer agent proposes part sale
that is accepted or rejected by
seller agent.

ii.  Buyer agent looks for and finds
partner buyer agents to complete
the quantity.

2. Seller Agent offers a smaller quantity than
the requirement of a single buyer:
a. Agent Actions:

i.  Seller agent looks for a partner
seller agent to match the required
quantity.

ii.  Buyer agent rejects the offer and
waits for a better match.

iii. Buyer agent accepts the offer
and waits for a part offer from
another seller agent to complete
the quantity.

3. Buyer agent requests a quantity larger
than the offer of a single seller:
a. Agent Actions:

i.  Seller agent looks for a partner
seller agent to match the required
quantity.

ii.  Buyer agent rejects the offer and
waits for a better match.

iii. Buyer agent accepts the offer
and waits for a part offer from
another seller agent to complete
the quantity

4. Buyer agent requests a quantity smaller
than the offer of a single seller:
a. Agent Actions:

i.  Buyer agent proposes part sale
that is accepted or rejected by
seller agent.

ii.  Buyer agent looks for and finds
partner buyer agents to complete
the quantity.

The decision problem faced by an agent is
dynamic and in real time. If it is not completed
quickly, a possible partner in a potential consor-
tium may join with another to complete a trade,
and the agent is forced to carry over the trade to
the next period.

A preferred internal architecture for all par-
ticipating agents includes domain knowledge as a
means of understanding the task of trading volume
and trading commodity. An integral part of the
internal agent architecture is the communication
capability that enables an agent to communicate
with potential collaborators in the agent com-
munity to form partnerships and consortiums, by
virtue of knowledge of the agent community and
their individual trading volumes. The blackboard
architecture is the most suitable for this operation.
The implementation of an agent is an algorithmic
representation in software of a set of priorities
and working rules. To implement a consortium
an agent needs a map with the information about
agents in the surrounding community. The map
is a part of the domain knowledge of an agent.
The consortium formation is implemented as a
combination of the map and message passing.

The decision problem is centered on mis-
matches between buying and selling quantities.
When a seller agent has a selling quantity larger
than the buying quantity and is forced to split the
trading quantity, it might become difficult to find
a buyer for a small remaining quantity. A buyer
agent is faced with the same decision problem in
reverse order. As there is no central control, there
isno concern about scalability and the need for the
central authority to manage trading decisions for
communities that vary in size from small to large.

Mathematically the matching problem can be
represented as a Dynamic Programming formula-
tion that compares current trading conditions with
potential future possibilities to arrive at a trading
decision. A practical heuristic approach to solve
this problem summarizes the decisions in terms
of scenarios as listed below (adapted from Hong
et al., 2008):
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Scenario 1: In case of buyer’s intended
buying volume is equal to the seller’s sell-
ing volume, the seller can do transaction
without the help of the consortium.
Scenario 2: In case of buyer’s intended
buying volume does not meet the seller’s
selling volume and there is no possibility
of forming neither seller’s consortium nor
the buyer’s consortium.

Scenario 3: In case of seller’s intended
selling volume is smaller than a buyer’s
intended buying volume, the sellers could
form a consortium and their collected vol-
ume meets the buyer’s required volume.
Scenario 4: Since the trading is dynamic,
the size of volume is relative. A seller’s
selling volume could be greater than one
buyer’s intended buying volume, but
smaller than another buyer’s volume.
Either the seller or the buyer can form
consortium regardless of their relative vol-
umes. In case of seller’s intended selling
volume is relatively greater than a buyer’s
intended buying volume, the seller tried
to form a consortium but fail to meet the
buyer’s required volume.

Scenario 5: In case of buyer’s intended
buying volume is smaller than the seller’s
selling volume, the buyer can form a con-
sortium with the combined volume meet-
ing the seller’s volume.

. Scenario 6: In case of buyer’s intended
buying volume is smaller than the seller’s
selling volume, the buyer tried to form a
consortium but fail to meet the seller’s
volume.

The multiple scenarios represent the various
decision conditions addressed in the experiment.
These represent both the difficulty of the decision
problem, and the adaptive capability of the deci-
sion making system to form matches by formation
of consortia to increase the volume.

The experiment was a simulation performed in
Excel spreadsheet. It was a simple experiment to
demonstrate trading matches using random gen-
eration of ten seller agents and ten buyer agents,
each withrandomly generated trading volumes. To
be statistically correct, any experiment with ran-
dom numbers should be repeated multiple times.
In this instance, the random number generation
was repeated many times, and ten representative
cases are reported. Details of these experiments,
e.g. the exact volume of trade associated with
each buyer or seller agent, and exact reports of
the matched trades for each case, can be found in
Hongetal. (2007). Asummary table extracted from
Hong et al. is presented here as Table 1 showing
the volumes matched in each of the ten cases as a
direct match without consortium, and as a match
with consortium. A factor has been added to show
the ratio of matched volumes without and with

Table 1. Summary results for trading volumes with and without consortium

Matched Volumes

Case
Method Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 Case 7 Case 8 Case9 | Case 10
Direct Match 100 170 260 140 410 340 400 180 140 230
(no consortium)
With Consortium 800 240 350 280 410 520 450 470 300 490
Formation
Volume Ratio:
Without Consortium 1:8 1:1.41 1:1,35 1:2 1:1 1:53 1:1.13 1:2.61 1:2.14 1:2.13
to With Consortium




Alternative Approaches to Auction Trading by Consortia in Multi Agent Systems

consortium. It is clear that consortium never has
a volume less than a direct match, and often has
a larger volume. The ratio varies with the random
generations of trading agents and their volumes.
The stability of the consortium evolved over time
depends on the relative size of buying volume
and selling volume. For example, a consortium
may have a core if one agent has a relative large
volume in that this agent always remains in the
consortium during its evolution.

GENETIC ALGORITHM FOR TRADE
MATCHING WITH CONSORTIUM

In the Genetic Algorithm part of the experiment,
the model environment for trade matching with
consortium is exactly the same as stated in the
previous section. It is still a two-tier supply chain
system with no intermediaries or negotiators.
The buyers and sellers interact directly with each
other without a supervising or guiding authority,
operating in an open Blackboard architecture
environment with full knowledge of all trades
presented in the current period, i.e. each agent has
complete knowledge in the current period of the
identities and requirements of all trading agents
on either side. As before, all trading decisions
relate to one period where there is no advance
information regarding future periods and possible
trade offerings in future periods. Even the objec-
tive remains the same, and is directed towards
maximizing the trading volumes of individual
traders by consortium formation to match sell-
ers’ and buyers’ trading volumes, respectively,
thereby maximizing the overall trading volume
in aprocess to increase the success and efficiency
of the supply chain.

In this second approach to consortium forma-
tion, the matching process used is a Genetic Algo-
rithm (GA). A detailed exposition of the Genetic
Algorithm can be found in a substantial book by
Michalewicz (1994). GA is suitable for NP hard
problems such as the matching problem that can

not be solved with integer programming in this
chapter. The advantage of GA is the heuristic
solution can be very close to the optimal solution
after enough generations of evolution. A recent
application of the GA method in the supply chainis
described in Chan and Kumar (2009), and another
GAapplicationto atraditional scheduling problem
in job shop scheduling is described in Moon et
al. (2008). Another supply chain application is
described in Nachiappan and Jawahar (2007). An
interesting application is described in Pennisi et
al. (2008) using simulated annealing, a process
that is a variation on the GA method. There are
many other examples of application of the GA
method in literature. The GA method has been
used successfully inmany scheduling applications.
A gene defines a sequence of chromosomes
each one of which specifies some physical char-
acteristic ofa living organism. The gene sequence
specifies the complete set of characteristics of the
organism. There is always a process of evolution
over time as nature keeps changing the gene se-
quenceinavariety of differentapproaches always
with the objective of making the living being
stronger with improved capability for survival, or
of developing better abilities to perform certain
tasks. One of the steps in the evolution process
is known as crossover, in which a part sequence
string from one gene is merged with the cor-
responding remaining part from another gene to
create a new gene. Another step in the evolution
is known as mutation where some chromosomes
are altered to create a new gene with different
properties. Each instance of gene modification is
followed by an evaluation step, where the new and
previous genes are compared with the objective
to determine whether there is an improvement or
not, to help guiding the next modification.
Natural genes are complicated sequences re-
quiring supercomputers for basic analysis. Simple
versions of genes and evolution can be replicated
onmicrocomputers. A Genetic Algorithmis aheu-
ristic algorithm that simulates on a computer the
genetic evolution of living organisms. The same
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crossover technique is used to mix together parts of
two genes to create a new gene in a cut and paste
approach. Mutations are also used to modify the
solution. One difference in the GA from natural
evolution is the seeding process which randomly
generates a chromosome sequence for the gene.
Random selection is used to avoid negative biases
in gene selection.

In the following GA experiment, there are a set
ofbuyers and a set of sellers. The trading volumes
of the buyers and the volumes of the sellers are
known, as are their prices. A trade is feasible only
when the buyer’s offered price is greater than or
equal to a seller’s offered price. A trade becomes
possible when a match is found. A direct match is
made when a buyer’s volume matches a seller’s
volumein a feasible state. However, the possibility
exists of splitting a buyer’s or a seller’s volume
between two or more of the other kind who form
a consortium to match the trading volume. The
objective is to match by consortium to maximize
the volume of trade. The initial solution of trade
match is generated randomly and represented as
a two dimensional array in which rows represent
buyers and columns represent sellers. Each ele-
ment of the array is a value of the quantity Tradeij,
given as:

Trade, = 1, if i"seller has trade with j"buyer

0, otherwise

For trading, the maximum value of seller price
denoted SP,_ (I is a set of sellers) < BP, must be
satisfied, where BP, is a buyer price. The seller’s
consortium can trade with a buyer. To define the
feasibility of the trading volumes:

. SV.: Seller i’s volume
. BV.: Buyer j’s volume.

Letus consider apossible feasible trading case
stated mathematically as follows:

> 8V, = BV, and Maz,(SP,) < BP,

An explanation of the mathematical statement
is that the volume of a consortium of seller agents
matches with an individual buyer’s volume and
the highest price in the consortium is less than
the buyer’s bidding price, the latter half of the
statement being a condition of feasibility. The
procedure will consist of repeatedly finding
similar matches with the formation of consortia
on both sides, with the objective of maximizing
the trading volume as defined below:

Max(z BV.) where
j

> 8V, = BV, and Max(SP,) < BP,

The end result of this decision operation is
the desired maximization of the trading volume.

Amathematical representation of the matching
process is described below. There are n buyers and
m sellers. Each buyer and each seller has the op-
tion of trading with an exact volume match under
a condition of price feasibility, or match volumes
with consortia formation while maintaining price
feasibility.

iel{ill<i<mi=1
e jeljll1<gj<n}=]

. SP, = price of seller i

. BPj = price of buyer j

. SV. = volume of seller i

. BV, = volume of buyer |

. CB, = buyer’s consortium for seller i
*  CS;=seller’s consortium for buyer j

{1 there is a trade between seller ¢ and buyer j
X =
ij

0 otherwise
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Goal:Max > >~ (Min(BV,,SV,) x )
i

Constraint:

. SP,<BP, Vjforeachi,ielandje]
. SP. < BP, Vi foreachj,i e landj €]
. SV.=X BV,, where k € CB, for each ie |
. VBJ. =X VSp, where p € CS, foreachj € J

A consortium is a subset of buyers or sellers.
If all the buyer’s set is J then the consortium of
buyers can form 2" where n = |J| number of dif-
ferent subsets. The number of subset will grow
exponentially as the number of buyers is increased.
Instead of counting all the subsets, this paper
propose a heuristic Genetic Algorithm that finds
solution heuristically with less checking but does
not guarantee the optimal solution.

The algorithmic steps of the decision process
are an iterative application of the following step,
by a GA or by any other method:

Foreveryj, find outl, which represents the seller’s
consortium for buyerjandlet s call it Ij, (aninitial
seed for buyer j).

The time complexity of this process is expo-
nential, i.e. a power set of the index i. The time
requirement of an exponential system of matching
isvery large when the set over which the matching
is done is large. These are the problems that come
under the category of NP, i.e. no polynomial solu-
tion. The optimal solution mechanism of /nteger
Programming fails in this context because of the
large and exponential time requirement. The GA
process is heuristic and is not subject to the ex-
ponential time commitment. While the heuristic
GA process may result in suboptimal solutions, it
is fast and therefore better suited to a real world
dynamic application.

The GA process begins with an initial seed,
or a randomly determined initial solution. It will
then proceed to develop a feasible set of solu-
tions, attempting iteratively to increase the set of

members until an exact match of trading volumes
is achieved. An assumption used in the process is
that a seller cannot participate in multiple trading.
We shall try later to relax this condition. The GA
process is stated as follows:

. Seed: Develop by a random process an
initial solution, or gene, showing a set of
seller volumes and a set of buyer volumes,
and a set of initial assignments of sellers
and buyers.

. Cross Over: A process of combining gene
solutions by an approach similar to cut and
paste, where a part of one string is com-
bined with the remaining part of another
string to create a new solution.

. Mutation: A process of modification of
the gene sequence to create an improved
gene structure that achieves a better fit with
the objective.

. Feasible Solution: The feasible solution
identifies sets of feasible seller’s consor-
tium (for each 7) for each buyer (for each j),
and is the starting point for solutions with
increased trading volume.

. Evaluation: Evaluation of gene solutions
on the basis of trading volume produced.

. Selection: Select gene solutions with the
highest values, or the highest potential for
improvement, and continue with crossover
and mutation until a high value of trading
volume is achieved.

It should be noted that the GA process is heu-
ristic and that there is no closure with an optimal
solution. In the next section, we present a simple
example to illustrate the effectiveness of trading
match with GA.

A GA Example

An example is used to illustrate the GA approach.
A seed pattern is generated randomly with 10
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Figure 1. a) Genetic algorithm sample random initial solution; b) Genetic algorithm sample feasible

solution

SV, 90 | 75 |1 40 | 50 | 15 | 90 | 20 | 90 | 10 | 60

SP; 5 15| 5 10 |10 | 5 15|25 | 5 5 BY, BP;
0 0 0 0 0 0 0 0 0 0 20 20
0 0 0 0 0 0 0 0 0 0 85 20
0 0 0 0 0 0 0 0 1 0 50 15
0 1 0 0 0 0 0 0 0 0 35 15
0 0 0 1 0 0 0 0 0 0 50 20
0 1 0 0 0 0 0 0 0 1 70 25
0 1 0 0 0 1 0 0 0 0 105 15
0 0 0 0 0 0 1 1 0 0 65 10
0 0 0 0 0 0 0 0 0 0 70 10
0 0 0 0 0 0 0 0 0 0 80 25

a

SV, |100| 35 | 45 | 70 |100| 75 | 85 | 45 | 60 | 45

SP; 5 120| 5 15| 5 20 | 10 | 20 | 20 | 5 BV, BP;
0 1 0 0 0 0 0 0 0 1 80 25
0 0 0 0 0 0 0 0 0 0 25 5
0 0 0 0 0 0 0 0 0 0 55 10
0 0 1 0 0 0 0 0 0 0 30 10
0 0 0 0 0 0 0 0 0 0 80 25
0 0 1 0 0 0 0 0 0 0 15 15
0 0 0 0 0 1 0 0 0 0 75 25
0 0 0 0 0 0 0 0 0 0 20 20
0 0 0 0 0 0 0 0 0 0 40 5
0 0 0 0 0 0 0 0 0 0 50 15

buyers and 10 sellers as shown in Figure 1(a).
The GA gene is represented in a two-dimensional
array in whichrows represent buyers and columns
represent sellers. In the content of a cell that is the
intersection of a row and a column, a 1 represents
a possible trading between a buyer and a seller,
while a 0 represents a no match condition. For
example, Tradeij represents thati® sellerhasatrade
with j™ buyer under the condition of seller-buyer
price and trading volume. In the initial random
generation of trade schema, some trades are fea-
sible and some are not. The evaluation section of
the algorithm removes all the infeasible trading
patterns in several iterations. After a number of
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iterations with the GA algorithm refining the
solution each time, the GA finds a good feasible
solution shown in Figure 1(b) that might possibly
be the optimal.

The initial solution shown in Figure 1(a) has
avalue of zero as there are no feasible transactions
because of mismatch in quantity or price. An
example of the infeasibility is the 1 in the 3™ row
and 9™ column. This trade is not feasible because
the price of the seller is 25, but the buyer’s price
is 15, which is less than the seller’s.

Next the crossover and mutation processes
create 20 sets. Following the crossover and muta-
tion process the ten best sets are selected based on
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the feasible trading volume. The feasible sample
result shown in Figure 1(b) has an objective value
of 10540. The objective value is not the actual
trading volume, but an artificial number derived
from trading volumes and number of trades. The
actual trading volume is 540 units. The large ar-
tificial objective is needed to distinguish between
different solutions in the evolution process and
to differentiate between feasible and infeasible
solutions.

An explanation of the feasible solution of
Figure 1(b) is given as follows using trade(i,j)
as the representation by row i and column j for
the matrix elements in the two dimensional gene
array where a 0 indicates a trade matching failure,
and a 1 indicates a trade matching success. In the
first row, trade(1, 2) is 1 representing a match
and a trade where the seller’s price is less than or
equal to the buyer’s price. The trading volume is
the minimum of seller volume and buyer volume,
in this instance the seller volume of 35. After the
trade, the 1% buyer will need 45 units as a remain-
der. This trader will trade with 10™ seller for 45
units and buyer 1 bought all his goods. The third
seller wants to sell 45 units out. The 4™ buyer has
trade with the 3™ seller 30 units. Now the third
seller has 15 units as remainder. The same seller
has transaction with 6" buyer 15 units. Buyer 7
purchased all the goods needed from seller 6 75
units directly.

Notation:

. SV.: Volume of Seller i
. SP.: Price of Seller
* BV Volume of Buyer j
. BP;: Price of Buyer j

The present problem has i = 1,...,10 and j =
yees10

Count =10

Experimental results of running the Genetic
Algorithm coded in Java are shown in Table 2.
These are only summary results. All casesused 10

1

by 10 arrays of trades with ten buyer agents and
ten seller agents in each case. The trading quan-
tities of buyer and seller agents were randomly
generated for each case. Detailed information
about the cases is available with the authors, but
was deemed to be overwhelming for the paper.
The details include items such as the identities of
buyer and seller agents in a direct match or in a
match by consortia, quantities of trading volumes
direct or otherwise, efc.

It is interesting to note that the GA method has
one case where there was a zero match with direct
trading, and a traded quantity of 105 units in a
consortium of sellers #2 and #9 matching the
volume of buyer#2. A second interesting observa-
tion is that the average ratio of volumes matched
with consortium to those matched directly is 2.78
with the GA method including nine cases and
excluding the one case with a zero direct match
where no ratio can be calculated. In comparison,
the ratio of consortia match to direct match for
the rule-based approach shown in Table 1 is 2.53.
It would appear that the GA method has the abil-
ity to produce greater quantities of matched trad-
ing volumes. However, it should be noted that too
much reliance should not be placed on this ob-
servation at this stage in the research.

The application of the GA method for consor-
tium formation has consistently used sets of buyer
and seller agents that are each ten in number, and
random generation of trading volume for each
agent in each case. Whenever random number
generation is used there are concerns about the
statistical validity of the results. Results that show
a successful trend may turn out to be merely
“lucky”. A solution to this problem is to perform
a large number of these experiments with random
generation. In general, success in a statistically
significant sense is achieved with at least 25
successful experiments, and certainly with 30
successful experiments. These concepts are easily
confirmed by a reference to some basic textbooks
on Statistics. For example, a T-distribution with a

11
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Table 2. Summary results for trading volumes with and without consortium using genetic algorithm

Matched Volumes

Case
Method Case 1 Case 2 Case 3 Case4 | Case5 Case 6 Case7 | Case8 | Case9 | Casel0
Direct Match 20 20 90 310 100 0 215 165 60 25
(no consortium)
With Consortium 110 90 155 385 160 105 215 210 130 125
Formation
Volume Ratio:
Without Consortium 1:5.5 1:4.5 1:1.72 1:1.24 1:1.6 NA 1:1 1:1.27 1:2.17 1:5
to With Consortium

Table 3. Trading volumes with and without consortium using genetic algorithm (30 runs)

Data Set Direct GA Ratio Data Set Direct GA Ratio
1 15 80 1:5.3 17 175 175 1:1
2 185 185 1:1 18 80 180 1:2.25
3 50 75 1:1.5 19 15 15 1:1
4 60 165 1:2.75 20 85 85 1:1
5 180 180 1:1 21 0 0 0:0
6 0 80 0:80 22 30 30 1:1
7 100 185 1:1.85 23 50 50 1:1
8 45 130 1:2.89 24 65 65 1:1
9 220 325 1:1.48 25 15 110 1:7.33
10 10 60 1:6 26 75 200 1:2.67
11 10 70 1:7 27 0 100 0:100
12 75 145 1:1.93 28 140 195 1:1.39
13 240 240 1:1 29 200 200 1:1
14 70 125 1:1.79 30 100 100 1:1
15 15 95 1:6.33

number of degrees of freedom approximates the
general and standard Normal distribution when the
degrees of freedom, i.e. the number of observa-
tions, are in excess of the number 25. Thus, a set
of30 observations of the GA method with random
selection of trading volumes were developed. The
results of the application of the GA method are
shown in Table 3. It may be seen from the table
that the GA method remains successful in the long
run in producing larger values of matched trading
volumes by forming consortia.

12

CONCLUSION AND FUTURE
DIRECTIONS

The formation of a consortium to match a buyer
bid or a seller offer remains a difficult task in the
rapid pace of a large e-trade exchange, as they
are found today in the established world of global
online auction trading, but it is an important prob-
lem. Online exchanges as used by autonomous and
intelligent agents are global in nature, and this fits
well with global manufacturing and procurement,
and the global supply chain found today in prac-
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tice. Globalization of the supply chain involves a
very large number of manufacturers and suppliers,
and a very large number of possible trades in the
e-trade exchange in the form of buyer bids and
seller offers.

Matching trades in real time by formation
of consortia reduces costs in the supply chain
and increases the efficiency making business
more profitable for all parties involved. It was
a conclusion of Hong et al. (2008) that there are
significantincreases in trading volumes with con-
sortium formation. However, heuristic methods
are never conclusive about a best solution that
can be proved to be so. The contribution of this
work is a comparative study of alternate heuris-
tic methods. The first method shown was more
structured and rule-based. It has a reasonably
good performance in increasing trading volume
by formation of consortia. The GA method shown
later is less structured and offers more freedom
and random selection, as does evolution in nature.
In terms of performance, the GA method without
any enhancement of the selection criteriais atleast
as good as the rule-based approach.

The performance of the basic GA method sug-
gests the use of intelligent selection of the genes
towards the development of the species most
likely to succeed. This is a practice common in
nature. There are a variety of different ways in
which these concepts can be applied to this work.
It will be more complex algorithmically. Like any
true scientific experiment, it is totally unclear at
this time if the results will be significantly better.
However, there is a strong potential for that.

Itmight appear from small matching examples
that the exercise is trivial. It is not so in practice.
In general, in the e-trade auction environment as
described, an optimal matching of buyer and seller
trading volumes by consortium formation would
require the execution of an integer programming
formulation. In practice, the actors or facilitators of
the trading facility are not able to use this function
in view of the limitations of time and resources.
They have to use heuristic matching procedures.

This is the primary content and contribution of
our work. We have used alternate heuristic ap-
proaches to the problem of matching buyer and
seller volumes by forming consortia to enhance
the set of possible matches, with the objective of
increasing the trading volume, and have compared
the approaches with respect to the trading volumes
that have been achieved.
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ABSTRACT

For responsiveness and agility, disruptive events must be managed locally to avoid propagating the
effects along the value chain. In this work, a novel approach based on emergent distributed scheduling
is proposed to overcome the traditional separation between task scheduling and execution control. An
interaction mechanism designed around the concept of order and resource agents acting as autonomic
managers is described. The proposed Manufacturing Execution System (MES) for simultaneous distrib-
uted (re)scheduling and local execution control is able to reject disturbances and successfully handle
unforeseen events by autonomic agents implementing the monitor-analyze-plan-execution loop while
achieving their corresponding goals. For detailed design of the autonomic MES and verification of its
emergent behaviors, a goal-oriented methodology for designing interactions is proposed. Encouraging
results obtained for different operating scenarios using a generative simulation model of the interaction
mechanism implemented in Netlogo are presented.

INTRODUCTION 2009). Conventional production systems typically

works following atwo-tier hierarchy comprising of
There exists a definitive trend towards introducing monolithic schedule generation (upper layer) and
agility, adaptability, autonomy and flexibility in execution control (lower layer). Scheduling and
production systems to face successfully highly planning systems are predominantly centralized
dynamic and uncertain environments (ElIMaraghy, systems aiming at one-time global optimization
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of resource usage and processing performance
(Valckenaers et al, 2007; Verstraete et al, 2008).
Manufacturing execution system (MES) attempts
to follow a given schedule as closely as possible.
The MES performs this task in a reactive manner,
filling-in missing details, providing alternatives
for unfeasible assignments, handling auxiliary
tasks, and so on based on shop-floor informa-
tion and real-time control (Kletti, 2007). This
quasi-standard of rigid, hierarchical planning
and control architectures in today’s industry has
been unable to cope with the new challenges of
agility and self-configuration successfully, since
the production schedules and plans are known
to become ineffective after a short time on the
shop floor. Centralized production planning and
control systems are therefore vulnerable to abrupt
changes and unforeseen events in production pro-
cesses. Furthermore, there is an increasing trend
towards inter-firm integration through enterprise
networking (Ueda, 1992; Warnecke, 1993; Van
Brusseletal, 1998; Canavesio and Martinez, 2007;
Wiendahl et al, 2007) which gives rise to the need
for responsive (re)scheduling using distributed
decision-making and local control systems.

For effectiveness, decentralized MES must be
designed so as to address disruptive events seeking
robustness rather than optimality (Valckenaers
et al, 2007). In decentralized MES, production
control is not carried out by a central control unit
but it is rather an emergence from the actions and
interactions of local controllers in the system
(Wang and Usher, 2004).

This chapter proposes an entirely new meth-
odology for design and verification of autonomic
MES. In each autonomic unit, the agent playing
itsmanagerrole implements the monitor-analyze-
plan-execute (MAPE) loop which comprise of
both scheduling and control function for a given
order orresource. For detailed design and behavior
verification of the autonomic MES, an extension
ofthe Prometheus-Hermes methodology (Cheong
and Winikoff, 2006) is proposed by including

16

generative simulation and behavior verification.
The design methodology highlights the goal hi-
erarchy, action sequences and a number of failure
recovery procedures to provide design guidelines
when specifying goal-oriented interactions. The
autonomic MES is made up of a society of agents,
each one having cognitive capabilities such learn-
ing, reasoning and planning which allow the agent
to know what it is doing (Brachman, 2002). For
behavior verification in a case study, a generative
simulated model in Netlogo has been created and
some results obtained for normal and disturbed
operating scenarios are presented. A remarkable
result is the stability of the autonomic MES
despite the dynamic complexity resulting from
goal-oriented interactions among a number of
autonomic agents. Also, emergent behaviors of
the interaction mechanism in abnormal scenarios
highlight the importance of generative simulation
in designing autonomic MES.

BACKGROUND

As a guideline for designing decentralized MES
for shop-floor environments several multi-agent
architectures have been proposed. An almost pure
distributed architecture for MES designis PROSA
(Van Brussel et al, 1998). This architecture con-
sists of three types of basic holons (agents) that
cover all aspects of heterarchical control and are
structured using the object-oriented concepts of
aggregation and specialization: order holons,
product holons, and resource holons. Also, the
concept of staff holons allows for the presence
of centralized elements and functionality in the
MES architecture. However, staff holons do not
introduce hierarchical rigidity into the system since
control decisions are made by basic holons. The
holonic MES proposed by Hadeli et al (2004) is
based onthe PROSA architecture augmented with
coordination and control mechanisms inspired in
natural systems based on stigmergy and future
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state prediction (Valckenaers, P. & Van Brussel
H. (2005). However, a comprehensive verifica-
tion of emergent behaviors is still due for holonic
MES which prevents an assessment of alternative
design parameters.

The ADACOR architecture for production
control (Leitdo et al., 2005) is neither completely
decentralized nor purely hierarchical: it alternates
between stationary states, where system control
relies on supervisors and coordinator levels, and
transient situations, triggered by the occurrence
of disturbances where the MES switches its de-
cision-making policy to a heterarchical structure.
Baratade Oliveira (2004) proposed another hybrid
control architecture that is modified according to
new processes and equipment items based on the
concept of coalitions of manufacturing compo-
nents. Both architectures have the advantages of
being more flexible and adaptable than central-
ized MES, but as any architecture they need a
more detailed design for behavioral verification,
including agent’s goals specification, interac-
tion mechanisms between the agents and failure
recovery procedures. In the case of ADACOR, a
Petri Net formalism was used to model the dy-
namic behavior of the ADACOR holon classes
and their interactions, and a prototype in JADE
(CSELT, 2009) was implemented, but the holons
have not been completely specified and designed
in enough details to assess emergent properties
and dynamics. Another proposed architecture for
holonic MES implementation is the HCBA (Chirn
and McFarlane, 2001). HCBA defines two holons:
product and resource, one-to-one mapped to their
associated physical counterparts in the manufac-
turing plant with no distinction between holons
(agents) as abstractentities and their corresponding
objects (products and resources).

A cooperating MES which implements dis-
tribution execution control while accounting for
an externally supplied schedule was presented by
(Valckenaers et al, 2007, Verstraete et al, 2008).
The simulation results show that if the disrup-

tive events and disturbances are important, there
is no improvement by attempting to follow the
original schedule. The same conclusion has been
reached by Aytug et al (2005) without simulation,
as they set out that if the level of uncertainty is
low enough, an optimization-based predictive
scheduling algorithm can outperform an on-line
dispatching algorithm but as failure rates increase
and significant disturbances are present follow-
ing a priori defined scheduling is inefficient and
sometimes impossible. Covanich and McFarlane
(2009) implemented both centralized MESs and
holonic MESs in a real physical manufacturing
system, and concluded that holonic MESs require
more efforts to be set up, but substantially less
efforts to be reconfigured. So, distributed MESs
are fastbecoming key components for introducing
agility and flexibility at the shop-floor to reject
disturbances and handle unplanned events.

Inhighly competitive global markets character-
ized by make-to-order production manufacturing
companies must meet individual requirements
and comply with stringent deadlines while guar-
anteeing superior quality at low prices. This can
be only achieved when production (re)scheduling
and execution control are tightly integrated in
autonomic MES units. Therefore, an intelligent
distributed scheduling system based on interac-
tions between order and resource agents acting
as autonomic managers (Kephart and Chess,
2003) was proposed (Rolon et al, 2009, Rolon
and Martinez, 2010). These autonomic agents are
created by separating the role of the autonomic
manager (resource or order agent) from the object
being managed (order or resource). This fact is in
contrast with the earlier architecture of holonic
MES which normally allocate control functionality
to tangible objects which correspond to physical
machines, intermediate parts or final products
(Van Brussel et al., 1998).

In this chapter the autonomic idea depicted
in (Rolén and Martinez, 2010) will be used to
embrace a total integration of distributed schedule

17



Agent-Based Modeling and Simulation of Intelligent Distributed Scheduling Systems

Figure 1. Agent — environment interaction cycle

generation and local execution control. To carry
out this integration the concept of order agents
(OAs) and resource agents (RAs) is proposed in
adetailed design for behavioral verification. As a
result, both scheduling and execution control are
bottom-up emergencies from interactions among
OAsand RAsinamechanismdesigned to abstract
relevantdecisions to schedule and control dynamic
shop-floor environments characterized by a high
level of uncertainty.

DYNAMIC DISTRIBUTED
SCHEDULING

Agent-Based Modeling

Agents are well-suited for achieving goals in
uncertain and constrained environments such as
electronic markets or manufacturing shop-floors.
We consider agents to be autonomic entities that
are situated in an environment which is made up
of objects (e.g., orders, resources and tasks) and
other agents (Bordini et al, 2007). The environ-
ment state is perceived by sensors and can be
changed by executing actions though actuators
available to the agent as it is shown in Figure 1.
The essential concepts of agent-based computing,
as can be seen at Figure 2, are situated agents,
high-level interactions and organizational relation-
ships (Jennings, 2000). Agents are able to interact
among them and different agents have different
“spheres of influence” in the sense that they are
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able to influence some parts of the environment
(Wooldridge, 2001). The fact that in some cases
these spheres of influence may coincide gives
rise to conflictive or collaborative relationships
among particular agents. That is, situated agents
need to interact with one another to achieve goals
related to the roles they accept to play. Interactions
require a well-defined logic for taking actions
and creating communication channels among
concerned agents.

When adopting a multi-agent view of distrib-
uted MES, it soon becomes apparent that decen-
tralizing scheduling and control is about the design
of an artificial society of agents where goal-ori-
ented interactions are the leverage points for
emergent behavior (Ferber, 1999). Interactions
between agents may consist of data transfer from
one agent to another, or much more complicated,
involving the passing of messages composed in

Figure 2. Essencial concepts of agent-based
computing
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some language, with one agent constructing the
message and other interpreting and answering it
(Gilbert, 2008). Agents in artificial societies
modeling the manufacturing shop-floor (resourc-
es and order agents) interact with each other by
following well-defined mechanisms allowing
them to coordinate and plan their activities so that
they can achieve their specific objectives. Es-
sential in this process are the capability and options
to negotiate and reach deals with other agents
regarding resources usage, order attributes, etc.
Agent-based modeling and simulation
(ABMS) is a computational method that enables
an analyst to create, analyze and experiment with
simulation models composed of agents that inter-
act within a well-defined environment (Gilbert,
2008). One of the advantages of computational
modeling is that it forces the modeler to be pre-
cise: unlike theories and models expressed in
natural language, an interaction mechanism has
to be completely and exactly specified if it is to
run on a computer. Another advantage is that in
silico experiments with a computational model
of artificial societies of agents are cheaper or
occasionally is the only way to test hypothesis
regarding mechanism design. Furthermore, an
experiment can be setup and repeated many times,
using a range of design parameters or allowing

some uncertain factors to vary randomly. ABMS
also offers enormous flexibility in reflecting the
actual manufacturing setting, and it opens up new
possibilities for organizations to take advantage
of designed multi-agent systems.

ABMS is able to discover emergent con-
nections between system components, tie trace
experience with detailed micro-processes to
system-level knowledge and archetype patterns
causing emergent behavior, and in this way it may
identify possible outcomes that are outside the
range of analytical thinking (North and Macal,
2007). To this aim, agent-based modeling must
follow an iterative model construction process.
This process starts with an initial description of
the behavior of individual agent behaviors as
well as interaction mechanisms along with sup-
porting data. This conceptual description is then
converted to a generative model that can be used
to test hypothesis. The resulting model is then
simulated and the initial results are examined.
The agent internal decision-making policy and
the interaction mechanism in the model are then
updated based on goals agents must achieve, and
the model is simulated again. This progressive
refinement process continues until the model re-
produces both desirable behaviors and properties
of'the artificial society, as it is shown in Figure 3.

Figure 3. Iterative process of agent-based modeling and simulation
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Generative models using agent-based modeling
and simulation are very natural means for under-
standing and designing complex adaptive systems
such as autonomic MES. The path from micro
worlds to emergent properties (macro behavior) is
full of surprises and definitively requires systemic
synthesis via simulation rather than reductionist
analytical tools (Miller and Page, 2007).

Generative Simulation Modeling

Generative modeling refers to the application of
computational models to understand emergence
properties of complex social systems (Epstein,
2006). The usual barriers set by the standard
modeling tools, such as the need to keep the
model within a reasonable size, are overcome
with the computational modeling approach. In
computational models a controlled micro-world
simulation is used to discover macro-level be-
haviors resulting from on-going interactions on
micro-scale interactions. The model serves as a
tool to validate the hypothesis (simulated experi-

mentation) and as guideline to improve designs
ofiinteraction mechanisms in multi-agent systems
(Schelling, 1978). Generative simulation models
readily reveal emergent connections between the
component systems and make viable the iden-
tification of unexpected consequences of agent
interactions. Therefore it allows discovering and
analyzing the implications of social structures
and the properties that can emerge from a given
mechanism design.

Contrasting with the traditional top-down ap-
proach (see Figure 4 adapted from Epstein and
Axtell, 1996, for details), a bottom-up emergence
in an artificial society of agents which mainly
communicate through the actions taken, define
patterns that arise from the chosen mechanism
design (e.g., the sugarscape world, Epstein, 2006).
Moreover, such aggregate patterns are immune
to reasonable variations in the individual agent
behavior. Although decision-making policies
used by agents might be quite simple, the result
of ongoing interactions among them can be very
complex and difficult to predict, mainly when

Figure 4. Bottom up emergence of complex adaptive behavior (adapted from Epstein and Axtell, 1996)
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agent internals are heterogeneous and each indi-
vidual agent learns over time based on its unique
experience and evaluative feedback.

Most of the existing analytic tools require that
interacting agents have a high degree of homo-
geneity. This homogeneity is not a feature often
observed in the world but rather a necessity im-
posed by the analytical modeling approach
(Miller and Page, 2007). Unlike traditional tools,
computational methods are able to incorporate
heterogeneous agents rather easily. In this way,
software agents managing manufacturing objects
(resources and orders) can interact with each
other and coordinate and plan their activities so
that they can achieve their own goals by design.
Essential in this process are the abilities to nego-
tiate and reach deals with other agents (resources
owners, external clients, raw material suppliers
and subcontractors). Thus emergent properties
resulting from interactions among heterogeneous
agents with different objectives and decision-
making policies highlights the importance of
resorting to the generative modeling approach of
ABMS for learning meta-rules that may change
agent behaviors in distributed decision-making.
Moreover, collective learning is also the result of
information content in exchanged messages, a
feature which cannot be easily accounted for by
analytical models of agent interactions.

There are some previous works that empha-
sizes the results obtained by generative modeling
in the scheduling topic. Vaario and Ueda (1998)
proposed a modeling method for simulating
dynamic scheduling where local attraction fields
direct transporters carrying jobs to particular
machines according to priority rules. The result-
ing emergence is generated by local interactions
among agents through their force fields which
cannot be anticipated without carrying the simu-
lation. Ueda et al (2004) introduced an emergent
synthesis ofa MES decision-making policy based
on a system model to predict the effect of alterna-
tive control and planning actions in make to order

manufacturing environments. Emergence in this
case was used to evaluate and control the range
of time and cost constraints of the costumer that
the system is able to fulfill.

Emergent Distributed Scheduling

The most common approach to monolithic MES
implementation is to heavily resort to a given
schedule, carried out by a single agent that makes
assumption about future environmental states
and makes the planning and distribution for each
resource so as to focus execution control only on
handling details and contingencies in task execu-
tion. However, preferring and attempting to follow
the given schedule seriously limit the effective-
ness of control actions taken by a conventional
MES. In this chapter an autonomic MES concept
is proposed which emphasizes a total integration
of decentralized schedule generation and local
execution control for agility and responsiveness.
Suchintegration is carried out through the concept
of order and resource agents acting as autonomic
managers (Kephart and Chess, 2003; IBM Corp.,
2009).

In the proposed autonomic MES, there are two
different roles that can be assigned to an agent. It
can be either an order agent or a resource agent
as shown in Figure 5. The order agent (OA) is
responsible for completing the order as required
by its attributes (due data, product mix, quality
and size) which determines the operations (tasks)
for processing the order at the shop-floor. The
OA chooses the best processing route and fol-
lows up order processing until it is completed.
The resource agent (RA) manages the schedule
for a resource and registers its usage and failure
state. It is responsible for the execution of tasks
for different orders. Each agent playing its role
implements the monitor-analyze-plan-execute
(MAPE) loop which comprise both scheduling
and control for a given order or resource. That
is, for the autonomic agent to be self-managing
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Figure 5. Order agent and resource agent viewed as autonomic managers

———

ORDER AGENT (manager element) ([ 2
I%‘
Process route selection

Resource booking
MONITOR \ I ,

Order acceptance EXECUTE

Execution control

Schedule monitoring Knowledge

Sensors Effectors

Order (Managed element)

regarding its managed object, it must have an au-
tomated method to collect the details itneeds from
the manufacturing system (monitor function); to
analyze those details to determine if something
needs to be changed (analyze function); to create
a plan, or sequence of actions that specifies the
required changes (plan function); and to perform
those actions (execute function).

The MAPE loop for both OAs and RAs must
be accounted for by the interaction mechanism
for distributed scheduling as follows:

. The monitor function includes the sched-
ule monitor functionality, where both order
and RAs oversee the Gantt chart looking
up for schedule updates (the OA for the
current order process route and the RA
specifically for its resource), the order ac-
ceptance functionality, where the OA finds
in the Gantt if a candidate order is feasible
and so can be added to the current schedule
or otherwise is rejected, and the availabil-
ity checking functionality, where the RA
checks at each step of order processing the
chosen resource availability.

. The analyze function comprises the pro-
cess route selection and resource earmark-
ing functionalities, where the RAs returns
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the data to constitute the list of alternative
solutions from which the top solution will
be chosen.

e The plan function includes the resource
booking and task registration functional-
ities, where the OA asks for slot reserva-
tion to each RA of the top solution, and the
schedule updating functionality, where the
RAs reflect resource commitment in the
common Gantt chart.

. The execute function for the RA manages
the completion of its resource usage plan
with due consideration for dynamic up-
dates using the task execution functional-
ity, whereas the execution control function-
ality of the OA deals with the local solution
of disruptive events by order rescheduling.

In the MES architecture there is one RA for
each equipment item whereas each OA only deals
with orders of a specific type. The communica-
tionisachieved through direct contact (messages)
among concerned agents and indirect interactions
through a dynamic Gantt chart which is used as a
blackboard (see Figure 6) for information sharing
about the state of shop-floor. The schedule is an
emergence of such interactions and is perceived
in the dynamic Gantt chart.
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Figure 6. Direct and indirect interaction in the dynamic Gantt chart
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The above mentioned interactions between the
managed elements (orders and resources) are done
via their autonomic managers while their spheres
of influence partially overlap since a given OA
interacts with other OA through RAs. That is, the
shop floor environment is jointly controlled by
autonomic OAs and RAs acting locally to achieve
their goals.

GOAL-ORIENTED
INTERACTION MECHANISM

Prometheus and Hermes
Design Methodologies

The Prometheus methodology (Padgham and
Winikoff, 2004) defines a detailed process for im-
plementing and testing/debugging agent-oriented
software systems. It consists of three phases: the
system specification phase focuses on identifying
the goals and basic functionalities of the multi-
agent system, along with inputs (percepts) and
outputs (actions) through the development of use-
case scenarios characterizing operating conditions
or environmental dynamics which the system
must be able to handle properly. The architectural
design phase uses the outputs from the previous
phase to determine which agent types the system
will contain and how they will interact. The third
phase is the detailed design phase that looks at

Resource Agent ~=Reserve slot for order 4

the internals of each agent and how it will carry
out its tasks within the overall machinery of the
multi-agent system.

In addition to detailed processes, Prometheus
definesarange of design artifacts thatare produced
along the way. Some of these artifacts are kept
(final design artifacts), and some are only used as
“stepping stones” (intermediate design prototypes)
to move forward onto the design lifecycle. Some
artifacts capture the system structure (e.g. system
overview diagram) and others describe its dynamic
behavior (e.g. interaction diagrams).

Hermes approach to designing agent interac-
tions (Cheong and Winikoff, 2005) uses interac-
tion goals, actions maps/sequences and a number
of failure recovery procedures to define a design
methodology for multi-agent systems. The meth-
odology follows an incremental waterfall model
in which each step is derived from earlier design
artifacts.

In the interaction goal hierarchy design phase,
the designer is concerned with what the interaction
is going to achieve and which roles are involved
in each interaction. The identified roles and inter-
action goals are captured and organized into an
interaction-goal hierarchy. The action map design
phase pinpoints actions which are needed to deploy
agent roles and then organized into appropriate
execution sequences. These sequences are tested
for validity and all possible sequences of actions
are defined. In the last phase, the message design
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phase, the designer’s attention shifts from actions
to communications among agents, as they required
completing the interaction mechanism definition.
InHermes, early terminations and action retries
can be used to handle mechanism failures. In the
first case the entire interaction is ended and can
be used in situations in which re-attempting the
failed action or pursuing an alternative course of
action will not result in progressing through the
interaction logic. Instead, an action retry allows a
failed action to further the interaction by attempt-
ing again the same or different action. If an action
fails and is not able to be handled by action retries,
this lead to an interaction-goal failure. When this
happens, the interaction can be either terminated
or rolled back to a previous interaction-goal.
Since Hermes has been conceived for interac-
tion design in multi-agent systems, the approach
described in (Cheong and Winikoft, 2006), which
integrates the two methodologies replacing the
typical Prometheus interaction design process
with Hermes, was used for the autonomic MES

proposed here. An overview of the integrated
methodology can be seen in Figure 7.

As shown in Figure 7, the Hermes interaction-
goal hierarchy and action maps replace the fol-
lowing Prometheus interaction artifacts: interac-
tion diagrams, interaction protocols and process
diagrams. Action maps are amixture of interaction
protocols and process diagrams in which action
maps contain both inter- and intra-agent details
while interaction protocols comprise of inter-agent
communications and process diagrams describing
only internal agent processes. Steps which are not
involved in interaction design follow the typical
Prometheus procedure. On the other hand, iden-
tification of Hermes roles is straightforward as
they are usually taken from Prometheus agent
types. The process of developing the interaction-
goal hierarchy and its relevant action maps is
more direct and more guided than in the Hermes
methodology as the designer is developing these
artifacts based on Prometheus” scenarios. Action
sequence diagrams and action message diagrams

Figure 7. The phases of the Prometheus methodology integrated with Hermes (Cheong and Winikoff; 2006)
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remain unchanged from the original Hermes ap-
proach. Moreover, the messages identified from
the Hermes design can be carried across and
adapted to Prometheus message descriptors as the
message descriptors from both methodologies are
very similar.

Specifically for the design and specification
of the autonomic MES, the incremental waterfall
of the Hermes methodology which defines the
interaction design of the Prometheus-Hermes
methodology has been extended to include a
behavioral verification via generative simula-
tion. A fourth phase, the verification phase, is
introduced (see Figure 8) not only to validate the
appropriate execution sequences but the whole
emergent behavior of the distributed scheduling
mechanism. Generative simulation will be used
here as a computational tool to analyze emergent

properties of alternative design of the autonomic
MES. It is worth highlighting that mechanism
design is about complete protocols for constrain-
ing multi-agent interactions such that emergent
behavior and dynamics have certain desirable
properties (Wooldridge, 2001). The emergent
behavior verification will allow spotting goals
and action maps that should be changed so as the
goals can be achieved.

Design of the Intelligent Distributed
Scheduling

For the sake of space only some final design
artifacts from the design methodology in Figure
7 will be discussed next. To illustrate the typical
running of the proposed autonomic MES, differ-
ent scenarios consisting of a sequence of steps,

Figure 8. Phases of the extended Hermes methodology
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the name of the functionality it belongs to and
the information that is used or produced are con-
sidered. As an example, the feasible order arrival
scenario is shown at Table 1.

In addition to those concrete descriptions of
specific yet typical interactions, the defined agent
types were developed, including the roles and
data contain within. The details for both agents
of the autonomic MES and the developing of its
descriptors can be found at Table 2.

The interaction-goal hierarchy for the distrib-
uted scheduling mechanism is shown in Figure
9, where the undirected lines denote sub-goal
relationships and the directed lines depict tempo-
ral dependency. Theroles involved in the achieve-
ment of each goal are shown with the letter R,
and it is also identified the initiator agent of each

Table 1. Feasible order arrival scenario

interaction goal with the letter [. As there are some
interactions that can be initiated by either the OA
or the RA, it is possible to inherit the initiator
which is denoted by in Figure 9. Whichever agent
initiates the interaction at runtime is inherited by
the lower interaction goals.

The overall goal of the intelligent distributed
scheduling system is planning and execution
control. The scheduling goal involves both order
acceptance and resource commitment. That is,
the corresponding OA looks up the Gantt to dis-
cover if the order is feasible in the current situa-
tion. If so, the order is accepted, and if not, it is
returned to the client. Ifthe order acceptance goal
is achieved, selected RAs are asked to provide
different options for probable finalization time at
their resources. These options given by selected

Name: Feasible order arrival scenario

Trigger: New order arrival

Description: A new order arrives at the shop floor. If it is feasible, the order is registered in the dynamic Gantt chart

Steps:
Step type Step Functionality Data used Data produced
1 GOAL: Analyze feasibility | OA order type, order order feasible notice
due date

2 ACTIVITY: Accept order OA order feasible notice | none

3 ACTIVITY: Get possible task RB selected dispatch- possible location of
location (for the ing rule the task
tasks involved in
the different options
of the production
formula)

4 GOAL: Obtain possible PS processing times, list of possible
solutions (for the probable finaliza- solutions
order) tion times

5 GOAL: Choose the top PS list of possible process route
solution solutions, selection

criterion

6 ACTIVITY : Register the task TR process route, pro- change at the Gantt
(for the tasks cessing times chart
involved in the
process route)

ing

Key for functionality: OA Order Acceptance - AC Availability Checking — TR Task Registration -TE Task Execution - SM Schedule
Monitor - EC Execution Control - RE Resource Earmarking - RB Resource Booking - PS Process Route Selection - SU Schedule Updat-
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Table 2. Order agent and resource agent descriptors

ORDER AGENT

Description This agent holds the order knowledge which determines the operations for the processing of an order. It selects the process
route that will be communicated to concerned resource agents as the current order process plan (selecting the best-performing solution)
and monitors the progress of order processing.

Cardinality minimum 0

Cardinality maximum many

Lifetime ongoing

Actions accept order, reject order, request location to resource, analize production formula option completeness, analize production for-
mula option compatibility, remove resource earmarking, check remaining options, order materials for each operation, transport materials
to next equipment area, check pending stages in the route, store completed order.

Uses data Process knowledge DB, Gantt chart DB, Pending orders DB

Produces data Executed orders DB, Pending orders DB, Non feasible orders DB

Goals Check pending operations, generate list of solutions, choose a solution, evaluate processing result.

Functionalities Order Acceptance, Process route selection, Resource booking, Schedule monitor, Execution control.

Protocols Order arrival protocol, Resource commitment protocol, Processing protocol, Reprocessing protocol.

RESOURCE AGENT

Description This agent manages the schedule for a resource and register its usage and failure state at the Gantt chart. It is the responsible
for tasks execution.

Cardinality minimum 1

Cardinality maximum many

Lifetime ongoing

Actions get possible task location, register task on the Gantt chart, detect failure type and probable duration, check next maintenance
operations and probable duration.

Uses data Process knowledge DB, Gantt chart DB

Produces data Gantt chart DB

Goals update Gantt chart, execute task, check resource availability.

Functionalities Availavility checking, Schedule monitor, Schedule updating, Resource earmarking, Task registration, Task execution.
Protocols Resource commitment protocol, Processing protocol, Reprocessing protocol, Unavailable resource protocol.

RAs allow the concerned OA to make a list of
candidate solutions. Given the different solutions
provided by RAs, the OA selects the top one, with
the aim of booking the time slot corresponding
to the different tasks in the order. When the order
execution is monitored, an OA is always the ini-
tiator of the top goal, while when the focus is on
resource state monitoring the corresponding RA

is the agent who starts it. The control interaction-
goal can then be also initiated by either the OA
or the RA. The RA checks resource availability
and the OA follow the processing route monitor-
ing order execution. The rescheduling interaction-
goal is initiated by the agent that detects the
disruptive event: the RA updates the Gantt chart
according to the execution condition changes and

Figure 9. Goal Hierarchy in the intelligent distributed scheduling system
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failure state of the resource and the OA removes
those resource earmarked for tasks which are af-
fected.

The generalized action maps showing how
each atomic goal of the interaction-goal hier-
archy is to be achieved (see right side of each
goal at Figure 9) are shown in Figure 10 through
Figure 13. These includes data stores and failure
handling procedures to face disturbances. Order
monitoring and the corresponding reschedul-
ing activity (Figure 12) as well as the resource
monitoring and rescheduling activity (Figure 13)
due to the disruptive events are described in the
same activity map because they are tightly linked
through action retries. Regarding data stores, there
are five data bases in the distributed intelligent
system architecture that made up the shop-floor
execution control system: the process knowledge
data base, containing information about different
resources in the manufacturing system, physical

connections between them and operations that
can be performed by each one of them along with
required inputs; the Gantt chart data base, holding
the current schedule for each resource commited
to a group of tasks for a certain time window,
and were also the ‘broken’ or ‘in maintenance’
indicators for certain resources according to
their actual condition; the executed orders data
base, that has records related to orders that have
been recently executed and have already left the
system; the pending orders data base, containing
records associated with outstanding orders within
the MES, and the non feasible orders data base,
containing records of rejected orders. The action
maps developed provide flexible and robust inter-
actionsamong an OA and several RAs (Figures 11
and 12) and a RA with several OAs (Figure 13),
including action sequences to deal with failure
cases summarized in Table 3.

Figure 10. Action map for order acceptance interaction-goal
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Figure 11. Action map for resource commitment
interaction-goal
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As it is shown in Figure 10, when a new order
arrives at the shop floor, the OA analyze its fea-
sibility through Gantt exploration. If all tasks can
be virtually placed in any Gantt location accord-
ing to the average processing time for each equip-
ment before order due date, the order is accepted
and continues to the next interaction-goal in the
distributed scheduling system. On the other hand,
if the order results infeasible it will be rejected
and sent to the ERP level, and in case its due date
was modified and sent it back to the shop floor,
it would enter in the MES as a new planned order.
They incorporate scenario variations and identify
possible disruptive events using Hermes” failure
handling procedures to address them: termination
and action retry for action failures. For example,

Figure 12. Action map for monitoring (orders)
and rescheduling interaction-goals
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in Figure 12, the OA removes earmarking for
later resource usages if the task was not executed
because of a delay in raw material supply. An
example of arollback for interaction-goal failures
can be found at Figure 11, where as the OA can-
not generate a solution, the resource commitment
interaction-goal is rolled back to the order ac-
ceptance goal that subsequently will be achieved
in a different manner and so leads to a different
result.

Regarding Figure 11, the OA asks candidate
RAs of each option in the production formula a
possible task allocation in their resource schedule
and probable finalization time along with a due
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Figure 13. Action map for monitoring (resources)
and rescheduling interaction-goals
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date for option acceptance. Each OA have only a
limited number of options to consider in order to
avoid a combinatorial problem, and OAs assume
all processing options given by RAs are valid.
These valid options make possible the generation

Table 3. Possible failures at the interaction-goals

of a list of solutions by the OA. After selecting
the process solution for the order, the OA answers
received options in due course so as to commit the
chosenresources. As aresponse to the demand for
booking of the OA, the RA registers the assigned
slotin the Gantt chart. A fter time slot booking, OA
request the raw materials needed in the production
formula. Regarding Figure 11, a RA can answer
task allocation request for its resource according
to local dispatching rules such as SPT (shortest
processing time), EDD (earliest due date) and
FIFO (first in first out). Moreover, the OA have
four different criteria to select the process route,
which correspond to minimizing late deliveries
(earliest global finalization time), minimizing pro-
cessing costs (shortest processing time), lowering
intermediate product storage cost (shortest time
between stages) and decrease the finished product
storage cost (largest global finalization time).
These different decision-making rules for OAs
and RAs results in different design alternatives
for the distributed scheduling system.

# Action Possible Failures Remedial Actions Interaction-Goal
1 Get possible task location Task cannot be allocated Consider other resource that .
Resource Commitment
before the due date executes the same task
2 Generate list of solutions No solutions generated Analyze if the order is still .
. Resource Commitment
feasible
3 Transport materials / semi Transport delay Update Gantt chart and remove
finished products resource earmarking for next Monitoring (orders) and
tasks if the change would disturb | rescheduling
other tasks
4 Execute task Delay of materials arrival Wait until materials arrival and Monitoring (orders) and
re-earmark resources rescheduling
5 Execute task Resource breakdown dur- Execute the operation again in Monitoring (orders) and
ing execution another resource rescheduling
6 Execute task Execution time is larger Change schedule and remove re-
than scheduled and other source earmarking for next tasks | Monitoring (orders) and
committed tasks were dis- rescheduling
turbed
7 Evaluate processing result Quality requirement not Reprocess in the same resource or | Monitoring (orders) and
reached another one rescheduling
8 Check resource availability Resource unavailable (Re)earmark tasks registered o
. . . Monitoring (resources) and
within the failure duration and .
rescheduling
next tasks
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Order monitoring and the corresponding
rescheduling activity due to disruptive events
(Figure 12) as well as the resource monitoring
and rescheduling (Figure 13) due to the disrup-
tive events are both described in only one activity
map because they are tightly linked through action
retries. Regarding order execution (Figure 12),
an OA requests moving raw materials and semi-
finished products to the corresponding resource
queue in order to be processed.

Atthe same time, the involved RA is checking
resource availability every certain fixed time and if
the resource is not available, it diagnosis a failure
type and probable duration of the unavailability.
Should there exist planned maintenance opera-
tions the concerned RAs have to inform through
the Gantt chart registration to allow all the agents
to keep it in mind such events when looking up
for processing feasibility of future orders. In case
there are tasks already registered in that resource
over the duration of resource unavailability pe-
riod, affected Oas involved will have to remove
resource earmarking and roll back to the resource
commitment interaction-goal to reschedule those
tasks which have been affected.

Ifit is time to execute the task and the materi-
als or semi-finished products has arrived to the
equipment area, the RA executes the task and
informs the processing quality result to the OA
who evaluates the processing result comparing
the quality requirements for the product with the
quality obtained by the operation input. If qual-
ity requirements are reached, then the following
operations are executed for that order till there are
not pending operations in the product recipe. On
the other hand, if it is time to execute the task but
the materials or semi-finished products haven 't yet
arrived to the resource working area, the concerned
OA asks forremoving the resource earmarking for
remaining tasks in the order and once the material
arrives it rolls back to the resource commitement
interaction-goal to reschedule the affected tasks.
The RA manages its local schedule, that is, if
the resource is idle and the materials and semi-

finished products have arrived, it can process the
task considering itdoesn’tdisturb other scheduled
orders even though if it is earlier than the planned
start time for the task. If any changes occur in a
resource schedule, the corresponding RA refreshes
the Gantt chart. If the change doesn’tdisturb other
committed tasks, next operations are followed and
task execution continues as planned. Otherwise, a
rollback to resource commitment interaction-goal
is always needed.

As can be seen in the different action maps
presented, they successfully account foralternative
scenario variations and identify possible disruptive
events using Hermes” failure handling procedure
to address them. For example, in Figure 12, an
actionretry for an action failure is shown when the
OAremoves earmarking for later resource usages
if the task was not executed because of a delay
in raw material supply. In the case of rollbacks
for interaction-goal failures (see Figure 11), as
the OA cannot generate a solution, the resource
commitment interaction-goal is rolled back to the
Order Acceptance goal which will be achievedina
different manner and so leads to a different result.

SIMULATION OF THE
SCHEDULING SYSTEM

Prototype Implementation in Netlogo

A computational model of the distributed sched-
uling system was implemented in Netlogo®
(Wilensky, 1999), a well suited software environ-
ment for modeling complex adaptive systems,
or “worlds,” and a useful tool in understanding
emergent decentralized behaviors in multi-agent
systems (Vidal, 2009).

The Netlogo environment is made up of
agents. Each agent develops a decision-making
policy and carries out its own activity in an
asynchronous manner regarding the behavior of
other agents. In Netlogo worlds, there can be four
types of agents: turtles, patches, links, and the
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Figure 14. A view of the resultant dynamic Gantt chart
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observer. Turtles are agents that move around in
the world. The world is two dimensional and is
divided up into a grid of patches. Each patch is a
square piece of “ground” over which turtles can
move. Links are agents that connect two turtles.
The observer doesn’t have a ground location, it
is constantly looking out over the world of turtles
and patches. The different tasks involved in each
order production give rise to a number of mobile
agents (turtles), one for each time unit, that move
over a grid of stationary agents (patches) which
represents resource usage times. A set of agents
(agentsets) were used to differentiate order types
and so the corresponding production formula.
The dynamic Gantt chart of the Figure 14 was
made as follows. Instead of moving to the right the
time window following the system time, turtles
(unit time tasks) are asked to move one unit to the
left side and to die when they arrive to the patch
in the left corresponding to the current time.
Each resource corresponds to a row in the
Gantt chart and there is a dynamic temporal win-
dow with a fixed duration from the actual time to

Table 4. Mean process times for the case study

the future showing if the resources are reserved
foraspecific order type (colored box) or not (only
the grey row), or whether the resource is unavail-
able due an unplanned event or it is in the main-
tenance state (black box).

To program the model, global variables were
used whenever the information must be shared
(available for every agent), and turtle variables
and patch variables when they were sole private
information for a single agent or type of agents.

Case Study

To exemplify the proposed approach, let’s con-
sider emergent scheduling in a multiproduct
batch plant comprising of 4 stages and 10 units
to obtain 5 different products (Figure 15). Each
order has different attributes such as product type
and due date whereas arrival times, processing
times and machine failure rates are stochastic. A
batch (order) can follow many different routes
through the batch plant while using different
pieces of equipment. So there is a great deal of

Order Stage I Stage 11 Stage 111 Stage IV

Type 1 2 3 4 5 6 7 8 9 10
1 15 15 15 14 15 12 12 12 11 11
2 - 23 5 22 22 22 - 14
3 18 18 18 14 15 24 24 24 9 9
4 21 21 21 11 20 12 12 12 8 8
5 17 17 17 14 15 9 9 9 13 13
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Figure 15. Multi-product plant network structure
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flexibility in order scheduling and it is not obvi-
ous how smoothly each order will flow through
the system due to a number of disruptive events
and shop-floor constraints.

This case study seeks to assess how the plant
will operate under the proposed mechanism for
distributed scheduling and to foresee its capacity
to reschedule and execution control under un-
planned events such as an increase in processing
time at a given stage for an order type or an in-
creasing of machine breakdown rates. Also, it is
assumed that OAs have the objective of decreas-
ing late deliveries, so they have the same criteria
to choose from the list of solutions the one cor-
responding to earliest global finalization time.
Regarding the objectives of RAs, it is considered
that all of them use the FIFO dispatching rule
(allocating tasks in first available space of their
local schedule).

There are two or three pieces of resources in
each of the four stages (see Figure 15) and these
equipment units sometimes differs by size and
product capability, as may be seen at first glance in
the mean processing times given in Table 4. Each
batch must be processed through each stage and
will occupy just one resource in each stage. Batch
orders are placed on the plant individually, their
size is the same for all of them, and it is assumed
that they are released to the plant by the produc-
tion management system or master production
plan at a higher level.

It is difficult to predict without using a gen-
erative simulation model when a set of tasks will
flow relatively smoothly through the MES, or if
an increase in the failure rate of a resource will
force delays and lengthen considerably the time
required to complete a set of orders. So, the case
study objectives are to predict how the plant will

Figure 16. Total processing time for order types 2 and 3 in the normal scenario
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Figure 17. Total processing time for order types 2 and 3 in the scenario when order type 3 becomes more
demanding of processing time at stage Il since time 2000 min
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operate under the proposed mechanism for dis-
tributed scheduling and to foresee its capacity to
repair locally disturbances in the emergent sched-
ule.

Results

Performance indicators considered for the emer-
gentschedule were total processing times, queuing
times and resource utilization. Equipment items are
chosen according to the decreasing late delivery
criterion, thatis, OAs choose the solution with the
earliest global finalization time. Figure 16 exhibits
the dynamics of the plant for the normal operat-
ing scenario. As can be seen the total processing
times of both order types shown tend to stabilize
roughly after a time equal to 1000 min. This is
a very important outcome which highlights that

the emergent scheduling mechanismis robust and
stable despite the total autonomy given to OA and
RA and the lack of a master schedule.

Figure 17 shows the impact of total processing
time for the order types 2 and 3 when orders type
3 experiment an instantaneous increment in the
processing time at stage II (for example, because
of amore demanding quality criterion). The order
type 2 has been chosen because as it is appreci-
ated at Table 4, it has a less flexible production
formula. Contrasting with this case, the order type
3 can be processed in any equipment, and it has
the particularity of demanding the highest produc-
tion times. The total processing time for the order
2 has important variations in this period, and then
tends to stabilize. Other order types are also af-
fected but to alesser extent, possibly because they
have other resource alternatives.

Figure 18. Total processing time for order types 2 and 3 in the scenario where an increase of resource
1.1 breakdown rates between 1000 and 2000 min. is simulated

Total Time Order Type 2
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0 5360

Total Time Order Type 3
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Figure 19. Total processing time for order types 2 and 3 in the scenario where the order type 2 starts

becoming rush order from 2000 min. onwards
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Figure 18 describes the dynamic response of
the scheduling mechanism when the resource I.1
experiences a sudden increase in its breakdown
rate. Type 3 order are somewhat affected momen-
tarily whereas type 2 orders are severely dis-
rupted in their processing times even when this
order type is not processed at this particular re-
source. At Figure 19, processing times for the
same type of orders are shown, for the scenario
where orders of type 2 suddenly become rush
orders. Type 3 orders are affected by this priority
change but then their processing time stabilizes
again, yet at a higher average whereas for type 2
orders do not suffer any sudden disruptions and
their processing time stabilizes ata lower average.

Table 5 shows the evolution of the utilization
in five time intervals over the simulation time
horizon. As can be seen how, the increased rate
ofresource .1 breakdown gives rise to adisplace-

Table 5. Utilization for resources 1.1, 1.2 and 1.3

ment of some already scheduled orders to other
resources. These results highlights that the pro-
posed approach is capable of handling effec-
tively changes in its environment.

In Figure 20, total averaged queuing times for
all order types and for different scenarios are
shown. As can be seen orders of type 2 experiment
the longest waiting times for resources in each
stage of the multiproduct plant in all scenarios.
Also, as expected queuing times for resources
experiment a significant increase for the break-
down scenario.

Figure 21 shows the averaged queuing times
for all order types and for four OA different cri-
teria: decrease late delivery (earliest global final-
ization time), decrease the process cost (shortest
processing time), decrease the intermediate prod-
uct storage cost (shortest time between stages)
and decrease the finished product storage cost

Normal Scenario from 0 to 1000 from 1000 to 2000 | from 2000 to 3000 | from 3000 to 4000 | from 4000 to S000
resource I.1 76,50% 82,52% 87,84% 85,18% 87,51%
resource 1.2 64,90% 60,91% 70,13% 65,52% 67,83%
resource 1.3 63,43% 66,08% 67,10% 65,69% 66,40%

Increased failure

rate of resource 1.1 from 0 to 500 from 500 to 1000 from 1000 to 1500 | from 1000 to 1500 | from 1500 to 2000
resource I.1 78,15% 12,00% 74,87% 80,88% 86,80%
resource 1.2 64,43% 92,77% 76,17% 70,52% 66,91%
resource 1.3 67,51% 92,86% 78,15% 69,71% 65,03%
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Figure 20. Average queuing times for all order types and for the different scenarios considered
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Figure 21. Average queuing times for all the order types and for different OA criteria
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(largest global finalization time). It is quite clear
that the criterion of decreasing the intermediate
product storage cost results in the lowest queuing
times for all the order types, and queuing times
are not significantly modified with the chosen
criterion for the OA.

FUTURE RESEARCH DIRECTIONS

Future research includes the implementation of a
more sophisticated prototype with heterogeneous
order and RAs having different objectives and
strategies to maximize resource usage and mini-
mize processing time. Upcoming work will also
address more complex manufacturing systems,
for instance related to a more complicated set of
equipment interconnections, mixed orders and
the need for re-processing operations in order to
comply with more stringent quality constraints.
Finally, theissue of individual and collective learn-
ing is being studied for defining the information
content of exchanged messages.

CONCLUSION

Anovel design and verification methodology for
anintelligent distributed scheduling system based
on well-defined interactions between autonomic
agents which manage two different types of ob-
jects: orders and resources has been proposed.
The design methodology highlights goal-oriented
interactions among agents as the cornerstone for
influencing by design the emergent behavior and
dynamics of an autonomic MES. To assess the
proposed MES design a generative simulation
model has been implemented. Results obtained
for different simulated scenarios indicate that
the autonomic MES is robust and stable despite
the total autonomy given to order and RAs when
negotiating resource usage without resorting to a
priori defined schedule.

The importance of behavior verification when
designing multi-agent systems has been empha-
sized by expanding the Prometheus-Hermes
methodology with a verification phase using
generative simulation in the lifecycle of a goal-
oriented interaction mechanism. This opens an
entirely new approach for model-based design
of a society of agents for applications in process
systems engineering.
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KEY TERMS AND DEFINITIONS

Agent: Autonomous entity capable of achiev-
ing a goal by choosing an action policy. For this
reason, it has reactivity capabilities (it perceives
the environment and answers to changes that
occur in it), social skills (it communicates with
other agents, users or systems to fulfill its tasks)
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and learning abilities (it is able to adapt itself to
the environment through different techniques).

Agent-Based Modeling: Computational tech-
nique that allows the study of social phenomena
and allow us to discover the social structures
and behavior that emerge from the interaction
of agents.

Autonomic Systems: Dynamic organizations
of autonomous entities with self-configuration,
self-optimizing, self-reconfiguration and self-
protection capabilities. Their architecture imple-
ments the monitor-analyze-plan-execution loop.
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Emergent Behavior: Complex behavior that
emerges as the aggregation of individual behaviors
of'the agents that are part of a multi-agent system.

Intelligent Systems: Systems that learn from
their experience, and use their knowledge to make
decisions.

Interaction: Dynamic relationship of two
or more agents producing actions and reactions,
which in turn influence their future behavior.

Scheduling: Timeline of resource usage in a
set oftasks, according to constraints of parallelism
and synchronization.
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ABSTRACT

In this chapter, the authors present a multi-agent model aimed to investigate emergent organizational
structures in production networks and their reification by means of pheromone-based algorithms. The
model considers agents (firms) embedded in a production network, interacting among them through
business-to-business relations. The evolution of the network structure is endogenous, as it takes into
account the individual behavior of the firms and their interactions. The firms are adaptive agents taking
investment decisions according to their business efficiency. They adapt their prices to be competitive
and get a larger share of the market. Also, they adapt their business relations with their suppliers in
order to reduce costs of inputs and get orders satisfied. The agent s proactivity, with very simple decision
mechanisms at the micro level, leads to the emergence of meta-stable business clusters and supply chains
at the macro level. Pheromone-based algorithms reify dynamically these clusters as explicit graphs. The
results of the authors’simulations show the impact of the transportation cost and the geographical reach
on the regionalization of production and on wealth patterns. Individual firms, with local B2B interac-
tions and decisions, form stable production systems based on the supply/demand and market growth
mechanisms leading to the maturation of the market.
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INTRODUCTION

Over the last decade, the complex dynamics of
supply chains (SC) and production networks of
firms had received considerable attention in the
literature [Carbonara et al. (2002); Dyer et al.
(2000); Harland etal. (2001); Swink etal. (2007)].
The complexity of such systems comes from the
large number of heterogeneous actors they involve
and from the spatial distribution and interdepen-
dence of these actors. However, a particularly
interesting aspect received little attention in the
literature: the exploration of the dynamics at the
firm level in the particular context of a supply/
production network.

In a production network, firms’ interaction
(through buying and selling transactions) may take
several forms, produce several types of benefits
and lead to increased competition and possibly in-
creased economic performance. This forces firms
toadoptnew strategies such as privileging partner-
ships and distributed production approaches and
leads to interesting emergent behaviors at amacro
level. The emergence of hybrid organizational
forms such as clusters of firms in industry is one
of the observed macro-level behaviors, which is
the focus of the present chapter.

This chapter is organized as follows: after
a brief introduction describing the general per-
spective and objective of the chapter, we first
provide the background of the production net-
works of firms and emergence of supply-chains
as distributed systems. We review the literature
and the current issues on the interaction between
firms through simple business-to-business (B2B)
relations leading to the emergence of production
districts. We introduce different views on the ef-
ficiency and robustness of these networks and on
how they relate to organizational performance.
Then we discuss the insight agent-based model-
ing approach brings to the understanding of these
issues. We briefly review agent-based models of
self-organization in production network issues
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and coordination mechanisms, which could lead
to a better performance for the firms within a
distributed framework.

In the second part of the chapter, we present
the Multi-Agent System (MAS) of adaptive pro-
duction networks we have developed combining
both micro->macro and emergent-macro->micro
approaches simultaneously. In the model, at the
micro level, the firms interact locally, leading to
the emergence of some macro level structures
of supply-chains. We use a pheromone-based
mechanism to develop explicit graphs that capture
the endogenous emergent macro level structures
(emergence of efficient supply chains). The
firms capture these emergent macro level effects,
which affect their behavior. This reproduces the
real world behavior, where the agent (the firm,
in our case) observes and interprets what it sees.
These new structures influence the local firms
and the interactions between them, changing the
cooperation and the coordination of the produc-
tion. Finally, we provide concluding remarks and
future research directions.

BACKGROUND

In this section we introduce the main definitions
and concepts needed to understand the interactions
taking place between organizations in order to
capture complex dynamics, structures, routines
and performance of organizations and organiza-
tional arrangements such as industrial clusters.

Theories of Industrial
Districts and Clusters

Alfred Marshall, in the nineteenth century, coined
the term ‘Industrial Districts’ when remarking
that industries tend to concentrate in specific geo-
graphical areas [Marshall, (1890)]. As examples
of industrial districts, Marshall referred to straw
plaiting in Bedfordshire and cutlery in Sheffield,
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pointing out that geographical proximity provides
specialized labor, nurtures subsidiary industries,
stimulates innovative activity and enables tech-
nological spillovers. Contemporary management
scientists such as Michael Porter - using the term
‘cluster’ instead of “district’ - stress that competi-
tion between neighboring rivals and availability
of sophisticated customers stimulates innovation
and engenders positive feedback for all firms in
a cluster [Porter, (1990)].

According to Belussi (2006), theoretical basis
for the literature on industrial districts and clusters
has its roots in five main approaches: 1) Marshal-
lian theory; 2) Location theory; 3) Transaction
costand institutional theory; 4) International busi-
ness theory; 5) Regional studies. Belussi (2006)
classified the modern developments of neo/post-
Marshallian school along three main streams: 1)
The analysis of the resurgence of the model of
the small firm based on flexible specialization. 2)
The examination of social interactions atregional/
local level that leads to proximity benefits. The
approach has been developed within the category
of the phenomena related to “local or localized
learning” [Becattini, (1990) & Antonelli, (2000)].
3) Finally, the integration to the Schumpeterian
concepts of competition, innovation, and evolu-
tionary economics.

Our focus in this chapter is self-organization
mechanisms foragents’ coordination. The concept
of organization has received wide interest in the
MAS community [Mathieu et al. (2002)], but
these works seldom reify this notion.

According to the industrial district theory,
firms organize themselves in clusters in order to
reduce transaction costs [Belussi, (2000)], i.e. in
a MAS perspective, agents organize themselves
in order to optimize agents’ interactions and to
deal with the free entry/exit of agents. Without
any central control of the organization, the local
decisions and interactions of the firms lead the
implicit organization they belong to, to reach a
meta-stable state. Moreover, each agent (firm) has
a level of perception of its environment.

Related Work

Agent-based modeling and simulation are re-
garded as one ofthe best candidates for addressing
different aspects of production and supply net-
works. Much of the work in the literature focuses
on MAS integrating the entire supply chain as
a network system of independent agents while
taking into account the spatial distribution of the
agents. Using physics and statistical mechanics
methods, one stream of literature investigates the
firm’s behavior within production networks as a
dynamic system. Battiston etal. (2007) identified
mechanisms, which reproduce qualitatively the
main stylized facts of industrial districts of firms
and supply chains such as firm’s size distribu-
tions and the correlation of output, growth and
bankruptcy across firms. They also show that the
aggregate variables of the whole network of firms
can be traced back to the direct firm-firm inter-
dependence. Weisbuch and Battiston (Weisbuch,
(2006) & Weisbuch et al. (2007)], using a similar
very simple framework, investigated wealth con-
centration and production regionalization as self-
organized behavior of the system. They show how
local production failures can result in avalanches
of shortage and bankruptcies across the network
and lead to separate economic regions into poor
and rich regions with scale free distribution of
regions’ wealth.

While the models developed in [Battiston etal.
(2007); Weisbuch, (2006); Weisbuchetal. (2007)]
are very simple and reproduce well known styl-
ized facts, some of the underlying assumptions are
very strong and don’t convince the economists.
The first one regards the pricing mechanism. In
fact, the price in these studies is not related to the
firms” activity (costs, efficiency and markup) or
to the market taking into account the demand and
supply. The second is about the topology of the
networks. The topology of the networks studied is
fixed and doesn’t change over time, which leads
to assume a firm connected to the same suppliers
and customers over time. The third assumption
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is about the homogeneity of firms’ behavior. The
firm is assumed to have a capital as production
capacity, investing all profits in extra production
capacity at each time step without any adaptation
or investment strategy.

Ikeda et al. [Ikeda et al. (2007, 2007b)] in-
vestigated, from the standpoint of econophysics,
interacting firms rationally investing in a produc-
tion facility to maximize net present value. They
estimate parameters used in the model through
empirical analysis of financial and transaction data.
They propose two different methods (analytical
and regression methods) to obtain an interaction
matrix of firms. On a subset of a real transaction
network, they simulate, using the estimated pa-
rameters, the dynamics of firm’s revenue, cost, and
fixed asset, which is the accumulated investment
for the production facility. The simulation repro-
duces the quantitative behavior of past revenues
i.e. the cumulative probability distribution of the
firms’ revenue. They also studied the correlation
of firms’ performance on a transaction network
and found that statistically significant correlation
coefficients are obtained as evidence for the firm
interactions [Ikeda et al. (2008)].

Again, these models reproduce stylized facts,
but are based on strong assumptions about the
investment behavior. They assume perfect infor-
mation, a simple production function and a static
topology of the network. First, the study doesn’t
extend the production function with multiple
variables, (i.e. fixed assets and labor costs) and
the asymmetric treatment of revenue and material
costs (i.e., only revenue is described by the time-
evolution equation), which leads to non-realistic
cumulative probability distribution of material
costs. The second question concerns the static
view of the firm network, i.e., the list of linked
firms is obtained by analyzing the transaction data
of a certain fiscal year and is not updated during
the simulation. In fact, the functional form of
interaction is analogous to the inter-atomic force
of crystal lattice, where the equilibrium position of
the atom is assumed. Network analysis of multi-
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year transaction data and flexible mechanisms of
dynamic networks are necessary for this purpose.
Some other issues of their agent-based model
regard the capabilities of simulating large-scale
transaction networks and verifying the reliability
of the model.

Few of the models proposed in the literature
combine both micro->macro and emergent-
macro->micro simultaneously [Conte etal. (2007),
Gilbert (2002)]. The MAS paradigm offers very
powerful tools to improve the understanding of
distributed production among firms and compare
coordination mechanisms and strategies impacton
the global performance of the network its impact
on the firms’ performance.

MULTI-AGENT MODEL

The authors’ model is based on the model devel-
oped by Weisbuch and Battiston [Weisbuch et
al. (2007)] (W&B model) as a network of firms
having business-to-business relations.

The W&B model belongs to a large class of
non-linear systems called reaction-diffusion sys-
tems brought from chemical physics [Shnerb et al.
(2000)]. The reaction part here is the autocatalytic
loop of production and capital growth coupled
with capital decay and death processes. The char-
acteristics of the model are: a dynamical behavior
with spatio-temporal patterns (emergence of very
productive regions), well characterized dynamical
regimes (decay/grow) separated in the parameter
space by transitions or crossovers, and scale free
distributions since the dynamics is essentially
multiplicative and noisy.

The W&B model, with its strong assumptions
regarding the topology of the network, the orders
from the market, the non-existence of pricing
mechanisms and investment strategies, is far
from taking into account important economic
features. Indeed, firms are considered to behave
uniformly, while in real markets, firms are very
heterogeneous.
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Figure 1. Network of firms
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Our approach is to start with this simple model
characterized by well known stylized facts and to
use the MAS paradigm in order to evolve towards
amore realistic and flexible model allowing us to
further study important issues about production
network and supply chains.

In this section, we describe the model with
all extensions. In the model, we introduced a
pricing mechanism calculated endogenously
from the micro variables (costs, markup). The
firm is able to decide which strategy to adopt in
various circumstances; supply: order distribution
(diversification), changing suppliers (efficiency),
extending production capacity (investment).

The Network

We consideraproductionnetwork N, asaregular
grid with / layers of m firms. The network is ori-
ented from an input layer /—1 (natural resources)
towards an output layer 0 (supermarkets) (see
Figure 1).

In each node of the grid we place a firm such
as each firm £, is localized at position / in a
given layer k. The network is initialized with
n=lxm firms. Each firm F /ke[1,1-2] is linked
to its customers in the layer k—/ and its suppliers
in the layer k+1.

The input to the production network enters
only through the firms in the input layer, at zero
cost. The output from the network is sold only
by firms in the output layer at a price determined
by a market clearing mechanism explained in the
next section.

We define the cost of transportation ¢’ per
unit of distance between suppliers and customers
in any layer except the input layer, where firms
are assumed to be located at the source of their
resources.

Firms are located at the nodes of the lattice.
Orders (O) flow from the output layer (k=0) to
the input layer (k=/—1),; supply (Y) flows from
the input layer to the output layer.
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The Firm

The variables we use to describe a firm /7 located
in the position (%,i) in the network are:

* A, (0): Production capacity at time 1.
. L, (9): Liquid assets at time .
. S, (0): Suppliers list at time .
. C, (0): Customers list at time .
. O, (9): Orders to its suppliers at time 7.
° O, 7" (t) : Orders sent to the supplier
F, ., attimer.
. Y, (#): Production at time .
o Y 7M(t): Production delivered to the

firm F_ at time .
J

. ¢, ,(t) : Cost of one unit of product at time
L.

*  p,(0): Sale price of one unit of product at
time .

. 11 (2): Profit at time ¢.

Capital: Each firm F_ has a capital K, . In
W&B’s model the capital is defined as the firm’s
production capacity 4, . Thus, each production
cycle, the whole profit is invested to increase
capacity. We revised the definition of the capital
to allow further possibilities for the firm as in-
vestment strategies according to efficiency and
production capacity utilization.

The capital is defined as:

K (0=A, 0 + L, (0

where L, ,is the liquid assets of the firm /7 which
doesnotdepreciateintimeand 4, ;is the production
capacity (taking into account land, warehouses,
machines, labor, etc.), which depreciate in time
with a rate /.

Startup and Bankruptcy: Each firm F)  enters
the market with an initial capital. During its life-
time, it has a production process converting Y
units of inputs bought from firms in layer k+/
into Y units of output. The production function is
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described later in the next section. A firm can go
bankrupt and disappear if it’s capital goes under
zero. In case of bankruptcy, a new firm is created
in the same location after a time lag z. This pa-
rameter influences the avalanche of bankruptcies,
as studied by [Weisbuch et al. (2007)]. The study
shows that avalanches occur across the network
as the time lag increases.

Business-to-Business Relations (B2B): Links
in the production network represent the B2B
relations between firms (customer-supplier rela-
tionship). Inspired from cellular automata, W&B
model defined the network as a two dimension
static lattice with “pseudo-periodic” boundary
conditions. One dimension is considered as lay-
ers of the production chain (input to the output
layer). The second dimension is considered as a
geographical proximity with periodic boundary
conditions.

In W&B model, each firm is linked to three
firms considered as its suppliers from the upstream
layer (except for the firms in the last layer up-
stream) and to three other firms considered as its
customers from the downstream layer (except for
the last downstream layer). These links are fixed
all the time, which means that firms can change
neither suppliers nor customers over time. Even
after creation ofanew firmi.e. after a bankruptcy,
the new firm will have the same links as the
bankrupted firm.

We extended the model to include dynamics to
the process of network formation: agents (firms)
follow a set of protocols while interacting with
each other. This extension allows simulating real
situations where the firm is able to perceive its
environment and rationalize its decisions follow-
ing strategies. The environment is impacted by
firms’ decisions.

The Firms’ Environment
A firm’s environment is its market: from the

upstream side the firm gets inputs and to the
downstream side it sells products. Therefore, the
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firm interacts only with firms within its environ-

ment. Regarding the output layer (k=0) as a final

market, the firms in this layer sell the production

directly to the final consumers. We assume that

allthe production Y, (t) = Z Y, . (t) willbe sold
i=1..m

(absorbed by the market).

The pricing mechanism is based on a func-
tion of demand and supply of the production.
This mechanism is a market clearing mechanism
which confronts the aggregate production Y (t)
to a demand curve and sets the market price p™(t)
for the firms in the market where the aggregate
production is sold.

The Dynamics of the Model

The production process is based on business-
to-business interactions and is executed within
each time step ¢. One time step represents a full
production process:

1. Each firm places orders. A firm receiving an
order calculates its needed inputs for produc-
tion and then places orders to its suppliers.

2. Once orders propagated till the input layer,
each firm produces and delivers.

3. Afterdelivery,each firm calculates its profit,
invests part of its profit in production capac-
ity if needed and retains the rest as liquid
assets.

Bellow, we describe all processes executed by
each firm in a time step.

Order Placement and Production

Orders O, (t) placed by a firm in the output layer:
We use the following simplifying assumptions
for the model, inspired from [Delli Gatti et al.
(2005)] and assumed in many production network
models [ Weisbuch, (2006); Weisbuch etal. (2007),
Hamichi et al. (2009a, 2009b)], which keep a
reasonable level of realism of the model.

. The orders are limited only by the produc-
tion capacity of the firm.

. At the level of the output layer, all output
production is sold. Consequently, the firms
in the output layer place orders for full pro-
duction, i.e. limited by its capacity 4, :

0,(0 =4,

where q is the technological coefficient
which gives the amount of product per unit
of evaluated production capacity.

. We set g=1 for all the firms.

Orders O, (t) placed by the firm F, . at the in-
termediate levels (k=1..1-1): Atthe initial time
step, firms in layer £, including the output layer,
divide equitably and transfer orders upstream to
get products from layer (k + 1) allowing suppli-
ers to produce. The firm F, (k=1../-1) calculates
the quantity to produce by summing all received
orders from customers and comparing it to its
production capacity

O, () =min|q 4, (1), > O, 1)

JIF 1 €C,

where O}flil,j (t)is the order of the customer F_ Iy

placed with firm £ .

Then, the firm F, (k=0../-2) places orders to
each one of its supplyiers, according to a strategy
which takes into account the unit price and the
distance to each of them.

At the initialization stage, all firms follow a
supplier diversification strategy, i.e. they follow
the same ordering process. In subsequent steps,
firms take into account the reliability of different
suppliers and order at time ¢ from each supplier
proportionally to the production received at time
t—1.

Orders O,_, (1) at the input layer: Firms at the
input layer k=/—1 are not required to order any
input. We assume that they have unlimited and
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zero cost access to needed raw materials. The
costs incured will be extraction costs.

Production: The production process starts
from the input layer, each firm starting producing
according to the inputs received Y.

Y (8) = min (q.4,_, (£),00, (1))

At other layers k=0..(/—2), the production is:

Yom= > Y50

IFi1 €S

where Y7 |

(t) is the input products received by
the firm £, ; from the supplier F.-F irm’s goal
is to produce Y, ,(t) = O,.(t) but its real produc-
tion depends on events happening during the
production process with a probability P (taken
from a uniform distribution), resulting in losing
a random fraction &(¢) of its production.

The production function including exogenous
and unplanned events is:

Y, (1) = a5 ().(1—£(t)

where o is a transformation coefficient.

We define Z as the production efficiency ratio
used by the firm to define its investment strategy
according to its capacity utilization.

Y. ()

Z,,(t)= g.A, (t)

Costs and Prices

. Total and Unit Cost: At the firm level,
we take into account fixed costs (plants,
machinery, warehouses, etc.) and variable
costs (labor, inputs, etc.). The total cost ¢’
is defined as the sum of all costs while the
unit cost ¢* is the average cost per unit of
output.
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Thetotal costof the firm /', atperiod zconsists
of input cost, labor cost and depreciation cost as
follows:

. Input Cost: Money paid for inputs includ-
ing transportation.

CAm1 (t) = Z (pj + CT‘dj)'Y;ﬁil,j (t)

where
°  p,thesale price of the supplier ¥,

° Yk'flj (t)is the production delivered
by the firm F, , to the firm F,

° c, is the transportation cost of one
unit of product per unit of distance
° dj is the geographical distance be-
tween the firms F, iy and F,
. Labor Cost: The percentage of labor in

production capacity.

where w is the relative cost of labor. We
consider w the same for all firms. We note
that a firm has to pay labor cost even if it
doesn’t produce anything.

. Transformation cost depending only on the
quantity produced.

ci(t) = 7Yy, (1)

where y is the cost of producing one unit
of product.
From the costs equations we deduce the unit
cost:

Markup pricing mechanism.: We calculate the
price at the firm level according to one of the most
common pricing mechanism used in economics,



A Multi-Agent System for Production Networks Simulation

cost-plus pricing, which doesn’t take into account
the demand.

pis(t) = ¢, (). (L+ M, (1))

where M, (¢) is the markup of the firm F), attime+.
Market clearing mechanism: We also set a
market clearing mechanism in the system. We
consider the output layer as the final market where
the products are sold to the end customers: firms
at this layer will not sell the production with the
price calculated in the previous equation, but with
amarket price set by the demand function through
supply and demand confrontation (Figure 2). The
price is set to clear the market and the demand
curve' is assumed to be:
p"Y =D

0

where p™ is the market price for the final product
(outputlayerprice) and Y is aggregate production
of final product (output layer production).

Profit

The profit is defined as total revenue minus cost:
I (1) = (pp (1) = ¢,(0)) Y, (1)

Investment

The firm makes investments in order to maximize
its future value. In our model, we assume that all
capital investments in production capacity are
irreversible investments.

We consider that the firm £, will invest its
profit in liquid assets. When the firm reaches
very high utilization regime, it invests part of the
liquid assets in production capacity, thus increas-
ing it with a certain percentage 6. Therefore, the
production capacity decreases with rate 4 due to

Figure 2. Market Clearing (demand and supply
curves)
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depreciation and increases with @ according to the
investment decisions (see Algorithm 1).

Customer/Supplier Relation

We consider the firm as the basic entity of our
MAS. The firm interacts with other firms in its
environment following B2B rules. In the model,
the firm has a dynamic set of suppliers and
customers with which it interacts. Firms change
suppliers over time depending on their economic
performance. The firm, by assessing its business
exchanges, adapts its relations with its partners:
suppliers in its supply side and customers in its
market (upstream / downstream).

In a previous study [Hamichi et al. (2009b)],
we have designed a mechanism for supplier
substitution based only on the price of the inputs
(including geographical distance). The mechanism
is based on the principle that a firm continues to
order inputs from profitable suppliers and proceeds
to substitute the less profitable ones by seeking
new suppliers offering best prices. In this sourcing
adaptation process, the firm is aware of the price,
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Algorithm 1. Investment

Requires: Production capacity 4, liquid assets L, profit /7,
utilization ratio Z
Ensure: Investment of profit

I:if (Z,(0)=1 and 1, (t)>0) then

2: L (t+D=L () + T, (1) — 0.4, (1)
A (D=4, (D.(1-3+0)

3:  else

L (t+1)=L, (O+IL, ()
A, (t+D)=A4, ()1 -7)

5. endif

=

where @ is the investment fraction

the geographical distance and the production ca-
pacities of all the firms in its supply side that are
within its geographical reach. It sorts them by unit
costincluding transportation cost. It takes then the
decision to substitute the higher cost supplier by
the firm with the minimum unit cost. So the firm
adapts its list following the algorithm 2.

To reach its goal, the firm has to take decisions
according to strategies. As a supplier, the firm has
to practice competitive prices in order to get more
customers. Therefore, the firm adapts its fixed
markup in its pricing policy. This local adaptation
leads to changes in the form of the organiza-
tional structure in which the firm is involved by
gaining or losing customers. Using these decision
mechanisms at the firm (micro) level, we are
interested in the effect of these decisions on the
production regionalization and the economic
performance of the whole system (macro-level).

SIMULATION AND RESULTS

The results of simulations were obtained, using
the multi-agent platform DIMA [Guessoum et
al. (1999)], for a production network with 1250
nodes in five layers, run for 10000 time steps.
The initial wealth is uniformly and randomly
distributed among firms:
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Emergent Patterns

Using the model, the study of economic perfor-
mance of the system under different conditions
shows the impact of geographical reach of the firm
on the number of production clusters that emerge
across the network and the impact of transporta-
tion costs on this regionalization [Hamichi et al.
(2009b)]. Our simulations show, in all the cases
studied, that the firms self-organize into regions
and spatial patterns such as productive and meta-
stable production chain emerge.

Aggregate Economic Performance

For the economic performance at the macro level,
the aggregate values of the global system (market
price, aggregate production and total growth of
the capital) show how the market evolves from an
early development stage (with the demand much
higher than the offer) to a mature stage. As the
production initially is not high enough to satisfy
the demand, the market price is largely higher than
the average unit cost at the end of the production
chain. Firms in the output layer take advantage
of this situation, selling all their production with
very high profit. This leads them to increase pro-
duction capacity, investing part of liquid assets
as previously described. Firms at the output layer
share the market in proportion to their respective
production capacity, while firms in intermediate
layers sell production with a fixed margin. These
two simplified behaviors are realistic. The profits
of the firms in intermediate layers are influenced
by their suppliers’ prices and by the quantities of
products ordered by their customers.

The investment fraction 6 parameter has an
impact on the global performance of the system.
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Algorithm 2. Substitute a supplier

Ensure: Substitution of a supplier

1:

dy (resp. d

(i,h)

YR
if(——— < satThresh ) then
O (t)

2: .

for Ec+l,j ¢ Sk,z(t) ‘ S [1m] do
¥ retum with min(p; +c'.d, ;)
4: end for
> for E«;+1,h € Sk,i(t) | h € [lm] do
% retum /i with max(p; + ¢’ i)
7: end for
¥ if (p, +¢" iy > p;+ ¢ d,; ;) then
9:

Sk,vl(t + 1) = Sk,i(t) - Ec+1,11, + EHLj;
10: end if
11: else
- Sk,i(t + 1) = Sk,z'(t)
13: End if
where

p; (resp. p,) is the unit price of the firm Ec+1.j Q Sk ; (resp. Eﬁl h S Sk i)
¢" is the transportation cost of unit of production per unit of distance
) is the geographical distance between firm F and firm F, _(resp. between firm F and firm F_,

kt+lj

Coupled to the capacity decay 4, the two param-
eters separate the growth regime mainly into
three regimes:

1. 0 =< A: Decay regime with decay of the
global production capacity (Figure 4. Case
of #=0.01 and 2 = 0.01).

2. 0>2:Growingregime with stable production
capacity (Figure 4. Case of 6 = (.02 and 4
=0.01).

3. 0>>2:Growingregime with shocks (Figure
4.Case of @ = 0.05 and 1 = 0.01) and insta-
bilities during the process due to avalanches
of bankruptcies raised by the failure of big
firms that invested more than required in
production capacity. Figure 3 shows the
sensitivity of the global performance of the
system to these two parameters.

Toward A Pheromone-Based Model
for Agents’ Coordination

In a second stage of our investigation, we intro-
duced apheromone-based model in orderto detect
emergent structures (clusters of firms) and take
into account feedback to the firms’ perception. The
model is based on stigmergy principles [Grasse,
(1959, 1984)] using agents’ environment as me-
dium for coordination. We use digital pheromones
in the stigmergic mechanism for coordinating
firms production organization. The supply links
are the place where the pheromone is deposited
(pheromone field). The deposit reinforces the
supply links according to the production quanti-
ties exchanged between the extremities of the
links (B2B). Modeled on the pheromone fields
that many social insects use to coordinate their
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Figure 3. Regime diagram in the capacity decay (1) vs. investment rate (0)
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Figure 4. Evolution of the production capacity (decay, growth, and growth with shocks)
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behavior. The digital pheromones support the
primary operations, inspired by the dynamics of
chemical pheromones:

*  They can be deposited and withdrawn
from an area. Deposits of a certain flavor
are added to the current amount of that fla-
vor of pheromone located at that place.

e They are evaporated over time. This
serves to forget old information that is not
refreshed.

. They propagate from a place to its neigh-
boring places. The act of propagation
causes pheromone gradients to be formed.

Structures Reification

Pheromones are modeled as equations across a
network of nodes linked by mean of B2B links
at which agents can deposit and sense increments
to scalar variables representing the pheromones.

In this version of our model, we define the
location of the firm (agent) with a position in
the geographical space coupled with a position
in the product space. Each firm has dynamic
portfolios of B2B partners: upstream (suppliers)
and downstream (customers). The firms agree
with each other for a partnership contract (link
between supplier and customer). As firms interact
according to these contracts, they give positive
feedback to these links by mean of deposit and
withdraw of pheromone quantities according to
the exchanges accruing between them. The ac-
cumulation of the pheromone quantity determines
the strength of the link.

At the micro level, the firm can use this infor-
mation (pheromone strength) to make decisions.
A firm uses an interpreting equation to weight
the pheromone that it perceives in the links and
makes decisions according to this interpretation.
The interpreting equation assigns a scalar value
(V(p)) to the current pheromone place.

Atthe macro level, the pheromone information
is used to reify the structures corresponding to the
meta-stable rich and productive chains of the firms.
To do so, we introduced an algorithm that filters
the whole network, taking into account only links
with pheromone strength above a certain threshold
(fraction of the average). Then, we use a structure
detection algorithm that detects the connected
components of the network. These structures are
reified and given as the firm’s perception. At micro
level, the firm uses the information perceived from
the macro level to shape its strategies.

Pheromone Mechanism

Each B2B link maintains a scalar variable cor-
responding to the pheromone flavor. It performs
the basic functions of aggregation, evaporation,
and propagation. The parameters governing the
pheromone field are:

. p; € P =set of agents.
. r,, €R:P — P =neighbor

between agents.
. (€7, , ,t) = strength of pheromone fla-

relation

vor f'characterizing the link 7, at time 7.

. d(Qf, T
of pheromone flavor f within the interval
(-1, 1] at the relation r, .

‘_’pv,t) =sum of external deposits

*  E,in(0,1) = evaporation factor for flavor /.

The underlying mathematics of the field de-
veloped by such a network of locations rests on
following equation.

Evolution ofthe strength of asingle pheromone
flavor at a given location.

S<Qf7 /r‘pl,pl, Y t) = (1 - Ef) *
(s(€2, A 1) +d(%, Ty s t)
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Algorithm 3. Pheromone update (Firm p)

Requires: Y > ()
Ensure: The firm p, updates all 7", | D € Sp

for each supplier p,, € Sp do
s(QQ T

QY,, ®
L0

t)=(1-E,).s( t

Q. Tp Py

Jlp; €8,
3: end for

where
QO is the quantity of pheromone deposited by the firm p,.

1)+

Ypﬁf » (t) production quantity delivered to the firm p,. to the firm p,

where E, models the evaporation rate of the
pheromone. s(¢,r, . t)represents the amount

of pheromone from the previous cycle,
d(€y,r, , ,t)represents the total deposits made

since the last update cycle Propagation received
from the neighboring location agents.

Reification of the Organization Structure

Pheromone algorithms perform the functions
identified above. We use one pheromone (2,

(Quantity of Supply): the amount of product re-
ceived by the firm from its supplier.

Parameters of the Pheromone

. QQS : Quantity of pheromone of flavor O

that each firm has to deposit after each pro-
duction cycle.

. 7, + Update cycle time: the time interval
between deposit and evaporation for flavor
0,

. E, : Evaporation factor is the fraction of

the pheromone that remains after the evap-
oration phase.
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. T,, : Thresholdbelow which s($2, .7, )

1s set to zero.

Perception Function

Perception function consists on the perception of
one or more areas of interest (pheromone place)
with a certain revisit frequency:

percepi( QQS )= S(QQS T s t)
Pheromone Update Algorithm

See Algorithm 3.

Stable Structure Detection

Across the network, each m time steps, all the
links weighted under a threshold 7' are excluded
from the structures. Depending on the value of
the threshold, the number of links of the network
taken into account varies. We propose an algorithm
(Algorithm 4) to detect the emerging structures
and study their stability over time.
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Algorithm 4. Filtered set of links for structures
detection

Requires: Pheromone threshold TQ as fraction of the average
pheromone quantity
Ensure: Filtered set R

I* " for each link T € R do

2 if (S(QQﬁ’Tpl,pﬂt) > TQ‘Q‘)then

3: | J— ! .
R'=R'+ T

4: End if

5. end for

Algorithm 5. Connected components

Requires: Filtered network R'
Ensure: Connected components comp

1. Comp =1
for each firm P, | (T’m7 € R') or (Tp RS R')
then
3: CComponent(R’, p, comp);
4:  end for

Algorithm 6. CComponent(R, p, comp), // Con-
nected component function

Requires: R (set of links), p (firm), comp (component)
Ensure: connected component comp

1: Cp = comp;
for each firm P, | (T‘pﬁp € R) or (Tp S R) then
3 if(CpL == 0) then
* C, =comp;
> for each D; | (T’pl’pl‘ S R) or (nhupl S R) do

6: CComponent(R, p, comp);
7: end for
8: Comp++;
9: End if
10:  end for

CONCLUSION

In this chapter, we have introduced a MAS inves-
tigating production networks and supply chains
using particular mechanisms for the coordination
of the agents. Inspired by a very simple produc-
tion network model (W&B model), the MAS we
propose is designed in a way which allows to
alleviate shortcomings of the original framework
and its strong assumptions (Hamichietal.,2009b).

Our objective is to increasingly move towards
a more realistic model of production networks
starting from a simple one that includes standard
economic principles. We have integrated price
mechanisms into the model and reproduced
stylized facts such as the regionalization of
production and wealth with heterogeneous and
adaptive agents. The results of our simulations
show the impact of the transportation cost and
the geographical reach on the shape of the region-
alization production and wealth patterns. These
results have shown that the individual firms, with
local B2B interactions and decisions, form stable
production systems based on the supply/demand
and market growth mechanisms leading to the
maturation of the market. In a second stage, we
have developed a pheromone-based mechanism
for agents’ coordination using reification of the
emergent structures. Our preliminary results show
that the reified graphs obtained are consistent
with the wealth and production patterns we have
obtained in previous simulations. The firms have
a new perception of their environment as each
firm - based on the pheromone mechanism - per-
ceives the production network it belongs to. From
these preliminary results, we envisage to further
investigate the impact of this perception as macro
level feedback on firms’ coordination.
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! In the current model, we assume an exog-
enous demand curve, which does notchange
over time.
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INTRODUCTION

In general term, dynamic assignment deals with
the problem ofassigning resources from suppliers
to needs from recipients over time. The amount
ofavailable resources on the supplier side and the
needs on the recipient side for the resources are
given at each time point although they may vary
over time. The problem intends to dynamically
update the assignment in a way that one or several
of the following goals are achieved.

1. Overall Benefit: The total benefit generated
by the assignments should be maximized.

2. Recipient Fairness: The deviation on the
relative amount of resource given to the re-
cipients should be kept as small as possible.
By “relative amount of resource”, we mean
the amount of resource a recipient receives
divided by the amount of resource it de-
mands. This is one possible way to describe
consumer fairness in a dynamic assignment
problem.

3. Supplier Fairness: The deviation on re-
sourceutilization among the suppliers should
be kept as small as possible. As in the previ-
ous goal, this is also a fairness measure, but
from the supplier side.

The problem arises in many applications in
manufacturing (Harris, Cook, & Lewis, 1998;
Sennott, 2006), transportation (Powell, 1996;
Psaraftis, 1980; Yang, Ye, Tang, & Wong, 2003),
and telecommunication (Buddhikot,2007; Everitt
& Manfield, 1989; Zhao & Sadler, 2007). It is
common to assume that the arrivals of resources
and needs are random (e.g., known only through
a probability distribution) over time. It is also
often the case that resources and needs are only
available for a period of time, and the quality and
desirable level of a resource varies over time.
Each assignment generates a contribution to
benefits, which may also be random. In a central-
ized allocation system, the assignment activities

follow some centralized rule, which is either pre-
determined or varies according to the resource and
need conditions. However, the rule is determined
by a centralized decision maker and specified
uniformly to all suppliers and to all recipients.
On the other hand, in a decentralized allocation
system, the assignment activities can follow dif-
ferent rules specified by individual suppliers and
recipients. These entities in the system may take
an adaptive approach to modify their own rules
with the changes in the assignment environment.
Even though each entity designs its own assign-
ment rule adaptively, system-wide coordinative
behavior may gradually emerge. Research on co-
ordination and distributed resource allocation has
been extended in the design of future-generation
wireless networks who must cope with the scarcity
of the spectral resource in areas with heavy user
demand. We refer interest readers to a tutorial
by (Gesbert, Kiani, Gjendemsjo, & @ien, 2007).

In this chapter, we apply agent-based simula-
tion to investigate distributed coordination in
dynamic resource assignment and sharing within
a multi-site system, in which both resources and
needs can arrive at any site. We assume that suppli-
ers andrecipients are each characterized by a set of
possible unique attributes, where the contribution
generated by an assignment depends on the attri-
butes of the involved supplier and recipient. One
important attribute is the location of the supplier
or the recipient. We also assume that the benefit
of an assignment decreases with increased delay
along the assignment process, which is commonly
made for time-critical resources and needs.

We consider two distinct assignment rules as
theinitial rules, with which suppliers either behave
according to their own interests (egoism) or ac-
cording to the overall societal interest (altruism).
We next explore the impact of decentralized rules
that are adaptive and can be different across the
sites. We assume that only the supplier at each site
has the autonomy to alter its assignment rule by a
simple rational decision making process, depend-
ing on the assignment performance at the site.

59



Assessing Multi-Site Distributed Coordination in Dynamic Assignment of Time-Critical Entity

Given the complexity of the studied system, it is
unlikely to attain analytical solutions. Therefore,
weresort to agent-based modeling and simulation
(ABMS) for modifying agents’ behaviors and as-
sessing decentralized assignment rules.

The remainder of this chapter is organized as
follows. In background, we 1) introduce agent-
based modeling and simulation, 2) state more
formally the generic version of the dynamic
assignment problem, and 3) provide a motivat-
ing example on geographic sharing of cadaveric
organs. In the following sections, we describe
an adaptive hierarchical assignment rule in the
dynamic assignment problem, present the concep-
tual design and implementation of our developed
agent-based simulation model, and report our
preliminary simulation experiments. In the last
section, we draw conclusions and point out future
research directions.

BACKGROUND

Agent-Based Modeling and
Simulation (ABMS)

ABMS is a relatively new approach to modeling
complex system composed of interacting, au-
tonomous decision-making entities called agents
(Bonabeau, 2002). Based on a set of rules, each
agent individually assesses its situation, makes
decisions, and executes various behaviors. ABMS
has its historical roots in the study of complex
adaptive systems (CAS), which was originally
motivated by investigations into the adaptation and
emergence of biological systems (Macal & North,
2010). ABMS builds upon proven, highly success-
ful techniques such as discrete-event simulation
and object-oriented programming. Discrete-event
simulation provides an established mechanism
for coordinating the interaction of individual
agents within simulation, while object-oriented
programming provides frameworks to organize
agents based on their behaviors. ABMS combines
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these techniques with a focus on bottom-up model
construction (Macal & North, 2010). We have
witnessed rapid growth of ABMS applications
in recent years, which include the modeling of
stock markets (Arthur, Durlauf, & Lane, 1997,
LeBaron, 2002), supply chains (Fang, Kimbrough,
Pace, Valluri, & Zheng, 2002; Macal, 2004),
spread of epidemics (Bagni, Berchi, & Cariello,
2002; Huang, Sun, Hsieh, & Lin, 2004), threat of
bio-warfare (Carley, 2006), growth and decline
of ancient civilizations (Kohler, Gumerman, &
Reynolds, 2005); consumer purchasing behavior
(North et al., 2010), adaptive human immune
system (Folcik & Orosz, 2006), engagement of
forces on the battlefield (Moffat, Smith, & Witty,
2006) and atsea (Hill, Carl, & Champagne, 2006),
and many others.

In this work, we take a first step towards
understanding of distributed coordination in
the generic setting of dynamic assignment with
agent-based simulation. Existing literature on
ABMS has investigated dynamic assigment in
traffic network (Park & Kim, 2001), rescource
allocation in healthcare systems (Giesen, Ketter,
& Zuidwijk, 2009), and collaborative behaviors
in social network (Madey, Freeh, Tynan, Gao, &
Hoffman, 2003). Unlike the previous work spotted
in various literature areas put strong emphasis on
the applications, in this chapter we conduct a sys-
tematic investigation on collaborative behaviorin
ageneric decentralized resouce allocation system.
Our primary contribution is the development of
the modeling and analysis framework that helps
reveal the emergence of collaborative actions in
the system when decentralized decision makers
take adpative hierarchical assignment rules.

Description of Decentralized
Dynamic Assignment

Consider anundirected graph G=(V, E). Foreach
node i € V, we define its neighbors as the nodes
that are connected to i with some edge in £, i.e.,
fornodej € V, if (i) € E, then is a neighbor of i.
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Foreachnodei € V, we consider two independent
stochastic arrival processes for the two types of
entities (called types A and B). We in this work
assume that either arrival process is identical
across all nodes in V. We associate a time tag ¢
with each generated entity. For each entity either
of type A or B, we assign two attributes: location
and life span.

Once a type A entity a becomes available,
we assign it to a type B entity b based on some
assignmentrule. Following the considered assign-
ment rule, each assignment is influenced by the
membership of each node. In the simplest case,
each node belongs to two sets, one of which is the
singleton set containing only the node and the other
of which is the set containing all the nodes in the
graph. In more complex cases, anode may belong
to three sets. In addition to the aforementioned
two, it may select a subset of the nodes and form
coalition with them. The resultant assignment
process is hierarchical as itis natural for each node
to prioritize the formed coalition over the other
nodes. For each assignment , we assign a benefit
based on the spatial relationship between the two
nodes, denoted by , and the life spans of the two
entities involved in the assignment. Along a pre-
determined time horizon, anumber of assignments
are made and some overall system performance is
assessed. Furthermore, each agent is allowed to
execute autonomy to modify its own assignment
rule in a decentralized system. For such system
dynamics, an analytic solution is not attainable.
Therefore, we resort to agent-based simulation
that can capture agents’ adaptations during the
assignment process.

A Motivating Example

In this section we use an example in organ alloca-
tion to motivate the idea of dynamic assignment.
Deceased organ transplantation is the only effec-
tive therapy for almost all patients with diseases
that cause organ dysfunction. Unfortunately, it
is hindered by donor scarcity in many countries

around the world. Furthermore, many types of
organs (e.g., livers, hearts, and lungs) are often
underutilized due to various clinical factors. Due
to these reasons, organ transplantation and al-
location has been a contentious issue in the U.S
for decades.

Currently, there are nearly 60 local organ
procurement organizations (OPOs) responsible
for matching organs with patients. Typically, each
of these local organizations is only interested in
maintaining good allocation performance in its
own service area. It is often the case that an OPO
isegoistic, i.e., reluctant to assign procured organs
to other OPOs even though patients from other
OPOs are clearly in greater need of the organ.
However, it is also often the case that an OPO
cannot find a good match among the patients who
reside in its own service area within the organ’s
allowable time window (i.e., many types of organs
decay rapid and soon become non-transplantable).

To facilitate organ sharing at the national level,
the United Network for Organ Sharing (UNOS)
(www.unos.org) was established to preside the
assignment of organs to patients in a centralized
manner. The UNOS takes an altruism approach,
i.e., assigning procured organs to the patients
who need the organs the most regardless of their
locations.

In recent years, a compromise is reached
between local OPOs and UNOS by allowing an
additional allocation tier between the local level
and the national level. The formed hierarchical
allocation process still grants individual OPOs
the highest priority in terms of organ allocation.
However, it prioritizes a group of neighboring
OPOs over the rest. With the hierarchical process,
each OPO has a better chance to find a good match
with the region it belongs. At the same time, shar-
ingis achieved to some degree. Unfortunately, the
OPO grouping and coordination was designed and
executed by UNOS in an ad-hoc manner. Certain
OPOs, especially those net suppliers (i.e., denote
more organs to other OPOs than receiving), voice
their dissatisfaction on the new centralized sys-
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tem. The research question arises whether better
grouping and coordination can be achieved in a
decentralized fashion by granting autonomy to the
OPOs. For more information on organ allocation,
we refer to the website of UNOS (www.unos.org)
and (Kong, Schaefer, Hunsaker, & Roberts, 2010).

It is clear that organ allocation can be formu-
lated as a dynamic assignment problem under
uncertainty. Organs and patients are regarded as
types A and B entities. The two arrival processes
are stochastic. Each entity is associated with a
number of attributes, e.g., locations, blood types,
and life spans for both donors and patients. The
transplant efficiency is dependent upon the donor-
patient pair, for which an important factor is the
distance between the donor and the patient.

There have been several simulation models
that are used to examine how alternative alloca-
tion policies can affect system outcomes (Pritsker
et al., 1995; Shechter et al., 2005; Taranto et al.,
2000; van den Hout et al., 2003). However, to the
best of our knowledge, no model is agent based.
It prohibits us from understanding the changes of
the practices in OPOs and policies in UNOS. We
in this chapter investigate the generic dynamic
assignment problem in a decentralized environ-
ment. With valuable insight, we can focus on
decentralized organ allocation policy and explore
distributed coordination in organ allocation in
future research.

ADAPTIVE HIERARCHICAL
ASSIGNMENT

In each assignment cycle = 1,...,7, and at each
node , we rank all type A entities and type B enti-
ties separately based on their arrival times. The
ones with earlier arrival times are given higher
priority than the ones with later arrival times. In
an assignment cycle z, once a type A entity arrives
at a node , we follow some assignment rule ap-
plicable in cycle ¢ at node i to determine how to
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assign the type A entity. Once an assignment is
made, some assignment benefit, depending on the
locations of the type A and B entities and their life
spans, isrealized. Each node periodically reviews
its assignment performance to decide if it needs to
join new coalitions or leave the current coalition.

In this section, we describe several assign-
ment rules, a form of assignment benefit, and an
assignment rule adaptation mechanism. We first
introduce two basic assignment rules as the initial
rules, each of which is applied by all nodes at the
beginning (from ¢ = 0 to the point the assignment
rule at node i is updated).

Ra_0 (Egoism Oriented Assignment): Once a
type A entity arrives, it is assigned to the type B
entity at the same node with the highest priority
among the entities in the node. If no type B entity
waits atthe samenode, the type A entity is assigned
to the type B entity waiting at the neighboring
nodes with the highest priority.

Rb 0 (Altruism Oriented Assignment): Once a
type A entity arrives, it is assigned to the type B
entity at the same node with the highest priority.
If no type B entity waits at the same node, it is
assigned to a type B entity in the entire system
with the highest priority among all entities in the
system.

Note that if there is a tie between two type
B entities for an assignment, we break the tie
randomly. During the assignment process, each
node adapts certain hierarchical assignment rule.
The node gives itself the highest priority. Then
it gives the members in the coalition the second
highest priority, and finally the neighboring nodes
of the coalition the lowest priority. We state the
hierarchical assignment rule formally.

R(t) (Balanced Assignment): Once a type A
entity arrives at time ¢, it is first assigned to the
type B entity at the same node with the highest
priority. Ifno type B entities wait at the same node,
the type A entity is assigned to the type B entity
in the coalition that the node generating the type
A entity belongs to. Again the type B entity must
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be of the highest priority among all type B entities
available in the coalition. If no type B entity from
the coalition awaits, the type A entity is assigned
to the type B entity at the neighboring nodes of
the coalition with the highest priority.

Noting that rule R(?), regarded as a three-
tiered hierarchical assignment rule, can be easily
generalized. We can further prioritize the nodes
in the coalition and outside the coalition. Hence,
the subset of the nodes within the coalition en-
larges at any later level than earlier level along
the hierarchy.

Once an assignment is made, some assignment
benefit is assigned to it, based on the locations
and life spans of the entity pair. The assignment
benefitis inversely affected by the life span of the
type A entity and the distance between the type A
entity and the type B entity. We set the environ-
ment to be a 2D grid, and use (x,,y,) and (x,,y,)
to denote the locations of the type A entity and
the type B entity, respectively. We use lifespan,
to denote the life span of the type A entity, and
use and /ifespan,,, to denote the maximum life
span of type A entity. The assignment benefit can
be expressed by:

0.2°%* (lifespanMAX — lif€5pa”A> *
max(1— 0.05* |z, — z,] + [y, — v4]).0)

Note that with the 2D grid, we consider the
Manhattan distance between the two entities,
which is |xA - :I:B| + |yA — yB|.

In the chapter, we assume that each node
updates its assignment rule R(f) by periodi-
cally reviewing its assignment performance and
modifying the coalition at the second tier of the
assignment hierarchy. First we define two terms,
outflow assignment and inflow assignment. An
assignment is an outflow assignment to a node i
if a type A entity at node i is assigned to a type B
entity at node j # i. An assignment is an inflow
assignment to a node 7 if a type A entity at node
j #1i1s assigned to a type B entity at node i. We
also assume a net supply node (i.c., at the node,
the arrival rate of type A entity is higher than
the arrival rate of type B entity) intends to join a
coalition (we allow isolated coalition, i.e. a coali-
tion containing only one node) with the highest
average net inflow benefit, while a net recipient
node (i.e., at the node, the arrival rate of type B
entity is higher than the arrival rate of type A
entity) intends to join a coalition with the highest
average net outflow benefit.

To achieve the objective of maximizing its
individual benefit, each node conducts periodical
review of 1) recentaverage performance ofits own;
and 2) recent average assignment performance of
the coalitions containing itself and its neighbors.

Figure 1. Conceptual design of the agent-based simulation model

1) Agent Location,

Initial Condition:
2) Egoism/altruism.

Agent
Properties:
1) Supply/demand Rate,
2) Coalition Membership, N, Qutput:
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4) Average Coalition Benefit. 7 Coordination
Behavior:
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2) Review & Update Coalition. T T——
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Figure 2. Agent environment specified in repast symphony
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After the review, if the node’s own recent as-
signment performance is no worse than the best
of the recent average assignment performance of
all observed coalitions, the node will stay as (or
turn into) an isolated coalition. Otherwise, the
node will join (or switch to) the coalition with the
best recent average assignment performance. We
use the outflow and inflow benefits to distinguish
between grouping a net supply node into a coali-
tion with net inflow and grouping a net recipient
node into a coalition with net outflow.

AGENT-BASED SIMULATION
DESIGN AND IMPLEMENTATION

Conceptual Design

To build the agent-based simulation model, we
need to specify agent properties, agent behav-
iors, an environment for the agents to interact
with each other, and the initial condition for the
system dynamics. The key model components
in the conceptual design are shown in Figure 1.

Model Implementation

The environment for implementing the agent-
based simulation is Repast Symphony 2.0 beta
(http://repast.sourceforge.net). Repast Symphony
isa free and open source ABMS toolkit developed
by the Repast group in the Division of Decision
and Information Science at the Argonne National
Laboratory. It is designed to include advanced
point-and-click features for agent behavioral
specification and dynamic model self-assembly.
The model components can be developed using
any mixture of Java, Groovy, and flowcharts (Ma-
cal & North, 2004; Macal & North, 2010; North
& Macal, 2007).

For the convenience of display and analysis,
we set the environment to be a 10 by 102D square
lattice. Each node takes a Moore neighborhood to
identify neighbors, i.e., each node considers the

eight nodes surrounding itself to be its neighbors
on the 2D grid. The grid display of the model is
shown in Figure 2, where the squares represent
the nodes, the circles represent the supplies and
the crosses represent the demands.

In the agent-based simulation model, we
model nodes as the decision making agents that
execute assignment and coordination activities.
The properties for node agents are: 1) location,
2) rate to generate supply/demand, 3) coalition
membership, 4) review cycle and review starting
time, 5) recent local assignment benefit (includes
inflow and outflow benefits), and 6) recent aver-
age assignment benefit (inflow and outflow) for
members in the coalition. The behaviors for node
agents are: 1) at each tick (assignment cycle),
generate type A entity and type B entity with the
supply/demand rate; 2) at each tick, assign avail-
able local type A entities to type B entities in the
system according to hierarchical assignment rule
R(?), and record assignment benefit; 3) at the end
ofeachreview cycle, make observations onrecent
local assignment benefit and recent average as-
signment benefitofadjacent coalitions, and update
the coalition membership. A screenshot of the
node agent behavior modeling and the model
development environment is shown in Figure 3.

From a simulation model implementation
viewpoint, we also model type A and type B enti-
ties as agents. These agents have location, life
span and maximum life span as properties. The
entity agents have two simple behaviors: 1) in-
crease its life span after each tick, and 2) remove
itself from the system when an assignment involv-
ing it occurs or its maximum life span is reached.

COMPUTATIONAL EXPERIMENTS
Experiment Design and Setup
We consider an agent environment with 100

node agents on a 10 by 10 2D square lattice. We
assume the arrivals of the entities with each type
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Figure 4. Group index of each node at the end of the simulation run

10% per tick and a demand (type B entity) ar-

2, which specifies that each net supply node has
rival probability of 5% per tick, while each net

a supply (type A entity) arrival probability of

Alternative Case 3b

e)

across nodes are independent and follow identical
Bernoulliprocesses. We further assume eachnode
can be either a net supply node or a net demand

node. In the baseline case, we assume a ratio of
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demand node has supply arrival probability of 5%
per tick and demand arrival probability of 10%
per tick. In an alternative case (called Alternative
Case 1), we assume the ratio is 3, which specifies
that each net supply node has a supply (type A
entity) arrival probability of 11.25% per tick and
a demand (type B entity) arrival probability of
3.75% per tick, while each net demand node has
supply arrival probability of 3.75% per tick and
demand arrival probability of 11.25% per tick.
Inaddition, we specify in the baseline case that
the location pattern of net supply and net demand
to be 50% net supply nodes and 50% net demand
nodes that are randomly distributed on the grid.
In several alternative cases, we consider 50% net
supply nodes and 50% net demand nodes that are
arranged in alternating pattern (called Alterna-
tive Case 2); 70% net supply nodes and 30% net
demand nodes, randomly distributed on the grid
(called Alternative Case 3a); and 30% “net supply”
nodes and 70% ‘“net demand” nodes, randomly
distributed on the grid (called Alternative Case 3b).
Finally, we assume the maximum life span of
both supply and demand to be 5 ticks (5 assignment

cycles). We assume each node agent has a fixed
review cycle and a fixed review starting time, both
are drawn independently from a discrete uniform
distribution ranging between 200 and 2000 ticks,
with a 200-tick interval. We assume at the end of
each review cycle, each agent can only observe
the average assignment benefit of the previous
200 ticks, and use the observation to update its
coalition membership. For each configuration,
we run the simulation for 50000 ticks.

Simulation Results

Wereport the grouping results for the baseline case
in Figure 4a and the alternative cases in Figure
4b-4e. In each subfigure, the cells in grey indicate
net supplier nodes, the cells in white indicate net
recipient nodes, and the number in each cell la-
bels the group index at the end of the simulation
run. There are two subfigures for each case. In
the subfigures on the left, the initial assignment
rule is Ra 0, egoism oriented assignment. In
the subfigure on the right, the initial assignment
rule is Rb_0, altruism oriented assignment. In

Figure 5. Dynamics in the number of groups for the baseline case
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these subfigures, we record the group index for
each node at the end of the simulation run. Our
preliminary simulation experiments seem to sug-
gest that 1) more groups would be formed when
the initial assignment rule is altruism oriented
(comparing the two subfigures on the same row);
2) more groups would be formed as the agent en-
vironment becomes more organized, i.e., supplier
and recipient node agents are organized side by
side (comparing the baseline case and alternative
case 2); 3) more groups would be formed if the
difference between the numbers of supplier and
recipient node agents is relatively larger (com-
paring the baseline case and alternative cases 3a
and 3b); and 4) the group number is insensitive
to the increase in the supply/demand ratio (com-
paring the baseline case and alternative case 1).
These observations are in consistency with our
intuitions. However, more simulation runs must
be conducted in order to draw conclusions with
sufficient statistical significance.

Finally we show in Figure 5 the dynamics in
the number of groups for the baseline case. The
figure shows that the number of groups is gradu-
ally stablized, which helps us argue that our
simulation duration is sufficiently long. We ob-
serve similar trend of stabilization in other cases.
We also observe that the number of groups is
roughly identical in various tested cases.

CONCLUSION AND FUTURE
RESEARCH DIRECTIONS

This chapter presents an agent-based simulation
modeling and analysis framework for studying
distributed coordination in generic dynamic as-
signment. In the simulation, we incorporate a set
of realistic agent behaviors. With the simulation,
we evaluate a number of cases that differ in the
agent environment, the supply/demand ratio,
and the difference in the numbers of supply and
demand nodes.
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The development of the agent-based simula-
tion model offers many opportunities for us to
explore inthe future onagent behaviors in dynamic
assignment. We plan to conduct more compre-
hensive simulation studies to draw conclusions
of statistical significance. We plan to study the
cases where agents apply different assessment
performance metrics to the system; the cases
where agents conduct periodical assessment with
different frequencies; and the cases where agents
have different levels of information regarding
the system and other agents’ behaviors. We also
plan to further formalize the studied assignment
rules along the direction of spatial prioritization.
Finally, we plan to consider simulation optimiza-
tion tools to develop optimal assignment rules in
the decentralized system.
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KEY TERMS AND DEFINITIONS

Adaptive Hierarchical Assignment: An al-
location rule that first satisfies local demand, then
satisfies demand from members in the coalition,
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and at last satisfies demand from neighbors of
the coalition. The coalition membership may
change over time when agents (supply/demand
entities) try to maximize their own benefits after
periodical assessment of the recent performance
of adjacent coalitions.

Agent-Based Modeling and Simulation:
Agent-based modeling and simulation (ABMS)
models a system as a collection of autonomous
decision-making entities called agents. Based on
a set of rules, each agent individually assesses its
situation, makes decisions, and executes various
behaviors.

Altruism Oriented Assignment: An alloca-
tion rule that first satisfies local demand, and
then satisfies the demand from the whole system.

Centralized Allocation System: An alloca-
tion system where all supply/demand entities
follow some centralized allocation rule, which
is determined by a centralized decision maker
and specified uniformly to all suppliers and to
all recipients.

Decentralized Allocation System: An allo-
cation system where the supply/demand entities
can update their own allocation rules adaptively,
according to their observations in the system and
their decision mechanisms.

Dynamic Assignment Problem: Dynamic
assignment problem deals with dynamically as-
signing resources from suppliers to needs from
recipients over time.

Egoism Oriented Assignment: An allocation
rule that first satisfies local demand, and then
satisfies the demand from neighbors.

Emergent Phenomena in ABMS: Complex
patterns arise out of an ABMS model, as a result
of interactions of individual agents.
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Chapter 5
Production and Inter-

Facility Transportation with
Shipment Size Restrictions

Mohamed K. Omar
Nottingham University Business School, Malaysia

ABSTRACT

This chapter studies production and transportation problem confronting a speciality chemical company
that has two manufacturing facilities. Facility I produces intermediate products which are then transported
to Facility Il where the end products are to be manufactured to meet customers’ demand. The author
formulated the problem as a mixed integer programming (MIP) model that integrates the production and
transportation decisions between the two facilities. The developed MIP aims to minimize the production,
inventory, manpower, and transportation costs. Real industrial data are used to test and validate the

developed MIP model. Comparing the model’s results and the company s actual performance indicate

that, if the company implemented the proposed model, significant costs savings could be achieved.

INTRODUCTION

Batch production is widely used throughout the
chemical industry when fine chemicals of high
commercial values are to be manufactured. The
batch production has been long accepted for the
manufacturing of many types of chemicals, practi-
cally those which are produced in small quantities.
Due to the multiproduct nature of this industry, itis

DOI: 10.4018/978-1-4666-2098-8.ch005

important that sufficient manufacturing flexibility
is available to avoid loss of potential customers.

Since multiproduct chemical plants in the pro-
cess industry such as speciality chemicals plants
and pharmaceutical firms employ batch processing
concepts that involve production of small quanti-
ties of products but with high varieties. Then, as a
result, products are often of incompatible nature,
where an intensive setup is incurred, each time a

Copyright © 2013, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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production change from one product to another.
Such process characteristics are distinct and pre-
dominate in the process industry.

Another important characteristic need to be
understood is the fact that firms in the speciality
chemical industry compete to a larger degree with
the ability to deliver finished products on a timely
basis. Finished products are also relatively costly
to store. Moreover, there is less customer loyalty
due to the fact that the product tends to belong to
the commodity end of the product spectrum, and
if any firm can attain a price reduction for any
reason, the other competitors must follow suit or
loss the market share. Due also to the short pro-
duction lead-time involved, and little or no price
and quality differentiation, most of the speciality
chemical firms focus on service and availability.

Consequently, short term timing and control
of production takes on a more critical role in the
process. In addition, firms involve in speciality
chemical industry must account for a host of
peculiar factors when planning the use of their
systems. The nature of the production process
results in varying yields due to variations in the
process control. The production lead-time is short
due to the fact that there is little or no in-process
storage and also due to the short process time
necessary in many cases to produce products.

The speciality chemical plant or also known
as multi-purpose plants, production equipments
are classified into two categories: pressure ves-
sels (reactors) where the intermediate products
are made, and atmospheric vessels (blenders)
where different intermediate products are mixed
with some chemical solvents to produce finished
products. It is common in the speciality chemical
industry that firms may temporarily store inter-
mediates for later sale or they may continue to
be processed further to more finished products.
In addition, intermediate products may be trans-
ferred to other facilities within the firm or sold
to customers to be used as intermediate products
for their end product production.

The case addressed by this chapter involves a
speciality chemical company in which interme-
diate products are produced at one production
facility and transported to another facility where
the intermediate products are processed further
to end products to meet customers’ demand. The
production and transportation decisions have
been dealt with separately and the practice of the
company is that production plan is first developed
and then transportation plan is worked out by the
transportation department. Like many companies
with a similar situation, transition between the
two functions relies on inventory buffers. More-
over, like many other companies in the industry,
there is management pressure for the company
to reduce inventory and to adopt the just-in-time
concepts as much as they could. Nowadays, it has
become essential for companies to explore closer
coordination between production and distribution
functions.

This study focuses on the coordination of
production planning of intermediate products,
end products and transportation decisions over
two manufacturing facilities, separated and lo-
cated at two different locations. This research,
addresses a speciality chemical manufacturing
company that produces intermediate products at
one location and then transport the intermediate
products to another facility where the end products
are produced. Therefore, this research reports
on the coordination of production-planning and
transportation decisions surrounding a speciality
chemical company that has all the characteristics
of a typical multiproduct batch chemical plants.
This research proposes an integrated approach
to coordinate and synchronize the production
and transportation planning decisions between
the manufacturing facilities subject to some con-
straints and restrictions.

Thereminder of the chapter is organized as fol-
lows. In the next section, the literature review and
production environment are presented. Challenges
and solution approach and model formulation are
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then presented. Finally, computational results,
illustrative example, conclusions and suggestion
for future research are presented.

LITERATURE REVIEW

In this section of the chapter, the literature review
will focus on the reported research that attempt
to couple production and transportation activities.
In addition, we will focus on research work that
uses exact methods as a solution methodology for
integration of production and transportation deci-
sions. However, interested readers are referred to
the comprehensive reviews provided by Erengii¢
etal. (1999), Goetschalckxet al. (2002) and Chen
(2004). Moreover, the author intends to provide the
reader with some of'the recent works that uses non
exact methods to provide solution for integrating
scheduling and transportation activities.

Perhaps, the earliest work that proposed an
exact method that attempt to integrate production
and transportation decisions was by Geoffrin and
Graves (1974).A Mixed Integer Programming
(MIP) was presented to deal with production
and distribution system for multiple plants with
the objective to minimize production and trans-
portation costs. Another interesting work is that
reported by Williams (1983) when a dynamic
programming model was developed for solving
production of batches and distribution decisions.
Cohen and Lee (1989) developed a non-linear
MIP model that aims to maximize the profit for
several facilities and distribution centres. Haq et
al. (1991) proposed an MIP model that determines
production and distribution batch sizes for a multi-
stage production-inventory-distribution system.
The authors considered a three echelon system
with one production facility, several warechouses
and several retailers.

Pyke and Cohen (1993) developed a math-
ematical model for a single product three- level
supply chain and its performance characteristics
of the model were examined. In their extension
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of their previous work, Pyke and Cohen (1994)
developed a mathematical model for integrating
production and distribution system that compro-
mised of a single model factory, a stockpile of
finished goods and a single retailer. Arntzen et
al. (1995) developed an MIP model that aims to
minimize production, inventory, material han-
dling, overheads and transportation costs over
the supply chain. Camm et al. (1997) developed
an MIP for determining location and distribution
centres that aims to minimize the cost involved
in location and distribution centres.

Vidal and Goetschalckx (1997) present a re-
view of models on global logistics systems. They
state that most comprehensive strategies problem
is the optimization of complete supply chain. In
their definition, strategic production-distribution
model is the problem that requires concerns man-
agers to compute the number, location, capacity
and type of manufacturing plants and warehouses
to use. In addition, the authors addressed the
strategic production planning models, with em-
phasis on MIP, including the terms considered in
the objective functions, the constraints and the
specific characteristics of the methods of solution
and computational experience.

Barbarosoglu and Ozgur (1999) developed an
integrated analysis of production distribution func-
tion in a two-echelon system. A single plant that
produces several products distributed to several
depots, and from depots to customers with time
varying known demand requirement. The problem
was expressed as an MIP model with the objective
function set to minimize the total fixed and vari-
able costs associated with production, inventory
holding and two stage distribution systems.

Dogan and Goetschalckx (1999) proposed
an MIP model that can deal with multi-periods
production-distribution systems for the case of
seasonal customer demand. Dhanenens-Flipo and
Finke (2001) modelled a combined production-
distribution problem in the form of a network flow
problem. The proposed model was designed to
handle multi-site, multi-product and multi periods
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problems. Jayaraman and Pirkul (2001) developed
an MIP model for location and distribution facili-
ties in multi echelon environment. The authors
proposed a Lagrangianrelaxation approachand an
efficient heuristic solution procedure that utilizes
the solution generated from the Lagrangian relax-
ation problem. The integrated model has proven
to be cost minimization procedure for analyzing
facility logistics strategies in the context of pro-
duction and distribution design studies. Garcia
et al. (2004) presented a model that deals with
scheduling of orders and vehicle assignment for
production and distribution planning in a scenario
of no-wait, immediate delivery to the customer
site. It is assumed that all requests are known in
advance. They have a set of production plants
with a production capacity, for the manufacturing
of orders and fixed number of delivery vehicles.
The problem is presented as an MIP model with
the objective function that aims to maximize the
profit obtained for selected orders.

Matta and Miller (2004) address the problem
of coordinating the short-term production and
inter-facility transportation scheduling decisions.
The problem addressed by the authors consists
of two plants, a plant that produces intermedi-
ates and another that produces finished products.
The problem was formulated as an MIP model
that simultaneously determine the cost minimiz-
ing quantities of products an intermediate plant
must produce and ship to a finishing plant using
different transportation modes. Moreover, the
model simultaneously finds the cost minimizing
quantities of product that the finishing plant must
produce to meet its customer demand on time.
Kanyalkar and Adil (2005) consider production
planning of multi site production facility and
propose a linear programming model to develop
the time and capacity aggregated plan and detailed
plan for the problem considered.

Recently, there are many publications that at-
tempt to integrate scheduling and transportation
activities using non exact methods. The motivation
of using non exact methods is the fact that the

coupling of scheduling and transportation is an NP-
Hard problem (see Cheng and Kovalyov (2001),
and Li, and Sivakumar (2008)) and as a result,
there is large number of published papers thatuses
heuristics and metaheuristics as methodology to
provide a solution for integrating production and
transportation problems. Examples of heuristics,
the readers are referred to Chang and Lee (2004),
Park (2005), Gupta and Sivkumar (2006), Li et al.
(2006) and for metaheuristics such as simulated
annealing readers are referred to the work of
Li et al. (2008), Genetic Algorithms (Lee et al.
(2002), Chan et al. (2005), Ko and Evans (2007)
and Zegordi et al. (2010).

Although research works indicate that a great
opportunity for cost saving exists when coupling
production and transportation decisions, however,
Bonfill etal. (2008) state that only few publications
have been reported so far in this direction and as
a result, the efficient coordination of production
and distrbution systems remain an open area for
research, with anincreasing interest as companies
move towards higher collaboration and competi-
tive environments.

Asitcanbeen seen from the presented literature
review that MIP modelling approach have been
used to provide solution for integration of produc-
tion and transportation problems, however, the
MIPmodel presented in thisresearch exhibits some
characteristics that has not been reported in the
literature. Among the unique characteristics com-
mon in the speciality chemical industry reported
in this research are the batch size restriction for
both intermediates and finished products, theneed
to compute the number of batches for intermedi-
ates and finished products, yield percentage from
intermediate to finish products and shipment size
restrictions. With those characteristics in mind,
the author propose and tested new MIP model
that attempts to provide a solution to production
and transportation problem confronted a special-
ity chemical company. In the next section of this
chapter, the production environment is presented.

77



Production and Inter-Facility Transportation with Shipment Size Restrictions

PRODUCTION ENVIRONMENT

This research considers coordination of produc-
tion planning and transportation decisions among
two production facilities, acommon planning and
coordination problem in the process industry.
The problem considered by this chapter can be
described in the following way: A speciality chemi-
cal manufacturing company has two production
facilities, I and II. Production facility I produce
range of incompatible intermediate products that
need to be transported to facility II for further pro-
cessing into end products. At production facility
I, there are serial of production vessels (Reactors)
with batch size restriction configuration where
the intermediate products are produced, while
producing intermediate products, considerable
setup activities are needed every time the pro-
duction run is switched from one intermediate
product into another. Facility Il consists of serial
of atmospheric pressure vessels (Blenders) with
batch size restrictions configurations where end
products are manufactured. In similar manner, end
products manufactured in facility Il are incompat-
ible and considerable setup activities are needed
every time the productionrunis switched from one
end product into another. Distilled water which
constitutes a good portion in making end products
is produced at facility II at a known fixed cost.
Intermediate products are packed in 150 kg steel
drums and when needed, they are transported by
trucks with limited truck load of 112 drums per
trip. Figure 1 shows the layout of two production
facilities and the inter-facility transportation. It is
worth noting that the company currently have 37
active end products that require exactly 50 inter-
mediate products to be manufactured. Moreover,
the 37 end products are offered to the customers
at different concentrates choices based on their
application and obviously at different price and as
a result the end product list would reach a figure
of 50 products.

In terms of the production and transportation
planning activities, once the planner at production
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facility Il receives customers’ requirements of
end products (quantity and type), he/she starts to
work on three challenges, first is to convert the
required end products into the exact portions of
each intermediate products needed and taken into
account the yield issue. Secondly, compute the
number of batches need for each end product.
Finally, determine the needed production leadtime.
Upon completion of these challenges, the planner
at facility Il forwards the answers of the chal-
lenges to facility  where the intermediate products
are manufactured. In similar manner, the planner
at facility I converts the quantities of the interme-
diate products into number of workable batches
needed to be produced and coordinate intermedi-
ate products transportation to facility II through
the transportation department. Both planners in
each of the manufacturing facility must consider
the constraints imposed on batch size, inventory
levels and transportation load and develop a plan
for intermediate products production, transporta-
tion and production of end products that ensure
meeting the customers’ demand. The speciality
chemical manufacturing company wanted a solu-
tion to their production and transportation planning
problem between the two facilities that takes all
planning complexity into consideration and
minimizes the total cost. As a result of the above,
the ultimate objective of this research work is to
develop suitable optimization model that can deal
with all the planning complexity and provides
minimum cost plans for intermediates and end
products manufacturing and transportation ac-
tivities.

CHALLENGES AND
SOLUTION APPROACH

Discussions with the production and transporta-
tion planning management reveal that while the
planning department is coping with the planning
activities using spreadsheet software, there are
complex tasks that any developed model should
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Figure 1. Layout of the two manufacturing facilities
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address and provide solutions to such problems.
First, they highlight the complexity of the end
product compositions (ingredients). In other
words, the model should be developed in such a
way to enable the user to input the demand of the
end products, and then the model should compute

the exact amount of intermediate products and
distilled water needed to satisfy the input demand
with the yield requirements. Secondly, the plan-
ning department experienced great difficulties with
the batching problem. Batching activities is the
process of transforming customers’ product orders
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Figure 2. Input and output data for the MIP model
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into set of batches to be planned and subsequently
each one to be assigned due dates. This process
is commonly practiced in the chemical industry,
since the batch frequently shared by several other
orders, with the earliest one determining the batch
due date. In addition, the company is concern
with the inventory levels at both facilities and
therefore, the model should be developed in such
a way that it ensures minimum inventory levels
at both facilities.

The planning department expressed their wish
to know the exact number of drums containers of
intermediate products transported per planning
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period so that a control policy could be set to deal
with this issue. As a result of the discussions with
the planning management, the solution proposed
for this situation is to develop an MIP model that
can generate optimal plans for production, inven-
tory and manpower levels at the two facilities and
deal with the transportation decisions.

Figure 2 shows the required input data needed
for the MIP model and the results output once
the MIP model determine either an optimal or
feasible solution to the production and transporta-
tion problem considered. In the next section, the
details of the MIP model are presented.
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MODEL FORMULATION

Inthis section, the developed MIP model that aims
to provide a solution to the integration of produc-
tion and transportation decisions is presented. First
the indices are presented and then followed by
model parameters, decision variables and finally,
the objective functions and constraints equations.

Indices

. i Index of end product type i at facility II
. k: Index of intermediates type k at facility I
. t:Index of time period t

Model Parameter

Facility I: Manufacturing of Intermediates
T Length of planning horizon
C Production cost per unit of intermediate

product £ in period ¢

§ xt Set up cost per batch for intermediate k&
N in period ¢
Pt Inventory carrying cost per unit of inter-
. mediate product & per period ¢
r Cost per man-hour of regular time labour
N in period t in facility I
o Cost per man-hour of overtime labour in
.mm  period tin facility I
Bu Minimum batch size of intermediate
. max product & in period ¢
B Maximum batch size of intermediate
N product £ in period ¢
rm:  Total regular time hours available in
R period ¢ in facility |
om; Total overtime hours available in period
R ¢ in facility |
me Man-hour required to produce one unit

of intermediate product k&
osi  Overstock limit for intermediate product
k in period ¢

Qik Number units of intermediate product k
required to produce one unit of end prod-
uct i

PC:  Available capacity in production facility

I in period ¢

SC;  Available storage capacity in facility [ in

period ¢
L Production lead-time for intermediates
w Weight per drum container in kilogram
Transportation
C, Costperdirecttrip in period ¢ from facility
I to facility 11

C Vehicle capacity

Facility II: Manufacturing of End Products

d, Demand for end product 7 in period ¢

C, Production cost per unit of end product i
in period ¢

S, Set up cost per batch for end product i in
period ¢

h,, Inventory carrying cost perunit of product
i per period ¢

T Cost per man-hour of regular time labour
in period t in facility II

0, Cost per man-hour of overtime labour in

~ period t in facility II

B;™  Minimum batch size of end product i in
period ¢

B™  Maximum batch size of end product i in
period ¢

rm,  Total regular time hours available in
period ¢ in facility 11

om,  Total overtime hours available in period
¢ in facility 11

m; Man-hour required to produce one unit
of end product i

08, Overstock limit forend product i in period
t

Y, Yield percentage from intermediate prod-
ucts to end product i

PC

¢« Available production capacity in facility
Il in period ¢
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SC,  Available storage capacity in facility II

in period ¢

C”"  Production cost per unit DW per period
t

a;"  Number units of DW required to produce
one unit of end product i

Decisions Variables

Facility I: Manufacturing of Intermediates

D, Demand of intermediate type k in period
. 3

X Number of units of intermediate product

k to be produced in period ¢

A

M Number of batches of intermediate prod-

R uct k to be produced in period ¢

I Ending inventory in units of intermediate

R product £ in period ¢

R Regular time in hours used in producing

. intermediate product & in period t

O Overtime in hours used in producing
intermediate product k in period ¢

I Endinginventory inunits of intermediate

product £ at facility II in period ¢

Transportation

c?rk . Numberofdrums ofintermediate product
k transported in period ¢

W, The number of direct trips from facility

R I to the facility II in period ¢

SMy; Total amount of k intermediate product
transported from facility I to facility Il in
period ¢

Facility II: Manufacturing of End Products

X, The number of units of end product i to
be produced in period ¢
u The number of batches of end product i

to be produced in period ¢

I, Ending inventory in units of end product
i in period ¢
R, Regular time in hours used in producing

end product i in period ¢
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A A min A A A max

N, By < Xw<n,Bw Vk,t=1,2...T-L
(10)

Transportation

K A

W, > w Zdrkt/C’ VE,=1,2. L (11)
k=1

Facility II: Manufacturing of End Product

Lyy+X,—1,=d, Vi,t=12..T (12)

1
>R, <rm, t=1,2..T (13)
i=1
1
>0, <om, t=1,2..T (14)
i=1
mX, =R, +0, Vi, t=1,2..T (15)

Facility II: Manufacturing of End Product

I, <os, Vi, t=1,2...T (16)
I
Z <PC, t=1,2..T (17)
I
}: <SC, t=1,2..T (18)
SMM—FII:?HL 1) _D _IWHL
Vk,t=1,2..-L (19)
II'<w Vk,=1,2..T (20)
A
I asz
=3 Y’“ VE =1,2..T Q1)
i=1 i
I DW
X
D,PW:Z%Y it f=1,2...T (22)

i=1 i

nBi" < X, <n,Bi™ Vilt=1,2..T

zz‘ it it it

(23)

A

A
X I R, O Xk/ Ikl,,Rkt,Okt,

it? Tit? it? Tt

1. D", SMiu >0 24
A A

Ny My drie, W, > 0and integers (25)

bur b €{0,1} (26)

In the above formulation, Equation 1 represents
the objectives function which calls for minimizing
its four terms. The first and second terms quan-
tify the production, inventory, setup, regular and
overtime costs at production facility I and II re-
spectively. The third term quantifies the distilled
water cost at facility II and the fourth term quan-
tifies the transportation costs. Equation 2 is the
demand; inventory transportation relationship for
intermediate products at facility 1. Equations 3
and 4 state the regular and overtime limitations
at facility I. Equation 5 presents the workforce
limitations, while Equation 6 enforces the over-
stock limitations for intermediate products. Equa-
tions 7 and 8 state production capacity and storage
limitations at facility I. Equation 9 converts quan-
tities of intermediate products to be transported
into number of drum containers to be transported.
Equation 10 enforces minimum and maximum
batch size requirements for intermediate products
manufacturing. Equation 11 defines the relation-
ship between number of transportation trips, ca-
pacity of the vehicle and the number of drums to
be transported per planning period. Equation 12
is the demand, inventory relationship for end
products at facility II. Equations 13 and 14 state
the regular and overtime limitations at facility I1.
Equation 15 presents the workforce limitations,
while Equation 16 enforces the overstock limita-
tions for end products. Equations 17 and 18 state
the production capacity and storage limitations
at facility II. Equation 19 is the transportation,
demand, inventory relationship for intermediate
products at facility II. Equation 20 represents the
restrictions imposed on the level of quantities of
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intermediate products to be stored at facility II
per period. Equation 21 determines the quantities
of each intermediates needed for each end prod-
uct to be manufactured in each period. Equation
22 determines the quantities of distilled water
needed for end products manufacturing. Equation
23 enforces minimum and maximum batch size
requirements for end products manufacturing.
Equation 24 represents the non-negativity con-
straint. Equation 25 describes the integer variables.
Equation 26 defines ¢, , ¢,, as binary variables.

COMPUTATIONAL RESULTS

Our model was formulated using OPL-Studio ver-
sion 3.7.1 and solved using CPLEX version 9.1.
The model was executed with Intel Pentium (R)
process 1.86 GHz, 2MB RAM. Microsoft Excel
spreadsheet 2007 was used to enable the model
to import its input data (model parameters) and
then export the results back to Microsoft Excel.
The model was used to solve 6 weeks horizon
problem for the entire 37 end products that require
50 intermediate products to be manufactured. In
order to compare the performance of the proposed
model with the current planning practice in terms
of cost, 6 weeks actual demand of end products,
the set limit of intermediate products, initial and
ending inventories at facility I and facility II, the
set limit of end products initial and ending inven-
tory at facility I together with all other parameters
needed for the proposed model were taken from
the company.

In the first case of our computational work,
we restrict the integer variables requirements for
the whole time horizon of 6 weeks. In this case,
CPLEX was terminated after 4380 seconds without
finding feasible solution with an optimality gap of
0.05% and obviously, this means that the integer
restriction for all considered planning horizon
is making the MIP model to be a hard problem
to solve. One good solution for this problem is
the fact that most the companies use the rolling

84

horizon concept in their operational planning. The
rational for such operational strategy is the fact
that customers’ orders additions and cancelation
foresees companies to review their operational
planning quite often. Based on this concept and
bearing in mind the lead times requirements forraw
materials and other planning issues, we decided
to impose integer restriction for the first 3 weeks
and remove the integer restriction for the other 3
weeks of the planning horizon. Using this con-
cept, the model generated around 3511 variables,
506 of which were integer variables, and around
5249 constraints. The model was solved only in
210 seconds and we were able to find a feasible
solution with an optimality gap of 0.0071%.
The solution obtained from the MIP model
showed that the total cost for integrating produc-
tion and transportation for the 3 weeks considered
has been reduced by about 5% of the actual cost
for the same planning time horizon. Obviously,
actual value cannot be disclosed for confiden-
tially issues; however, the company reveals that
reduction in cost was significant. Since we have
developed the model in way that allows CPLEX
to export the results to Microsoft Excel, it was not
difficult to conduct some analysis to the compo-
nents that constitute the total costs. Our analysis
indicate that the production costs for end product
was found to be around 50.14% of the total costs
and the production costs for intermediate products
was found to be around 46.17% of the total costs.
The costs of ending inventory for end products
was about 0.12% of the total costs, while the
costs of the ending inventory of intermediates
was around 0.35% of the total cost. Moreover,
the setup costs at both plants was found to be
almost the same and equal to 0.06% of the total
costs and the transportation costs was found to be
around 0.09% of the total costs, while remaining
percentages were for the other cost components.
From the analysis carried out, that the produc-
tion costs at both facilities constitute a far larger
proportion of the total costs than the transportation
costs. Interestingly, the model managed to keep a
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lower inventory levels for both facilities owing to
the limitation imposed on restriction the ending
inventory level at both facilities. We thought that
It would have been very interesting to compare
our findings with the actual total cost components
computed by the company, unfortunately, the au-
thor was not granted an access to the data and as it
seems, the company consider this issues as highly
confidential. However, the management indicated
that model have provided them with some insights
regarding the total cost components. Itis important
to highlight at this junction that the MIP model
might not be able to obtain an optimal solution to
the production and transportation problem across
the two manufacturing facilities when longer time
horizon is considered for the entire products list.
However, the management indicated that they
are practicing the concept of rolling horizon for
planning the customers’ orders and as a result, the
developed model will improve their production
and transportation planning decisions.

lllustrative Example

Since it was difficult to display the full results
obtained from running the model with the full
range of the products, the author believe that it
would be a good idea to provide an illustrative
example that help the reader to understand the
complexity of the case study and show part of
optimal solution results. The case considered here
consists of five end products that are produced
as a result of using eleven intermediate products
and portion of the distilled water which can be
described in the following manner: Product IT1 is
a lubricant agent that can be produced as a result
of blending three intermediate products (J1, J§,
R003). The second product is IT2, a water soluble
corrosion inhibitor that requires four intermediate
products to be blended with distilled water (J6,
J7,R003,R019, DW). The third end product IT3
is a sulphuric lubricant that can be produced by
blending six intermediate products (J1, J4, J5,
J8, R003, R048).Product IT4 is an anti foaming

product which is manufactured as aresultof blend-
ing two intermediate products and distilled water
(J1,J3, DW). The fifth product IT6; is a corrosion
inhibitor thatrequires three intermediate products
tobeblended (J7,R007,R048).Figure 3 illustrates
intermediate products and solvents as composi-
tion of the end products used in this illustrative
example. In addition, Table 1 was developed to
show the exactportions of each intermediates used
in making an end product and at the same time
shows the estimated yield for each end product.
It is worth to remind the reader that intermediate
products are manufactured in facility I and then
transported to facility II for further processing
(blending) into end products.

Results and Discussions

Using OPL-Studio version 3.7.1 and solved us-
ing CPLEX version 9.1 to execute the model,
the model had 695 variables of which 200 were
integer, around 974 constraints and the author was
able to obtain an optimal solution in few seconds.
In the illustrative example, 6 weeks time horizon
were used, however, in displaying the results, we
have only shown 2 weeks due to the limitations
of space requirements in this chapter. The part
of the results of the illustrative example for the
intermediate products production planning and
transportation decisions are shown in Tables 2
and 3, while results for the end product produc-
tion planning decisions are shown in Table 4.
In addition, Table 5 shows weekly number of
intermediate products transported from facility I
to facility II together with the weekly truck trips
between the two facilities.

Upon deciding about the type and quantity of
the demand of the end products as indicated in
Table 4 (row 2), the planner will use this informa-
tion as an input to the model. Now, referring to
Table 2, the model will compute the exact inter-
mediate products per planning period as shown
in row 2, once the demand of intermediate prod-
uct demands per planning period is realized, the
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Figure 3. Example of intermediate products and solvent as composition of end products
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Intermediates and solvent

Table 1. End product, intermediate and distilled water composition

Components IT1 1T2 IT3 1T4 IT6
DW 0% 61.15% 0% 28% 0%
J1 3.40% 0% 1.70% 2% 0%
13 0% 0% 0% 70% 0%
14 0% 0% 5% 0% 0%
J5 0% 0% 25% 0% 0%
J6 0% 10% 0% 0% 0%
17 0% 15% 0% 0% 17.50%
18 66.60% 0% 33.30% 0% 0%
R003 30% 11.25% 15% 0% 0%
R0O07 0% 0% 0% 0% 7.50%
RO19 0% 2.60% 0% 0% 0%
R048 0% 0% 20% 0% 75%
Yield 85%. 90% 90% 86% 87%
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Table 2. MIP optimal results for decisions variables at facility [

J J4 J5 J6 J7

Week 1 2 1 2 1 2 1 2 1 2 1 2
D, 14985 |0 13050 | 18080 | 900 750 4500 3750 51666.7 | 4533.77 | 11250 | 9950.6
A

X 5000 0 13050 | 18150 | 5000 0 5000 5000 5663 0 5269 9900
A

Nt 1 0 1 1 1 0 1 1 1 0 1 1

A

Ry 14.9 0 34.85 | 48.46 1025 |0 12.85 12.85 14.61 0 1459 | 27.423
A

Ow 0 0 0 0 0 0 0 0 0 0 0 0
BIP1 1525 5025 0 0 0 3950 0 350 4087 4500 6131 0

A

I 5025 2775 0 0 3950 3200 350 1600 4500 0 0 0
BIP2 0 0 0 0 0 0 0 0 0 0 0 0

n
I 0 1446 |0 0 0 150 0 150 0 83.33 0 150
A

SM | 1500 2250 13050 | 18150 | 1050 750 4650 3750 5250 4500 11400 | 9900
dry, 10 15 87 121 7 5 31 25 35 30 76 66

BIP1=Beginning inventory of intermediate products at plant I and BIP2= Beginning inventory of intermediate products at plant 2.

model computes the quantity of intermediate
products to be produced per period as shown in
row 3, the number of batches needed per planning
period as shown inrow 4, the regular and overtime
used per planning period as shown in rows 5,6,
the beginning inventory and ending inventory
levels of intermediate products per planning pe-
riod is shown in rows 7,8, the beginning inven-
tory and ending inventory levels of intermediate
products per planning period is shown in rows
9,10, the total quantities of intimidates trans-
ported in kg per planning period as in row 11 and
finally the amount of drums of intermediates
transported per planning period as shown in row
12. Table 3 shows the results of the remaining of
the intermediate products for the illustrative ex-

ample and the results could be interpreted in a
similar manner. Table 4 was constructed to show
the results of the production and inventory levels
per planning period for the end products which
are displayed in rows 3, 7 and 8, while the num-
ber of batches per planning period are shown in
row 4 and regular and overtime per planning
period are shown in rows 5, 6. In Table 5, the
optimal number of intermediate products drums
transported and the required truck trips are dis-
played.
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Table 3. MIP optimal results for decisions variables at facility [

J8 R003 R007 R019 R048
w W 1 2 1 2 1 2 1 2 1 2
D, 22050 | 33237.5 | 157449 | 2007236 | 1500 1350 134333 | 1178.78 | 18600 | 16500
A
X 0 25487 0 17800 6600 0 5000 5000 18600 | 16650
AN
U NB 0 1 0 1 1 0 1 1 1 1
A
R RT 0 59.38 0 42 13.46 0 14.05 14.05 76.446 | 68.43
AN
Ou oT 0 0 0 0 0 0 0 0 0 0
BIP1 BIP1 29863 | 7663 18050 2300 0 5100 1063 4713 0 0
N
I EIP1 7663 0 2300 0 5100 3600 4713 8513 0 0
BIP2 BIP2 0 0 0 0 0 0 0 0 0 0
n
L, EIP2 0 150 0 5.06 0 0 0 60666 0 0
A
SM s Shkg 22200 | 33150 15750 20100 1500 1500 1350 1200 18600 | 16650
dry, Shdr 148 221 105 134 10 10 9 8 124 111

BIP1=Beginning inventory of intermediate products at plant I and BIP2= Beginning inventory of intermediate products at plant 2.

Table 4. MIP optimal results for decisions variables at facility 11

IT1 IT2 IT3 T4 IT6
w 1 2 1 2 1 2 1 2 1 2
d, 48187 45280 30626 | 43642 | 17275 | 15458 | 19626 16041 12387 | 16254
X, 85077.85 | 20491.88 | 30626 | 46500 | 17275 | 16200 | 19634.15 16032.85 12387 | 17400
My 3 1 1 2 1 1 1 1 1 1
R, 199.95 28.89 45.63 69.28 2228 20.89 25.131 20.52 10.99 17.92
0, 0 0 0 0 0 0 0 0 1.76 0
BIPI 0 36890 0 0 0 0 0 8.147 0 0
I, 36890.85 1210274 |0 2858 0 742 8.147 0 0 1146
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Table 5. Weekly drums of intermediates products
produced and transported

Number of drums transported and number
of trips
Week 1 Week 2
J1 10 15
J3 78 121
J4 7 5
J5 31 25
J6 35 30
J7 76 66
J8 148 221
R003 105 134
R007 10 10
RO19 9 8
R048 124 111
Total 642 746
number of
drums
Total trips | 6 7
CONCLUSION

In this chapter, an approach that calls for inte-
gration of production and transportation in a
speciality chemical firm was discussed. A mixed
integer programming model was developed to
formulate the production and transportation be-
tween two manufacturing facilities separated by
a distance. Facility I produces the intermediate
products which are basically the ingredients ofthe
finished products. Then the intermediates are then
transported to facility I1 for further possessing into
end products. The model was formulated based on
the company’s systems structure and production
and transportation practices. The performance of
the integrated approach has been compared with
the company’s actual performance. The results
showed that the proposed approach have improved
the quality of the decisions, since the proposed
approach indicates thatif the company implements
the approach, significant cost savings could be
achieved. Moreover, the author provides an illus-

trative example that includes five end products that
require eleven intermediate products and a portion
of the distilled water to be manufactured. Many
benefits can be expected from implementing the
proposed approach that include the fact that more
profit could be achieved since the cross functions
between the two facilities could be optimized
and the planning decisions will be more accurate
since they are supported by the well developed
mathematical model. The proposed model assumes
deterministic demand rates and market conditions
and therefore an obvious extension would be to
include some elements of stochastic conditions
when developing the MIP. Another opportunity
for further research is the use of metaheuristics
as a solution approach for solving a very large
real-life instance with hundreds of end products
for the same production environment.
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ABSTRACT

The increasing of global competition and the need for rapid response to market changes drive manu-
facturing enterprises to adopt new business models. This chapter examines the recent years of research
developed in the field of coordination approaches to support distributed production systems. The papers
discussed concern the period of 2004-2010 published in international ISI journals. The research articles
are classified according to nine fields of research: operational research models; collaborative architec-
ture; negotiation and bargaining models, capacity exchange; revenue sharing, chemical engineering;
electronic approach; general review, case study. The analysis of the literature highlights that the articles
are distributed uniformly over the years analyzed. The most fields investigated are the collaborative
architecture and operational research models, while emerging fields are the chemical engineering and
revenue sharing based approaches. The discussion underlines the limitation of the literature and sug-
gests the directions for future research.

INTRODUCTION characteristics and Information and Communica-

tion Technology (ICT) developments. The market
Manufacturing enterprises have face to high and has been continuously changing in terms of de-
global competitive markets that force to change mand volatility, shorter production cycles, rapid
towards new organizational structure. The driving introduction of new product and introduction of
forces can be classified in two categories: market new technologies. From the point of view of ICT,
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the development of ICT technologies offer the
possibility to support the cooperation of distrib-
uted production entities. These driving allow the
manufacturing enterprises to develop new form
of organization for integration and cooperation
among several actors of'a supply chain obtaining a
production network structure. The manufacturing
enterprises that operate in a production network
are able to focus on their core competence, react
to market changes with more flexibility of the
organizational structure and more efficiency of
the value chain. The production networks need
coordination tools to support the activities of the
network and the performance of the structure heavy
depend on the methodologies used to develop these
tools. (Wiendahl and Lutz, 2002). Basically, two
approaches are available formanaging production
networks: a centralized approach, where a unique
entity has got all the necessary information to
make planning decisions for the entire network;
On the other hand, a decentralized approach can
be used; in this case, each entity in the network
has the necessary information and knowledge to
make autonomous planning decisions, while, the
common goal is reached through a cooperation
among all the network actors (Lo Nigro et al.,
2003). Ithas been quite acknowledged that, while
centralized approaches are theoretically better in
pursuing global system performance, they have
several drawbacks concerning operational costs,
reliability, reactiveness, maintenance costs and so
forth (Ertogral and Wu, 2000). Generally, it can
be distinguished between two levels of coordina-
tion (Bhatnagar et al., 1993): the general level
coordination can be seen in terms of integrating
decisions of different functions (facility location,
distribution, marketing, etc.); the second level
regards the coordination problem within the same
function (production planning, capacity alloca-
tion, etc.). Alvarez(2007) stated that companies
are shifting from single manufacturing facilities
to multi-factory in order to gain competitive
advantages in the international economic arena.
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The objectives are to adopt models of coalition
of enterprises able to rapidly react and adapt to
market changing requirements. Some example of
new business paradigms have benne proposed as
Virtual Enterprises, Virtual Organization, Fractal
Enterprises and extended enterprises. However,
coordination models have to be identified within
these organizations. The objective of this chapteris
to review the literature related to the second level.
The rest of this chapter is organized as follows.
In Section 2 the methodology used to review the
literature is explained. In Section 3, the review
of the literature has been classified. In Section
5 the discussion of the literature with the future
research paths are provided, Finally, in Section
6 the conclusions are discussed.

RESEARCH METHODOLOGY

The aim of this research is to classify cooperation
in distribution production systems research con-
ducted over recent years. Moreover, the research
intended to identify the strengths and weaknesses
of'the literature themes investigated and the emer-
gence of new themes, and trends in publication
quantity. Articles for analysis were gathered from
leading information system journals for the 5 year
period 2004-2009 including the first part of 2010.

The number of journals selected was to 115
containing coordination tool in distributed produc-
tion systems. Table 1 reports the list of journals
that contains at least two papers dealing with the
coordination in distribution production systems.

The articles were searched within journal with
impact factor and the identification of articles
within the journal list involved keyword searches
and an exhaustive search on contents pages of the
journals. Articles that appeared to fit into the
distributed production planning category were
verified by firstly reading the abstract and then
the entire article to extract the main findings and
emphasis of the article. Moreover, the books
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Table 1. Reviewed journals and number of articles by year

No. of % of
Journal title 2004 2005 2006 2007 2008 2009 2010 articles total
Books 1 1 5 1 5 1 1 15 13.04%
Other journals 1 5 3 1 2 2 14 12.17%
International Journal of Production 2 2 3 2 3 1 13 11.30%
Economics
International Journal of Production 5 2 2 2 2 13 11.30%
Research
Computers and chemical engineer- 2 1 1 4 2 1 11 9.57%
ing
European Journal of operational 2 2 1 2 1 1 9 7.83%
research
CIRP Annals - Manufacturing 1 1 3 1 2 1 9 7.83%
Technology
Robotics and Computer Integrated 1 1 2 1 5 4.35%
Manufacturing
Production Planning & Control 3 2 5 4.35%
Expert systems with applications 1 1 2 4 3.48%
Journal of intelligent manufacturing 1 1 1 1 4 3.48%
systems
Computers in industry 2 1 3 2.61%
Engineering Application of Artifi- 3 3 2.61%
cial Intelligence
OMEGA 1 2 3 2.61%
Computers and industrial engineer- 1 1 2 1.74%
ing
International Journal of Advanced 1 1 2 1.74%
Manufacturing Technology
(100.00%)
Total 15 20 18 14 18 19 11 115 Stdv. 4.88

published on the distributed production planning
issue were studied. Papers that investigated the
integration of distributed production planning
with other issues (as inventory management,
bullwhip effect, horizontal cooperation, etc.)
where the main issue isn’t the distributed produc-
tion planning are omitted.

Table 1 reports the percentage of the papers
investigated for each journal and the deviation
standard (Stdv.). The number of articles for each
year is major or equal 14 (except 2010 year par-
tially explored) that show a continuous attention
of researchers in this field. The largest number

of articles published regards the books on this
research field over the last six years (13.04%).
The international journal of production research
and international journal of production economics
are the journals with higher number of articles
(11.30%). A significant remark can be made
concerning the journal of Computers and Chemi-
cal Engineering that published more articles on
distributed production planning systems (9.57%)
in recent years. However, the low value of stan-
dard deviation of 4.88 show that the articles are
distributed over the all journals discussed.
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CLASSIFICATION OF LITERATURE

In this section the literature described in the above
section are classified by journals, by year and ac-
cording to their focus. The articles are classified
from the grounded analysis into main nine high-
level conceptual categories (Table 2):

Operational research models.
Collaborative architecture.
Negotiation and bargaining models.
Capacity exchange.

Revenue sharing.

Chemical engineering.

Electronic approach.

General review.

Case study.

A SR AN o e

Some articles that don’t have a specific focus
(many categories integrated among them), they
are assigned to the main theme discussed.

Table 2 reports the percentage of the articles in
each theme defined. Figure 1 shows the percent-
age of the articles analyzed among the research
categories above introduced. As the reader can
notice, two main themes are more discussed in

Table 2. Number and percentage of articles in
the major themes

Theme No. of % of

articles articles

Collaborative architecture 35 30.43%
Operational research models 29 25.22%
Negotiation and bargaining models 11 9.57%
Electronic approaches 8 6.96%
Revenue sharing 7 6.09%
General review 7 6.09%
Chemical engineering 6 5.22%
Case study 6 5.22%
Capacity exchange 6 5.22%

total 115 100.00%
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recent years: collaborative architecture and op-
erational research models. Then, negotiation and
bargaining models is received amedium attention
by researches, while the others themes have the
same relevance.

Each category is deeply described in the fol-
lowing sub-sections.

Collaborative Architecture

A major category of literature in distributed
production planning research investigated the
frameworks and architectures for collaborative
mechanism in decentralized environment.

Some research papers deal with distributed
architectures. Verwijmeren (2004). Windt and
Hulsmann (2007) discussed the problems of the
shift from conventional control to autonomous
cooperation and control. Monostori et al. (2006),
Lu and Wang (2008) developed Multi agent and
software component architecture dedicated to
supply chain coordination, which supports distrib-
uted and cooperative organizations. Valckenaers
et al. (2004) proposed a multi agent architecture
coordinated by stigmergy approach. Jia et al.
(2004) proposed an agent architecture for product
development and manufacture in a decentralized
environment. Carvalho et al. (2005) propose an
organization concept, the Autonomous Production
System (APS), as the base unitto build autonomous
and reconfigurable production systems. The APS
unit has, simultaneously, the characteristic of the
whole and of the part like Holons and the holarchy
in the Holonic Manufacturing System. The PPC
model proposed is related to the hierarchical PPC
concept. These studies concerns the conceptual
devolvement of Multi Agent Architectures that
can be used in generalized problems.

More papers proposed Multi Agent Architec-
tures in specific fields of applications. Lu et al.
(2005) propose an agent-based collaborative pro-
duction framework where orders, sub-assemblies,
production lines and cells are modeled as agents
that interact with each other in a collaborative
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Figure 1. Distribution of the articles among the themes
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way. Anussornnitisarn et al. (2005) developed a
model of distributed resource allocation by apply-
ing market-based pricing and costing approach in
the coordination network participants’ decisions,
amonetary unit is chosen as common medium of
exchange for the coordination process. Dudek
(2004), Schneeweiss and Zimmer (2004), Li and
Wang (2007), Albino et al. (2007), Chiarvesio
and Di Maria (2009) considered operational
coordination mechanisms within a supply chain.
In describing a particular link within an entire
network, we employed main concepts of the
theory of hierarchical planning and identified the
top-level with the producer and the base-level with
the supplier. Maritan et al. (2004), Monteiro et al.
(2007) proposed an approach of coordination of
decisions in a multi-site system. It is based this
approach on a multi-agent concept and on the
principle of distributed network of enterprises.
For this purpose, each enterprise is defined as
autonomous and performs simultaneously at the
local and global levels.

Several studies was proposed to investigate
the dynamics of the collaboration based on
Multi Agent Systems. Caridi et al. (2004; 2005),
Monostori et al. (2004) studied the collaborative
planning and forecasting replenishment (CPFR)
process and, in particular, the exceptions regarding
sales and order forecast by means of a multi-agent
system. The proposed system is composed of an
‘advanced’ model and a ‘learning’ model. The
advanced model is able to recognize and dynami-
cally solve the exceptions according to the criteria
threshold values set in the front-end agreement
between partners. The learning model, which is
an evolution of the advanced model, allows the
criteria threshold values to be updated by the
modelitselfthrough the analysis of historical data.
Experimental results indicate better performance,
in terms of total costs (by comparison with CPFR
without intelligent agents), inventory level and
stock-out level and sales. Lima et al. (2006), Aze-
vedo et al. (2004), Frayret et al. (2004) presented
a model of an Agent-based Production Planning
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and Control (PPC) system that can be dynamically
adaptableto local and distributed utilization of pro-
duction resources and materials. Nofetal. (2006)
studied the collaboration in a multi-enterprise
environment. Allwood and Lee (2005) present
an agent model that could be used to study the
supply-chainnetwork dynamics. The agent model
has a strategic level and an operational level. The
first is responsible for determining the prices and
target inventory levels, ranking customers, and
evaluating suppliers. The second is responsible
for demand management, production planning
and control, materials management, and account-
ing. Vancza et al. (2008), Duffie et al. (2008),
Camarinha-Matos et al. (2005, 2007, 2008a,
2008b, 2009), Mahdavi et al. (2009) presented
a coordination mechanism where sharing infor-
mation truthfully and planning local production
optimally serve both system-wide and individual
objectives in a production network environment.
Wagner and Nyhuis (2009) presented an approach
to design a production network. Nair and Closs
(2006) investigated the impact of coordinated
operational policies like transportation expediting
and replenishment, and pricing markdowns in a
short lifecycle retail setting. Gunasekaran et al.
(2008), Rudberg and West (2008), Abele et al.
(2008) investigated the competitive strategies in
production networks.

From the above review three sub- themes
can be pointed out: general framework, MAS
for specific fields and dynamics of the MAS. All
these sub-themes are investigated over the horizon
considered, but the dynamics issue is the more
analyzed in recent years.

Key Research Questions
The issue of collaborative framework is the most

investigated by researches (see Table 2), but some
research questions can be highlighted.
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. What are the technical implication for
implement a real Multi Agent Architecture
in  Distributed Production Planning
enterprises?

. How do the Agent based platform toolkits
available can be used for industrial cases?

. How does the information exchange
among agents can be relevant in real case
application?

Operational Research Models

Significant works have been conducted on the
development of operational models for distributed
production planning. The aim ofthese models is to
coordinate distributed planning with a collabora-
tive approach based on operational models. Each
partner, supplier or producer, is described in the
mathematical model by an objective function.

Vol and Woodruff(2006), Schenk etal. (2010)
described the factory planning process with its
manifold practical characteristics. The model
discussed is the practical production planning
methodologies, while the cooperation among en-
terprises don’t deeply discussed. van Wezel et al.
(2006), Puigjaner L., Heyen G., (2006) discussed
the models and support systems for production
planning for multi-plant environment, where
the plants operate in the same enterprise or with
long-term stable collaboration.

The first sub-field concerns the development
of mathematical models. Kanyalkar and Adil
(2005) consider production planning of multi-site
production facilities with substitutable capacities
serving multiple-selling locations where the sup-
plying plant is dynamically determined. A linear
programming model is developed to produce the
time and capacity aggregated plan and the detailed
plan simultaneously to overcome the drawback
of the hierarchical planning approaches of not
yielding a feasible and/or an optimal lower-level
plan. Kallrath (2005), Kallrath and Maindl (2006)
developed a multisite, discrete-time planning
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model which divides the planning horizon into
commercial periods and then further discretizes
those commercial periods into production periods.
Both the discrete-time nature of the model, as well
as the limitation of one product changeover per
production period can lead to the given planning
modelunderestimating the true production capac-
ity of the supply chain, but these two features are
common within many planning models found in
bothacademiaand industry. Ryuand Pistikopoulos
(2007) proposed amultiperiod planning model for
a supply chain. The proposed framework decom-
poses the management of the supply chain into
two optimization problems where first demands
are aggregated and allocated to certain production
facilities based in part upon geographic consid-
erations. Then, individual planning problems are
solved for each production facility. Chung et al.
(2009) This paper studied a multi-factory produc-
tion scheduling problem, which was structured in
a series model. The model is subject to capacity
constraints, precedence relationship, and alterna-
tive machines with different processing time. The
objective function is to minimize the makespan,
which consists of the processing time, the trans-
portation time between resources either within
the same factory or across two different factories,
and the machine set-up time among operations.
Jolayemi and Olorunniwo (2004) developed a
deterministic model for planning production and
transportation quantities in multi-plant and multi-
warehouse environment with extensible capaci-
ties. Tsiakis and Papageorgiou (2008) proposed
a model to determine the optimal configuration
of a production and distribution network subject
to operational and financial constraints. A mixed
integer linear programming (MILP) model is pro-
posed to describe the optimisation problem. Leung
etal. (2006, 2007) developed robust optimization
models for multi-site production planning prob-
lem. Gottlichetal. (2010) proposed amathematical
description that captures the dynamic behavior
of the system by a coupled system of ordinary

differential delay equations. The underlying op-
timization problem is solved using discretization
techniques yielding a mixed-integer program-
ming problem. Moon and Seo (2005), Caricato
and Grieco (2009) considered a problem that is
typical of companies that manufacture products
in production plants placed in different produc-
tion areas worldwide. A solution framework for
the production allocation and balancing problems
based on mathematical programming is proposed.
Its computational efficiency is improved using
techniques from constraint programming.

The second sub-fields regards the model solved
by heuristic approaches. Park (2005) presents
a heuristic solution for integrating production
and distribution planning that is tested through
a computational study in a multi-plant, multi-
retailer, multi-item, multi-period logistic envi-
ronment where the objective is to maximize the
total net profit. Lee and Kwon (2010) proposed
a tabu search and decomposed optimization for
distribution centres operation. Hsu and Li (2009)
proposed a Mixed Integer Program (MIP) and
simulated annealing to optimal plant capacity,
and the production amount among the plants of
different-sized. Bilgen (2010) discussed the above
problem by a fuzzy mathematical programming
approach. Sauer (2006) proposed several methods
for the problem of multi-site scheduling. Savkin
adn Somlo (2009) considered a class of flexible
manufacturing networks. They employed hybrid
dynamical systems to model such networks. The
main and new achievement ofthe paper is that they
proposed a distributed implementable in real time
schedulingrule such thatthe corresponding closed-
loop system is stable and optimal. Sambasivan
and Yahya (2005) proposed a lagrangian-based
heuristic for multi-plant, multi-item, multi-period
capacited lot-sizing problems with inter-plant
transfers. Torabi and Hessani (2009) proposed a
fuzzy goal programming approach for multi-site
production environment.,
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Huang et al. (2008) suggested an order con-
firmation mechanism that allows synchronizing
the available capacities over the supply network.
Tsengand Huang (2009) proposed a model to pro-
duce an assembled product, the components need
tobe manufactured within the allocated tolerances
such thatthe assembly operations can be performed
to produce the final product. In a collaborative
manufacturing environment, the components of
aproduct may be manufactured at different plants
distributed at various locations. Aprile etal. (2005)
take into account two main aspects: the process
flexibility of each Supply Chain (SC) firm and
the logistics flexibility concerning the possible
connections between suppliers, assemblers and
markets. Different configurations of an SC are
proposed, in correspondence to different degrees
of the process and logistics flexibility. Ambruster
et al. (2006) proposed a model for autonomous
control in production networks using an approach
based on pheromone. Lan et al. (2010) proposed
a mathematical model for fuzzy multi-period
production planning. It can be notice, that the
heuristic approaches in recent years are more
sparse among several methodologies.

Key Research Questions

. How the mathematical models can be used
when the plants are independent, and there-
fore with reduced information sharing?

e What are the advantages/drawbacks of
the heuristic approaches compared among
them?

. How neural network and simulation can be
a valid approach?

. How the mathematical model can investi-
gate the dynamicity of a network?

Negotiation and Bargaining Models
In particular, the paper (Lo Nigro, 2006) sug-

gests a production planning architecture able to
highlightrelationships among subtasks’ variables
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in which mechanisms assure consistency among
solutions of different planning levels. Moreover,
the paper proposes negotiation frameworks as
effective tools to manage production planning
subtasks. Walther et al. (2008) proposed a ne-
gotiation approach implemented via Lagrangian
relaxation and subgradient optimisation which
only requires a minimum data exchange. Lee and
Kumara (2007) designed multiple auctions and
each auction coordinates the plans of a supplier
and its customers by trading the right of managing
the supplier’s inventory plan. Wang et al. (2004)
proposed a coordination mechanism based on
game theory between two echelon decentralized
supply chain. Chen et al. (2008) proposed a ne-
gotiation approach for trading capacity between
two autonomous factory. Vancza and Egri (2006)
proposed a contract-based approach to coordi-
nate a supply networks. Chen and Wang (2009)
developed a game theory approach to allocate
orders in amulti-facility environment. Wang et al.
(2009) proposed an agent based negotiation and
decision making for the design of a supply chain.
Beaudoinc et al. (2010) developed a negotiation
approach foramulti-firm environment in the wood
procurement planning case. Dudek and Stadler
(2005) Dudek (2009) discussed the negotiation
approaches for collaborative planning in supply
chains. The negotiation methodologies are more
investigated in recent years; the game theory ap-
proach in this fields is not deeply investigated.

Key Research Questions

. What are the advantages/drawbacks of
game theory compared to classical nego-
tiation approaches?

. How do negotiation strategies can influ-
ence the performance of distribute produc-
tion planning?

. What is the difference among auction
protocols?
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Electronic Approaches

Ulieru and Cobzaru (2005) propose a Holonic
supply-chain management system for the Tele-
phone Manufacturing Industry. The MAS is
based on the following agents: Logistics, Order
Manager, Customer, Transport, Bank, and several
Plant agents representing the assembly plant and
various suppliers. Hausen et al. (2006), Friz and
Hausen (2009) discussed the potential of electronic
supply network coordination. Kim and Park (2008)
suggest a conceptual framework for aligning the
strategic issues and the structural issues of supply
chain management based on e-business applica-
tion. Argoneto and Renna (2010) developed an
e-business model based on production plan-
ning and negotiation tools for orders allocation.
Zhang et al. (2006) proposed an approach for
integration in supply chain based on multi agent
systems and electronic infrastructure. Chen et al.
(2009) discussed the collaboration in production
networks by electronic approach. Perrone at al.
(2005) discussed end proposed innovative tools
for managing operations in enterprise networks.

Key Research Questions

. How electronic approaches ca support the
dynamic production networks?

*  How electronic infrastructures can be used
as integration among several levels of pro-
duction networks?

*  What are the real economic benefits of
electronic approaches?

General Review

Several papers discussed the review of different
problem of the issue discussed in this chapter. A
large literature review on this area can be found
in the paper of Stadtler (2005). Mula et al. (2006)
discussed the models for production planning in
uncertainly environment. Alvarez (2007) present-
ed areview of production scheduling in multi-site

environment for Small and Medium Enterprises.
Varma et al. (2007) discussed an overview of
emerging research challenge and opportunities for
optimizing and modeling in distributed enterprise
environment. Grunow et al. (2007) analyzed the
evolution of production networks structure. Maz-
zola et al. (2009) discussed the most significant
theories on firm networking are reviewed and an
innovative strategic framework that mainly under-
lies at firm networks organisation is proposed. Very
briefly, it is argued that networks are differently
organised according to three basic strategic objec-
tives: to gain efficiency; to collect knowledge; to
pursue globalization. The proposed framework
has been tested within the manufacturing industry
through an empirical survey conducted on 93 case
studies. Leitao (2009) discussed the state of the
art related to the use of Multi Agent architecture
in distributed manufacturing control.

Key Research Questions

. What are the research approaches imple-
mented in real cases?

Capacity Sharing

Bruccoleri et al. (2005) Argoneto et al. (20006)
proposed approaches to coordinate a production
network made of different and geographically
dispersed plants that, in case of unpredictable
market changes, can be reconfigured in order to
gather a specific production objective. Bruccoleri
proposed a negotiation approach, while Argoneto
a game theory approach. Wu and chang (2007)
proposed a model for capacity trading among
semiconductor fabs. Ahlert et al. (2009) analyzed
the problem of sizing the network capacity pool
by a decentralised planning process applying the
top-down/bottom-up principle. Argoneto et al.
(2008), Renna and Argoneto (2010) proposed
research develops a distributed approach, for a
network of independent enterprises, able to facili-
tate the capacity process by using a multi-agent
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architecture and a cooperative protocol. The last
one is based on game theory and, in particular,
on Nash bargaining solution. The above papers
show how the capacity sharing among plants is a
very interesting fields of research in recent years.

Key Research Questions

. What are the benefits of integration be-
tween capacity and production exchange?

. How the capacity exchange can affect the
capacity expansion decisions?

. What are the advantages/drawbacks of
heuristic approaches?

Case Study

In this section are reported the papers in which
application in real case are discussed. Levis and
Papageorgiou (2004), Meijboom and Obel (2007)
proposed a solution for capacity planning in multi
site pharmaceutical industry. Ceroni and Nof
(2005) presented a case study in the shoe industry
for task allocation. Lin and Chen (2007) devel-
oped a multi-plant planning model which deals in
part with the distribution of demands among the
various production facilities. The planning model
simultaneously takes into account two different
time scales (i.e., monthly and daily time scales) by
means of varying time buckets within the formula-
tion. Taking into account multiple time scales can
become vital when dealing with products which
have varying distributions of demand due dates.
However, the issue of intermediate demand due
dates was not explicitly addressed within the for-
mulation. The approach is applied in TFT-LCD
industry. Sousa et al. (2008) discussed the supply
chain design and planning problems in process
industry. Sousa, Shah, and Papageorgiou (2008)
proposed a multilevel planning framework for an
industrial supply chain. The first-level aggregate
planning model determines the active nodes within
the supply chain, as well as the allocation of cus-
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tomer demands among the various active produc-
tion facilities. The second-level planning model
more rigorously takes into account the production
capacity ofthe supply chain, and with the supplied
information from the first-level aggregate plan-
ning model, it determines the detailed production
and distribution profile for the supply chain. This
approach requires additional computational time
to solve two planning models as opposed to one
for the time horizon of interest. As evidenced by
the various multisite planning models summarized
above, the effective operational planning of a
supply chain requires one to explicitly take into
account the transportation between production
and distribution centers; however, supply chain
production capacity considerations cannot be ne-
glected either. If the multisite operational planning
model does not provide a tight upper bound on
the production capacity of each production facility
within the supply chain, then resources may be
inefficiently allocated and orders may go unneces-
sarily unsatisfied. It is important that the multisite
planning model takes into account the production
capacity of each production facility, as well as
the interplay between the customer distribution
centers and each product facility within the sup-
ply chain. The length of the operational planning
horizon makes the rigorous modeling of the sup-
ply chain’s production capacity computationally
prohibitive, and as a result, several aggregation
schemes have been adopted. The quality of the
aggregation scheme is ultimately measured by its
ability to supply a tight upper bound on the true
production capacity of the supply chain. Several
planning level aggregation schemes will be pre-
sented in the sequel to show how this modeling
obstacle has been previously addressed.

Key Research Questions

. What are the most promising fields of
applications?
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Chemical Engineering

In recent years several application for multi-
site planning have been developed in chemical
industries. Verderame al. (2009), Behdania et
al. (2010), Dondo et al. (2008), Al-Qathani and
Elkamel (2008) have been proposed model for
management of planning and logistic activities
in multi-site environment. Chen and Lee (2004)
proposed amulti-objective optimization model in
a supply chain networks. Varma, Reklaitis, Blau,
and Pekny (2007) provided an overview of the
potential research avenues present within the field
of enterprise-wide modeling and optimization. A
summary of several multisite planning models
will be presented in order to provide a basis for
the contribution of this paper.

Key Research Questions

. How the approaches proposed for discrete
manufacturing systems can be implement-
ed in chemical industries?

Revenue Sharing

Lots of works have been devoted to employing
revenue sharing mechanism to coordinate a de-
centralized supply chain. Most of them focus on
designing the revenue sharing schemes to improve
the SC profits, such as Chauhan and Proth (2005)
and Gupta and Weerawat (2006). However, it re-
mains unclear that how transfer pricing heuristics
in practice impact on the coordination and their
interactions with the revenue sharing rates in a
decentralized supply chain with multi-plants,
multiperiods and finite capacity. The considered
decentralized supply chain consists of manufac-
turer and distributor echelons. The two echelons
interact with each other through the transfer price
and the product order. The transfer price is a key
variable in the coordination. The transfer price
determines the order quantity for the distributors
and then affects the total SC profits. In addition, the

revenue sharing rate can affect the manufacturer
for determining the transfer prices. Understanding
the effects of these pricing heuristics and their
interactions with revenue sharing rate can help us
design better revenue sharing mechanism to put
into practice. Cachonand Lariviere (2005) proved
that revenue sharing contracts are equivalent to
buy back contracts in the fixed-price newsvendor
environment; and are equivalent to price discounts
in the pricesetting newsvendor. However, there
are some cases in which revenue sharing contracts
are not appropriate, as pointed out by Cachon and
Lariviere. Firstly, while revenue sharing contracts
coordinate retailers to compete on quantity, it
does not coordinate retailers to compete both on
price and quantity. Secondly, when the earnings
from the revenue sharing contract do not cover
the additional administrative expense incurred by
such a contract, it is not appropriate to employ
revenue sharing contracts to coordinate a supply
chain. Thirdly, the revenue sharing contract may
not be attractive if retailers can take action to
influence demand. The revenue sharing contract
has been designed from many perspectives in
the literature. Chauhan and Proth have studied
the revenue sharing contract that is proportional
to the risks undertaken by the involved parties
(Chauhan and Proth, 2005). Gupta and Weerawat
(2006) investigated three types of revenue sharing
contracts for supplier-manufacturer coordination.
The first kind of contract is that revenue sharing
depends on the supply lead time. In the second
kind of contract, the supplier guarantees a deliv-
ery lead time to the manufacturer and incurs an
expedited shipping charge if the supplier cannot
meet the promised lead time. In the last kind of
contract, the revenues shared to the supplier rely
onthe supplier’sinventory level. Giannoccaro and
Pontrandolfo (2004) built revenue sharing models
for two-and three-stage supply chains. Their ana-
lytical solutions showed that the transfer price for
the distributor equals the revenue keep rate times
the marginal cost in the two-stage supply chain. In
arevenue sharing contract, the buyer reimburses
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the seller some of'its revenues for the discount on
the wholesale prices (Simchi-Levi et al., 2008).

Key Research Questions

. Is revenue sharing alternative to other
approaches?

. What are the benefits of integration among
revenue sharing and other approaches?

DISCUSSION

The recent five years of distributed production
system research have been studied. The classi-
fication of the literature presented in this article
has proposed nine research areas. All the nine
research areas have received the same attention
during the years analyzed. Two areas of research
are predominant: collaborative and operational
models. Although there have been a considerable
number of articles published in leading journals
on these issues there are still many unanswered
questions and areas that lack clarity. Many articles
have focused on multi agent architecture, but few
articles have investigated the implication of real
application of multi agent toolkits and the barriers
to the adoption of them. In the area of operational
research, few papers investigated the application of
mathematical model when independent enterprises
areinvolved and therefore the centralized informa-
tionisreduced. Moreover, several research issues
can be deeply investigated as the comparison of
heuristic with mathematical approaches in differ-
entenvironmental conditions, integration between
simulation and heuristic approaches.

Few articles have been proposed in the other
areas of research. Among them, some emerged
areas in recent years can be pointed out. In recent
years (2007-2010) the application of multi-plant
coordination methodologies in chemical industries
have received more attention. This interest is,
also, confirmed by some papers of case study pre-
sented in chemical and pharmaceutical industries
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(Meijboom and Obel, 2007; Sousa et al., 2008;).
Another new research area is the cooperation
at capacity level. Some recent articles investi-
gated the possibility to exchange capacity among
multi-plant environment. This research issue can
divided in two sub-issues: if the plants operate in
the same enterprise or the plants are independent.
The information available to develop cooperation
approach have to take into account this aspect.

A promising area of research is the revenue
sharing approach; the main aspects investigated
regard the cooperation among retailers in supply
chains. These approaches can be most promising
also in other cooperation mechanism of produc-
tion networks.

Limitations and Future
Research Paths

From the analysis of the above literature several
questions research are opened (described in the
above paragraphs). The main limit is the develop-
ment of different approaches of cooperation that
can be integrated among them. The mature sub-
jects as mathematical, heuristic, fuzzy, etc. have
been investigated individually, but the integration
among them can be a relevant improvement in
cooperation mechanism. A significant research
area can be represent by the vertical integration of
different level of cooperation. In particular three
main areas of a supply chain can be interested:
capacity exchange; production planning; distrib-
uted centres. The performance investigation of a
top-down structure in which the first activity is
the cooperation of capacity, then the production
planning distribution and finally the cooperation
among distribution centres. How the classical
cooperation methodologies operate in a distributed
environment with several methodologies intercon-
nected. Moreover, it has to be notice that the first
two levels (capacity and production planning)
were investigated, while the cooperation among
distribution centres is an area of research with
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very few attentions. In briefly, the future research
paths highlighted are the following:

. Investigation of approaches with integra-
tion of different methodologies in the area
of operational research.

. Study of the interaction of cooperation
models applied in different levels of the
enterprises (capacity, production planning
and distribution centres).

. Development of cooperation models in the
area of distribution centres.

. How the revenue sharing methodologies
can support and improve the cooperation
models developed.

. What are the real advantages of application
of production networks cooperation in real
application?

CONCLUSION

The chapter deals with the analysis of the recent
literature on the cooperation mechanism in dis-
tributed production systems. The analysis has
been conducted over the period 2004-2010 and
pointed out the specific research areas. The papers
discussed show how the research on these fields is
uniformly distributed over the years investigated.
The research articles are classified according
to nine fields of research: operational research
models; collaborative architecture; negotiation
and bargaining models; capacity exchange; rev-
enue sharing; chemical engineering; electronic
approach; general review; case study. Finally, the
future research paths are proposed. However, this
review of distributed production planning research
has been restricted to journals with impact fac-
tor. This means that it may not be representative
of all articles published, because proceeding of
conferences are excluded. This is the main limit
of the review presented in this chapter.
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A New Modeling and
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Production Planning Approach

Reza Tanha Aminlouei
University of Tehran, Iran

ABSTRACT

In real power systems, power plants are not in the equal space from the load center, and their fuel cost
is different. With common utilization conditions, production capacity is more than total load demand
and losses. Therefore, there are different criteria for active and inactive power planning in each power

plant. The best selection is to choose a framework in which the utility cost is minimized. On the other
hand, planning in power systems has different time horizons, thus, for effective planning in power sys-
tems, it is very important to find a suitable mathematical relationship between them. In this chapter, the

authors propose a modeling by selecting a Fuzzy Hierarchical Production Planning (FHPP) technique

with zone covering in the mid-term and long-term time horizons electricity supply modeling in the Iran

global compact network.

INTRODUCTION

Describe the general perspective of the chapter.
Toward the end, specifically state the objectives
of the chapter.

Electricity production planning which s called
generation planning in power systems is divided
into: long-term, mid-term and short-term plan-

DOI: 10.4018/978-1-4666-2098-8.ch007

ning (Alonso, etc. 1992). Planning and operating
modern electric power systems involve several
interlinked and complex tasks. Optimizing a pro-
duction plan, however, is difficult for thermal and
hydro power plants, which could be solved with
proper computer tools.

Long-term energy generation planning is of
key importance to the operation of electricity

Copyright © 2013, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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generation. It is employed for strategic planning,
budgeting, and fuel acquisitions and to provide
a framework for short-term energy generation
planning.

A long-term planning period (one year) is
usually subdivided into shorter intervals of weeks
or months, for which parameters like load—dura-
tion curve should be predicted, and variables like
expected energy generations for each plant unit
must be optimized. The Load—Duration Curves
(LDC’s) predicted for each interval are used as
input data, which are equivalent to load-survival
functions. This is appropriate since load uncer-
tainty can be suitably described using the LDC. It
is assumed that the probability of failure for each
thermal unit is known.

In power system management, the problem of
planning production for the next 10-30 days is
known as the mid-term planning problem. Produc-
tion planning problems with up to one week time
horizon is known as short-term planning.

The short-term and mid-term planning prob-
lems could be principally considered alike, except
in some specific conditions, when the problems
are more or less relevant to the variety of time
horizons. Since uncertainty exists in prediction of
electricity demand as well as electricity price, the
prediction of the mid-term problem can become
difficult. On the other hand, the short-term model
can be detailed due to the relatively good predic-
tions that can be derived for the next few days.
This high level of detail implies that in practice
a short-term model, can only implement one
district heating system at a time. Another purpose
of the mid-term model is the model restrictions
that connect the different systems. For example
in principal planning procedure, the outputs of
solved mid-term problems are used as the inputs
to the short-term problems.

Production planning in the electricity industry
and PPGP problems are very complex with exten-
sive features. Also, due to the specific condition of
respective product, electricity generation planning
is mainly different from the other production plan-
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ning problems that have specific characteristics.
Some of these characteristics are:

*  Not being able to suppose the backorder
state.

. Generating electricity in a specific time pe-
riod for use in future time periods is not
directly possible.

. Flexible and specific electricity generation
planning generate more electricity than
predicted output to satisfy the expected
demand.

An appropriate approach to alleviate this defi-
ciency is to use FHPP by introducing imprecise/
fuzzy data along with soft constraints, allowing
some minor deviations from the outputs of the
upper level while making a decision in the lower
level.

A rigorous mathematical analysis of Hier-
archical Production Planning (HPP) is found in
the pioneering work of Hax and Meal (Hax &
Meal, 1975). Theoretical work on the topic has
followed (Golovin, 1975), (Bitran & Hax, 1981)
and (Ozdamar, etc. 1996). Nowadays, HPPmethod
is used as a structured method in various fields.

In previous studies of power systems, there is
very little attention to the hierarchical structure
aspects of power system production planning.
Also in previous studies there is a lack of a proper
updating feedback system to increase reliability
and developing performance of the power system
production planning on different horizons of plan-
ning. A feedback system allows decision makers
notonly to have very flexible production plans but
also torevise the model easily into different levels
of long-term, mid-term and short-term levels of
electricity planning with the inputs like ‘any unex-
pected events’, ‘upper manager decision makers’
and ‘actual data which is gained with time lapse’.
Moreover in the previous studies, objective func-
tions used in power system production planning
models were based on cost, and other criteria of
power production such as environmental pollu-
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tion, proportion in total capacity and so on, were
not considered together with economic criterion.

The main purpose of this paper is to improve
the performance of the power system generation
planning structure practically on differenthorizons
of planning (long-term, mid-term and short-term
electricity planning). A feedback system of FHPP
is applied with multi objective functions for
power production planning. The imprecise input
parameters along with some soft constraints are
introduced in the model formulation instead of
using the crisp data and imposing hard constraints
to provide required consistency between deci-
sions of different levels. In practice the result of
production plans through FHPP would be more
feasible and compatible.

The rest of the paper is organized as follows:
The relevant literature is presented in Section 2.
The overall structure of the proposed FHPP model
along the corresponding fuzzy mathematical
models is illustrated in Section 3. In Section 4,
the proposed fuzzy HPP structure is elaborated
applying appropriate strategies and the associated
fuzzy linear programming models are converted
into the equivalent auxiliary crisp models. The
proposed FHPP structure is implemented for a
real power system in Iran. The case study and
the obtained results as well as some managerial
implications are provided in Section 5. There it is
indicated that applying FHPP as a new approach
for PPGP, will be conducted toward effective
structured and efficient power system as conclud-
ing remarks in section 6.

BACKGROUND

Based on the main characteristics of the research
problem, as explained in more detail in the next
section, the most relevant and recent literature
in three different but somewhat close streams
of: 1- Production planning in power systems and
2- Applications of fuzzy modeling in production
planning are studied.

Production Planning in
Power Systems

The long-term problemis a well-known stochastic
optimization problem, as several ofits parameters
are only known as probability distributions, such
as load, the availability of thermal units, hydro-
genation and energy generations from renewable
sources in general. Bloom and Gallant (1994) pro-
posed a linear model with an exponential number
of inequality constraints and used an active set
methodology (Gill, etc. 1981) to find the optimal
way of matching the LDC of a single interval using
thermal unit in the presence of load-matching and
other operational non-load-matching constraints.
The Bloom and Gallant model has been suc-
cessfully extended to multi-interval long-term
planning problems, using the active-set method
(Nabona, etc. 2001), the Dantzig—Wolfe column
generation method (Dantzing & Wolfe, 1960;
Perez & Conejo, 2000) or the Ford—Fulkerson
column-generation method (Ford & Fulkerson,
1958; Page,2002). A quadratic model to formulate
the long-term profit maximization of generation
companies in a liberalized market has been pro-
posed (Nabona & Page, 2002) and column genera-
tion procedures have been employed to solve it
(Page & Nabona, 2002; Nabona & Page, 2004).
Mid-term planning does not frequently appear
in the literature. However, the closely related
short-term planning, which considers similar
questions over a time horizon of up to one week,
is well known. The most common version of the
short-term planning problem, also known as the
unit commitment problem, considers planning of
power producing units in a power grid.
Rongetal. (2009) introduced in their research
the DRDP-RSC algorithm, whichis adynamicre-
grouping based dynamic programming algorithm
based on linear relaxation of the ON/OFF states
of the units, sequential commitment of units in
small groups. This research addresses the Unit
Commitment (UC) inmulti-period Combined Heat

115



A New Modeling and Application of Hierarchical Production Planning Approach

and Power (CHP) production planning under the
deregulated power market.

Currently, the solution approaches to UC of
CHPsystems are limited to some general-purpose
methods. The research follows two lines. The
first line applies decomposition techniques such
as Lagrangian relaxation (LR) (Dotzauer, 2001;
Thorin, etc. 2005) and DP based algorithms (Rong,
etc. 2008; Rong, etc. 2009; Hakonen, 1996). The
second line treats the overall problem as an entity
and resorts to a general solver possibly with some
modifications such as the Branch and Bound
algorithm (Illerhaus & Verstege, 1999) to solve
a MILP formulation of the problem. The appli-
cation of simulation approaches (Eriksen, 2001;
Ummels, etc. 2007) and artificial intelligence
techniques such as genetic algorithms (Sakawa,
etc. 2002) should be placed under this category.
It is undoubted that the Interior Point Method
(IPM) (Medina, etc. 1999) and the improvement
of the formulation for the UC problem (Carrion
& Arroyo, 2006) can also be applied to CHP
systems. Youakim (2008) presented necessary
and sufficient conditions for the feasibility of unit
combinations that can be checked off-line that
is, before the start of the unit commitment algo-
rithm, and thus before any economic dispatches
are performed, thereby rendering a very efficient
unit scheduling algorithm in terms of computer
memory and execution time. Patra and Goswami
(2009) proposed a dynamic programming tech-
nique with a fuzzy and simulated annealing based
unit selection procedure for the solution of the
UC problem.

Jalilzadeh etal. (2009) presented anew method
with integration of generation and transmission
network reliability for the solution of UC problem.
In fact, in order to have a more accurate assess-
ment of systemreserve requirement, in addition to
unavailability of generation units, unavailability
of transmission lines are also taken into account.
Gomes and Saraiva (2009) described the formu-
lations and the solution algorithms developed to
include uncertainties in the generation cost func-
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tion and in the demand on DC OPF studies. The
uncertainties are modeled by trapezoidal fuzzy
numbers and the solution algorithms are based on
multi parametric linear programming techniques.
Goransson and Johnsson (2009) used a Mixed In-
teger Programming (MIP) approach to determine
the power plant dispatch strategy which yields the
lowest systems costs. In the model, each large
thermal plant is described separately, including
properties such as start-up time, start-up cost and
minimum load level. Kumar and Naresh (2009)
proposed an efficient optimization procedure
based on Real Coded Genetic Algorithm (RCGA)
for the solution of Economic Load Dispatch
(ELD) problem with continuous and non-smooth/
non-convex cost function considering various
constraints. The effect of the proposed algorithm
has been demonstrated on different systems con-
sidering the transmission losses and valve point
loading effect in thermal units. For the solution
of corresponding optimization problems, several
methods have been suggested and implemented,
including algorithms based on branch-and-bound
(Cohen & Yoshimura, 1983), dynamic program-
ming (Hobbs, etc. 1988; Snyder, etc. 1987), La-
grangian relaxation (Muckstadt & Koenig, 1977,
Virmani, etc. 1989; Zhuang & Galiana, 1988) and
genetic algorithms (Cheng, etc. 2000; Kazarlis,
etc. 1996). Surveys are given in (Sen & Kothari,
1998; Sheble & Fahd, 1994).

Applications of Fuzzy Modeling
in Production Planning

The fuzzy set theory has been used considerably
for modeling and solving the different variants of
production planning and scheduling problems in
uncertain environments. Hsu and Wang (2001)
developed a Possibilistic Linear Programming
(PLP) model based on Lai and Hwang’s (1992)
approach to determine appropriate strategies
regarding the safety stock levels for assembly ma-
terials, regulating dealers’ forecast demands and
numbers of key machines in an assemble-to order
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environment. Fungetal. (2003) presented a Fuzzy
Multi-Product Aggregate Production Planning
(FMAPP) model to cater different scenarios under
various decision-making preferences by applying
integrated parametric programming and interac-
tive methods. Wangand Liang (2004) developed a
fuzzy multi-objective linear programming model
with piecewise linear membership function to
solve multi-product Aggregate Production Plan-
ning (APP) problems in a fuzzy environment. In
another research work, they (2005) presented an
interactive possibilistic linear programming model
using Lai and Hwang’s (2004) approach to solve
the multi-product aggregate production planning
problem with imprecise forecast demand, related
operating costs and capacity. Moreover, in mid-
term supply chain planning domain, Torabi and
Hassini (2008) presented a novel multi-objective
possibilistic mixed integer linear programming
model for a Supply Chain Master Planning
(SCMP) problem consisting of multiple suppliers,
one manufacturer and multiple distribution centers
which integrates the procurement, production and
distribution aggregate plans considering various
conflicting objectives simultaneously as well as
the imprecise nature of some critical parameters
such as market demands, cost/time coefficients
and capacity levels. In another research work
(Torabi & Hassini, 2008b), the authors extended
the above model to multi-site production envi-
ronments and proposed an interactive fuzzy goal
programming solution approach for the problem.
Other relevant literature may include (Wang &
Fang, 1997; Wang & Fang, 2001; Tang, etc. 2000;
Tang, etc. 2003). It is noteworthy that there are
some other research works applying stochastic
model to solve the production planning problems
in uncertain environments. For a recent review of
different approaches for dealing with uncertainty
in production planning problems especially HPP
approach, an interested reader is referred to Mula
et al. (2006).The literature review regarding the
application of fuzzy approach in production plan-

ning and scheduling problems reveals the lack of
using fuzzy sets theory inmodeling HPP structures.

The proposed fuzzy HPP which has been
stimulated by a real industrial case of an Iranian
power network consists of three decision-making
levels. Monthly consumption of 20 future years is
forecasted in the first level. In second level, fore-
casted demand is allocated to different methods
of electricity generation for an aggregate period.
Structure of the proposed Fuzzy Aggregate Pro-
duction Planning (FAPP) model could be consid-
ered as a fuzzy linear programming model which
generates an optimal production plan to satisfy
the aggregate forecasted demands of electricity.
Two objective functions are: 1- minimizing the
costofelectricity generation by different methods
of generation and 2- maximizing the total prefer-
ence weights of projects that are calculated by
Analytical Hierarchy Process (AHP). In the third
(disaggregation) level, similar model is applied
to determine the production plan at the monthly
periods. The next section provides the detailed
fuzzy models in the proposed FHPP framework.

THE PROPOSED FUZZY
HIERARCHICAL PRODUCTION
PLANNING MODEL

Because of insufficient or inaccessible data and
also the information acquiring high costs, the mod-
eling parameters for PPGP are usually imprecise.
Inother words, competitive market persuades man-
agers to implement precise and reliable production
plans which could not be achieved with inaccurate
and fuzzy market data. Also implementation of
production plans with imprecise crisp data and
crisp models is very difficult. One of the main
motivations of this study is fuzziness. Which
made the extracted results from the proposed
FHPP to be more accurate, reliable and increase
the efficiency of production planning, therefore it
will be convenient to obtain production planning
model that could handle fuzzy and uncertain data
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from the market. Fuzzy constraints should be
used to increase the efficiency and compatibility
among different levels of planning. Hence more
optimal and feasible results could be obtained.
The integrated problem of PPGP is divided into
three levels of: 1- Demand level 2- Aggregate
level, and 3- Disaggregate or allocation level
presented in Figure 1.

First Level (Demand Forecast)

The demand forecasting method presented by
Sadeghi, et al. (2009) is applied in this study. The
amount of monthly demand for 20 future years is
forecasted for planning, and then an optimal plan-
ning model is developed to satisfy the demand.

Second Level (Demand Allocation to
the Generation of Different Methods)

The forecasted demand in the firstlevel is allocated
to different aggregate methods of electricity gen-
eration for seasonal aggregate periods in 20 future
years. Different methods of electricity generation
canbedivided into different features. For example

Figure 1. Hierarchical structure of problem solving

monthly and seasonal demand for 20 years

predicted demand

PAANN

we can divide them according to the technology
applied such as Fossil, Nuclear, Combine cycle,
Small hydro, big hydro, Micro hydro, Wind tur-
bine, PV, Mono crystalline, Multi crystalline and
Geothermal. Some of these technologies are not
employed in Iran. The most common technologies
of 1- Gas 2- Steam 3- Combine cycle 4- Hydro
are considered for electricity generation.

Mixed Method of AHP with FAPP

AHP is applied to obtain total preference weights
for each method of electricity generation in Iran
using Expert Choice software. Then FAPP is
applied to maximize total preference weights,
to determine the best combination of generation
methods and to satisfy power plant production
demand in Iran using Lingo software (Figure 2).

Assigning Score to Each Generation
Method

For each method of electricity generation in Iran
(Gas, Steam, Combine Cycle and Hydro) a score
is given based on the following criteria.

level 1: demand predict for each
season and month of 20 years

3

level 2: forecasted demand in first level is
allocated to species of different aggregate
methods of electricity generation

combine :
Hydro Gas

cycle

steam

level 3: monthly demand forecasted in the
first level is allocated to different power
plants by using allocation level algorithun

|
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Mogan Zarand
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Figure 2. Mixed method of analytical hierarchy
process with fuzzy aggregate production planning

Net data

-

AHP

v

The determined weight of each generation method

v

FAPP

v

Amount of generation for each method

. Amount of environmental pollution in pro-
duction procedure including SO2, NOx
and CO2.

. The share of each method capacity com-
pared with the total capacity.

Forecasted aggregate seasonal demand for 20
future years is assigned to the different methods
of generation by applying heuristic mathemati-
cal model. The above criteria are used to rank
different production methods, in a hierarchical
structure (Figure 3).

FAPP of Proposed Structure to
Electricity Generation Planning

The proposed FAPP model is used to provide an
optimal aggregate production plan. Then it can
satisfy the dynamic demands of electricity over
a given long-term planning horizon involving the
above mentioned outputs. The main characteristics
and assumptions considered in the FAPP formula-
tion are as follows:

* A four-power plant situation is considered.
. There is a seasonal period on 20 future
years planning horizon.

. Forecasted demand in seasonal period ts of
year ty in zone z and peak demand of year
ty in zone z are assumed fuzzy.

. Reliability, autonomy and balance con-
straints are assumed fuzzy.

The indices, parameters and variables used to
formulate the FAPP model are:

Indices:
. 1 : Index of aggregate power plant fami-
lies (i=1, ..., 4).
. t, : Index of aggregate time periods (sea-
sonal, ¢t =1,..., 4).
. t, + Index of time horizon planning (an-
nual, t =1,..., 20).
. 2,2z, Index of Electricity zones of Iran
(z,2,=1, ..., 15).
Parameters:

. fo (z, z) : Fuel cost of old power plant i in

zone z in base year (Rial/MW).
. HR (z, z) : Heat rate of old power plant i in

zone z in base year (constant).

. fpesc(z, z) : Regulation rate of old power
plant 7 in zone z in each year toward before
year (%).

. oM (z, i) : Variable operation and mainte-

nance costs of old power plant i in zone z
(Rial/MW).

. foN (z, z') : Fuel cost of new power plant i
in zone z in base year (Rial/ MW).

. HRN (z, i) : Heat rate of new power plant
i in zone z in base year (constant).

. foescN (z, z') : Regulation rate of new
power plant i in zone z in each year toward
before year (%).

. OMN (z, z) : Variable operation and main-

tenance costs of new power plant i in zone
z (Rial/MW).
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Figure 3. Hierarchical structure to rank production methods
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Total preference weights determination

v

v

Production of total capacity

Environmental pollution

Hydro Combine cycle

UE cost(z): Unsaved energy cost per

blackout (MW) in zone z (Rial/MW).

UM cost: Unmet reserve requirements
cost per MW (Rial/MW).

W, : Total preference weights of projects
that are calculated by AHP (constant).

Dt

in zone z in season ¢, of year 1, (MW).

t z) : Amount of electricity demand

Yy Vs

D,... (z, ty): Amount of peak electricity
demand in zone z of year l, (MW).
PGLoss (z,z') : Inner consumption factor

of old power plant i in zone z (%).
PGNLoss (z, i) : Inner consumption fac-
tor of new power plant i in zone z (%).
PG exp step (z, z') : Capacity mounted in
each developing step in old power plant i
in zone z (MW).

PGN exp step (z, i) : Capacity mounted in
each developing step in new power plant i
in zone z (MW).

Steam

Gas

PG max(z,i) : Upper bound of total de-
velopment in all years in old power plant i
in zone z.

Decay: Reduction capacity in each year to-
ward before year (%).

PG (z, 7,) : Amount of total nominal

it
power of power plants i in zone z (MW).
PFLoss (z, zp) : Loss percentage between

two zones (%).
PF

it (z,zp) : Amount of initial capacity
for lines between two zones (MW).

AF (z, ty): Autonomy factor for zone z
and in year .

Cos : Coefficient of line power that is al-
located to active flow (%).

RESPP (z, i) : Bound of reserve for pow-
er plant i in zone z (%).

crf (z) : Capital recovery factor for old
power plant in zone z (constant).

PGexp cost(z,z') : Fixed cost for devel-
oping in old power plant i in zone z (Rial/
MW).
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PGN expcost (z, 2) : Fixed cost for mak-
ing new power plant i in zone z (Rial/ MW).
PFN cost(z, zp) : Fixed cost for making
new transmission lines between zones z
and z, (Rial/MW).

crfPNF <z, zp) : Capital recovery factor
for new transmission lines between zones z
and z, (constant).

Disc: Interest rate in any year of planning
horizon for all zones (constant).

Variables:

PGt
power plant i in zone z and in season 7 _of
year?, (MW).

PGN (t t,z, z) : Production amount of

y? Yo

t,,z2, z) : Production amount of old

Yo Us?

new power plant i in zone z and in season 7
of year z (MW).

PG exp (ty, 2, 2) : Number of units that
add in old power plant i in zone z and in
year?.

PGN exp (ty, z, z) : Number of units that
add in new power plant i in zone z and in
year

PF (ty, t.,2, zp) : Amount of old transitive
power between two zones and in season 7
of year l, (MW).

PFN (ty, t.,2, zp) : Amount of new transi-
tive power between two zones and in sea-
son ¢ of year ¢ (MW).

PFN exp (ty, z, zp) : Amount of capacity
made of new lines between zones z and z,
in year 1 (MW).

FE,. (ty, z, zp) : Amount of capacity that a
zone has reserved for other zone in year ¢,
(MW).

. UM (z, ty) : Amount of unmet reserve re-

quirements in zone z in year £ (MW).
. UE (t t z) : Amount of unsaved energy

y? Vs

in zone z and in season ¢, of year t, (MW).

Based on the above notations, the FAPP model
is formulated as shown in the following sections.

Objective Functions

Minimizing the cost of electricity generation using
different ranges of technologies is considered as
the first objective (Z1), and the second objective
function (Z2) is to maximize the total preference
weights of projects which are calculated by AHP.
Knowing the model is long-term projection; total
costs in planning horizons of all years. Thus we
change the value of the total costs of each year to
money value in base year (see Box 1).

Fuel and operational cost for old power plants

Production cost of total old power plants with
each technology in all zones in ty year is equal to
Equation 2 in Box 2.

Fueland operational cost fornew power plants

Production cost of total new power plants with
each technology in all zones in ty year is equal to
Equation 3 in Box 3.

Blackout costs (Unsaved Energy and Unmet
Reserve)

Blackout costs in total zones in ty year are
equal to Equation 4 in Box 4.

Capital costs as for developing old power
plants

The cost of all total development for all total
old power plants in all total zones in ty year and
considering capital recovery factor is equal to
Equation 5 in Box 5.

Capital costs as for developing new power
plants

The cost of making power plants for all total
new power plants in all total zones in ty year and
considering capital recovery factor is equal to
Equation 6 in Box 6.
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Box 1. Equation 1

Min Z, = i Cro <tyb) + CPG.N (t(ii)_l—)i_ C, (tyb> N
=t (1+ disc)
. 20 Ceapp, (tyb) + Ceappy (tyb) + Ceapppy <tyb)

ty=1tc,=t, <1 + diSC)ﬁcy 71)

—

20 5 4
S W, x PG(t,.t,,2)
i=1

4
Maz Z, =) 33" g ne
-1

t,=1t,=1 z i (1)

Box 2. Equation 2

Cre (ty) = 24:2 PG (ty, t.,z, z') X [OM (z, z') + HR (z, z') X fp (z, z') X fpesc (z, i)t”} @

i PNG (t,,t,,2,i)x [OMN (2,i) + HRN (z,i) % fpN (2,i) X fpescN (z, i)t”}

yo Yso
t.=1 z=1
3)
Box 4. Equation 4
C, (ty> = ii[UE (ty,ts,z) x UFE cost(z)} + iUM(z,ty) x UM cost
t, o=l =1 4)
Box 5. Equation 5
Ceap,, (ty) = 24: i PG exp step (z, z) x PG exp (ty, z, z) X PG expcost (z, z) crf (z)
i=1 z=1 (5)
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Capital costs that are related to developing
new transfer lines

The cost of all total developments for all total
new transfer lines between all of the zones of the
country inty year and considering capital recovery
factor is equal to Equation 7 in Box 7.

Constraints

For each period, the following constraints are
considered:

1. The capacity constraints of old power
plants generation (see Equation 8 in Box
8). The amount of electricity product of old
power plant i in season ts of year ty in zone
z cannot be more than the amount of the
total primary mounted capacity plus added
capacity until ty year (by reduction align-
ment due to decay).

2.  Max development of old power plants
constraint. Each productive power plant
thatis made at firsthas known measurements
and physical close. So the number of all
units that can mounted in one power plant,
in time horizon is limited. It means that the
power plant i in zone z and in all total dura-
tion, have known amount of Max output for
development. Thus maximum development
of old power plants constraint in 20 years
time horizon is equal to Equation 9 in Box
9.

3.  The capacity constraints of new power
plants generation. According to zones
geography condition and their abilities to
work professionally, construction of differ-
ent power plants in several zones with their
own characteristic presented in the offering
projects listis given to the model. By solving
the model, the order is determined accord-
ing to zones demand and costs and other
technological and economical problems.
The amount of electricity generation in new

power plant i in season ts of year ty in zone
z cannot be more than the amount of total
new mounted capacity by reduction align-
ment due to decay (see Equation 10 in Box
10).

The capacity constraints of old transmis-
sion lines. Development of the old lines
between the two zones of the country cannot
be possible due to the elimination of the fill-
ing capacity of power station at the two ends
of the lines. Thus the new lines should be
developed by Max capacity assuming their
development in future is not commercially
feasible. The exchange amount between z
and zp zones in season ts of year ty related
to old lines can be less than or equal to the
mounted capacity. So this capacity constraint
for the old transferring lines is in shown as
Equation 11 in Box 11.

The capacity constraints of reserve ex-
change. In the peak hours, each zone can
make part of its capacity as reserve for the
other zone named reserve capacity. The re-
served capacity should be smaller than initial
capacity of transmission lines between two
zones, which is necessary to be guaranteed
with a constraint (see Equation 12 in Box
12).

The capacity constraints of new trans-
mission lines. In the transferring lines,
that capacity development is possible with
each amount of the capacity, when provided
continuously. By spotting PFNexp(ty,z,zp)
variable, which determine the amount MW
development between two zp and z zones
in season ts of year ty, and with spotting the
capacity reduction of exhaustion that the
Decay parameter show the amount of that,
capacity constraint for the new lines is equal
to Equation 13 in Box 13.

The reliability constraints. Each zone
should have a defined reserve bound for main
supply source (power plants). The reserve
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Box 6. Equation 6

Ceappay <ty) = 24: ; PGN exp step (z, z) x PGN exp (ty, z, 2) X PGN exp cost(z, z) crf (z)

i=1 z=1

(6)
Box 7. Equation 7
Ceappey (t,) = 12 12; PFN exp(t,,2,2,) x PFN cost(z,2,) x (0.5) x crfPNF (2, 2, o)
Box 8. Equation 8
PG(t,.1,,2i) < {P G, (2,1) % (1 - Decay)” + tzu PG expstep(z,i) x PG exp(t,,, 2,i)x (1 - Decay)wtyb)}
x (1= PGLoss (2,i)) Vi, b, 2,0 -
(8)
Box 9. Equation 9
f:l PG exp step (z,i) x PG exp(t,,2,1) < PG max (2, ) Vz,i o
=
Box 10. Equation 10
PGN (t,.t,,2,) < 12“: PGN expstep (z,i) x PGN exp(t,,,z,i)x (1 - Decay)” ™"
]
x(1— PGNLoss 2, ;J)b) Vi, b, 2,0 (10)
Box 11. Equation 11
PP (t,.t,22,) < {PE,, (27,) x (1= Decay)” }x (1= PFLoss (2,2, )| x Cost  Vt,.1,2,2,
(1n
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Box 12. Equation 12

ty

F,. (ty, 2, zp) <\ PF, ., (z, zp) X (1 — Decay)ty + Z PFN exp <tyb, 2, zp) X (1 — Decay)“yiwb)
tyb=1
><(1 — PFLoss <z, zp)) x Cosf Vty,z,zp
(12)
Box 13. Equation 13
PFN (ty,ts, z, zp) < ;il PFN exp (tyb, z, zp) X (1 — Decay)(ty—:yb) % (1 — PFLoss (z, z, )) xCos)  Vt,t,z2,2,
tyb=
(13)
Box 14. Equation 14
. {PGW (2,i)x(1— Decay)ty + i/: PG exp step (z,i) x PG exp (tyb7 2, z) x(1— Decay)(tytyb)} X (1 — PGLoss |z, z))
tyb=1
Z; 14 RESPP (z,i)
\ {i PGN exp step (z, z) X PGN exp (tyb, z, z) X (1 — Decay)(wwb)} X (1 — PGNLoss (z, z))
tyb=1
+; 14 RESPP (z,i) "
S {Fu (b2, 2)x (1= PFLoss (2, )} + UM (2,8)) 2 Y5 By (1,202, ) +D,0 (28) ¥4,z
(14)
Box 15. Equation 15
4 15
;PG (ty,ts,z, z) + PGN (ty,ts,z, z) +UE (ty,ts,z) + Z:lPF (ty,ts,zp, z) X (1 — PFLoss <zp,z)) +
15 15
z::lPFN (ty,ts,zp, z) X (1 — PFNLoss (zp, z)) = D(ty,ts,z) + E;IPF (ty,ts,z, zp)
15
+Y PFN(t,t,2,2,) ¥ t,t,2
Zp=1
(15)
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Box 16. Equation 16

ty

init

tyb=1

{PG. (z, z) X (1 — Decay)ly + Z PG exp step (z, z) x PG exp (tyb’ z, z) % (1 _ Decay)w_wb)]» y
tyb=1

ty
(PGLoss (z, ’L)) + {Zj PGN exp step (z, z) x PGN exp (tyb, z, z) X (1 — Decay)wtyb)] X (PGNLoss (z, z))

> AF(z,ty)xmek (z,ty) ‘v’ty,z,i
(16)
Box 17. Equation 17
PG(t,t,2i),PGN (t,t,2i),UE (L, t,,2),F,,, (2.2,), PF (t,,1,,2,2,), PEN (t 1, 2,2, ),
PGexp(ty,z,i),PGNeXp(ty,z,i),PFNexp(ty,z,zp),UM(z,ty) >0 Vi, zz,i
(17)
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bound with RESPP parameter can be model
for thermal power plants for all zones which
is typically 0.1 and 0.16 for hydro power
plant for all zones. Model for raising reli-
ability of system always has more capacity
for network than demand. Certainly if this
additional capacity do not supply, amount
of network reliability will be less. UM(z,ty)
variable show the amount of network unmet
reserve MW in zone z and in ty year, so for
reliability constraint we have is shown as
Equation 14 in Box 14.

The Balance constraints. Each zone if
cannot perform the demand by choosing
the blackouts that enter to the supply of the
demand/supply balance equation, then the
unbalance problem of demand/supply should
be solved. UE(ty,ts,z) variable represent the
amount of MW blackout in zone z and each
time (see Equation 15 in Box 15).
Autonomy constraints. In addition by
spotting system reliability, because of non-
technological, political, and economical
reasons, it is better to preserve the internal
capacity in the determinate fraction of inter-

nal peak demand, uninterested to economical
profits of “cheap power importation” or
“reserve capacity importation”. Autonomy
factor AF(z, ty)>=0, returns the percent of
autonomy of each zone. Thus if it want to
be completely autonomy should AF>1 and
if it want to be completely attached to the
fixed importation is the peak time, to be
economically safe it is AF=0 and for the
remains between 0<AF<1. So the produc-
tion autonomy constraint is demonstrated in
Equation 16. (see Box 16).
Non-negativity constraint. Equation 17 is
a non-negativity constraint (see Box 17).

Third Level (Different Methods
of Production Allocation to
Dependent Power Plants)

Inthe third level of hierarchical structure, monthly
demand forecasted in the first level is allocated
to different power plants using allocation level
algorithm as follows.
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Mixed Method of AHP with Fuzzy
Disaggregate Production Planning

AHP is applied to obtain total preference weights
for each power plant by using Expert Choice
software. Then Fuzzy Disaggregate Production
Planning (FDPP) is applied to maximize the total
preference weights, to determine the best combi-
nation of power plants and to satisfy production
demand in Iran using Lingo software.

Ranking Power Plants that Produce
Electricity by the Same Method

To rank power plants, AHP method is used as
illustrated in the Figure 4. Two criteria are used
to score each power plant:

. Efficiency of different power plants.
. Power plant activity in a year.

After ranking of different power plants using
the above method, the forecasted monthly demand
for first season of the first year should be satisfied
with allocation of the demand to the power plants,
using FDPP. FDPP model is as follows:

FDPP of Proposed Structure for
Electricity Generation Planning

Theaggregate production plan generated by FAPP
model cannot be implemented in practice because
of its aggregate nature regarding both the power
plants and time periods. Therefore, in order to
develop adetailed production plan, disaggregated
model is required to provide a master production
plan (MPS). Thus, another fuzzy linear program-
ming model (FDPP) is proposed in which its main
assumptions and structure are similar to those of
FAPP model. FDPP model must be solved sepa-
rately for each period of FAPP model. It means
that we should solve one FDPP model for each
season of 20 future years. For example, we solved

Figure 4. Hierarchical structure to rank power plants which produce electricity by the same method

Ranking of power plants which produce electricity by a same method

v

Efficiency

Rey Dmnd Lushon

v

Power plant activity in year

Bushehr Mashhad Shiraz
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the FDPP model for autumn (ts=3) of first year.
After solving the aggregate model, and specified
the amount of generation of Steam, Gas, Combine
Cycle and Hydro power plants in each season of
20 years planning horizon, then the disaggregate
model for the first season of first year should solve
the disaggregate model for the first season of first
year to determine the monthly production rate of
each final power plants. Then do the same calcula-
tion with the result for other seasons of first year by
using the obtained results from the previous stages
which should do the necessary reforms for future
stages to get the monthly production planning of
power plants for first year. This calculation should
work for the next 20 years horizon by spotting the
previous year’sresults and planning the necessary
reforms. This work in hierarch planning is named
rolling horizon approach that the regulation and
correction is always based on previous results.
Here we perform the sample of autumn season of
first year of disaggregate model.

The main characteristics and assumptions con-
sidered in the FDPP formulation are as follows:

. There is a three-period planning horizon
that each period is a month.

. Forecasted demand in period tm of zone z
and peak demand in zone z are assumed
fuzzy.

*  Reliability and balance constraints and
forced constraints (24-26) of aggregate
planning level are assumed fuzzy.

The indices, parameters and variables used to
formulate the FDPP model are as follows:

Indices:
. 1 : Index of aggregate power plant fami-
lies (1 =1, ..., 4).

. t, : Index of aggregate time periods (¢, =1,
e 4).
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z,z, : Index of Electricity zones of Iran (
2,2,=1, ..., 15).

k : Index of Disaggregate power plant (&
=1,..., n,).

t : Index of Disaggregate period (¢,

Parameters:

FC (z, 1, k) : Fuel cost of power plant k of
i family in zone z (Rial/MW).

oM (z, 1, k) : Variable operation and main-
tenance costs of power plant k of i family
in zone z (Rial/MW).

UE cost(z) : Unsaved energy cost per
outage (MW) in zone z (Rial/MW).

UM cost: Unmet reserve requirements
cost per MW (Rial/MW).

W, : Total preference weights of power
plant k of i family that are calculated by
AHP (Constant).

D(t z) : Amount of electricity demand

m’

per zone for per season of next year (MW).
D, (z) : Amount of peak electricity de-
mand per zone of next year (MW).

PGLoss (z,z', k) : Inner consumption fac-

tor of power plant k of i family in zone z
(%).
PG,

init
power of power plants k of i family in zone
z (MW).

PFLoss (z, zp) : Loss percentage between

(z,i,k) : Amount of total nominal

two zones (%).
PF, . (z, zp) : Amount of initial capacity
for lines between two zones (MW).

Cosf : Coefficient of line power that is al-
located to active flow (%).

RESTHM(z,i,k) : Bound of reserve for

power plant k of i family in zone z (%).



A New Modeling and Application of Hierarchical Production Planning Approach

Variables:

. PG (tm,z,i,k): Production amount of

power plant k of i family in zone z and in
period t (MW).
. PF (tm )2, zp) : Amount of transitive pow-

er between two zones and in period t_
(MW).
. F,. (z, zp): Amount of capacity that a

zone has reserved for other zone (MW).
. UM (z) : Amount of unmet reserve re-

quirements in zone z (MW).
. UE (tm, z) : Amount of unsaved energy in

zone z and in period t  (MW).

Based on the above notations, the FDPP model
is formulated as Equations 18-27 (see Box 18).

Objective Functions (18)

Minimizing the cost of electricity generation by
different power plants is considered as the first
objective (Z1), and the second objective function
(Z2) is to maximize the total preference weights
of power plants which are calculated by AHP.

Constraints

For each period, the following constraints are
considered:

1.  The capacity constraints of power plant
generation (Equation 19):
Production amount of power plant k of i
family in zone z and in period tm should not
be greater than the amount of total nominal
power of power plants k of i family in zone z.
2. The capacity constraints of transmission
lines (Equation 20):
The amount of exchange that can be transited
between two zones is smaller or equal to
installed lines capacity between two zones.

3. The capacity constraints of reserve ex-

change (Equation 21):
In the peak hour, each zone can make part
of its capacity as reserve for the other zone
named reserve capacity, which is smaller
than the initial capacity of transmission
lines between two zones. It is necessary to
be guaranteed with a constraint.

4.  Thereliability constraints (Equation 22):
Reliability constraints guarantee the exis-
tence of a suitable reserve bound between
installed capacity and peak period demand.

5. The Balance constraints (Equation 23):
Load balance forces the supply and demand
to be equal in each period.

6. Forced constraints of aggregate planning

level (Equations 24-26):
The solution of a higher level subsystem
represents a constraint to be imposed on the
next level subsystem and thus, decisions at
each level constitute a chain. Moreover, in
the HPP problem, solutions of higher level
subsystem are considered as inputs of the
next level subsystem. Hence it is important
to create suitable compatibility among the
levels of subsystem. Crisp constraintsreduce
flexibility of HPP problems and the prob-
ability of having a feasible solution in any
level whereas by using fuzzy constraints,
flexibility of HPP problems increases, put
a suitable compatibility between each level,
and increases the probability of having a
feasible solution for the problem (Tanha &
Ghaderi, 2007).

SOLUTION PROCEDURE

In order to reach a preferred solution of the pro-
posed FHPP structure, the associated mathematical
programming models should be converted into the
equivalent crisp ones. In this regard, three main
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Box 18. Equations 18-27

n,

50505 PG (20) < [OM (2,1.8) + FC (.1.0)] +
=1 i=1

1z i k=1

M-

Min  Z, =

3

m

i zlo:[UE (tm,z> x UE COSt(Z)] + iUM(z) x UM cost

t, =1 z=1 . z=1
Moz Z,=> W, x PG(t,,zi,k)
to=1 2=1 i=l k=1 (18)
PG (t,,2i,k) < PG,, (2,,k)x (1 — PGLoss (z,i,k)) Vot a0k (19)
PF (tm, 2, zp) <PF , (z, zp) X (1 — PFLoss (z, zp)) xC0so V t,22, (20)
F,. (z, zp) <PF ., (z, zp) X (1 — PFLoss (z, z, )) xCost) YV zz, @1
Lol PG (z, i, k;) X (1 — PGLoss (z, i, k)) 15
; = 1+ RESPP (z,i,k) ' ZI{F e (202 (1= PFLoss 2,.2)
—l—UM(z) > iFMM (z, zp) +mek (z) Y z
e (22)
24: Y PG(tm,z,z’,k:) + UE (tm,z) + i PF(tm,zp,z> X (1 — PFLOSS(ZP,Z)) ~
i=1 k=1 Zp=1
D(tWL,z)+iPF(t7n,z,zp) V otz
=t (23)
23: Y PG(tm,z,i,k)éPG(tﬁ,z,zﬁ) Vo oz4t =3
P (24)
i PF(tm,zp,z)éPF(ts,zp,z) Vozz5t =3
=t (25)
i: UE(t,,z) > UE(t,,z) Vo ozt =3
=i (26)
PG (t,,2i,k),UE(t,,2), Fy, (22,), PF(t,.22,), UM (z) > 0 Vit 22,0,k @)
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stages are considered as the solution procedure
for the proposed FHPP as follows:

. Converting the FAPP model into its equiv-
alent auxiliary crisp model

. Converting the FDPP into its equivalent
auxiliary crisp model

. Applying an interactive fuzzy program-
ming solution algorithm to obtain the final
preferred solution.

Formulating the FAPP as an
Auxiliary Crisp Model

In order to solve the FAPP model, it should be
transformed to an auxiliary crisp model. Here
we present efficient strategies to convert the
fuzzy objective function and soft constraints into
equivalent crisp equations.

Treating the Objective
Functions of FAPP

Since all the coefficients in the objective functions
are crisp, it is sufficient that the multi objective
FAPP model be converted into an equivalent sin-
gle-objective FAPPmodel. In linear programming,
in order to convert the Multi Objective Linear
Programming (MOLP) model into an equivalent
single-objective LP model, it requires an aspira-
tion level for each objective function and defines
anew objective function based on the minimizing
or maximizing objective functions. Then primary
objective functions along with free variables and
aspiration levels should be defined as additional
constraints in model (Hillier & Liberman, 1980).
First objective (Z1) is minimizing the cost of
electricity generation by different power plants.
Aspiration level for Z1 is stated as follows:

A = total load on 20 future years x minimum
production cost

In other words, all production methods are
assumed with minimum production cost. Then a
non-negative variable (d1) are considered in the
first objective function as the following:

Z1-dl=A (28)

Second objective (Z2) is maximizing the
total preference weights of power plants that are
calculated by AHP. Aspiration level for Z1 is
considered as follows:

B = total load on 20 future years x maximum
preference weight

In other words, it is assumed that total load
has been produced with a method which has the
highest preference. Then a non-negative variable
(d2) are considered in the second objective func-
tion as the following:

72+d2=B 29)

According to the relation of 28, to minimize
Z1, d1 should be minimized. Also according to
the relation of 29, to maximize Z2, d2 should be
minimized. Therefore we should define Z = d1
+ d2 as objective function of FAPP problem and
also consider Equations 28 and 29 as constraint in
FAPPproblem. The new single-objective function
defined for FAPP problem is as the following:

MinZ =dl + d2 (30)

Therefore problem is transformed into a FAPP
problem with the single-objective function.

Treating the Soft Constraints
Due to incompleteness and/or unavailability of
required data over the long-term decision horizon,

the environmental data and operational parameters
are typically uncertain and imprecise (fuzzy) in
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Figure 5. The triangular possibility distribution of fuzzy parameter D(

& T

(v
) )

t, ,z)

nature. Therefore, Forecasted demand in period
tm of zone z and peak demand in zone z are
assumed to be fuzzy numbers characterized by
triangular possibility distribution. These triangular
possibility distributions which are determined by
using both objective and subjective data are the
most common tool for modeling the ambiguous
parameters due to their computational efficiency
and simplicity in data acquisition (Wang & Liang,
2005; Torabi & Hassini, 2008; Torabi & Hassini,
2008b). Generally, a possibility distribution can be
stated as the degree of occurrence of an event with
imprecise data. Figure 5 represents the triangular
possibility distribution of imprecise parameter
which can be symbolized as

Dm(t t z)

|
D 1.2)

YA

V2rS:2

D(t,.t,.2) = (Dp D" D’

(ty ik 77') ’ (ty St ,z) ’

i)

where D” ( , D" and D’ | are the most

t,4,.2) (t, 1,.2) (t, 4,2
pessimistic value, the most possible value and the

most optimistic value of ﬁ(t 5.) which are esti-

mated by the decision maker. The other fuzzy data
can be modeled in the same manner in which:

_ D m 0

peak(z,ty) - peak‘(z.ty) ’ peak‘(z,ty) ’ [/eak(z.ty)

To resolve the vagueness of Constraints 14-16
which permit these constraints to be satisfied as
much as possible, they can be modeled by the

Figure 6. A preference-based membership function of soft equation a = b
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preference-based membership functions. For Regarding the Constraints 31-34 (see Box 19)
example, a typical membership function of soft we should now compare the fuzzy right-hand
equation ¢ = b with tolerance p has been de- sides with the crisp left-hand sides. An efficient
picted in Figure 6. approach to deal with such fuzzy constraints is to

Box 19. Equations 31-34

yr Vs

i:PG(ty,ts,z,i)—O—PGN(ty,ts,z,i)—i— UE(t, t. z) + iPF(ty,ts,zp,z)X(l—PFLoss(zp,z)) +
i=1

zp=1

iPFN(ty,ts,zp,z)x(1—PFNLoss<zp,z))—§:PF<t t z,zp)—iPFN(t t z,zp):
zp=1 z,=1 z,=1

Yo Vs? Y Vs)

ey (B) SD(tt2) 4000y ¥ b2

(31)
And

57 %p)

iPG (t,:t.,2,1) + PGN (t,,t,,2,1) + UE(t,,t,,2) + :ZslPF (t,:t2,.2) % (1 — PFLoss (zpz)) +

ALY

iiPFN@wngax@—memms@wa)—jéPF@ tma)—jiPFN@W%zgﬁz
2p=1 2 =1 z,=1

A(tl/,ts,z) <$) Z D(tyvtsaz) +p1 V t t VA

(ty.ts,2) yr7s?

(32)

The inequality relation of Equations 14 and 16 can be constructed in the same way:

1y
, {PGW (z, z) X (1 — Decay)fy + Z/: PG exp step (z, z) X PG exp (tyw z, z) X (1 - Decay)(twyb)]» X (1 — PGLoss (z, z))

tyb=1

1+ RESPP (z,i)

{tzy PGN exp step (z, z) x PGN exp (tyln z, ’) x (1 - Decay)wtyb)} X (1 — PGNLoss (z7 z))

4
tyb=1
1

2 1+ RESPP (z,i)

i=

+

15

15 ~
Z {FMM (ty,zp, z) X (1 — PFLoss (zp, z))} + UM (z, ty) — Z F. (ty,z, zp) = B(ty,;) (:1:) > me (z, ty)fpéw) Vty,z
2,= z,=1

(33)

t:
{PGM (z, z) X (1 — Decay)w + Zy: PG exp step (z, z) X PG exp (tyb, z, z) X (1 — Decay)wwh)] X

tyb=1

(PGLoss (z, z)) + [i PGN exp step (z, z) X PGN exp (tyb, z, z) X (1 — Decay)(wwb)} X (PGNLoss (z, z))
tyb=1

=C ) > AF (z, ty> X D,,mk (z, ty>7p3

(ty,z.z (f,yAzA,z')

where the p(ll ) p(2 ) and p(3 ) denote the associated allowable tolerances. (34)

ty,z ty,z,0

Vi, 2,0
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Box 20. Equations 35-38

A (@) 0D g D" D st g5 Y et (35)
A(tww) () > w,D’ oo T w2D’”(tm oo T D’ ey —P(lf,y,t‘,,,z) DYtz oo
B, (#) 2D, (5, )+ w,D" s (28, ) 4 0D (8, ) =0, 3 Y 4,2 o
Cp, .y (#) = AF (z1,) {w.D7 s (208, ) Fw,D" s (28, + 0, s (201, )}

Pyt ¥ 4 Z (38)

Figure 7. Membership function for minimizing objective function Z = dI + d2

A

/(12

Z:d2+d3

Z

convert them into their equivalent crisp ones by
obtaining crisp representative numbers for the
corresponding fuzzy right-hand sides. To do so,
we apply the well-known weighted average
method (Wang & Liang, 2005; Liang, 2006;
Torabi & Hassini, 2008b). This approach seems
to be the simplest and the most reliable defuzzi-
fication method in converting the fuzzy constraints
into their crisp ones. In this regard, we also need
to determine a minimal acceptable possibility
level, 8 which denotes the minimum acceptable
possibility level of occurrence for the correspond-
ing imprecise/fuzzy data. Then the equivalent
auxiliary crisp constraints can be represented as
shown in Box 20, where w, + w, + w, =1, and
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u

w1, w2 and w3 represent the weights of the most
pessimistic, the most possible and optimistic
value of the related fuzzy demands, respectively.
In practice, the suitable values for these weights
as well as f are usually determined subjectively
by the experience and knowledge of the decision
maker. Based on the concept of the most likely
values proposed by Lai and Hwang (1992) and
considering several relevant works (Wang &
Liang, 2005; Liang, 2006; Torabi & Hassini,
2008b), we set these parameters (w2=4/6,
wl=w3=1/6 and f =0. 5) in our numerical ex-
periments.
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Formulating the FDPP as an
Auxiliary Crisp Model

Recalling the FDPPmodel, regarding the objective
Functions 18 along with the Constraints 22 up to
26, we can apply the same approaches as used in
the FAPP model.

Applying an Interactive
Solution Algorithm

In the previous section, we described how the
original FAPPand FDPPmodels could be replaced
with an equivalent crisp single objective LPmodel,
respectively. Generally, to solve the LP models,
there are different techniques in the literature
among them; the fuzzy programming approaches
are being increasingly applied due to their ability
in determining the satisfaction degree of each
objective function explicitly. Thus, the decision
makers can take their final decision by choosing
a preferred efficient solution according to the
satisfaction degree and preference (relative im-
portance) value of each objective function. Here,
we propose an interactive solution algorithm for
implementation of the proposed FHPP as follows:

. Step 1: Determining appropriate triangular
possibility distributions for the imprecise
parameters and formulating the FAPP and
FDPP models.

. Step 2: Transforming the FAPP model into
its equivalent single objective LP crisp
model.

. Step 3: Transforming the FDPP model
into its equivalent single objective LP crisp
model.

. Step 4: Solving the above-mentioned crisp
models. To solve the single objective APP
model, the Werner fuzzy programming
method is used as follows:

° Suppose that ZU is the high bound
of objective function which has been
gained of the model (APP) shown in

Box 21, where v and F(v) indicate a
feasible solution vector involving all
of the variables in the original prob-
lem and feasible region involving
crisp constraints (8-13 and 17) of the
FAPP model.

° Suppose that ZL is the low bound of
objective function which has been
gained of the model (APP) in Box 22.

° Determine the membership function
for the objective function and con-
straints of APP.

Membership function for the objec-
tive function is defined in Figure 7.
Membership function to minimize
objective function Z = d1 + d2 is dis-
played in Box 23.

Membership functions for the con-
straints (35-38) are defined in Box 24.

° Having membership functions for

fuzzy constraints and objective func-
tion, the APP problem can be trans-
formed into a crisp optimization sys-
tem as shown in Box 25.
To solve the single objective
Disaggregate Production Planning
(DPP) model the Werner fuzzy pro-
gramming method is used similar to
the above manner.

Step 5: To solve the above-mentioned crisp

models for APP and DPP, the required pa-

rameters including the minimal acceptable

level of satisfaction of soft constraints, a,

the minimal acceptable possibility degree

of imprecise data,  and also the tolerances
of soft constraints, should be given by the
decision maker. Moreover, if the decision
maker is satisfied with the current efficient
compromise solution, we should stop.

Otherwise, we provide another efficient

solution by changing the value of some

controllable parameters say o and .
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Box 21. Equations 39-46

A= (39)
S.t.
i Cre (tyb) + Cran (tyb) +C, (%)
= (1+ disc) ™ .
20 2 Ceapp, (tyb> + Ceappoy (tyb) + Ceapppy (%)
> ) —d =4
ty=1tc,=t, (1 + disc)(/cf )
20 4 15 4
222 2 WP st d = @
A(t,t )(l’) < wle(t iy + wgDm(t iy + w, D’ YE Vot,t,z (42)
(t,.t )(x) > wlD"<ty7t 5 + fw2Dm(ty,tv 5 + wSDUmW),ﬂ ;v b2 (43)
B(f““‘z) (:E) = 0D <Z’ ty) 0D (Z’ ty) T WD’ s (z, ty) ;Yo7 (44)
C(tv’z‘i) (x) Z AF (27 ty) X {wlepeak,B <Z, ti’) + wZDmpeakﬁ (Z’ t?/) + w3D0P8ak,ﬂ <Z7 tﬂ >} ) v tyu Z
(45)
v e F(v) 46)

IMPLEMENTATION OF FHPP MODEL
FOR ELECTRICITY GENERATION
PLANNING IN IRAN

The proposed model has been implemented in
Iran by using Iranian Electricity Industry Statistics,
data of energy balance of Iran and Tavanir Co.
using Lingo version 8 software. The output of the
model is presented in Figure 8 and 2. Figure 8
shows the production amount of aggregate meth-
ods of electricity generation i in zone z and in
season ts = 3 of year ty=1 (PG(ty, ts,z,i)) which
is an output of FAPP model for autumn season of
first year and data of this table is used as inputs
for FDPP model.
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Figure 9 shows the outputs of FDPP model
which present the amount of power plants produc-
tion only for each month in autumn season of first
year. The results indicate a very close relation
between the real load trend and our model outputs.
In the real planning which is made in Iran’s Elec-
tricity Network, there is no relationship between
long-term planning and mid-term planning, no
suitable balance in Electricity zones, and high
rate of electricity blackout and loss. However,
taking this approach, all these shortcomings are
removed and electricity production is made with
the least rate of electricity blackout and loss. The
electricity demand is also satisfied with the best
combination of power plants.
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Box 22. Equations 47-54

Min Z, =d +d, (47)
S.t.
iCPG( )+CPGN (t >+CU (tyb>+
ty=1 (1 + disc)(f“’ Y
(48)
20, 20 Ceapp,, (tyb> + Ceappgy ( ) + Ceapppy (%b) o
— 1T
ty,=1tc, =t (1 + d’LSC>( Y 1)
20 4 15 4
Z S W, xPG(t,.t,,2i)+d, =B (49)
fJ:I t,=1 z=1 i=1
A(twtﬁz) (x) <wD" i) + w, Dm(ty,th)ﬁ +w,D’ i) —i—p(t 0] ;v byt 2 (50)
1 m o 1 .
A(/,V,Ls.z) () > wle(Ly,l,s,z),H +w,D (t0hs T wyD) (bt~ Pt 2) 0 Vottz (51)
m 0 2 .
B(W) (a:) >wD" s <z, ty) +w,D" s (z, ty) +wy D’ s (z, ty)—p(w) ;v ot,Z (52)
C’(ty’m_) (3:) > AF (z, ty) X {wlepeak,ﬂ <z, ty) + wQDmmW (z, ty) + w3Dmekﬁ (z, t )} 53)
3.
7p(ty,z,i) ) V ty, Z
v € F(v) (54)
Box 23. Equation 55
1 if  d+d, <Z,
Z,; —(d, +d. .
1y (d +dy) = M if Z, <d +d, < Z; (55)
ZU - ZL
0 if d +d,> 27,
The advantages of the addressed new approach 2. Theproposed model decreases complexity of
(FHPP) are as follows: problemusing disaggregation of the problem
at different levels.
1. Attentionto the hierarchical structure aspects 3. The proposed model is a proper updating
of power systems production planning. feedback system to increase reliability and

developing performance ofthe power system
production planning.
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Box 24. Constraints and Equations 56-59

' » m o J—
it w, D taohs T w,D (oo T w,D (t42)8

M

If: wlD”peakﬁ <z, ty) + wQDmpeakﬂ (z, ty) + w3D"mk’/, (z, ty) =N

1 if (t,4,2) <$> <M
M+ p, (z)
1 _ (ty,t5,z) (ty’t z) .
H D(twtg,z) (A(ty,tg,z) <$>) - p(1t t ) Zf M < A(t ,‘Z) (517) <M+ p(thg,z) (56)
0 if A(ty,ts,z) (.Z‘) > M+ p(lty,th)
1 if (t, 4,-2) (I) > M
A (m) —M-p
2 — J (ty,th,z) (tu’th‘z) . o1
K D(t, t,.7) (A(twth) (:E)) - p(1t o if M p(tww) < A(‘yvth) ( ) <M (57)
0 if A(tl/,tﬂ,z) (‘,E) <M - p(ti/,trz)
1 if B, ,(z)>N
_ (ty’z) ( ) -N- p(ty Z) . 2
MDpeak(z,%) (B(ty,z) (ZL‘)) - p(2t ) Zf N — P(th) < B(t‘/ z) (ZE) <N (58)
0 if B, (z) <N — p(zw)
'1 if (t,.2) (z) >N
C, (x)-N-p
o (ty,z,1) (t‘uiz,z> . 3
M]_)peak(z,ty) (C(ty,z,i) (1‘)) - p(?,t ) f N p(thyi) — (ty,zii) < ) S N (59)
0 if Cipogl®)<N=p
4. By applying the proposed approach, power 7. Accurate planning is done and blackout

system production planning problem will be
solved in less time and with less computer
memory.
5. FHPP is very consistent with changes, due
to its high flexibility.
Weakness of using imprecise data is solved
appropriately by fuzzy theory and increased
reliability of model’s solutions.
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problems will be nearly solved.

8. ByusingAHPtechnique, those technologies
would be chosen for electricity generations
which are unpolluted and efficient, besides
their economical views for electricity
industry.
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Box 25. Equations 60-70
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Figure 8. Amount of electricity generated with each aggregate method of electricity generation for
autumn season of first year

Production amount of aggregate methods of electricity generation i in zone z and in

zone z autumn season #, = 3of first year ,=1: PG(t,, t, z, )MW
Steam (i=1) Gas (1=2) Combine Cycle (i=3) Hydro (1=4)

1 12512 222 656 342314 40.877
2 22402 87.0744 0.0 94.5156
3 2116.0 59.64 0.0 942165
4 1769 436 3865.765 2681.574 268.4921
5 662 .4 1307.607 1359.456 00

6 1738.8 490.6384 0.0 5976.018
7 0.0 00 0.0 00

8 235.52 273.0518 0.0 00

9 588.8 632.184 0.0 00

10 0.0 1323213 1014.594 18.69375
11 552 1264368 0.0 00

12 220.8 119.28 132.888 87.2375
13 1619.2 0.0 42728 0.0

14 1177.6 1033.76 0.0 00

15 0.0 215698 399.644 00

Figure 9. Amount of power plant production in each month of autumn season of the first year

power plants production in each month of
autumn PG( t,, z, 1, KMW

steam power plants (i=1) n zone=1 October November December
(tx=1) (tu=2) (t=3)

k

1 14328 516.612 0

2 0 601.3 0

Gas power plants (1=2) in zone=1

I 61.24 0 0

2 1.132 552 0

3 97.3 0 0

Combine cycle power plants (1=3) in zone=1

1 0 314.08 0

2 0 0 0
Hydro power plants (i=4) in zone=1

1 23.01 2428 0

2 3.106 3.106 0

3 11.987 11.987 0

steam power plants (i=1) in zone=15
1 0 0 0
Gas power plants (i=2) in zone=15
95.706 0 0
0 0 117.15

o

Combine cycle power plants (i=3) in zone=15
1 412.496 412.496 412.496
Hydro power plants (1=4) in zone=15
| 0 0 0
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CONCLUSION

In this paper FHPP has been applied as a new
approach for PPGP. The proposed approach
converts complex electricity generation planning
problem to small sub-problems which could be
easily solved and need less computer memory.
This approach is relatively more effective than
traditional approaches which are used in Iranian
power plant planning system. Besides, the feed-
back system increases the flexibility of the system
and dynamically allows the model to be well-suited
with changes. Unexpected consumer behavior
makes uncertainty for demand prediction thus the
outputs of demand models are not accurate. This
is a very important issue for electricity generation
planning. Fuzzy theory can solve this weakness
appropriately and increase reliability of model’s
solutions. Therefore accurate planning could be
done and any shortage in electricity demand sat-
isfaction could nearly be solved. In this research
also with the combination of the AHP method
and linear programming model, environmental
pollution, efficiency, proportion in total capacity
and power plant activity in year criteria are con-
sidered in addition to the previously considered
cost based models.
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Chapter 8

Communication as a Key
Factor in Cooperation Success
and Virtual Enterprise
Paradigm Support

Ing. Martin Januska
University of West Bohemia in Pilsen, Czech Republic

ABSTRACT

Commonality among business subjects and the ability to communicate with each other effectively are

critical factors for the success of the project. Communication between these entities is a source of

information and data, which all participants need for being able to work effectively. Therefore, the

communication is strongly correlated to the performance. Nowadays, there is a significantly increasing

pressure on the speed of communication, transparency, relevance, and volume of data transmitted. This

need leads to design of a new communication environment.

INTRODUCTION

This chapter deals with description of problems
small and medium enterprises (SME’s) deals with
during project cooperation or using Virtual Enter-
prise Paradigm. Number of important problems
is addressed trough effective communication and
appropriate communication environment in this
chapter.

DOI: 10.4018/978-1-4666-2098-8.ch008

Virtual Enterprise (VE) is a temporary coali-
tion of companies that have come together to
share skills and resources to exploit the busi-
ness opportunities that are unable to cope alone.
Through effective collaboration and integration
of resources, knowledge and skills held by indi-
vidual members of virtual communities, Virtual
Enterprise is capable of achieving the desired
objectives with high quality and low price. It

Copyright © 2013, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.
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maximizes resources utilization and minimizing
initial investments and distribution of total risk.
However, the main objective is to minimize the
time at which new products and services appear on
themarket. Nowadays, it seems that Virtual Enter-
prise is one of the most promising approaches for
small and medium-sized companies in the future.

The cooperation of several companies on one-
offprojects suchas R & D means a collaboration of
a large number of users across a number of totally
different business entities. There is none or very
minimal possibility that these different entities
will unify their enterprise information systems
for the short-term cooperation. In the long-term
cooperation the idea of unification of corporate
information systems in terms of return on invest-
mentis also very controversial. Therefore the start
of cooperation is threatened by the absence of an
effective way of information and data exchange.

Another important question in this concept is
traceability and relevance of communication. In
terms of trust it is essential that each of the entities
is able to monitor and store the communication.
That allows reverse analysis of communication
back in time.

However, the possibility of reverse analysis
is again in terms of cooperation of more SME’s
inadequate. It is all about quickness, quality and
price. Therefore it is necessary to monitor com-
munication and the states of processes inreal time.
That allows clear identification of problems and
greatly eliminates wasting of time in communi-
cation. At the same time, there is evident who is
responsible for the waste of time and who will
bear the all potential consequences of possible
unobserved deadlines. The Ability to monitor
communication also applies for the customer
who ordered the project. He is therefore given the
ability to monitor the state of the communication
providing assurance on the progress of work on
his projects.

Effective communication environment for
affordable price to small and medium-sized
enterprises (SME’s) are currently on the market
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only in very limited quantities. There are already
existing similar sophisticated massive server-
based communication environments or inasmaller
scale, electronic forums. However, these solutions
require a central server where all data are stored.
Paradox is that the concept of communication
through a central server as a data repository is
very secure and still it meets with the considerable
reluctance of companies to store their data on a
server which is not directly under their control.

VIRTUAL ENTERPRISE
Definition of Virtual Enterprise

Typically, Virtual Enterprise is established by
parent company, which then plays the main role
of the coordinator and leader in the entire Virtual
Enterprise. This system contains a number of
shortcomings that need to be solved by any ef-
fective way. The concept of Virtual Enterprises
networks seems to be suitable environment and
effective tool for creating own Virtual Enterprises.

The concept of Virtual Enterprise is applicable
to both small and medium-sized enterprises and
large companies. Through the Virtual Enterprise
Network, companies are able to take advantage of
business opportunities that no company was able
to use as an individual. The general concept is to
merge more small and medium-sized businesses
with free business relationships or to make hap-
pen the closer cooperation of a small number of
large companies.

In other words, Virtual Enterprise is simply
a network of processes connections which make
value added in the supply chain. Connection is
only to a specific time in order to achieve specific
business goals. It is important to say that there is
no new legal entity, and after reaching the target,
virtual company ceases to exist. Supply chain of
Virtual Enterprise exceeds and erode traditional
boundaries between companies and presents new
opportunities and challenges, both in terms of
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business opportunities and in terms of techno-
logical and organizational requirements. In the
business sector there are emerging new business
strategies aimed at exploiting opportunities and
maximizing benefits from a relatively narrow
window ofpossibilities arising from volatility and
unpredictability of the global markets.

Another goal of the Virtual Enterprise is the
optimal sharing of resources and risks through
collaboration. This conceptis primarily areaction
to changes in markets and the possibility of using
the short-term business opportunities and utiliza-
tion of available capacity. The main characters
are the flexibility and re-configurability, which
is the ability to respond quickly and flexibly to
new conditions and circumstances, both predict-
able and unpredictable. Another very important
characteristic of Virtual Enterprise is the ability to
cooperate within the internal network of Virtual
Enterprise and maximize added value.

Types of Virtual Enterprises

Virtual Enterprise according to H. T. Goranson
is possible to divide in four standard types, from
its combination the Virtual Enterprise is made up.
According to draft of this book it doesn’t have to
be just consolidation of corporations, but part-
ners of the network of Virtual Enterprise can be
companies, also for example individual division
of society, universities, groups of consumers or
unions.

Type 1: Opportunity Driven

Virtual Enterprise formed as a response to busi-
ness opportunity. This is in its clean form ideal
and the most interesting kind of Virtual Enterprise,
where certain enterprise identifies business op-
portunity (or will distinguish a change), which
offers competitive advantage or possibility of
usage. Company which identified opportunity
and decided to use it became after it the mother’s
enterprise (initiator) rise of Virtual Enterprise. It

has to identify needed partners with needed basic
(core) abilities and integrate them into the Virtual
Enterprise. This is ideal kind of Virtual Enterprise
which breaks down after acomplishment (usage)
of given opportunity.

Type 2: Capability-Driven

It means relatively permanent coalition of enter-
prises that mostly persist from pasts and now are
searching for new business occasions. Generally
they only accept new partner if he is fundamental
for usage of new opportunity. An example of this
type of Virtual Enterprise is big corporate bodies.

Type 3: Supplier Chain

Here we discuss supply chain which while deriv-
ing benefits fromrelatively conventional business
relations, shows elasticity (agility) in reaction to
needs of the market. As an example the usage of
electronic business in conjunction with conven-
tional business venture can be introduced.

Type 4: Bidding Consortium

This group has in interaction among its members
relatively common terms. Butderives benefit from
agile practices inreaction of marketrequirements.
It acts as Virtual Enterprise at representation col-
lective abilities of consumers. For example small
construction company, thatis able in co-operation
to supply requisite construction. (Construction
works, wiring system work, water supply, heat-
ing.) Each of these activities is provided by dif-
ferent company, which in relation to customer
acts as one and then responds accordingly to their
requirements.

Creation of Virtual Enterprise
By identification of business opportunity parent

company will takerole of initiator of rising Virtual
Enterprise. Parent company as an initiator has to
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choose and contact suitable firm or supplier to
complete main process. Main process in this case
is understood production of consumer’s requisite
product, or services and its delivery to customer.
Customer’srequestis only satisfaction of his needs
and requirements. What way will these needs and
requirements be satisfied, or what way will main
process be executed, isn’timportant for consumer.
This is fully in hands of mother firm as an initia-
tor and leader of Virtual Enterprise. Formation
of Virtual Enterprise is indeed the most difficult
throughout the life cycle of Virtual Enterprise
as to the part of selection of partners and their
management. Main task of initiator of Virtual
Enterprise is selection of suitable partners and
creation of process models of Virtual Enterprise
and their exact requirements. In conjunction with
models there must be created a policy of Virtual
Enterprise, that inclusive procedural model, have
to accept with no doubts all potential partners of
VE. It is because of the reason, that latter will
not happen time waste when clearing up different
opinions and views of thing across VE.

Parent company has to assure, that the VE will
be able to fully satisfy customers needs. That can
be reached by decomposition of main process to
sub-processes and by selecting partners which
will have requisite abilities and will then be able
to realize these processes. These main partners
may of course then subdivide processes given
to them into another sub-processes and allocate
(outsource) them by other company. Because of
this, main process can be done in terms of those
hierarchical VE networks. Here’s crucial the
decomposition of a big and complex problems,
that companies are not able to solve separately,
to smaller and easier to solve sub-processes, that
are easily to catch for the company.

If the processes, which nobody is doing in the
VEN, will be identified of course it will lead to
addressing partners from outside the VEN. These
partners will enter VE in outsourcing relation. To
meet the demands of consumer subjects inside the
networks of VE connect and therefore make up
one new Virtual Enterprise. As soon as the order
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is done VE breaks down and subjects wait for
another order in terms of VEN.

It is necessary to concern, that the entrepre-
neurial subjects do not get business orders only
through VEN, but as though VEN serves here
only as additional source of business opportunity,
which would notbe possible to achieve separately.

From Figure 1, life cycle of VE it is obvious
that most crucial place at formation VE are phases
1,2 and 3 on the part of difficulty on organization.
Phase 4 and 5 go are common and easy to handle.
Phase 6 proceeds according to plan which has
been created during formation of VE. This inac-
tivation proceeds in agreement with plan made
up in advance. It is important to say, that even
after the dissolving of VE, it still responsible for
its liabilities which some of the partners have to
carry out. This could be for example guarantee
on goods.

Figure 1. Life cycle of VE

1 Oportunty
identificati on

¥ 2 Partner selection

Ly 3 Formation

4 Operation
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Ad 1: Opportunity Identification

Business opportunity was identified in this step
by a company which tends to become initiator
of Virtual Enterprise creation. It is necessary to
obtain more detail information about the business
opportunity in this step. This process precedes and
closely interwoven with the second step. Second
step is the selection of partners and with their
involvement detail exploration of the business
opportunity.

Ad 2: Partner Selection

This phase is certainly the most demanding in
terms of planning and management decisions
requirements.

According to Liu Zhi, Mei Lai, Jiang Jie the
foundation of Virtual Enterprise is initiated by a
single parent company which will be in the role of
coordinator and leader after the Virtual Enterprise
was formed. As a leader or initiator the parent
company is responsible for the selection of suitable
partners. The initiator must create a model of all
processes and their precise requirements. Along
with the model the strategy for Virtual Enterprise
must be created. Strategy together with the model
mustaccept without question throughout the entire
Virtual Enterprise by all potential partners. The
reason is to avoid the time involved to clarify
the different views and perspectives on the mat-
ter throughout the Virtual Enterprise. The parent
company must ensure that Virtual Enterprise will
be ableto fully meet customer requirements which
are done by decomposition of large and complex
problems to the easily manageable sub-processes
and selecting partners with the required skills to
meet those processes. These key partners can of
course continue to divide the processes to other
sub-processes and allocate (outsource) them in
other companies. This means that even very dif-
ficult main process can me handled in terms of
Virtual Enterprise.

Ad 3: Formation

In the process of formation of Virtual Enterprise is
necessary to choose suitable partners with regard
in particular to minimize the cost, process time
and maximize the production of added value.
Suitability of partners should be considered on the
basis of both price and time of their bids. Here is
important to note once more that the main target
of Virtual Enterprise to minimize time to market
and costs. Partner in Virtual Enterprise are for
example different not only by their geographic
locations but they can be also different business
entities with different business structure. At this
stage it is necessary to synchronize information
and communication systems. Synchronization
of information and communication technology
is crucial factor in Virtual Enterprise creation
since everyone uses their own methods of work
organization, information transfer and control of
their own processes.

According to Hongmel Gou, Biging Juany,
Wenhuang Liu, Yu Li, Shluku Reu on the one
hand, any member of the Virtual Enterprise is
an independent company engaged in specific
sub-processes using its own resources and try-
ing to maintain its own independence and know
how, but on the other hand synchronization and
cooperation between partners engaged in the sub-
processes is required.

According to H. T. Goranson parent company
asaninitiator of creation of Virtual Enterprise must
clearly define the strategy. This strategy must be
clear, well reasoned and goals of this strategy must
be accepted by all members of Virtual Enterprise.
Furthermore it is necessary mention and asses
important attributes of Virtual Enterprise during
the creation process.

. Re-use of created infrastructure of the
Virtual Enterprise (possibility to use exist-
ing infrastructure for further business op-
portunities after dissolution of actual one).
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. Extensibility of existing Virtual Enterprise
(possibility to accept new partner in the
Virtual Enterprise if the conditions re-
quires it).

. Managing of individual partners in Virtual
Enterprise (how the structure within the
company and data share will be managed).

. A loose network of partners in Virtual
Enterprise (minimizing the cost of removal
of a partner in the case of amendments).

Important is to mention, that in the process of
formation of VE it is essential to define precisely
whole series of things namely according to H. T.
Goranson.

. Metrics: Metrics will be applied across
the whole network of VE. These metrics of
course comes from conventional financial
and operational metrics.

. Capital: It is necessary to determine in de-
tail who bring capital into the VE not finan-
cial only, but also all sources, information
including. If intellectual proprietorship is
included it must be precisely defined how
it will be rated and how its price will be
observed in time. All dynamically transfor-
mative deposits must be appreciated this
way, no just the information. At this point
of forming VE new and clear financially-
law structure has to originate.

. Liabilities: At this point it is necessary to
take into account all liabilities generated,
including those very improbable. Here
rises another part of law structure. It is de-
fined here, who is responsible for what and
what are the guarantees of security that the
can be later presented to costumer.

. Risks and Bonuses: At this point we have
to define bonuses. It does not mean, that
the risk can be expressed directly mon-
etarily, but it must clearly define financial
bonuses for members of VE taking the risk
in specified height.
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. Plan of Dissolving: VE must have already
during it’s formation brightly defined prog-
ress on it’s dissolving. Here acts primarily
about type 1 and 3 that are already from the
start virtual like temporary VE. Important
thing that the here must be defined is, when
to dissolving will begin (inflating event,
fall below threshold level gains).

Ad 4: Operation

From external environment point of view the Vir-
tual Enterprise should appear as a single business
organization. There are no more requirements for
parent company as initiator in this phase but on
the other hand there must be some kind of leader
and coordinator of Virtual Enterprise.

Ad 5: Reconfiguration

This phase is closely associated with phase 4
Operation. It is necessary to respond flexible
and adapt to new conditions when unexpected
changes affect the function of Virtual Enterprise.
Operation and reconfiguration phase of the Virtual
Enterprise is quite common.

Ad 6: Dissolving

As has already been taken into consideration
during the formation of Virtual Enterprise there
comes a time when the business opportunity is
fully utilized (met) or whenever the situation on
the market changes so the business opportunity
ceases to exist. At that time it’s time for dissolu-
tion or radical change of Virtual Enterprise. This
dissolving is based on dissolving plan prepared
in advance in phase of forming of the Virtual
Enterprise. It is essential to mention here that
even after dissolution commitments of Virtual
Enterprise still have to be carried by any of the
partners. For example guarantee on the goods.
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Obstacles to the Virtual
Enterprise Paradigm

There were identified fundamental barriers to the
functioning of the concept of Virtual Enterprises.
These barriers are as follows.

Issue 1

First, the mutual distrust of interested business
subject’s. Firms or potentially all business enti-
ties entering virtual companies face considerable
reluctance of other partners to share any data and
information. It is important to say that the for
functioning of a virtual company is trust between
partners one of the key factors of success and of
course on the other hand the lack of trust is the
main obstacle of proper functioning. It is not just
about sharing sensitive information, but also shar-
ing risks, which are not always distributed evenly
to all partners.

Issue 2

The second major area of concern is the mutual
communication and exchange of data and in-
formation. The problem of reluctance to share
sensitive information relates more to the previous
mentioned problem. But here it must be reminded
that for short-term co-operation it is impossible to
unify information systems and individual metrics
throughout the Virtual Enterprise. For long-term
cooperation is the unification of corporate infor-
mation systems in terms of relative cost effect is
still debatable, and ratherunrealistic. Itis therefore
necessary to clearly define the management of
capital, obligations, risks and rewards, and define
a plan of dissolution as a virtual company after
completion of the contract ceases. Typical trigger
event is delivery of a contract or drop in profits
in the defined threshold level. It is necessary to
introduce aunified communications environment
and metrics so that inter-firm cooperation is pos-
sible. For this purpose it is necessary to use an

external communication tool and have already
built sufficient trust so that the interested com-
mercial operators would be willing to share their
data in an environment that is not directly under
their control.

Issue 3

The problem of communication effectiveness is
associated with the problem of speed of response
tochange. The main idea behind the Virtual Enter-
prise Paradigm is the use business opportunities
from a relatively narrow window resulting from
the instability of markets, where rapid response
is another key factor. Interested parties must
already have communication channels, so the
own organization and starting a virtual company
or reconfiguration of existing structures comes
immediately as a response to market changes.

Issue 4

The last issue, which is mentioned, is a little
awareness of the market about this concept, which
is also related to and supports the first-mentioned
problem, a lack of trust.

An important unifying element of all these
problems is effective communication and com-
munication environment.

Communication in the Virtual
Enterprise Environment

Fast, efficient and transparent communication was
identified as a basic need for a good functioning
in terms of Virtual Enterprise. None of the other
known parameter affects the efficiency of coopera-
tion as much as communication does.

This conclusion is based on the author inter-
views with different business entities representa-
tives and is supported by number of experts in
academic and public sector in occasional debates
on this topic.
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Advantage and need of utilization of an ap-
propriate communication tool can be seen on
Figure 2. This figure is an indication of current
state of communication in regular project. All
communication is addressed across dozens of
emails, telephone calls and personal meetings.
This solution is inadequate in terms of the Vir-
tual Enterprise and it is specifically because of
the large number of stakeholders with different
geographic location.

Daily-based communication where everything
is handled by hundreds of emails, telephone calls
and personal meetings is outlined there. This
solution in the concept of Virtual Enterprise is

Figure 2. Classical communication
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and disadvantages. The proposed environment
has much in common with an electronic discus-
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are in better traceability, data backup and there
are significantly lover hardware and software
demands. The main advantage is that there is no
need of any installation and thus no need for
central servers and unification of company ICT.

Another important question in this concept is
traceability and relevance of communication. In
terms of trust it is essential that each of the entities
is able to monitor and store the communication.
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Table 1. Ways of communication
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That allows reverse analysis of communication
back in time.

However, the possibility of reverse analysis
is again in terms of cooperation of more SME’s
inadequate. It is all about quickness, quality and
price. Therefore it is necessary to monitor com-
munication and the states of processes in real
time. That allows clear identification of problems
and greatly eliminates wasting of time in com-
munication. At the same time, there is evident
who is responsible for the waste of time and who
will bear all potential consequences of possible
disregarded deadlines. The Ability to monitor
communication also applies for the customer
who ordered the project. He is therefore given the

ability to monitor the state of the communication
providing assurance on the progress of work on
his projects.

Effective communication environment, which
would be affordable to small and medium-sized
enterprises (SME’s), is currently on the market
only in very limited quantity. There are already
existing similar sophisticated massive server-
based communication environments or inasmaller
scale, electronic forums. However, these solutions
require a central server where all data are stored.
Paradox is that the concept of communication
through a central server as a data repository is
very secure and still it meets with the considerable
reluctance of companies to store their data on a

153



Communication as a Key Factor in Cooperation Success and Virtual Enterprise Paradigm Support

server, which is not directly under their control
(see Figure 3).

SOLUTIONS AND
RECOMMENDATIONS

Proposed communication environment works as a
workstation application on the email client basis
see Figure 4. Server is used only for distribu-
tion of the software client and its actualization.
All data are stored in the client’s email account,
which is mostly on the corporate server. So there
is no need of central server and transmitting data
storage outside the corporate network.

The principle of proposed environment can be
seen on Figure 4. There will be no central server
but on the contrary the data exchange is on the
email client basis. As already mentioned at the

beginning of the paper there is none or minimal
possibility of unification of information com-
munication technologies in short term inter-firm
cooperation. Unification of ICT in long time
cooperation is also questionable with regard to
the price-performanceratio. This means that quick
start of cooperation is threatened by the absence
of an effective way of information and data ex-
change. This is the reason why the email client
based solution was evaluated and chosen as the
most appropriate solution. Paradox is that even
when the concept of communication through a
central server as a data repository is very secure,
easier to implement and more effective according
to authors research, business subjects are consid-
erably reluctant to store their data on a server
which is not directly under their control. Email
based solution is also more appropriate from the
compatibility of different internal information

Figure 3. Communication concept with central server
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systems (ICT) point of view. All ICT systems are
able to send emails and email is simple open data
format, which is easy to process.

Itispossible to imagine proposed environment
as an email client based on the similar principles
as Microsoft Outlook. All information are stored
inemail accounts of individual users and proposed
environment is only a workstation application
sorting received emails appropriately. There is
no need for unification of ICT systems. All inter-
ested business subjects can use their own internal
information system and communicate with each
other via email.

1. The Communication and Information

Exchange:

a.  Creation of clear reporting structure.

b.  Ensuring that the message will get to
all interested users.

c. Avoidance of unnecessary flooding
of unrelated users by unsolicited
messages.

Assigning tasks to individual users.

e.  Environmentallowsimposing require-
ments on individual users.

f.  Effective feedback.

Sorting out of already outdated
information.

h.  Registration of new users.

1. Messageboard for posting information
within Virtual Enterprise.

2. Analysis and Management of the

Communication:

a.  Userswithappropriaterights can moni-
tor state of communication and whole
process.

Allocation of rights to individual users.

c.  Reverseanalysis of the all time related
information related to messaging and
tasks.

d.  From the perspective of specific mes-
sage or task.

e.  From the perspective of specific user

f.  Fromtheperspective ofaspecifictopic

or project.
3. Data Warehouse:

a.  Exchanged data backup.

b.  Projectdocumentation exportpossibil-
ity in various data format.

c.  Well sorted knowledge base usable in
similar projects.

Creation of Clear
Reporting Structure

The basic requirement for the communication
environment is the maximum transparency of the
information exchanged. This is achieved by using
a suitable sorting and storing messages in lucid
directory tree. It can be said that appropriate struc-
ture of the messages is the base for transparency
ofall communications. Ifone takes a classic email
client, where the messages appear in a directory
beneath another, when the number of messages
crosses more than two pages the clarity of commu-
nication is minimal. User loses an overview of the
reports, e.g. which message is from what project
and it is very difficult to determine exactly from
what report it is only from the subject or sender.

In the proposed environment, the report clas-
sifies the directory tree according to the content
(belonging to a particular project). This directory
tree can be defined by any user who establishes
a new topic. Therefore the messages are then
sort to the pre-made directory structure, thereby
ensuring their appropriate classification. Topics
(directories) and messages not directly related
to the user he does not have to read and on the
other hand, reports of one subject are all stored in
one place. There directories in which some new
message was added are colored. Different color
is used for example for the directories of unread
message or of user-selected themes.

The following example is showing the directory
of invented tree. Communication can be divided
into directories, which can contain an unlimited
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Figure 4. Communication without central server

w
@
2
o
[}

E-mail account

F

©

(=)
a
53

>

-~

Client

E-mail account

S

Data

M|
K]

>

E-mail account Other users

Client

E- mall acoount

number of subdirectories and their messages
containing text are the last degree. The example
shows that Project 1 contained three tasks that had
to be addressed and solutions had to be discussed
orreported. Inaddressing task 1 were two problems
that had to be managed. Messages are automati-
cally stored in the allocated space. Therefore if
the user does not have to deal directly with the
task No. 1 he does not have to read the reports
appearing in other directories. If the user deals
directly with this problem, he will immediately
know that a new message appeared in the email
comment on this topic. Alternatively, if there is
a need to invite another user to help to solve the
problem 1 in task 1, this user will be given the
availability to see only the communication about
task 1 or for the problem 1.
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Ensuring that Messages will
get to all Interested Users

Cooperation in a large number of users from
different business entities on the same project
is another problematic point of ensuring that all
reports and relevant information received to all
interested users. This is problematic because not
every user involved in solving the problem, knows
exactly whom in the network he should contact
specifically. Another problem coming into play is
the human factor. E.g. failure to add the address
to the copy, or ignorance of a particular address.
Because of this, it often happens that the infor-
mation does not reach all of the interested users.
This problem must be solved in the proposal,
this problem is addressed in such a way that the
user himself does not fill in the address field.
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If the user wants to reply in a specific location
of directory tree in the debate, the client software
stores directly in itself information about what
users have which rights in the directory tree, and
accordingly it sends the message to their email
account. To avoid congestion of user’s email
accounts generated by the client software, each
such report shall contain the generated four digit
code that are used to set filters by conventional
mailbox. Therefore in the classic mailboxes folder
there is created a new folder by using filters and
then all the messages generated by the client are
saved there. This method clearly separates the
message generated and sent by the client from
other communication. It cannot be assumed that
all communication will be via client software.
And there must be said that the client software
is required to create and send emails as well as
serving its own synchronization and maintaining
consistency of information on processing time.
These information messages are still going through
the networks as emails but contain only a code
string which is unreadable without the client. For
thisreason, the filter ina mailbox is recommended.

Environment Allows Imposing
Requirements on Individual Users

Due to maximizing of the efficiency of commu-
nication in the proposed environment it can be
placed on each user’s predefined requirements
which they have to meet, confirm or reject. Ex-
amples of requirements: accept, approve, urgent
response requested etc.

Effective Feedback

Effective feedback is a problem again due to the
cooperation of a large number of people on one
project. It is important that the report on progress
and work progress is given to all collaborators,
this should prevent from waste in the form of
redundant or parallel activities. Information is

automatically sent as a copy to all users, so the
procedures work on the projectinformed everyone
whether they are workers or managers.

Sorting out of Already
Outdated Information

For easier navigation in incoming messages and
to locate that information is already out of date
information should be some way sorted. In my
proposal, this is done through distribution of the
projects themselves respectively in two groups of
subjects and current projects and archive. If the
issue is finished respectively project is done than
it can be moved to the archive. This is achieved
by reduction of information that appears in the
initial screen, current projects, and directory trees
current projects are easier to navigate in them.
In the case of the archive directory structure of
communication it can not be easier but in this
case it is not necessary. If you need to look for the
information in the archive, it has clearly specified
information so it can be traced. Thus, the archive
of messages is not required the fastest possible
but the completeness and clarity of the appropri-
ate structure of information storage. Messages
are stored to ensure completeness of information
and project documentation. All data must remain
compact for the needs of any reverse analysis or
similar work on the project, which then can act as
a knowledge base and thus significantly simplify
the work.

Registration of New Users

One of the advantages of the proposed system is
that it ensures that information arrives automati-
cally to all interested users. This is not possible
without prior registration by the system. It is also
important to ensure that the new user will get to
know about already elapsed communications
regarding the issues on which he begins to work.
It will make it easier for him to orientate in the
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problem and gives him the information about
the state of existing solutions. In this case, it is
necessary to forward all messages already written
in the topics to this new user.

Analysis and Management
of the Communication

Users with the right to have the power can monitor
all the timing information related to messaging.
This function is essential in order to prove the
relevance and support fulfilling of project dead-
lines. With the ability to see for example how long
it took to the user to respond to the message the
manager dealing with the communication analysis
is then able to identify clearly who is responsible
for the late response and thus a possible delay of
the project. This function can be demonstrated as
one of the pre-set functions of user requirements.

Two companies are working on joint project
inresearch and development, first company deals
with design and production of the device cover
and the second one deals with the electronic
parts inside the device. In the example should be
mentioned that the second company has a limit
for development of electronic products for 30
days. It is important to say that this development
is controlled by company number 1, which is re-
sponsible for the delivery of information on time
and for all the approvals. Thanks to this system it
is clearly visible, for example, that the company
number 2 sent the requirement for approval of
scheme addressing internal parts the fifteenth day.
In the system is then clearly seen that the report
requirement left on the fifteenth day. Employee
of company number 1 responsible for approving
read it on the eighteenth day, and replied after four
days. Therefore, if there was a failure to finish the
project on time, due to the proposed environment
it is very easy to identify who and how long was
working on the project. In the example mentioned
above the company number 2 was waiting for an
answer for seven days and they should be there-
fore deducted from the final date of the contract.
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In the case of the proposed client software this
problem is solved by using an auxiliary email
which leaves right after opening the message
without the user knowing about it.

Specifically, it is possible to monitor and
analyze these times.

. When the user sent or received the mes-
sage. This time is a normal part of email
header.

. When the user opened the message. In
this case the client generates and sends
supportive email in background for analy-
sis purposes only.

. When the user responded to the mes-
sage. This time is also a standard part of
the header of each message. And it is im-
portant for monitoring of how long users
run their tasks on the project.

Communication analysis is proposed from
three basic aspects:

. From the perspective of specific mes-
sage. There is a possibility to select a spe-
cific message and to visualize it in the table
of two columns who and when read the
message. It is possible to determine spe-
cifically which user and when responded
to the message.

. From the perspective of specific user.
There is offered the opportunity to see in
two tables, what message the user received,
to which of them and when did he respond,
or when the user created a topic.

. From the perspective of a specific topic.
User can view a specific topic and find out
when and which user contributed to this
topic or read this topic.

For the time analysis of the project Gantt chart
is used. Users can mark important messages and
visualize them in a Gantt chart. This chart can be
made both interms ofindividual users and the level
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of business entities cooperating on the project.
Messages that appear in the Gantt chart can be
manually selected to keep the chart transparent.

Data in the Communication
Environment

In the communication environment possibility
to save and export whole communication in ap-
propriate format is required. This can be used as
complete project documentation. It also creates
a knowledge base, which is possible to use in
the future.

Automatically there is a great emphasis on
data security. During cooperation with various
companies for example in the research and devel-
opment organizations have to exchange classified
information which can be very valuable.

Suitable communication tool helps to link the
company ICT with no need to change or unificate
the ICT, but here it is important to mention the
crucial point. The crucial point is the need of
unification or creation of uniform metrics across
the entire project!

FUTURE RESEARCH DIRECTIONS

It is essential to further optimize and develop
communication environment for SME’s project
cooperation and universal project metrics. Com-
munication environment usable by all SME’s in
Virtual Enterprise with no need of unification of
ICT technologies will greatly improve the ability
of SME’s to cooperate.

Goal of the authors’ research is to design and
optimize communication environment for Virtual
Enterprise paradigm support. Specific targets are
to make the whole communication traceable and
documented, and to support larger number of
participants across number of companies in better
arranged form than classical email client. These
advantages are gained by adding the unique code

to each message, which allows the client to sort
the messages precisely. Another advantage is the
possibility to track and analyze all messages and
responsibility for delay back in time. Main differ-
ence in this solution is no need of central server.
It is necessary to ensure the highest pos-
sible applicability in real business and therefore
sometimes user friendliness and easy control is
more important than the complex user functions.
Interesting advantages of this concept comparing
to the existing solutions are in the easy integration
into the company, no need for the central server,
high data security and support of large number of
users. Also there is the possibility to transparently
sortand track all the messages and perform simple
time analyses. This simple and affordable software
client provides managers with a relatively strong
communication tool with the basic functions for
analyzing and managing the communication.
Goals of further research of the author are
optimization and further support of Virtual Enter-
prise paradigm trough effective communication.

CONCLUSION

This chapter deals with general description of
Virtual Enterprise Paradigm and communication
environment suitable for Virtual Enterprise Para-
digm support. Cooperation of small and medium
enterprises is appropriate way to increase competi-
tiveness and reach for new business opportunities.

Communication is a key factor in any inter-
firm cooperation. According to authors’ research
in the field of Virtual Enterprises, communication
factor is the second most important factor right
after mutual confidence. But mutual confidence
can be build by effective communication.

By using the proposed communication environ-
ment and proper tool there is no need for unifica-
tion and big investments in to the information and
communication technologies. All information and
data exchange is done by email and since email is
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asimple and open data format it can be integrated
and processed by any ICT system.

There is a number of papers and researches
on Virtual Enterprise subject because Virtual
Enterprise Paradigm seems to be one of the most
promising paradigms for increasing competitive
advantage of small and medium enterprises nowa-
days. This paradigm faces number of problems
duringits implementation. Due to easy integration
and creation of communication channels creation
of successful Virtual Enterprise is easier and pro-
posed communication environment partly solves
number of problems of this concept.
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Chapter 9

The Redefined Role of

Consumer as a Prosumer:
Value Co-Creation, Coopetition, and
Crowdsourcing of Information Goods

Rauno Rusko
University of Lapland, Finland

ABSTRACT

The scarcity of resources and tightening competition drive small and medium enterprises to find new
solutions for product development and production. In addition to other (competing) firms and strategic
alliances, the firms are searching assistance for production and R&D also among other stakeholders,
such as consumers and public sector. In addition to the importance of careful stakeholder analysis,
this study emphasises the old ideas, introduced initially by Alvin Toffler, about the role of consumer as
a producer and developer of the products, which is the role of prosumer in the contemporary business
and technological environment. The updated perspectives of prosumer are directed in this study into
the concepts, such as consumer-based coopetition, crowdsourcing and value co-creation. These view-
points provide new solutions especially for the capable SMEs to plan the production and design of the
products with the help of customers in spite of the small organization. Furthermore, this study shows
that the contemporary applications of crowdsourcing are concentrated in the business of Information
Communication Technology (ICT) and its solutions and platforms. Therefore, also open information
and closed innovation strategies are in the focal point of this study. The main contribution of this study
is directed in these discussions with a new introduced framework, which is based on the earlier studies

of this field.
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INTRODUCTION: THE IMPORTANCE
OF STAKEHOLDERS IN BUSINESS

Usually there is, in the field of management
studies, a normative intention to promote busi-
ness of the company (or companies) through
the research subject. For example, in economics
the normative viewpoints are connected only
some branches, such as researches of economic
policy. This normative aim of management
studies requires a control or management of the
business and business environment. This might
be possible via defining the entities, which have
some relevance for the success of the company
and their targets and for the means affecting that
success. In order to develop the business and the
business environment of a company, it might be
useful to have stakeholder analysis or to follow
the ideas of “stakeholder management.” Stake-
holder management or “stakeholder theory” is a
relatively old tool in the management studies and
practice, already Follet (194 1) introduced theidea
of managing the stakeholder relationships (See,
also Garvare & Johansson, 2010). Actually, it is
possible to consider stakeholder theory as an open
challenge to the neo-classical economic theories
of'the firm, which are focused on the conventional
input — output model of the firm (Donaldson &
Preston, 1995; Scholl,2001; Chigonaetal.,2009).

There are several different definitions for
stakeholders. Perhaps, the most popular definition
1s that stakeholders are all those who can affect, or
are affected by, the achievement of organisational
objectives (Freeman & Reed, 1983; Garvare &
Johansson, 2010). An alternative definition for
stakeholders is that they are distinguished from
other affected or interested parties with follow-
ing characteristics: (i) provide essential means of
supportrequired by an organisation; and (ii) could
withdraw their support if their wants or expecta-
tions are not met, thus causing the organisation to
fail, or inflicting unacceptable levels of damage
(Galvare & Johansson,2010). Thus, the traditional

way to consider company and its relevant enti-
ties is the viewpoint of stakeholders. Stakeholder
management of the business are often key for the
success (see, e.g. Hillman & Keim, 2001).

Theuse ofthe term “stakeholder” as opposed to
“interest groups” or “constituencies” is a deliber-
ate contrast to “stockholders” and “shareholders”
(Scholl, 2001; Chigona et al., 2009). However,
partly these concepts could interpret to be paral-
lel or at least overlapping with the concept of
stakeholder. According to Garvare & Johansson
(2010), interested parties “are those that have an
interest in the organisational activities, output or
outcome, but these parties are not capable of sig-
nificantly influencing the state of the organisation
orits stakeholders.” In other words, interest groups
or interested parties are not primary stakeholders
of the business.

Garvare & Johansson (2010) introduce the
following categories of actors in the context of
stakeholder framework: primary stakeholders,
secondary stakeholders and interested parties.
Furthermore, they distinguished two categories:
overtstakeholdersto describe stakeholders thatare
known to the management of the organization and
latent stakeholders to describe stakeholders thatare
notknown to the management of the organization.
Actually, from the viewpoint of the management
of'organization, and sustainability of business (cf.
Garvare & Johansson, 2010), it is important to try
to keep the most of the stakeholders in the side
of the “overt” stakeholders and to practice the
continuing active stakeholder analysis or other
strategic analysis of the business environment.

Inthe management studies, there is aslight dis-
crepancy about the actors involved in the category
of primarily stakeholders. However, in nearly all
of these alternative lists of primarily stakehold-
ers consists of the following actors: owners (or
stockholders), customers, investors, suppliers,
employees and sometimes also government have
been mentioned. For example, Galbreath (2006)
divides primary stakeholders further into two
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branches: internal and external. In the category
of internal primary the stakeholders are in the
state in which the firms engage with them and
have responsibilities to them: employers and
shareholders belong in this category. According
to Galbreath (2006), the category of “external”
primary stakeholders includes constituents such
as customers, communities, suppliers, government
entities and the natural environment.

As a scientific research, this chapter have
some restrictions. This research is based on some
examples of the cases in which the customers
are in the role of prosumer, or when they are
participating in the process of crowdsourcing.
In this sense this research is a multi-case study
in which the applicability and generalizability of
the results is limited. However, because the cases
are in the area of ICT, the results of the study are
the most applicable for the business solutions of
the ICT branch and especially for the platforms
of social mediums.

In this study we emphasise the importance of
stakeholders and the business possibilities based
on the careful stakeholder analysis. However,
this study focuses only one of these stakeholders,
namely customers, and shows that already this
one group of stakeholder enables multidimen-
sional possibilities to promote business, if we
enlarge the traditional roles of this stakeholder
in the stakeholder analysis. In this sense, from
the standpoint of entrepreneurs, a customer is not
“only” a customer but also a potential partner in
planning and developing the products and busi-
ness. Especially, in the context of information
communication technology (ICT) and in products
based on social mediums, customers are also in
the role of producer, or prosumer, creating value
of the product with the entrepreneur and other
entities of the firm (c.f. Toffler, 1980). This study
emphasise this perspective by considering theo-
retical literature of these themes in section 2 and
practical business examples in section 3. Alter-
native business models of ICT are introduced in
section 4. Finally there are concluding remarks.
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LITERATURE REVIEW

This section is focused on describing, based on
the literature of management research, the role
of customer as a part of production and product
development process. In other words, customer
is considered as a prosumer in the contemporary
business possibilities and environment.

The concept of “prosumer” was obviously
invented by Alvin Toffler (1980) in his book
“Third Wave.” The same idea were introduced,
without a specific concept of “prosumer”, also by
McLuhan & Nevitt (1972). Noteworthy is that they
considered as early as 1972 the consumer’s role
of producer in the context of electric technology.

The concept of prosumer is possible to inter-
pret several ways. In addition to treat consumer
as a producer, it is possible to consider consumer
as a “professional.” This is the case especially
among the more advanced hobbyists, when their
capabilities in leisure and hobby are close to ca-
pabilities of professional specialists. In order to
develop the features of the products according to
the affections of the hobbyists, the producer need
to closely cooperate with them. i.e. in the case of
product development. The other possible way to
interpret “prosumer” is based on the low-profit
activities in which the production or activities are
the most important aim both for the producer as
well as the consumer. Many new kinds of inter-
est groups, for example in the branch of “green
values”, are promoting sustainable development
i.e. by recycling the goods (see, e.g. Strati et al.,
2004) or taking care of some services typical for
public sector. In these kinds of activities of “third
sector” the profit maximization is insignificant or
even impossible target for these activities.

However, this study emphasises the interpreta-
tion of the concept of prosumer in which business
perspectives, earnings and value creation are in
the focus of the consideration. Therefore, con-
cepts such as coopetition, value co-creation and
crowdsourcing are in the focal points of this study.



The Redefined Role of Consumer as a Prosumer

Coopetition concept is possible to divide into
two categories: dyadic coopetition and multifac-
eted coopetition (Rusko, 2010; see, also e.g. Luo,
2004 and Brandenburger & Nalebuff, 1996). In
dyadic coopetition two (or more) competing firms
will cooperate with each other. In this relatively
narrow perspective the other stakeholders, such
as customers or public sector, of the business are
not necessarily gaining from this cooperation, in
other words, it is “only” win-win -situation. In
more multifaceted coopetition in which e.g. con-
sumers are involved in the framework is possible
to attach win-win-win -situation (Walley, 2007).
In this case, cooperation between the competing
firms is not any threat for other stakeholders of
the business and therefore it is following the idea
of value net, which is introduced in the context of
coopetition in Brandenburger & Nalebuff (1996).

This study is focused on the role of consum-
ers as a part of production and product develop-
ment process. Value net or some perspectives of
coopetition is not solely based on the cooperation

between competing firms, but it takes into the
account also the roles of suppliers, and to some
extent, consumers as the players and actors of the
coopetitive game. Especially Walley (2007) has
emphasised the consumer coopetition in his study.
There is not solely coopetition between firms or
firms and consumers, but also between consum-
ers, e.g. in the forms of consumer associations.
It is not possible to completely disjoint solely
one particular part of the network from the overall
network effect of the value net. Thus, the success
of'the firm is dependent on the overall stakeholder
management or value net. However, the focal
point of this study is in the relationships between
firm and customer - without forgetting the other
importantrelationships of the business (Figure 1).
Multifaceted value-creation is an important
feature of coopetition and of value net, in which
also the customers or consumers are involved. In
the field of management studies, there also sev-
eral other theoretical and practical discussions,
which emphasise value co-creation, increment

Figure 1. Multifaceted coopetition (Value Net) and consumer-based coopetition (cf. Brandenburger &

Nalebuff 1996)
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value or co-creation of value in the context of
consumers. In this section we introduce some
them.

Already in the early papers, associated with
the conceptual framework typical for the concept
of prosumer, have been noticed the specific role
of consumers (or customers) especially in the
context of information technology (McLuhan &
Nevitt, 1972). Furthermore, also the first papers
of the value co-creation of customers, focused
on information technology; and e.g. internet,
which is important arena or medium for con-
sumer based value co-creation (see, e.g. Kambil
et al., 1999). They described, as an example, the
development process of automobiles, actually in
the conglomerate of Fiat, which ” ... wanted to
test new design concepts for its Punto, it invited
potential customers to visit the Fiat Web site and
select from an array of features. More than 3,000
people participated. As a result, Fiat was able to
capture valuable insight into the likes and dislikes
ofatargeted consumer group, testdifferent design
concepts at low cost and design a car far more
reflective of customer preferences... What Fiat
has discovered is a new way to create value...
” (Kambil et al., 1999, 38). Perhaps, by chance,
also another early publication, such as Prahalad
and Ramaswamy (2004), which focused also on
customer value co-creation, introduced examples
from the vehicle sector: namely one example based
on motor-bikes and Harley Davidson (because of
the feature in which the bikers are riding together
and customizing their motorcycles), and other ex-
ample based on auto mobiles (Scion car). However,
Prahalad and Ramaswamy (2004) also associated
consumer value co-creation with ICT sector by
considering examples from Apple and iTunes.

Prahalad and Ramaswamy continued the dis-
cussions of value co-creation, emphasising the
role of experiences and networked, empowered,
and active consumers and consumer communi-
ties (2004).

They claim that even the role of markets
has changed: instead of traditional perspective
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with separate markets from the value creation
process, they see market to be integrated in the
value creation process. In other words, by basing
the consideration with Figure 1, there is between
company and consumers (customers) a market or
a place in which value co-creation process takes
place. In the sense of multifaceted coopetition, it
is possible to consider these features as a one part
of the consumer-based coopetition.

The importance of consumers in production
process have been also emphasised in the discus-
sions of service-dominant logics. The basic idea
of service-dominant logics is based on the fact
that “... value is fundamentally derived and de-
termined in use — the integration and application
of resources in a specific context — rather than in
exchange—embedded in firm output and captured
by price...” (Vargoetal.,2008, 145). Although the
service-dominant logics is relatively independent
branch of discussion in the field of management
(and marketing), ithasrelatively close relationship
with the other concepts, introduced above, such as
prosumer, value co-creation or consumer coope-
tition (cf. Lusch & Vargo, 2006). The closeness
with value creation concept is especially obvious.
Furthermore, e.g. Cova & Saile (2008) emphasise
the importance of solutions and networks in the
context of service-dominant logic. (Figure 2)

Figure 2. Three pillars for solutions in the
Service-Dominant logics. (Cova & Salle, 2008,
see, also Lappalainen, 2009)
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One important contemporary branch of prac-
tical and theoretical discussion, in the field of
management studies, which also emphasise the
role consumer as a prosumer, is crowdsourcing.
This concept is a relatively new and for this rea-
son there is not any established definition for
crowdsourcing. In 1998, the American multina-
tional pharmaceutical company Eli Lilly first time
created a platform called InnoCentive, which
implemented the functions, which are today known
as crowdsourcing (Schenk & Guittard, 2009).
Here are, however, two alternative definitions for
crowdsourcing:

1. Business practice that means literally to
outsource an activity to the crowd (Howe,
2006; Burger-Helmchen & Penin, 2010).

2. Aform of outsourcing not directed to other
companies but to the crowd by means of
an open tender or open call via an Internet
platform. (Schenk & Guittard, 2009).

There are some differences in the contents of
these two definitions. Although both of them are
initially directed to the ICT sector and Internet
or social medium activities, the first definition
is larger: it will not exclude the possibility that
some crowdsourcing activities will take place
outside of branch of ICT and Internet. In spite
of the fact that the current activities are focused
on these branches or mediums, it is possible that
this concept is useful also in other branches or
businesses - at least in the future.

Crowdsourcing is based on the relationship
between consumer and enterprise. When some
business activities are outsourced to the crowd,
that is to the consumers, the consumer is in the
role of prosumer: he or she is producing or devel-
oping the products or services partly for his/her
own interests and also for the interests of other
consumers at the same time. In the same way as
value co-creation is possible to place in Figure 1
in the category of consumer-based coopetition,
also crowdsourcing, especially in Internet has the

same elements. In addition to firm and consumer,
also other stakeholders or the participants of the
multifaceted value net are aware of this crowd-
sourcing -and in some cases they have even pos-
sibility to participate and get some outcomes of
this crowdsourcing process.

THE BUSINESS POSSIBILITIES
FOR SMES IN THE

CONTEXT OF CONSUMER
COOPETITION, PROSUMING,
AND CROWDSOURCING:
SOME EXAMPLES

At its best, crowdsourcing enables to cut produc-
tion or product development costs of the business.
Crowdsourcing and especially its ICT applications
require platform in which the development process
will happen. Thus, in the case of crowdsourcing,
there are initially relatively high establishment
costs because of planning and implementation
activities of this platform. If the platform is
functional and enough attracting for the target
groups, it will provide products, product ideas
or even regular cash flows to the enterprise. In
this sense, crowdsourcing is following the typical
cost characteristics of information goods (See,
e.g. Shapiro & Varian, 1999).

If the firm has capabilities to establish and
construct this kind of platform and it has also
ideas how to catch the customers to this platform,
this concept provides several possibilities even
to the SMEs.

1. Itprovides free labour force in the forms of
visiting customers of these pages to develop
and plan the products of the business.

2. Themostsophisticated forms of outsourcing
provides products - planned by customers - to
the internet pages of the platform in which the
(other) customers will pay for them (atonce).
This is possible especially in the branches
of entertainment, such as music, games and
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videos. One example is Audiodraft (see, e.g.
Kaleva 2010 or Audiodraft, 2011).

3. In the case of totally free crowdsourcing
platforms, they might provide possibilities
for chargeable by-product. This is the case
in the open-sourced Linux -systems: part of
the product family and programs are free,
butsome applications are chargeable. Linux
operating system was developed initially
especially by Linus Thorvald and registered
in May, 1994 by Michael McLagan (Linux,
2011).

Audiodraft has built a platform in which the
producer of entertainment is able to get music
for the games or other production. Producer will
create a contest by using the platform of Audio-
craft in order to get best possible music for their
purposes. The musicians will participate in the
contest and probably win the prize. Audiodraft
will get a payment for the launching the contest.
(Audiodraft, 2011). Generally, these kinds of ar-
rangements of crowdsourcing, enables turnover
even forrelatively small enterprises. All youneed
is a well-planned platform with a good business
idea, which is based on, perhaps, the seemingly
natural human need to be active participant in the
arrangements associated with social mediums.

Crowdsourcing is based on multidimensional
ormultifaceted networks. Some of the participants
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in the crowdsourcing platforms are also entre-
preneurs or representatives of the firms. These
participants; individual consumers, customers,
providers, entrepreneurs, firms and representa-
tives of the firms are not only competing with
each other but also cooperating with each other.
Thus, often there is associated the multifaceted
value net or coopetition in these platforms of
crowdsourcing. Crowdsourcing is also associated
with value co-creation or service-dominant logics
because of the role of customers or consumers
are so important in the business models based on
crowdsourcing. All of these considered concepts
or business models are based on open innovation
policy (see, e.g. Leimeister et al., 2009).

OTHER ALTERNATIVE BUSINESS
MODELS IN THE BRANCH OF ICT

An alternative business model for ICT business
is a closed innovation perspective -or system
locked-in model (see, et al. Shapiro & Varian,
1999) which, for example, Microsoft is closely
following. Open innovation - closed innovation
dimension have been already earlier associated
with coopetition discussions (See, e.g. Rusko,
2008; Figure 3).

Perhaps, the mostimportant message of Figure
3 is that intentional coopetition is based more on

Figure 3. Open and closed innovation dichotomy and coopetition concept (Rusko, 2008)
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cooperation than competition and, therefore, more
on open innovation than closed innovation. An
important question is, whether business models
following the idea of crowdsourcing are more
closely in position A (intentional (successful)
cooperation) than B (intentional coopetition)?
However, crowdsourcing often involves in the
elements of competition, even the example of
Audiodraft shows this fact. If not there is compe-
tition between firms, then at least competition
between consumers or between customers.

If the typology, introduced in Figure 3, is
functional, then the strategy e.g. followed by
Microsoft is in the point D. It emphasises mostly
closed innovation and competition strategy. Of
course, the situation is not so black and white,
because the larger firms have several business
units and therefore some diversification in their
business strategies in each unit.

The typology in Figure 3 is only suggestive.
For example, in the case of competition there are
many different alternative strategies. One of them

is “hypercompetition”, a strategy introduced by
Richard D’Aveni (1997). In hypercompetition
competitive advantage is temporal and based on,
forexample, the newness of market or technology
and appears often with unpleasant manoeuvres
of firms.

An alternative way to consider open and
closed innovation systems has been introduced by
Pisano and Verganti (2008). In more detail, they
combine two dimensions: participation (open or
closed) and governance (hierarchical or flat) in
the same fourfold table (Figure 4). As a result,
they get four categories: Innovation Mall with
hierarchical governance and open participation,
Innovation Community with flat governance and
open participation, Elite Circle with hierarchical
governance and closed participation and Consor-
tium with flat governance and closed participation.

It is interesting to notice that Pisano and Ver-
ganti (2008) named some companies as an ex-
ample for each category. It is also worth noticing
that InnoCentive and Linux are placed in different

Figure 4. Four ways to collaborate. Pisano and Verganti (2008, 82)
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categories. According to Pisano and Verganti,
InnoCentive is following a typical Innovation
Mall strategy and Linux is based on Innovation
Community strategy. However, above we have
noticed that both of these examples are typical
for crowdsourcing activities.

Actually, perhaps the most important distinc-
tive feature between the categories of hierarchical
and flat is based on value creation and capturing.
In other words, there are on the background dif-
ferent types of networks and value net. In the case
of hierarchic governance the value is created via
innovation process for the strictly directed needs
of'the company. In the case of flat governance the
value is created either for the open indefinable
needs of the company (Consortium) or for open
needs of society or community (Innovation Com-
munity). Furthermore, the typology of Pisano and
Verganti (2008) is associated also with cooperation
activities. The main target for business and for
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different kinds of ways to organise innovations
is to attach competitive advantage. Competition
and success in the markets is the underlying
characteristics for networking.

In other words, the classification of Pisano
and Verganti (2008) consists of the following
underlying features: value creation, cooperation
and competition. These features are also typical
for multifaceted coopetition. Therefore, it is pos-
sible to apply their perspectives in the coopetition
viewpoints and discussions. This application is
depicted in Figure 5.

In Figure 5 the innovation strategy of com-
pany is divided in two classes: idea process and
exploitation process. Participation -character is
interpreted in Figure 5 actually to be the same as
the strategy of idea process. Participation is either
open or closed, that is, the idea process is follow-
ing either open or closed innovation strategy.
Governance -feature describes the strategy in

Figure 5. The classification of Pisano and Verganti (2008) applied to the context of coopetition and

crowdsourcing perspectives

Governance

(The strategy in Exploitation Process)

Hierarchical (Closed)

Flat (open)

A. Consumer-based coopetition | B. Multifaceted coopetition with
with crowdsourcing open-sourced crowdsourcing
Open -Value creation for the needs of the -Value creation for the needs of society
company or for the community
-Limited open innovation strategy -Only limited value creation via brand
- Open innovation strategy in the idea marketing or goodwill value for the
process and closed strategy in the company (e.g. Linus).
exploitation process -Open innovation strategy in the idea
Participation and exploitation processes
(the strategy in Idea . . ;
Process) C. Competition-based D. Limited multifaceted
coopetition coopetition strategy of the
-Closed innovation strategy both in the company.
idea and exploitation processes -Closed innovation strategy in the idea
Closed process and open (limited) strategy in
the exploitation process

170



The Redefined Role of Consumer as a Prosumer

exploitation process. Hierarchical strategy means
in other words closed strategy in the exploitation
process and flat strategy is the same as open
strategy in the exploitation process.

When both the idea process and exploitation
process are following the open innovation strategy,
the consumers are clearly in the role of prosumer
participating in the producing and consuming pro-
cesses in the platform. This situation (State B) is
named as the Multifaceted coopetition with open-
sourced crowdsourcing in Figure 5. Furthermore,
the State A includes also characteristics typical
for crowdsourcing. In this case company decides
how to utilize the results and innovations of the
platform. In the State B the gains of the company
which have established the platform are incidental
or implicit (and therefore also value co-creation
is incidental) compared to States A, C and D in
which the standpoint of the platform is based on
the future gains of the company (butnow the gains
for the customers are not so self-evident.

All in all, the different contemporary per-
spectives and realised business possibilities of
prosumer, such as value co-creation, service-
dominant logics or crowdsourcing are part of the
multifaceted activities and business environment
of the firm. Therefore, it seems to be possible to
apply multifaceted value net framework -or multi-
faceted consumer based coopetition -viewpoint to
them. In addition to that, coopetition perspectives
are useful also in the context of open - closed in-
novation discussions.

CONCLUSION

In addition to importance of careful stakeholder
analysis, including consumers, this paper empha-
sise one potential strategy, which is promising
especially from the viewpoint of SMEs, namely
the consumer based business model. This busi-
ness model has been considered from the several
alternative perspectives: prosumer, (consumer)
coopetition, value co-creation, service-dominant

logics and finally crowdsourcing. Actually “pro-
sumer” is possible to treat as amain concept, which
covers these above mentioned other concepts.

Business models or strategies, which are based
on consumers and their activities in Internet or in
social mediums, provide business possibilities also
for SMEs. The construction of successful platform
for these kinds of services requires capabilities
and a good business idea for the content of this
platform. However, when functioning, crowd-
sourcing is able to provide “free” labour force to
the firm. Successful crowdsourcing is possible
also for SMEs because the “crowds” will replace
the need to hire more planners and other workers
to the firm. Thus, it provides, in its best, business
models with low costs and remarkable business
possibilities. Also, this study shows that the
contemporary applications of crowdsourcing are
concentrated in the business of Information Com-
munication Technology (ICT) and its solutions
and platforms. Therefore, also open information
and closed innovation strategies are in the focal
point of this study.

Furthermore, this paper makes an initiative to
interpret prosumer and its connections with some
resembling concepts, such as value co-creation,
service dominant logics, crowdsourcing and
consumer-based coopetition. This paper shows
thatthere s still need to continue these discussions
and develop further the concepts associated with
prosumer. Also, this paper contributes by provid-
ing new perspectives for open - closed innovation
strategies by applying (multifaceted) coopetition
framework and discussions in the context of col-
laborative innovation discussions. It is important
for practitioners of business in everyday tactical
and strategic plans to be aware of the simultaneity
ofthe multidimensional cooperation and competi-
tion characteristics.

One important area for further research is
to develop the detailed framework for SMEs in
order to exploit practically the possibilities of
crowdsourcing in their business. These kinds of
future researches might involve for example the
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needs of SMEs for technical and business com-
petences and supports, and the means to fulfil
these needs. Although the idea of consumer as the
role of producer (prosumer) is relatively old, the
research area, focused on practical applicability
of this idea, in many areas of business need still
further research.
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KEY TERMS AND DEFINITIONS

Consumer Based Business Model: This
business model covers several alternative perspec-
tives: prosumer, (consumer) coopetition, value
co-creation, service-dominant logics and finally
crowdsourcing.

Consumer-Based Coopetition: One form
of multifaceted coopetition consisting of the
company, consumers (customers) and a market
or a place in which value co-creation process
takes place.

Coopetition: Simultaneous cooperation and
competition between firms or other actors.

Crowdsourcing: [tis based on the relationship
between consumer and enterprise. When some
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business activities are outsourced to the crowd,
that is to the consumers, the consumer is in the
role of prosumer.

Open Innovation: Type of innovation which
is available without restrictions.

Prosumer: Consumer as in the role of pro-
ducer.
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Service-Dominant Logics: Business logics
which emphasizing services and the role of con-
sumer in the production process.

Stakeholder Analysis: Tool of analysis for
business environment and its interplay with
company.
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Chapter 10

Distributed Production Planning
Models in Production Networks

Paolo Renna
University of Basilicata, Italy

ABSTRACT

Production networks can be dynamically structured and involving multiple production sites with different
objectives. This organizational structure is able to match agility and efficiency to compete in the global
market. In this environment is impossible for a single organization to control whole production networks;
thus, a decentralized approach has been developed to manage the production networks. However, the
coordinate mechanism in decentralized control is more important to obtain a high level of performance.
The research proposes innovative coordination strategies for coordinate production networks by Multi
Agent Architecture. A link between negotiation strategies and a production planning algorithm has
been developed in order to support the coordination strategies proposed. In particular, two protocols
to reach an agreement between customer and the production network have been proposed: negotiation
and an expected profit approaches. Moreover, two coordination strategies have been proposed.: index
efficiency and ranking price approaches. Finally, the possibility of divide the orders in lots by the cus-
tomer is proposed. A simulation environment based on open source code and Multi Agent Architecture
has been developed to test the proposed approaches. The experiments have been conducted in different
conditions of workload and mar-up; the results of the simulation provide the information necessary to
select the suitable coordination and protocol mechanisms in a distributed production planning problem.
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INTRODUCTION

The market globalization and increasing of com-
petition forces the manufacturing companies to
adopt distributed production approach. Moreover,
Small and Medium Enterprises can compete to
a global level if they collaborate in production
networks. The distributed approach of produc-
tion planning requires coordination mechanism
in order to obtain a high level of performance
(Wiendahl and Lutz, 2002). Advanced Planning
and Scheduling (APS) tools are considered by
many as the state of the art manufacturing and
scheduling practices. These tools are designed to
support a centralized production, therefore multi-
facility of a single company. The application of
APS tools become very complex and difficult in
distributed production system, especially when
the unit are independent (Stadtler, 2005).

Decentralized production planning approaches
lead to several advantages in managing production
networks: 1) datamanagement is more suitable for
independent unit; ii) production planning system
is robust, scalable, extensible and easier to adapt
when the strategies change; iii) the production
planning problem s distributed and therefore more
easier to solve; iv) production planning systems
of the units are more easier to integrate.

However, distributed production planning
approaches have some drawbacks: 1) the perfor-
mance of distributed approaches are lower than
the centralized approaches; ii) the performance
of the coordination approaches are difficult to
foresee; iii) a third independent part is necessary
to manage the network in order to avoid oppor-
tunistic behavior.

Thisresearch concerns the production planning
problem in a production network characterized
by independent unit, therefore without sharing
of information among the plants involved. Small
and Medium Enterprises can gain competitive
advantages to participate in this kind of network.

Multi Agent Systems (MAS) is the appropriate
framework for developing distributed applica-
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tions, and this is particularly true in Distributed
Production Planning problems (Swaminathan et
al., 1996; Parunak andVanderbok, 1998). AMAS
is a loosely coupled network of software agents
that interact to solve problems that are beyond the
individual capacities or knowledge of each prob-
lem solver (http://www.cs.cmu.edu/~softagents/).
A MAS needs of proper coordination mechanism
in order to guarantee goals achievement.
The main objectives of this research are:

*  The development of the Multi Agent
Architecture framework in static and dy-
namic views able to support the distributed
production problem.

. Two coordination mechanisms have been
proposed: the first mechanism is per-
formed by an efficiency index computed
on the proposal characteristics submitted
by the plants. The second is based only on
the evaluation of the price submitted by the
plants.

. Two protocols to reach an agreement be-
tween the customer and the network have
been proposed: a negotiation approach and
an approach performed in a single step de-
fined “expected profit”.

. The proposal computed by the plants is ob-
tained by a link with the local production
planning algorithm that provides a set of
production planning alternatives.

. A simulation environment is developed in
order to test the proposed approaches and
evaluate the performance.

The chapter is structured as follows: section 2
reviews the literature in the multi-plant production
planning context; section 3 describes the frame-
work of the Multi Agent architecture; section 4
introduces the production planning model of the
plants; in section 5 the two strategies of the plants
is presented, while the coordination strategies
are described in section. Section 7 explains the
simulation environment developed and in section
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8 the simulation results are discussed. Finally
conclusions and further researches in this area
are drawn in section 9.

LITERATURE REVIEW

A multi facility production planning problem
can be formulated as follows: given an external
demand for items over a time horizon and a set of
facilities able to produce those items, it needs to
find a production planning over multiple facilities
that maximizes customer and company satisfac-
tion. This problem is subject to two categories
of constraints:

. Customer constraints; the volume, due
date and price requested.

. Facility constraints; capacity, costs of re-
sources and information sharing.

Many authors discussed the problem of coordi-
nation multi facility production problem. Ertogral
and Wu (2000) have proposed an auction based
mechanism to address multi facility production
planning coordination. The paper focused on
structural mappings between mathematical de-
composition and iterative auction mechanisms
wherein agents compete based on their local
utilities, announced conflict pricing, and produc-
tion targets. Experimental results show that the
proposed auction mechanism provides impres-
sive improvement over the traditional monolithic
method without significant degradation to the
solution quality. The numerical test wasn’t a
very dynamic environment and the performance
measures were limited. Moreover, the problem
concerned a supply chain environment.

Timpe and Kallrath (2000) posed with a multi-
sites, multi-products production environment and
their model considers production, distribution
and marketing issues dealing substantially with
a lot sizing problem in a distributed scenario.
However, theirmodel maximizes the contribution

margin or the satisfied demand in a priori known
demand scenario, and such a case is quite difficult
to happen in a real production planning scenario.

Dhaenens-Flipo and Finke (2001) also consid-
ered production and distribution issues of a multi-
facilities, multi-plant and multi-period industrial
problem supposing as known the demand over
the planning period.

Lo Nigro et al. (2003) proposed to model and
design coordination problems within production
network by using the Multiple Agent Technology.
In particular, the paper proposes new strategies
for coordinating production-planning activities
within production networks. Such models have
been developed and tested by using a proper
simulation environment developed by using
open source code and architecture. The results
of the research can be located at two levels: (a)
concerning the specific coordination problem
addressed, the research provides some insights to
make decisions about the choice of coordination
approaches to be used in distributed production
planning problems; (b) at more strategic level, the
paper shows how Agent Technology and discrete
event simulation can be used to build up efficient
coordination structures for production networks.

Moon and Seo (2005) proposed a research
that deals with the advanced planning problem
for minimizing makespan with workload balanc-
ing considering capacity constraints, precedence
relations, and alternative resources with different
operation times in amulti-plant chain. The problem
is formulated as a multi-objective mixed integer
programming (mo-MIP) model which determines
the operations sequences with resource selection
and schedules. Therefore, the approach proposed
is a centralized approach.

Lin and Chen (2007) proposed a monolithic
model of the multi-stage and multi-site produc-
tion planning problem. The contribution of this
planning model is to combine two different time
scales, i.e., monthly and daily time buckets. Then,
the approach is centralized, the relevance is the
case study application of the approach proposed.
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Tsiakisa and Papageorgiou (2008) investi-
gated the optimal configuration of a production
and distribution network subject to operational
and financial constraints. A mixed integer linear
programming (MILP) model is proposed to de-
scribe the optimization problem. A case study for
the coatings business unit of a global specialty
chemicals manufacturer is used to demonstrate
the applicability of the approach in a number of
scenarios.

Kanyalkar, A. P. and Adil (2005) considered
production planning of multi-site production
facilities with substitutable capacities serving
multiple selling locations where the supplying
plant is dynamically determined. A linear pro-
gramming model is developed to produce the
time and capacity aggregated plan and the detailed
plan simultaneously. The model developed here
shows potential in coordinating the production and
distribution planning of a company with multi-
location parallel manufacturing facilities in one
or several countries, in several selling locations
and in using the make-to-stock product staging
strategies.

Alvarez (2007) discussed some specific
characteristics of the planning and scheduling
problem in the extended enterprise including an
analysis of a case study, and reviews the avail-
able state-of-the-art research studies in this field.
Most studies suggest that integrated approaches
can have a significant impact on the system per-
formance, in terms of lower production costs, and
less inventory levels.

Agent-based and auction based systems can
be considered as some of the most promising
techniques for implementing collaborative plan-
ning and scheduling systems in the supply chain,
although they have not been able to provide a
good enough global optimal solution that is well
accepted in industry. Other important challenges
are the definition of the interactions and develop-
ment of negotiation protocols between the differ-
ent echelons of the manufacturing network at the
planning and scheduling level. In an extended
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manufacturing network it is more difficult to
manage all the interactions that are necessary to
ensure that disruptions and related changes in
one plant are taken into account by other plants
avoiding unnecessary waits and inventory. This
issue has not been sufficiently addressed.

Yuan-Jye and Feng-Yi (2009) presented a
multi-plant tolerance allocation model. A math-
ematical programming model was presented to
distribute the components to the suitable plants to
achieve an objective of minimizing the multi-plant
manufacturing cost. The multi-plant manufactur-
ing cost is composed of machining tolerance cost,
quality loss cost, setup cost, material handling
cost, assembly operation cost, manual operation
cost, and transportation cost. Then, an example
product is tested and discussed.

Lima et al. (2006) proposed an Agent-based
Production Planning and Control system that can
be dynamically adaptable to local and distributed
utilization of production resources and materials.
The multi-agent system is based on three main
agents: Client, Resource, and Manager. These
agents negotiate the final product, and the cor-
respondent components, requested by the client.
An order for each product (component) triggers a
process of dynamic design of a production system
to fulfill that particular order. This system exists
until the end of the order. The research proposed
a formalization of the architecture.

Argoneto et al. (2008) proposed a Multi
Agent Architecture for coordination mechanism
in reconfigurable enterprises. In particular game
theory approaches have been developed athigh and
medium level production planning. A simulation
environment was developed in order to test the
proposed approaches benchmarked with negotia-
tion and centralized approaches. The simulation
results show how the game theory approaches
lead to results comparable with the negotiation
and centralized approaches.

Monteiro etal. (2007) proposed an approach of
coordination of decisions in a multi-site. A virtual
enterprise node (VEN) is defined as an individual
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actor of the network. A VEN is either a planner
agent that allows a dynamic planning based on
local constraints (production cost, load, capac-
ity, etc.) or a negotiator agent that is in charge of
the cooperation with the partners. In addition to
the VEN agents, two virtual agents complete the
architecture. At a higher level of the VEN, the
tier negotiator agents are in charge of relaxing the
constraints attier level. Atthe uppermostlevel, the
supply chain mediator agent has to find a global
solution via cost based on constraint relaxation.

Chen and Wang (2009) proposed a decision
algorithm on higher-level work orders dispatching
problemsunder a holistic manufacturing configu-
ration of multiple facilities. The multi-facility work
order dispatching problems have been formulated
as a stochastic non autonomous Lotka—Volterra
difference game. A closed loop control scheme
with discrete event dynamical system is proposed
based on the setup of evolutionary game.

Chung et al. (2009) studied a multi-factory
production scheduling problem, which was struc-
tured in a series model. The model is subject to
capacity constraints, precedence relationship, and
alternative machines with different processing
time. The objective function is to minimize the
makespan, which consists of the processing time,
the transportation time between resources either
within the same factory or across two different
factories, and the machine set-up time among
operations.

Torabi and Hassani (2009) proposed a multi-
objective, multi-site production planning model
integrating procurement and distribution plans
in a multi-echelon supply chain network with
multiple suppliers, multiple manufacturing plants
and multiple distribution centres. Due to the im-
precise/fuzzy nature of the objectives’ aspiration
levels and some critical data, an interactive fuzzy
goal programming formulation is first developed.

Gottlichetal. (2010) developed amodel which
allows for the study and optimization of arbitrarily
complex supply networks, including order policies
and money flows. They proposed a mathematical

description that captures the dynamic behavior
of the system by a coupled system of ordinary
differential delay equations. The underlying op-
timization problem is solved using discretization
techniques yielding amixed-integer programming
problem.

As showed, many authors have addressed the
multi facility production-planning problem as a
distributed problem and in some researches by
using Multi Agent approach. However, few re-
searches concern the development of anegotiation
approach linked to production planning algorithm
implemented by a Multi agent Architecture. The
main trust of this research can be summarized
as follows:

. The design of Multi Agent Architecture by
workflow methodologies like IDEF and
UML activity diagrams in order to high-
light the static and dynamic point of views.

. The production planning algorithm of each
local plant is a decision support to negotia-
tion between the network and the customer.

. The research proposes two coordination
approaches among the plants and two
protocols to reach the agreement between
customer and network. These approaches
are implemented in an environment of in-
dependent units.

. The development of the simulation envi-
ronment based on MAS architecture al-
lows to test the proposed methodologies
in a very dynamic environment where the
demand is not known a priori.

THE REFERENCE ENVIRONMENT

The production network consists of an indepen-
dent plant operating according to a Make To
Order production strategy. In this scenario, the
production planning problem cannot be solved
in a single step since the demand over the plan-
ning horizon is not known a priori; that is orders
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Figure 1. Agent based architecture

Customer negotiation agent

-
Customer
database

enter the plants network and are subsequently
broadcasted through it.

In particular, let us consider a N plants; each
plant j with j=1,...N makes decisions about its
local production planning by fixing when and
how much to produce.

In order to simplify the Architecture, let us
suppose one customer and O orders; the customer
is allowed to input its order o with its related
characteristics that are the required volume, price
and due date. Figure 1 describes the Agent based
Architecture of the proposed research.

The framework of Figure 1 consists of a cus-
tomer that submits an order to a seller network.
The seller network is composed by a set of plants
in which the order can be allocated.

The customer consists of:

. The customer negotiation agent (CNA),
that puts the order characterized by techno-
logical and commercial information and it
evaluates the counter-proposal of the seller
network.
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Supplier negotiation agent

Plant agent

1l

Production
planning agent

The customer database registers all the in-
formation concerning the negotiation with
the seller network (both negotiation that
reach an agreement and not).

The seller network consists of:

The supplier negotiation agent (SNA), who
is in charge with order processing, counter-
proposal formulation and performs the co-
ordination process among the plants of the
network.

The plant agent (PA) receives information
on the order and transmits these informa-
tion to the Production Planning Agent. The
PA determines the volume and due date of
its production and transmits these informa-
tion to the SNA.

The production planning agent receives in-
formation on the order characteristics and
it performs a local production planning al-
gorithm in order to provide several produc-
tion alternatives to the PA.
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Figure 2. IDEF0 context diagram

Customer and supplier strategies

A 4 A 4

Capacity constraints

Production planning constraints

h 4

Order data input

Distributed production planning

Production allocation

A0

Negotiation models
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. The plant database registers all the infor-
mation concerning the order allocation to
the plant.

Figure 2 reports the diagram IDEFO of the
context in which operates the agent based archi-
tecture described above.

The global input of the system is given by the
order data input; the customer transmits to the
seller network the order data (volume, price and
due date).

The production allocation is the final output of
the system; if the negotiation between customer
and seller network reaches an agreement the order
is allocated to the plants.

The system is subject to the following con-
straints:

. Customer and Negotiation Strategies:
They define the parameters to evaluate and
formulate the proposals.

. Capacity Constraints: They represent the
maximum capacity of the seller network
(that depends by the plants);

. Production Planning Constraints: They
are the parameters used to provided the
production alternatives information.

Production planning models

The system operates through the following
mechanisms:

. Negotiation Models: They are the nego-
tiation protocols and schemes;

. Coordination Models: They are the meth-
odologies used to coordinate and allocate
the production among the plants;

. Production Planning Models: They com-
pute the production planning alternatives
for the plants.

Figure 3 reports the structure of the three parts
involved: customer system, supplier network
system and plant system.

The inputs of the customer system are the fol-
lowing: the order data input (global input of the
entire system) and the counter-proposal com-
puted by the supplier network. The outputs of the
customer system are the order proposal transmit-
ted to the supplier network and, alternatively, the
evaluation of the counter-proposal submitted by
the supplier network. The evaluation of the sup-
plier network counter-proposal is performed by
the customer negotiation models and subject to
the customer strategy parameters.
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Figure 3. IDEF0 overall system
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The output of the customer system constitutes
on of the input of the supplier network system;
the other input is the plant allocation proposal of
the customer order.

The supplier network system transmits the
order data to the plant system. Moreover, the
supplier network system uses the coordination
models to allocate the production among the plants
(“production assignment”). The last output is the
counter-proposal obtained by the negotiation mod-
els and subjected to the negotiation parameters.

The order data and the production assignment
are the inputs of the plant system. The plant
system computes an allocation proposal using
local production planning models and proposal
formulation models subjected to the capacity and
strategies constraints. The outputs are: the alloca-
tion proposal transmitted to the supplier network
system and the final production allocation if the
agreement is reached between customer and sup-
plier network system.

Figure 4 shows the UML activity diagram of
the distributed production planning process. As
the reader can notice, three swim lines are visible
in Figure 4, one for each of the actors involved:
CAN, SNA and PA.
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Plant allocation proposal

The process starts with the order data input
activity in which the customer define the charac-
teristics of the order o, represented by the array
(i, V, dd, p), being i, the selected product typol-
ogy, V the required quantity, dd_ the requested due
date and p, the price.

Then, the following actions are carried out
by the CNA:

Transmits order requirement:. The CNA
transmits the order characteristics (i, V, dd, p),
to the SNA.

Sets negotiation strategy: The CNA selects
the negotiation strategy by the parameters that
characterized the evaluation of the SNA counter-
proposal. In this chapter, the strategy is performed
by a utility function as showed in Equation 1:

2

~1
Thu(r) = Thu, |1 ————| +
’r;nax - 1
plr=t ) o=, n
7;113)( - 1 T;nax - 1

2
Thumin [ - 1 ]
1

max
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Figure 4. UML activity diagram
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being:

. r is the round of negotiation.

. Thu,, 1is the maximum value of the
utility.

. Thu . ~is the minimum value of the
utility.

. F is the slope factor of the function.

Therefore, the CNA sets the parameters:
Thu_ and F.

Wait: The CNA waits for the SNA counter-
proposal submission.

Evaluates SNA counter-proposal: The CNA
evaluates the counter proposal of the SNA

(V,-wdd,-,pp,—*) by the following equations:

U=U,+U, +U, (2)

U is the total satisfaction of the customer,

where U, U, Up are computed as:
V'* - Vmin
U, = max||——=|;0/, (3)
\/i_Vmin’

U, is the customer utility related to the volume
proposed by the SNA, where V| is the minimum
value of volume accepted by the customer.

n max j

dd —dd_  dd__ —dd

min max i

U, = Maz

(dd, —dd, dd_ —dd.
Min|—2 ;0

4

U, 1s the customer utility related to the due
date proposed by the SNA, where dd  is the
maximum earlier due date and ddmax ids the
maximum delay accepted by the customer.

U, = Min|| £ |51
Dy

U =0 (5)

p

ifp.<p,,. otherwise
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U, is the customer utility related to the price
proposed by the SNA, wherep  is the maximum
value of price accepted by the customer.

The computation of U as sum of Equations 3,4
and 5 means that the attributes requested by the
customer have the same importance.

In case U> Thu(r) at generic round r, the CNA
accepts the counter-proposal and, consequently,
the agreement with SNA is signed. On the contrary,
if U<Thu(r) and r<r, the CNA asks for a new
counter-proposal. Last case, if > - the CNA
rejects the proposal and quits the negotiation.

Transmits negotiation status: The CNA trans-
mits to the SNA the evaluation of the counter-
proposal (accept/new counter-proposal/quit).

Updates information: At the end of the nego-
tiation process, the CNA updates the information
on the success or unsuccessful of the negotiation.

The following actions are performed by the
SNA:

. Transmits order data: The SNA transmits
the order characteristics to all plants of the
network.

. Sets negotiation strategy: The SNA sets
the parameters to define the strategy ne-
gotiation. In this chapter the negotiation
strategy is performed in the coordination
strategy activity.

. Wait: The SNA waits for the proposal of
the plants.

. Production allocation: The SNA collects
all proposals by the plants involved in the
network. Then, the SNA performs a coor-
dination strategy to allocate the production
at each plant. The coordination strategies
proposed are deeply described in section 6.

. Computes counter-proposal: The SNA,
after the production allocation to the plants,
computes the counter-proposal to submit to
the CNA. The SNA computes the counter
proposal by the following equations:

. V=Y ©)



° The volume is the sum of the volume
assigned by the SNA to the plants in-

volved i*.
©  DD=max{DD,.} (7)
° Due date is the due date of the plant
later.
° Prtot = Z Pri** Vz* (8

° The price of the entire volume is the
sum of unit price for the volume of
the plants involved.

Wait: The SNA waits for the evalua-

tion by the CNA of the counter-proposal

submitted.

Transmits negotiation status: The SNA

transmits the negotiation status (accept/

new- counter proposal/quit) to the plants
involved in the network.

Updates information: At the end of the

negotiation process, the SNA updates the

information on the success or unsuccessful
of the negotiation.

Thefollowing actions are performed by the PA:

Computes production planning alterna-
tives: The PA receives the order data by the
SNA and perform its local production plan-
ning algorithm (described in section 4).
Computes and transmits proposal: The
PA performs a strategy (described in sec-
tion 5) in order to select the proposal, af-
terwards, the proposal is transmitted to the
SNA.

Wait: The PA waits for the negotiation sta-
tus derived from the negotiation process
between the CNA and SNA.

Production assignment: If the agreement
is reached between SNA and CNA, the PA
approves the production assigned by the
SNA.

Updates information: At the end of the
negotiation process, the PA updates the in-
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formation on the success or unsuccessful
of the negotiation.

PRODUCTION PLANNING MODEL

The P4 computes the production planning al-
ternatives by a production planning model. The
production planning model is based on a modified
Wagner-Within model (Wagnerand Whitin, 1958).

Each plant is characterized by the following
data:

. hj: Number of manpower hours needed for
a unit of product in the plant ;.

. W Unit cost per hour of regular manpower
in the plant .

© s Unit cost per hour of overtime manpow-
er in the plant ;.

. m.: Unit direct production cost (energy +
raw part) in the plant ;.

. I Unit inventory cost in the plant ;.

*  MAXW;: Hours of direct and regular man-
power available in the unit time period in
the plant ;.

. MAXS} Hours of direct and overtime man-
power available in the unit time period in
the plant ;.

. De° :The quantity requested by the custom-
er for the order o.

. t = 1,...,T:Generic planning period, where
T is the planning horizon.

The above data are considered for each
period ¢ and they have the same value
over the planning horizon.

. X°(t): Volume of product assigned to pe-
riod ¢ for the order o.

. We(t): Hours of direct and regular man-
power assigned to period 7 for the order o.

. S°(t): Hours of direct and overtime man-
power assigned to period ¢ for the order o.

. INV°(t): Volume of product in inventory at
the end of period ¢ for the order o..
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. t ° : Time of arrival of order o.
*  dd,: Due date for the production planning
algorithm.

The objective function of the production plan-
ning model is the maximization of the profit:

max {pj*Vj” —-C; "} 9)
where,
dd,»
V= X(t) (10)
t=t,°

dd,.

cr=Y [z'] ANVt +w, W) +s, - s;(t)] +m, V()
” (11)

The Equation 10 is the total volume that the
plant proposes.

The Equation 11 is the total costs for manu-
facture the volume V.

The production planning model is subjected
to the following constraints:

X7 ()= —qu(t); 50 (12)
0< W’ (t) < MAXW, (t) (13)
0<87(t) < MAXS, (t) (14)
V<D (15)

INV(t)= X, (t) + INV/(t —1),¥t € [t,",dd,. 1]
(16)

INV (t,” 1) =0
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INV/(t) > 0,Yt €[t dd,.] (17)

Constraint 12 forces the total amount of hours
of direct manpower (regular and overtime) to be
equal to the amount of hours need for the amount
of product assigned for each period z.

Constraints 13 and 14 force the amount of
hours (regular and overtime) to be respectively
lower than the maximum hours available and
positive. Constraint 15 assures that the total vol-
ume proposed by the plant is minor of the volume
requested by the customer. Constraint 16 calculates
the amount of volume storied for each period z.
The constraints is computed for ¢ € [t,, dd,. —1],
because at period dd,, the order will send to the
customer. Constraint 17 assures that the stock-out
is not allowed.

The plant uses the above production planning
models to computes a set of production alterna-
tives.

The algorithm performed by the plant is the
following:

. Initializes algorithm parameter:

° ddjL is the lower bound of the due date
for the computation of the production
alternatives.

° ddj” is the upper bound of the due
date for the computation of the pro-
duction alternatives.

° ij is the lower bound of the price for
the computation of the production
alternatives.

° pj” is the upper bound of the price for
the computation of the production
alternatives.

° These ranges (dczf/L - dczf/” ) and (ij -
ij) in this chapter are the following:
. (dd-4,dd +4), therefore the al-

gorithm explores the alterna-
tives to delivery the order be-
fore four periods and late four
periods.
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. (p, p,*1.4), the minimum price
is the price requested by the cus-
tomer while the maximum value
is increased of 40%.

. Set initial N.O. constraints:

° p.=p"

o dd,=dd’

° Then, the PA solves the production
planning model to obtain the volume
and profit level associated to p,, and
dd 1(it builds the production alterna-
tive array)

. Reduces N.O. price: The PA reduces the
price p,,” (previously calculated) according

to Equation 18:

© pampa o (P -pt) ac (0.1)(18)

e Increases N.O. due date: The PA increas-
es the due date dd *’ (previously calculat-

ed) as showed in Equation 19:

° dd,=dd,-o-(dd",-dd" ) oc
(0,1). (19)

The outputs of the above algorithm are two
matrixes: one concerns the possible profit that the
plantcanreach, the other the volume offered. Each
combination leads to a possible counter-proposal
oftheplant; atk-th alternatives an array of produc-
tion planning alternatives Pr4, is associated, that
is PrAj =(Pr, V,dd, p) Y k. Pr,is the profit of
the production alternatives.

The two matrixes can be represented as shown
in Table 1.

PLANT STRATEGY

The plants are in competition with each other to
acquire the orders or part of its submitted by the
customer. Therefore, the strategy that the plant
chooses leads to define the volume assigned to it
(the profit that can gain). The strategy of the plant
has to be integrated in the methodology to reach
the agreement between customer and network.
The strategies proposed in this chapter are two:
negotiation and no negotiation approaches.

Negotiation Approach

The negotiation approach works through the fol-
lowing activities:

Once the plant receives the customer order array
(i, V,dd,p),itcomputes the production planning
alternatives by the algorithm described in section
4. At first round the plant computes the counter-
proposal by the production planning alternatives
thatmaximize the profit. In particular, the PA builds
thesetK ={1,2,..k,...,n*} ofalternatives such as:

Pr, =Pr_

X

= max {Pr,} Vk€K,  (20)

j=1,....,n

and it searches within K, for the alternative j*
such as:

|dd, —dd|+|p, — p|+|V, -V,

J *|min

The PA needs to perform a strategy to use the jek, 3
knowledge derived by the two matrixes and com- @)
putes a proposal.
Table 1.

P, P, P, P, P, P,

dd, v, ) dd, Pr, Pr, . Pr,

dd, dd,

dd] "' Vi ddl e Pl
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On the other hand, if » > 1, the PA applies
a profit reduction strategy that depends on the
negotiation round, that is it computes the new
acceptable profit at the round r as in Equation 22:

P — PR .
Pr =Pr _M.T (22)
r max

Afterwards PA builds the set of production
alternatives K = {1,2,..k,...,m*} such that:

Pr, >Pr VkeK, (23)

and it finds the alternative j* that minimizes the
Relation 21 with jeK . The array (dd]_,p P Vj*),
both in cases =1 and r > 1, represents the plant
proposal.

No Negotiation Strategy

A negotiation approach is characterized by the
following drawbacks that affect the performance
of the procurement process:

. The customer’s and supplier’s strategies
have to be defined, the generative function
typology for each role (creative or reactive
counteroffer).

. The maximum number of rounds. The per-
formance of the agreement depends of the
round of the negotiation.

. The information exchange; for example
one agent simple refuses or indicates the
issues to be ameliorated.

. The negotiation ending criteria; if the ne-
gotiation ends with the maximum number
of round or, in case of disagreement a cen-
tralized approach is implemented.

The proposed approach is computed by only
one step and no strategies have to be designed
over the time of negotiation. Therefore, the main
advantages are the following:
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. The reduction of time to reach an
agreement.

. The reduction of information exchange.

. The “intelligence” of the agents can be
limited.

The proposed approach performs a single step
in which the suppliers compute their proposal by
the same information of the negotiation approach.
The suppliers compute the proposal combining
the profit and the difference from the order char-
acteristics in order to obtain an expected profit.

The supplier computes the counter-proposal
by the following algorithm:

The first step is to evaluate an expected profit
value of the supplier. The expected profit is com-
puted among the production alternatives PrAj. The
plant for each Pr4j computes the probability to
get the order by Equation 24:

|dd, — dd,|
- ddmax - ddz
b, = L p
prob; == Min| P 1] -
1 b, Vi
pmax - p1 pi V;
Dipax
24)

The Equation 24 is a normalized average,
therefore the value isbetween 0 and 1. Ifthe output
is 1 it means that the production planning alterna-
tive perfectly matches the customer’s request and,
therefore, the probability to obtain the order is
very high (presumably the 100%). Otherwise, the
more the value of the equation decreases, minor
is the chance to obtain an agreement.

In particular the Equation 24 is composed by
three components reported in Figures 5,6 and 7.
The probability regarding the volume (Prob ) is
reported in Figure 5; the probability is one if the
supplier offer the volume requested by the cus-
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Figure 5. Volume probability

Probv

tomer and decrease proportionally to the decre-
ment of the volume.

The probability regarding the due date (Prob )
is reported in Figure 6; the probability is one if
the supplier offer the due date requested by the
customer and decrease proportionally to the incre-
ment of the delay until the value zero when the
due date is the maximum value possible (dd ).

The probability regarding the price (Probp) is
reported in Figure 7; the probability is one if the
supplier offer the price requested by the customer
and decrease proportionally to the increment of
the price until the value zero when the price is the
maximum value possible (p__ ). The component
reported in Equation 24 is the equation line of
Figure 7.

The second step is the evaluation ofa expected
profit for each production alternatives, computed
by Equation 25:

Ez Pr; = Pr;- prob, (25)

Figure 6. Due date probability

Probdd

dd,
dd, =dd, dd, —dd, = dd,,,

Equation 25 estimates the profit that the sup-
plier can gain by a Pr4j as a compromise between
the profit and the correlate “distance.”

Finally, the plant computes the counter pro-
posal among the PA, by Equation 26:

J *|max (Eac Prj) (26)

The Equation 26 evaluates the best compro-
mise between the profit of the supplier and the
probability to reach an agreement.

COORDINATION POLICY

The SNA collects the proposals of the plants and it
have to formulate a counter-proposal for the CNA.
It can be located two cases:

. The total volume proposed by the plants
of the network is minor of the volume re-
quested by the customer; in this case, no
coordination strategy is necessary, because
the total volume proposed by the plants can
be proposed to the SNA.

. The total volume proposed by the plants
of the network is major of the volume re-
quested by the customer. In this case, the
SNA needs to perform a strategy to assign
the volume to each plant.

Figure 7. Price probability

Prob,

———
p}_:pf p_;‘_pmax p"
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Efficiency Index Approach

The coordination activity proceeds by the fol-
lowing steps:

The SNA computes a ranking of the plants by the
following Equation 27 (an efficiency index of the
plant proposal):

max Pr.— Pr.

j J J
max Pr,— min Pr,
J J X

dis tan ce; =

V. — min Pr.
J j J

27

max V. —minV.
j J j J

max DDj — DD],
5 :

max DD. — min DD.
j J j J

At this point the SNA agent makes decision
about the volume sharing among the plants of
the network. The order is split among the plants
with the higher index until the ordered volume is
achieved. Generally, the last plant of the ranking
list involved in the order sharing gets a volume
lower than the volume proposed. Therefore, this
plantruns again the production planning algorithm,
butinthis case the following constraints are added:

V=3 Xt =V, (28)
t=t,

dd, < dd, (29)

Pr. <Pr (30)

The Equation 28 forces the plant to provide the
volume assigned by the SNA. The constraints 29
and 30 force the plant to maintain the same level
of quality of the plant’s proposal.
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This volumeis lower than the volume proposed
by the plants, therefore it is feasible by the plant.

Moreover, the objective function is the fol-
lowing:

ddy.
) 3l ACE ORI
m, -V (t)

€2

The objective function 31 minimizes the costs
of the production planning.

The main features of the efficiency index ap-
proach are the following:

. The approach leads to reduce the num-
ber of the plants involved; the volume is
shared among the better plants.

. The plants less competitive are more pe-
nalized. These plants can gain volume only
if the capacity of the better plants is insuf-
ficient to satisfy the customer.

. The approach takes into account all the
characteristics of the customer order.

Ranking Price Approach

In order to evaluate the real advantages of the ef-
ficiency index approach, it is proposed a simpler
approach based on the price that characterizes the
proposal of the plants.

The efficiency approach is modified substitut-
ing the Equation 27 with the Equation 27b:

max Pr,— Pr,

! - (27b)
max Pr.— min Pr.
j J j J

dis tan ce; =

The volume is shared among the plants as the
above procedure.

The objective is to highlight if a ranking based
on an elaborated index leads to a real advantages.
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Lot Approach

This is a strategy that the customer can choose
in order to increase the performance level and
allows the participation of more plants to the
order production.

Some plants can be less competitive for two
causes:

. The production costs are higher than the
other plants.

. The capacity of these plants is very low to
compete with other plants.

In order to involve these plants in the supply
of the customer orders, a lot approach has been
proposed. The objective is to share the volume
among all the plants of the network.

The approach proposed regards a network
of independent plants, in this environment the
information sharing is difficult to achieve. The
coordination strategy proposed tries to involve
in the order production the plants that are less
competitive for the limited capacity.

The CNA divides the orderin several lots; then
the variables that the CNA have to define are: the
number of lots and the quantity of the lots.

The simpler strategy is to divide the order in
lots of equal volume and » number as the num-
ber of the plants of the network. Therefore, the
CNA transmits to the SNA » orders as showed
in Equation 32:

(32)

being N the number of plants.

Therefore the customer order is divided in N
orders with the same characteristics (except the
volume that is D ). In this chapter for each order
o it is obtained four orders (i, D,°, dd, p),.

The lots are assigned to the plants as a single
order by the procedures described in the above
paragraphs.

The main features of the ranking approach are
the following:

. The approach leads to increase the num-
ber of the plants involved; the volume is
shared among the several plants.

. The plants less competitive (limited capac-
ity) can be more competitive and therefore
gain some lots.

. The plants less competitive for the produc-
tion costs don’t gain advantages by this
approach.

SIMULATION ENVIRONMENT

The Multi Agent Architecture has been imple-
mented and tested through a simulation environ-
ment developed by using the Java Development
Kit (JDK) package.

The modeling formalism adopted is a collec-
tion of independent agents interacting via discrete
event’s mechanism.

The network consists of four agent types: the
plant agent, the supplier network agent, the cus-
tomer negotiation agent and the order generation
agent. Those agents have the following tasks:

. The plant agent supervises local plant data
and algorithms.

. The customer negotiation agent manages
the agent protocol (the contract net proto-
col in this case) and decides to whom the
order should be allocated.

. The supplier network agent is in charge,
together with order agents, with plant
agent coordination and agent protocol
management.

. Finally, the order generation agent gener-
ates the list of random orders and it is also
in charge with the determination of the
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number of simulation runs to be executed
in order to obtain the desired interval of
confidence.

It has been developed a test environment of
the distributed production planning context. It
consists of a simulation environment that can be
used to test the functionality of the proposed ap-
proaches and to understand advantages of added
value services in a network of plants.

The simulation environment described above
is utilized to test the proposed approach in a net-
work of four plants. The aim of this study is to
understand the performance of the coordination
strategies proposed.

In order to highlight the issues of the proposed
approaches, the network is composed by plants
with the same characteristics. Table 2 reports the
plants’ data.

Table 3 reports the four experimental classes
performed; there are considered two levels of
network utilization that depend on the volume
required by the customer and two levels of price
of the orders.

The experimental classes of Table 3 are simu-
lated for: negotiation and no negotiation; effi-
ciency index and ranking price; lot approach.
Therefore, the total simulation experiments are
32 considering each combination. The customer
inputs nine orders as showed in Table 4.

The volume of the orders is obtained by the
computation of the network capacity multiplied
the utilization showed in Table 3.

Table 2. Plants’ data

h (hours) 2
m (unit costs) 5
w (unit costs) 10
s (unit costs) 15
i (unit costs) 2
MAXW (hours) 8
MAXS (hours) 16
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Table 3. Experimental classes

Experiment Network Mark-up
No. utilization
1 50% 50%
2 80% 50%
3 80% 80%
4 50% 80%
Table 4. Orders data
Ord. No 1 2 3 4 5 6 7 8 9

Input time 1| 11| 21| 31| 41| 51|61 71| 81

Due date 10| 20| 30 | 40 | 50| 60 | 70 | 80 | 90

The price is obtained by the computation of
an average unitary cost:

s+ w

average unit cost = m + -h+1i  (33)

The Equation 33 computes the average unit cost
considering the average between the ordinary and
overtime hour cost. Then, the price is computed
by the mark-up showed in Table 3.

The performance measures are the following:

. Un-satisfaction index of the volume re-
quested by the customer: It is the per-
centage of the volume that the network
doesn’t satisfy.

. Un-satisfaction index of the price: It is
the percentage increment of the price re-
quested by the customer.

. Un-satisfaction index of due date: It is
the percentage increment of the due date
requested by the customer. The percentage
is computed regarding the order horizon
(the periods between the time of input and
due date requested for the order.

*  Total profit: It is the global profit reached
by the network of plants.



Distributed Production Planning Models in Production Networks

. Utilization of ordinary hours.

. Utilization of over-time hours.

. Inventory costs.

. Split: It is the average number of plants
that participate to manufacture an order. In
case of lot approach, this index regards the
single lot.

. Profit unbalanced index: It is the index of
unbalanced profit among the plants com-
puted by the following equations (being N
the number of plants):

N

Z profit,

average profit = "ZIT (34)

Equation 34 is the average profit reached by
each plant if the profit is distributed uniformly.

zN: |pr0fitk — average profit|

k=1

unbalanced index = -
average profit

(35)

Ifthe profitis distributed among plants equally,
the Equation 35 is equal to 0, otherwise the Equa-
tion 35 is greater than 0. This performance is an
important index that describes how the profit is
shared among the plants. In fact, if the profit is
unbalanced that means, some plants gain low
profit from the network.

SIMULATION RESULTS

Table 5 and 6 report the simulation results of the
performance indexes over all the experimental
classes. In particular, Table 5 reports the perfor-
mance of customer (satisfaction indexes) and
suppliers (profit), while Table 6 reports the per-
formance of the network. The simulation results
reported are the following:

e Customer: The two cases are reported: in-
put of the order and the order divided in
lots.

. Coordination: How the plants are coor-
dinated by the SNA: efficiency index and
ranking on price.

. Plant’s Strategy: How the generic plant
computes the counter-proposal: negotia-
tion and expected profit approaches.

From the analysis of the results the following
issues can be drawn:

. The coordination strategy based on effi-
ciency index of the plant leads to reduce
the volume un-satisfaction in all condi-
tions. If the customer divides the order in
lots the volume un-satisfaction is reduced
to zero with coordination strategy based on
efficiency index. The coordination strategy
based on ranking price leads to the worst

Table 5. Performance indexes (Customer and suppliers)

Customer Coordination Plant’s strategy Volume % Price % Due date % Total profit
Order input Efficiency index Negotiation 1.39 8.08 34.44 34,406
Order input Efficiency index | Expected profit 0.43 9.69 24.17 46,636
Order input Ranking price Negotiation 2.12 491 30.50 36,154
Order input Ranking price Expected profit 0.61 11.34 26.11 48,565
Lots input Efficiency index Negotiation 0.00 2.53 0 26,135
Lots input Efficiency index | Expected profit 0.00 6.88 15.00 54,875
Lots input Ranking price Negotiation 3.25 3.22 5.49 25,713
Lots input Ranking price Expected profit 5.46 9.63 10.97 50,072
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Table 6. Performance indexes (network)

Customer Coordination Plant’s strategy Unl::;)li:ltlce Ut ord Utover | Inv cost Split
Order input Efficiency index Negotiation 0.53 4,096 1,424 15,526 2.83
Order input Efficiency index Expected profit 0.63 4,098 1,488 15,494 2.81
Order input Ranking price Negotiation 0.47 3,982 1,502 14,033 3.20
Order input Ranking price Expected profit 1.70 4,030 1,544 14,283 3.22
Lots input Efficiency index Negotiation 0.00 4,871 771 15,125 1
Lots input Efficiency index Expected profit 0 4,871 771 12,870 1
Lots input Ranking price Negotiation 0.28 4,576 809 11,512 1.19
Lots input Ranking price Expected profit 1.30 4,302 1,083 11,851 1.37

194

performance in case of lots. Therefore, the
lots approach is more affected by the par-
ticular coordination strategy performed.
The minimum value of un-satisfaction
price index is obtained in case of order
divided in lot, efficiency index coordina-
tion strategy and negotiation approach.
Generally, the expected profit leads to
increase the un-satisfaction price for the
customer.

The possibility to divide the order in lots
leads to reduce the un-satisfaction index of
due date. The minimum value is obtained
for the lot, efficiency index coordination
strategy and negotiation.

The expected profit approach leads to in-
crease the profit of the plants. The coor-
dination strategy based on ranking price
increases the profit when the order is not
divided in lots, while in other cases leads
to decrease the profit.

The possibility to divide the order in lots
leads to distribute the profit uniformly
among the plants.

Generally, the coordination strategy based
on ranking price leads to increase the uti-
lization of overtime hours and reduces the
hours in ordinary.

The lot approach allows to reduce the in-
ventory costs of the products by the distri-
bution to more plants.

. The strategy coordination based on ranking
price leads to increase the average number
of plants involved in an order. In case of lot
approach, the performance index regards
each single lot, however the ranking price
increase the number of plants involved.

The main performance for each experimental
class arereported in appendix. These results allow
to obtain a complete mapping of the performance
measures regarding the workload and mark-up
conditions. These data can be used as aknowledge
basein order to select the best approach evaluating
the environmental conditions.

CONCLUSION

This chapter deals with distributed production
planning problem in network of independent
plants. In particular, the research proposes two
protocols to reach the agreement between the
customer and the network: negotiation and ex-
pected profit performed in a single step. Then,
two coordination strategies have been proposed:
one based on an efficiency index of the plants, the
other one on the ranking price proposed by the
plants. Finally, the above approaches are tested
when the customer decides to divide the order in
several lots.
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A Multi Agent Architecture has been designed
and developed in order to support to the infra-
structure of the problem discussed. The Archi-
tecture designed is implemented by a simulation
environment in open source as JAVA package.
The experimental plan was conducted on two
parameters: volume and mark-up.

Theresearch suggests how, through simulation,
to evaluate the behavior of the several conditions
and highlight the advantages of each approach.

The conclusions of this research can be sum-
marized as follow:

. The protocol to reach an agreement be-
tween customer and network and the co-
ordination strategy are more important to
define, because the performance of each
actor involved (plants and customers) de-
pend radically by these approaches.

e The expected profit approach proposed in
this chapter leads to performance compa-
rable with the negotiation approach for the
customer performance, while the plants
profit increases significantly. Moreover,
the expected profit is performed in a sin-
gle step, therefore it is an approach more
simply than the negotiation (no negotiation
rounds and strategies have to be set).

e The coordination strategy based on effi-
ciency index is the better compromise be-
tween customer and network performance.
The ranking price leads increment the prof-
it of the plants, but a significantly reduc-
tion of the customer performance (espe-
cially price and number of plants involved
in an order).

. The choice of the customer to divide the
orders in a number of lots leads to increase
the performance of the customer and to
distribute the profit uniformly among the
plants. From the point of view of the plants
the behavior is different in negotiation and
expected profit. In case of expected profit

the division of the orders leads to increase
the profit, while, in case of negotiation the
profit of the plants is reduced.

Further researches will investigate the follow-
ing aspects in depth:

e The proposed approaches will be investi-
gated in complete environmental condi-
tions. The overlap among the orders is a
factor to be investigated; the dynamic-
ity of the orders inputted by the customer
in terms of price, volume and due date.
Therefore, the analysis of the proposed
approaches in a stable and more dynami-
cally environment in order to evaluate the
robustness.

. A proper local knowledge (for each agent)
and an inferential engine (fuzzy logic) that
will enable the agents to select the best
strategy. The customer agent can be de-
fine the number of lots in which divide the
order. The supplier network agent can se-
lect the best coordination strategy, and the
plant agent can select its strategy for the
proposal formulation.

*  Furthermore, opportune approaches can be
developed to enable the plants to consti-
tute a coalition using a Game Theory ap-
proach. The coalitional mechanism will be
based on cooperative Game Theory and the
simulation environment will be properly
developed to investigate the added value
given by this innovative approach.
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APPENDIX

Table 7. Volume un-satisfaction

Distributed Production Planning Models in Production Networks

Ranking Lot ranking
Ranking price Lot Lot ranking Price
Class Expected price expected Lot expected Price Expected
no. Negotiation profit negotiation profit negotiation profit negotiation profit
1 0 0 0 0 0 0 0 0
2 2.78 1.39 2.78 1.39 0 0 4.48 0
3 2.78 0.35 4.47 1.04 0 0 0 0
4 0 0 222 0 0 0 0 23.75
Table 8. Delay un-satisfaction
Ranking Lot ranking
Ranking price Lot Lot ranking Price
Class Expected price expected Lot expected Price Expected
no. Negotiation profit negotiation profit negotiation profit negotiation profit
1 33.33 17.78 3111 25.56 0 30 0 24.72
2 33.33 25.56 33.33 25.56 0 0 21.94 0.00
3 35.56 26.67 35.56 26.67 0 0 0 0.00
4 35.56 26.67 35.56 26.67 0 30 0 19.17
Table 9. Price un-satisfaction
Class Negotiation Expected Ranking Ranking Lot Lot Lot ranking | Lot ranking
no. profit price price negotiation expected Price Price
negotiation expected profit negotiation Expected
profit profit
1 8.65 9.10 14.25 15.38 3.00 7.50 3.00 15.66
2 10.40 11.15 10.53 11.15 5.25 7.50 8.02 7.50
3 5.23 7.07 8.61 11.46 1.25 6.25 1.25 6.25
4 8.04 11.44 4.84 7.38 0.62 6.25 0.63 9.12
Table 10. Total profit
Class Negotiation Expected Ranking Ranking Lot Lot Lot ranking | Lot ranking
no. profit price price negotiation expected Price Price
negotiation expected profit negotiation Expected
profit profit
1 20,577 25,504 22,021 28,640 16,940 35,604 16,940 33,396
2 36,935 44,699 37,475 44,699 30,912 45,842 29,224 45,842
3 48,710 71,305 52,561 74469.6 32,903 80,678 32,903 80,678
4 31,406 45,036 32,561 46452.8 23,784 57,376 23,784 40,412
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Table 11. Split

Class no. Class Negotiation Expected Ranking Ranking Lot Lot Lot ranking
no. profit price price negotiation expected Price
negotiation expected profit negotiation
profit
1 2.22 2.11 2.11 2.89 2.89 1 1 1.86
2 4 4 4 4 4 1 1.74 1
3 3.11 3.11 3.11 3.89 3.89 1 1 1
4 2 2 2 2.11 2.11 1 1 1.62
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Chapter 11

Design of Robust
Supply Chains:

An Integrated Hierarchical
Planning Approach

El-Houssaine Aghezzaf
Ghent University, Belgium

Carles Sitompul
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ABSTRACT

In a supply chain operating under uncertainty, a possible approach to reduce the complexity and
scope of the planning process is to organize all involved critical planning decisions in a hierarchical
structure. This chapter attempts to explore new ways of integrating production and scheduling plans
in a complex supply chain taking into account effects of some specific uncertainty types. In particular,
uncertainty types inherent to the demand and to the process or equipment are considered. To deal with
demand uncertainty at the strategic level, the safety stock placement problem in supply chains with
limited production capacities is investigated. Results of this analysis and its consequences at the design
level are reported and discussed. At the tactical level, each stage in the supply chain generates its own
aggregate plans in order to balance supply and demand. To deal with uncertainty at this level, some
robust deterministic planning models are discussed. These models make use only of the readily available
data, such as averages and standard deviations, related to the uncertain planning parameters. At the
operational level, the issue of disaggregating the generated robust tactical plans into detailed plans is
investigated. A model taking into account the progressive deterioration of the production equipment is
discussed. The results of some simulations are also reported and discussed.
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INTRODUCTION

A supply chain consists of vendors, manufactur-
ers, distribution centers and customers that are
connected by flow of materials, money and in-
formation as shown in Figure 1. A manufacturer
transforms either raw materials into semi-finished
products or semi-finished products into finished
products. Adistribution center is responsible forre-
ceiving, sorting, picking and dispatching products
into inventories without physically transforming
the products. Supply chain management consists
of all activities necessary to plan, control and
monitor the movement of materials as they flow
from their source to the end customer. The aim
of a supply chain is naturally to satisfy customer
demands in the right level of quantity, quality,
and on the right time. We refer the reader to the
book “Modeling the supply chain” by Shapiro
(2001) for a thorough introduction to modeling
in supply chains.

Hierarchical Planning

As mentioned before, supply chain management
consists of activities such as planning, procuring,

Figure 1. A typical supply chain network

Vendors Manufacturers

producing, transporting, and selling. A procure-
ment plan decides on what to buy, when to buy,
from whom to buy, and so on. A production plan
determines when to produce, how much to pro-
duce, and so forth. A distribution or transportation
plan consists of decisions on what and where to
transport, which transportation mode to use (truck,
train, et cetera). It is worth noting that all other
supply chain activities are driven by the first ac-
tivity, that is: demand and supply planning, also
known as supply chain planning.

Based on the significance and extent of the
involved planning decisions, the complete plan-
ning process in a supply chain can be categorized
hierarchically (see Shapiro, 2001). At the highest
level, decisions are typically made for strategic
matters for a planning horizon of one to five
years and revised periodically (each two years).
Strategic decisions have significant impact on
the long-term success of the supply chain as they
involve a substantial amount of investments and
are future oriented with multifunctional conse-
quences. This last fact makes these decisions
rather difficult to revise if something goes wrong.
Typical strategic decisions involve the design of
the logistics network, including facility locations,

O

Distribution

Centers Customers
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production technologies and plant capacities. Once
the strategic contextis established, the tactical de-
cisions involve the development of material flow
management policies, including production levels
at all plants, assembly policies, inventory levels,
and lot sizes. Finally, the operational level deals
with the daily (weekly) activities. The decisions
at this level are concerned with the scheduling
of operations, including transportation, to assure
in-time delivery of final products to customers.

Figure 2 shows the hierarchical process of
decision-making in a supply chain and the limita-
tion of our discussion area (in grey). At the highest
level, strategic decisions typically deal with the
design of a supply chain. Problems such as sup-
plier selection (Vidal and Goetschalckx, 2000;
Wang and Shu, 2007; Wu and Olson, 2008), net-
work design (Kallraat, 2005; Chen et al., 2007;
You and Grosmann, 2008; Francas and Minner,
2009), capacity planning (Malcolm and Zenios,
1994; Laguna, 1998; Aghezzaf, 2005; Lusa, et
al.,2008) and safety stock placement (Graves and
Willems, 2000; Lesnaia et al., 2004; Sitompul,
et al., 2008; Shu and Karimi, 2009) are typically
dealt with at the strategic level. At this level, we
tackle demand uncertainty using safety stock
and formulate therefore a safety stock placement
problem in a capacitated supply chain.

At the aggregate level, tactical decisions are
typically meant to bridge the strategic and opera-
tional plans. The following issues are usually dealt
with at the tactical level: aggregate planning
(Leung and Wu, 2004; Sitompul and Aghezzaf,
2008), lot sizing (Raa and Aghezzaf, 2005; Guan
etal.,2006; Van den broecke etal., 2008), preven-
tive maintenance planning (Weinstein and Chung,
1999; Aghezzaf, etal.,2007; Aghezzafand Najid,
2008) and transportation mode selection (Miller,
et al.,, 2005; Cochran and Ramanujam, 2006;
Srinivasan and Bhargavi, 2007). At this level, we
tackle both demand uncertainty and equipment
uncertainty by defining and using some capacity
cushion levels and a preventive maintenance
planning respectively. We formulate some ag-
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gregate production-planning models attempting
to balance production and demand while taking
into account these two types uncertainty.

Production scheduling and sequencing (Jia,
2001; Leus and Herroelen, 2005; Li and lerape-
tritou, 2008; Xia, et al., 2008; Mehta and Uzsoy,
1999; Chenand Chen, 2003; Liao and Chen, 2004;
Alcaide, et al., 2006; Liu, et al., 2007) problems
are typically tackled at the operational level. At
this operational level, we will tackle equipment
uncertainty using a scenario based optimization
approach in the translation of the tactical plan into
a feasible operational plan.

Uncertainty and Robustness

In a dynamic and uncertain environment, to be
ableto effectively carry outthe necessary planning
activities inasupply chain, managers need as much
information as possible on the so-called planning
parameters. The critical planning parameters in a
supply chain are customer demands, machine ca-
pacities, supplier lead-times, etc. These parameters
are naturally dynamic and change over time. The
planning activities become even more complex
when these parameters are not only dynamic but
also subject to uncertainty. Geary et al. (2002),
have classified the uncertainty affecting a supply
chaininthere are four categories: demand, process,
supply and control uncertainty. Demand uncer-
tainty is characterized as the difference between
anticipated and actual orders of customers. Process
uncertainty affects the system’s internal ability to
meet production targets. Supply uncertainty results
from poorly performing suppliers, not meeting
the requirements. Control uncertainty is associ-
ated with information flow and transformation of
orders into production targets.

If improperly tackled, these types of uncer-
tainty may have severe consequences on the
performance of the supply chain. In particular,
this may lead to deterioration in service levels
and to increased avoidable costs. When demand
is higher than anticipated, for example, the system
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Figure 2. A hierarchical planning process

Strategic level

Supplier Network Capacity Safety stock
selection design planning placement
e Vidal and e Kallraat (2005) e Malcolm and Zenios (1994) e Graves and Willems
Goetschalckx (2000) e Chen, etal. (2007) e Laguna (1998) (2000)
e Wang and Shu (2007) e Youand Grosmann (2008) o Aghezzaf (2005) *  Lesnaia et al. (2004)
e Wuand Olson (2008) e Francas and Minner (2009) e Lusa, etal. (2008) e  Sitompul, et al. (2008)
*  Shu and Karimi (2009)
Tactical level
. . Maintenance:
Transportation: Production: Preventive planning
Mode-selection
e Miller, etal. (2005) . e Weinstein and Chung
e Cochran and Ramanujam Aggregate planning (1999)
(2006) e Leung and Wu (2004) o Aghezzaf, et al. (2007)
e  Srinivasan and Bhargavi e Sitompul and Aghezzaf *  Aghezzaf and Najid (2008)
(2007) (2008)
Lot sizing
*  Raaand Aghezzaf (2005)
*  Guan, et al. (2006)
*  Van den broecke, et al. (2008)

:

Operational level

Vehicle routing

*  Barbarosoglu and Ozgur
(1999)
e Fukasawa, et al. (2006)

Sequencing:
no machine breakdown

Jia (2001)
Leus and Herroelen (2005)
Li and lerapetritou (2008)

Sequencing:
with machine breakdown

Mehta and Uzsoy (1999)
Chen and Chen (2003)
Liao and Chen (2004)

e Tan, etal. (2007)
*  Raaand Aghezzaf (2009)

Xia, et al. (2008)

Alcaide, et al. (2006)
Liu, et al, (2007)

may experience the so-called stock out, when no
more stock is available to satisfy the demand.
This unmet demand may turn out to be lost sales
resulting in a missed profit opportunities. On
the other hand when demand is low, the system
may experience extra stock bringing about extra
inventory or holding costs. Also, if a machine
breaks down, the planned production levels can-
not be fully met. This means that the available
inventory may not be sufficient to satisfy the
realized demand even if this latter is correctly

anticipated. If a supplier delivers its materials too
late, the system may also not be able to satisfy the
demand. If materials or semi finished product’s
quality does not meet the requirements, extra
expense may result from reworking or scrapping
the non-conforming materi