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Preface  

This book addresses one of the most interesting techniques used for the 
non-destructive evaluation of materials: The acoustic emission technique 
(AET). Compared to other non-destructive testing (NDT) methods, AET 
can monitor changes in materials behavior over a long time and without 
moving one of its components i.e. sensors. This makes the technique quite 
unique along with the ability to detect crack propagations occurring not 
only on the surface but also deep inside a material. Consequently, AET is 
an important addition to NDT methods surveying actively a structure by 
scanning for geometric defects as well as to visual inspection methods ob-
serving a materials surface. 

There are many reports on successful AE applications in engineering at 
a broad variety of materials, material compositions and structures. Appli-
cations to many different materials are addressed in this book, but the suc-
cess of these applications does not necessarily mean that the AET is easy 
to be applied. Depending on the degree of heterogeneity of the material 
and the complexity of the structure under test there could exist a variety of 
problems that need to be solved. The status of applications ranges from 
scientific/experimental to industrial/routine. A monitoring experiment or 
application should therefore take the experience into account that is com-
piled in this book. Although the setup necessary to conduct AE measure-
ments appear to be very easy on the forehand, many issues need to be 
solved to obtain reliable results and to interpret them in the right way. 

The introduction will give some ideas about techniques and the frame of 
applications addressed in this book. It will also draw boundaries to related 
techniques. Chap. 2 summarizes the historical backgrounds of AET and 
some names of the researchers being responsible for significant discoveries 
and improvements. Since the choice of sensors and instruments influences 
the quality of the recorded data, Chap. 3 is dedicated to these issues. 

Due to the complexity of the material or structure and vice versa, the 
degree of accuracy or detailing of information should vary in different 
classes of AE applications. Where the number of AE phenomena in a cer-
tain time period exceeds the amount of data where full signal waveforms 
can be recorded or analyzed, the online extraction of data – called parame-
ters – out of these waveforms shall still give valuable information. The pa-
rametric AE analysis techniques to be performed are described in Chap. 4. 
Chap. 5 summarizes basics of signal-based analysis techniques. 



One of the most important features of AET is the ability to localize the 
source of an AE event. Following the evolution of source locations, the 
technique can lead to a better insight into the materials behavior under load 
resulting in the four-dimensional image of defect developments. Chap. 6 
describes in detail most of the existing techniques and algorithms for the 
source localization. However, an AE signal contains much more informa-
tion about the fracture process and source parameters.  Therefore, the two 
following Chaps. 7 and 8 are dedicated to describe the mathematical and 
physical principles of AET. Additionally, this closed the first part of this 
book dealing more with the background and basic principles. 

The second part is mostly addressed to the practical engineer giving af-
ter some general remarks (Chap. 9) numerous examples of AET to applica-
tions including AE in concrete (Chap. 10), rock (Chap. 11) and wood 
(Chap. 12). These are followed by chapters dealing with superstructures 
(Chap. 13) and substructures (Chap. 14). Since the use of cables limits 
sometimes the number of successful AE applications, Chap. 15 describes 
AE methods based on wireless sensor networks. Wireless techniques de-
mand a new class of data processing procedures that are called array tech-
niques as summarized. 

Finally for applications, it is essential to be aware of the limitations and 
accuracy of AET as well as the necessary skills of the operators handling 
the equipment and analyzing the data. Chap. 16 will give an introduction 
to these issues. 

The editors hope that the subdivision of this book into the first part deal-
ing more with basic principles and the second with a selection of applica-
tions is useful to the reader. In some chapters, redundancies of similar 
problems addressed by different authors are allowed with purpose. This 
should demonstrate the benefits of diverse approaches to problems. The 
described techniques have by far not reached their full potential and the 
developments in the field of microelectronics and sensing techniques will 
certainly lead to further improvements of these methods in the next years. 

The editors would like to acknowledge first of all the contributions by 
their colleagues acting as authors of the individual chapters. They certainly 
represent some of the most active and respected scientists in their field. 
The editors are also grateful for the help of Mrs. Anne Lehan, Mrs. Inge-
borg Bathelt and Mrs. Lioba Elli-Meier that were hard working on the 
preparation and formatting of the manuscripts. This book would certainly 
not have been possible without their help. Finally are all readers encour-
aged to suggest corrections and additions to the editors that will be in-
cluded in a future edition. 

 
 

April 2008 Christian U. Grosse and Masayasu Ohtsu  
  (Editors) 
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1 Introduction  

Christian U. Grosse 

1.1 AET in the Context of Other Techniques 

AET is considered quite unique among the non-destructive testing me-
thods, what starts with the question of whether this method should be clas-
sified as completely non-destructive or not, since fracture of the material is 
necessary for testing. In contrast to other NDT methods, however, AET is 
usually applied during loading, while most others are applied before or af-
ter loading of a structure. Following these arguments, and according to the 
way in which the signals are recorded, AET is correctly described as non-
destructive. The statement is certainly true if a material is tested under a 
working load without any additional load. On the other hand, AE is often 
used to detect a failure at a very early stage, long before a structure com-
pletely fails.  

A more dominant attribute to distinguish the different NDT techniques 
is addressing the way the technique is applied and sort of information that 
can be obtained. The ultrasound method, for example, is able to detect the 
geometric shape of a defect in a specimen using an artificially generated 
source signal and a receiver, whereas the AET detects the elastic waves ra-
diated by a growing fracture. Therefore, the acoustic emission (AE) me-
thod should be considered to be a "passive" non-destructive technique, be-
cause it usually identifies defects only while they develop during the test. 
AE is often used to detect a failure at a very early stage of damage long be-
fore a structure completely fails. Fig. 1.1 illustrates the idea behind the 
terms “active” and “passive” in NDT. In essence, the source emitting the 
waves is generally applied to the material in active methods (Fig. 1.1, top) 
using for example scanning techniques, whereas, in the passive methods, 
the sources are within the material (Fig. 1.1, bottom); they quasi “produce” 
the test signal. These characteristic features of the AE method result in ad-
vantages as well as disadvantages that will be addressed in the next sec-
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tion. However, the nature of the signals usually being recorded should be 
described first in more detail. 
 

active techniques

 

passive techniques

load

 
Fig. 1.1. Comparison of NDE principles using active or passive techniques. 

The sources of acoustic emissions can have widely varying characteristics 
due to significant differences in the source signals. These differences get 
more pronounced using non-resonant transducers and after separating sig-
nals from noise, which can arise from artificial or natural sources with ori-
gins inside or outside the tested object. Continuous emissions, produced 
for instance during metal cutting or by friction in rotating bearings (Miller 
and McIntire 1987), show very different signal characteristics when com-
pared to burst signals caused by the spontaneous release of energy during 
cracking (Fig. 1.2). Monitoring of continuous acoustic emissions can be 
used to control the operation of machines, although it is often difficult to 
localize the source of the emission. Most techniques used in the AET are 
better suited for burst signals and therefore will generally be addressed in 
the following chapters. 
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continuous AE

time [s]
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burst signals

 
Fig. 1.2. Example of burst signals compared to a continuous emission of acoustic 
waves. 

1.2 Advantages and Disadvantages of AET 

An advantage of AE techniques, compared to other non-destructive testing 
techniques, is that damage processes in materials being tested can be ob-
served during the entire load history, without any disturbance to the spe-
cimen. Ultrasonic analysis techniques, for instance, have to be applied in 
conjunction with scanning techniques to detect a defect. They usually re-
quire stopping the loading of a structure. In contrast, AE studies require 
under favorable conditions only a few sensors being able to monitor the 
AE activity of a structure, provided there are sufficiently strong signals to 
cross a threshold called trigger level. The sensors can be fixed to the sur-
face of the specimen for the duration of the test and do not have to be 
moved for scanning the whole structure point by point. Access to both 
sides of an object, which is necessary for all through-transmission me-
thods, is not required in AET. 

The stress field in the specimen being tested is related to the applied 
force. When a material is stressed, the deformations are controlled by what 
is known as the constitutive behavior of the material. For example, some 
materials respond to stress linear elastically, and others behave elasto-
plastically. The linear elastic stress-strain relationship is called Hooke’s 
Law. AE however, are more strongly dependent on the irreversible (non-
elastic) deformations in a material. Therefore, this method is only capable 
of detecting the formation of new cracks and the progression of existing 
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cracks or friction processes. These phenomena are often related to internal 
mechanical or thermal loads or pressures applied from outside the speci-
men. AE tests can be conducted under normal, service conditions or during 
a slight enhancement of the load. Therefore, it is extremely useful in test-
ing structures under real load conditions to record a possible failure 
process. 

A disadvantage of the AET method is that a particular test is not perfect-
ly reproducible due to the nature of the signal source, e.g. the sudden and 
sometimes random formation of a crack. Although specimens of the same 
shape and same material properties should cause similar AE activities un-
der load, this is not always the case. Materials with scattered inhomogenei-
ties of a particular dimension, such as concrete, will not give similar AE 
results if the wavelength of the signals is of a similar size as the heteroge-
neities. This is one of the reasons why it is useful to compare the results of 
acoustic emission tests with other testing methods, for example using a 
visual inspection of the surface or ultrasound methods, X-Ray or RADAR. 

Another point addresses the energy released by an acoustic emission. 
Signals – in particular those used as precursors of failure – are usually sev-
eral magnitudes smaller compared to signals used in ultrasonic techniques. 
This requires much more sensitive sensors as well as reliable amplifiers 
and pre-amplifiers. Problems related to this are the influence of ambient 
noise, the attenuation of signals and the probably resulting low signal-to-
noise ratio. It requires sophisticated data processing techniques to detect 
acoustic emissions, to localize them and to apply other advanced tech-
niques or inversions. 

A reliable analysis of acoustic emission signals and the interpretation of 
the data in material testing are usually only possible in cases where the 
signals have been localized successfully. Signal localization is the basis of 
all analysis techniques used in AE, and the various methods will be de-
scribed in detail in Chap. 6. Before the localization topic is dealt with, 
however, a short characterization of the way acoustic emissions are rec-
orded will be given. Knowing how signals are recorded is essential in un-
derstanding the AET in general, and also provides insights into interpreting 
the results.    

1.3 Acoustic Emission in Context to Seismology 

An earthquake is a sudden movement of the Earth’s crust that generates 
elastic disturbances, known as seismic waves. These waves propagate 
spherically outwards from the source, as a result of transient stress imbal-
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ances in the rock, and vibrate the ground. These vibrations can cause dam-
age at the earth’s surface, which can be correlated to the magnitude of the 
earthquake and the local geological conditions.  

Several large magnitude earthquakes, that destroyed huge areas and 
caused many deaths, are well remembered in human history. The San 
Francisco earthquake in 1906, for example, (Fig. 1.3) radiated waves that 
were recorded as far away as Germany. The waves are physical waves and 
can be recorded by instruments called seismometers, which record ground 
motion. The recordings of ground motion as a function of time are called 
seismograms. An example of seismograms of the San Francisco earth-
quake, recorded by a seismometer in Germany, some 9100 miles (ca. 
14600 km) from the earthquake source is shown in Fig. 1.4.   

 

 
Fig. 1.3. Earthquake damage in San Francisco after the 1906 earthquake.  

Acoustic emissions (AE) can be considered to be a form of microseismici-
ty generated during the failure process as materials are loaded. AE is de-
fined as the spontaneous release of localized strain energy in stressed ma-
terial. This energy release can be due to, for example, microcracking in the 
material and can be recorded by transducers (sensors) on the material’s 
surface. This is the reason why AET are so similar compared to seismolog-
ical techniques – they basically address the same concept but at a different 
scale. Far-field seismology investigates earthquakes in a distance of thou-
sands of kilometers, near-field seismology in distances of several hundred 
kilometers. Acoustic emission techniques are usually applied for source-
receiver distances of up to several tenth meters, but specimen can also be 
much smaller down to even millimeters. However, applications in the 
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range in between the given distances (i.e. 10 to 100 meters) are sometimes 
called micro-seismology and sometimes large-scale acoustic emission 
analysis. It is simple to see the similarities of these techniques based on 
signal interpretations looking at the earthquake recording in Fig. 1.4 and 
comparing it to acoustic emission recordings in the following chapters of 
this book. The basic difference concerns the scale of the time axis. 

 

 
Fig. 1.4. Seismograms of the 1906 San Francisco earthquake recorded in Göttin-
gen, Germany, some 9100 miles away from the earthquake source; (top) NS com-
ponents, (bottom) EW component (from Wald et al. 1993). 

 
Seismological data are usually analyzed on the basis of their full waveform 
or of a significant part of this (in Fig. 1.4 are only the first 22 seconds 
shown). In acoustic emission this was not always the case and is probably 
still not the case for many applications. Historically speaking, former re-
cording techniques based on very basic electronic components were simply 
not able to handle the large amount of high frequency data. This led to the 
workaround to extract parameters out of the waveforms that were after-
wards not recorded what means they were not converted from analog to 
digital data. The parameter-based approach will be described in detail lat-
er. Some successful parameter-based AET applications used to study for 
example cementitious materials can be found in the literature (McCabe, 
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Koerner et al. 1976; Notter 1982; Feineis 1982; Reinhardt and Hordijk 
1989; Kapphahn 1990; Sklarczyk, Gries et al. 1990). Some authors began 
in the late 1980’s and in the early 1990’s with the theoretical development 
of quantitative techniques based on waveform analysis (Scruby 1985; 
Sachse and Kim 1987; Ono 1993). A point motivating these developments 
was the interconnection between AE and seismology. Seismological tech-
niques were adapted for example for civil engineering by some authors 
(Ohtsu 1982, 1994; Ouyang et al. 1991; Ohtsu et al. 1991; Maji and Sahu 
1994; Maji 1995). Ono and Ohtsu have been probably some of the first 
scientists transferring earthquake data processing techniques to AE data 
processing. The basic for these advances are developments in microelec-
tronics and in computer-based analysis techniques. AE is usually dealing 
with high signal rates and events at relatively high frequencies (from 20 
kHz up to several megahertz). Recording and analysis devices need power-
ful techniques to handle these data. It is remarkable that even sophisticated 
techniques such as the three dimensional localization of events, the mo-
ment tensor inversion or wavelet techniques are nowadays routinely ap-
plied in the AE environment and it is expected that other methods will sti-
mulate further developments. 

New developments raise new problems. However, the demands on the 
equipment are still very high. This is particularly true concerning the sen-
sor technology. Resonant transducers are increasingly replaced by sensors 
with broader frequency characteristics. Issues of flat response, sensitivity 
and calibration have to be addressed more carefully in the future. Other 
sensor techniques that are currently discussed in the field of AE applica-
tions (e.g. in structural health monitoring) use network techniques, wire-
less communication and Micro-Electro-Mechanical Systems (MEMS). 
These promising ideas ensure that the acoustic emission technology will be 
a field of interesting future developments and applications. 
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2 History and Fundamentals 

Masayasu Ohtsu 

2.1 Introduction 

It is realized that AE technology began to be investigated in the middle of 
the 20th Century. Two historical articles have been already published 
(Drouillard 1979) and (Drouillard 1987). Drouillard also reported a com-
prehensive summary on AE history (1996). Referring to these publications, 
founders and historical topics on AE are briefly stated. Since AE history is 
closely associated with development of measuring devices, fundamentals 
of the measurement are additionally stated. 

2.2 Discovery of AE  

We can often listen to noises of fracture or breaking sounds in materials. In 
the large scale, sensible and audible phenomena associated with generation 
of elastic waves are known as earthquakes and rock-bursts in mines. In 
metallurgy, the first AE phenomenon was considered to be an audible tin-
cry, which is produced by twinning of pure tin during plastic deformation. 
Martensite transformation in steel is also accompanied by audible noises. 
Other AE phenomenon is creaking of timber prior to break. Related to this 
phenomenon, the oldest and the first report on a scientifically planned AE 
experiment was found (Drouillard 1990), which was delivered by F. Ki-
shinoue on November 21, 1933 at a meeting of the Earthquake Research 
Institute in the University of Tokyo (Imperial University of Tokyo). The 
article was published in 1934 as shown in Fig. 2.1, which was translated 
into English by K. Ono and published in the Journal of Acoustic Emission 
(Kishinoue 1990). The process of shock occurrence in a wood specimen 
under flexural stress was studied. The apparatus for the experiment is 
shown in Fig. 2.2. It consisted of a phonograph pick-up using a steel 
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needle inserted into the tension side of a wooden beam under bending 
stress. The electrical current was recorded with an oscillograph. As bend-
ing proceeded, cracking sounds were heard, while the oscillograms record-
ed many inaudible vibrations.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2.1. Top page of “Jisin” report in 1933.         Fig. 2.2. Experimental apparatus  

by Kishinoue.                                                

In Germany, early AE experiments were performed by F. Förster in 
Fig. 2.3 (Förster & Scheil 1936). Measuring extremely small voltage 
changes due to resistance variations, AE phenomena caused by martensite 
transformations could be detected in a wire-shaped nickel-steel specimen. 
This was because they had built an electro-dynamic transmitter/receiver 
system to transform mechanical vibrations into electrical voltages. 

In the geological field, micro-seismic activity, which was identical to AE 
phenomenon, had been studied. L. Obert in Fig. 2.4 reported the discovery 
of micro-seismic emissions in rock (Obert 1977). In 1938, he was conduct-
ing seismic velocity tests in the lead-zinc mines of northern Oklahoma. 
Throughout the test, spurious signals kept triggering the interval time be-
tween two geophones. After eliminating possible equipment defects, even-
tually he discovered that the triggering was caused by self-generated sig-
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nals in the rock. Then, he clarified that micro-seismic activity could be de-
tected in controlled experiments of rocks (Obert & Duvall 1945). 

 

        
Fig. 2.3. Photo of Friedrich Förster.    Fig. 2.4. Photo of Leonard A. Obert. 

2.3 Founders and Terminology 

It has been often quoted that AE history started in 1950 with publication of 
Kaiser’s dissertation (Kaiser 1950). J. Kaiser in Fig. 2.5 tested tensile spe-
cimens of metallic materials, recording AE signals. He discovered a fam-
ous irreversibility, which is now called the Kaiser effect. B.H. Schofield in 
Fig. 2.6 found Kaiser’s article in USA and reexamined it. He published his 
pioneering work as entitled “Acoustic Emission” (Schofielde 1961). This 
is the first use of the terminology of AE in history. 

2.4 AE in Concrete Engineering 

Tracing back to 1960’s, three papers were well known in concrete technol-
ogy. Interestingly it was reported that Ruesch had known J. Kaiser in the 
institute. So, he studied the noise emitted during application of compres-
sive load in concrete [1959]. This has been known as one of the first stu-
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dies on the Kaiser effect in engineering materials. He found that the Kaiser 
effect was observed up to around 75% load level of failure load, and re-
ported that generating behavior of AE signals was closely related with the 
volumetric change and the absorption on ultrasonic waves.  
 

    
Fig. 2.5. Photo of Joseh Kaiser.               Fig. 2.6. Photo of Bradford H. Schofield. 

  
Under compressive load in concrete, the relation among the decrease in ul-
trasonic velocity, active AE generation above 75% of the failure load, and 
the increase in Poisson’s ratio was summarized by L’Hermite [1960]. His 
experimental results are given in Fig. 2.7. Following AE activities ob-
served, both Poisson’s ratio and axial strain start to increase, while the 
wave velocity in concrete decreases. Robinson further compared AE beha-
viors with X-Ray observation [1965].  

These historical findings in concrete led to one misleading episode, 
which attracted a kind of attention in Japan. Based on high AE activity 
over 75% of the failure load, the concept of “genuine strength of concrete” 
was proposed by H. Yokomichi of Hokkaido University [1964]. He at-
tempted to describe that the stress level at the onset of AE activity at 75% 
of the failure load was closely related with the characteristic strengths of 
concrete, such as the fatigue strength and the strength of creep failure. Un-
fortunately, one journalist misinterpreted his concept, and erroneously re-
ported in a newspaper that accidental failure of concrete structures might 
occur due to a bad design based on the “non-genuine” strength. Temporari-
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ly, this article brought about extensive and widespread debates on the ge-
nuine strength of the concrete in Japan.  

 

 
Fig. 2.7. Experimental results by L’Hermite. 

2.5 Development of AE Techniques 

Following Schofield’s study, A. T. Green and H. L. Dunegan were known 
to develope standard procedures and devices (Drouillard 1996). In relation 
to the micro-seismic activity, H. R. Hardy, Jr. organized and held the series 
of five Conferences on Acoustic Emission/Microseismic Activity in Geo-
logic Structures and Materials [1974, 1978, 1981, 1985 and 1991]. These 
obviously contributed to the development of AE techniques in geological 
fields. 

In the USA, the Acoustic Emission Working Group (AEWG) was con-
ceived in 1967 by J. C. Spanner. Since then, the meeting has kept held and 
the 49th meeting was held in 2006. The Japanese Committee on AE was 
founded in 1969. Since 1980 the committee has been organized as an ad 
hoc technical committee in the Japanese Society for Nondestructive In-
spection (JSNDI). The International Acoustic Emission Symposia (IAES) 
were inaugurated in 1972 and has been biennially held in Japan. In 2006, 
the 18th IAES was held. In Europe, research activity on AE led to the Eu-
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ropean Working Group on AE (EWGAE). The first meeting was held in 
1972, and in 2006, the 27th meeting was held. 

Professor K. Ono at University of California, Los Angeles has been edit-
ing the Journal of AE, based on the exponentially increasing number of 
papers. The first issue was published in 1982. Since then, the journal has 
kept providing the state of the art on AE researches. In addition, the Non-
destructive Testing Handbook, Vol. 5: Acoustic Emission Testing [1987] 
introduced methods along with sections of the physical properties of AE 
testing, signal recording and applications. 

2.6 Fundamentals of AE Measurement 

F. Kishinoue already made comments on the problems with background or 
environmental noises. Care was needed during the experiment. This was 
because detection of AE signals was affected by vibrations from a string 
wind, passers-by and a truck passing on a nearby street. Many of these 
problems have been eliminated with development of instrumentation sys-
tems. In updated equipments, the frequency range of the measurement is 
normally set above that of audio and environmental noises, which are sub-
stantially minimized by grounding the equipments. Owing to advances of 
measuring systems, the use of a band-pass filter effectively eliminates 
background noises and allow meaningful tests under usual laboratory envi-
ronments. 

Physically, failure takes place due to the release of stored strain energy, 
nucleating cracks and generating elastic waves. Elastic waves due to crack 
nucleation are detected as AE waves, which propagate inside concrete and 
are detected by an AE sensor on the surface. Although recent AE devices 
are fully digitized, detection systems are basically of analog type.  

A typical AE detection system commercially available is illustrates in 
Fig. 2.8. AE waves are detected by AE sensor, which converts dynamic 
motions at the surface of a material into electrical signals. Because AE 
signals are weak, they are normally amplified by two amplifiers of a pre-
amplifier and a main amplifier. The signal-to-noise ratio of equipments 
shall be low, and the amplifiers often provide more than 1000 times gain. 
Lately, it is set to normally 100 times or so. As discussed above, the band-
pass filter is successfully employed to eliminate the noises. In engineering 
materials, the band width from several kHz to several 100 kHz or 1 MHz is 
recommended in the measurement.  
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Fig. 2.8. AE detection system. 

2.7 Concluding Remarks 

Fracture sounds (sonic waves in air) must be original AE phenomena. 
These are acoustic and audible. In the definition nowadays, AE waves are 
not sonic waves, but elastic waves in a solid. The frequency range of the 
waves could cover the inaudible range over the audible range (acoustic or 
lower than 20 kHz). The sonic waves higher than the audible range are de-
fined as ultrasonic waves. Rigorously speaking, AE waves are neither ul-
trasonic nor acoustic.  

Based on the historical development, AE technique is now in the practic-
al stage. Rationally in the case of cracking sources, AE waves are elastic 
waves due to dislocation motions (discontinuity of displacements as crack-
ing) in a solid. As a result, they consist of P-wave (longitudinal wave or 
volumetric), S-wave (transverse wave or shear), and such other interfacial 
waves as surface waves (Rayleigh wave and Love wave), reflected waves, 
diffracted waves and guided waves (Lamb wave and other plate waves). 
The latter portion of AE waveform, in addition, often is associated with re-
sonance vibration of AE sensor, which turns wave motions into electrical 
signals. Consequently, it is noted that AE waveforms and waveform para-
meters are not completely associated with generating mechanisms, but 
mostly responsible for the effects of travel paths, media and detection sys-
tems. 
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3 Sensor and Instrument 

Masayasu Ohtsu 

3.1 Introduction 

Fracture in a material takes place with the release of stored strain energy, 
which is consumed by nucleating new external surfaces (cracks) and emit-
ting elastic waves, which are defined as AE waves. The elastic waves 
propagate inside a material and are detected by an AE sensor. Except for 
contactless sensors, AE sensors are directly attached on the surface as 
shown in Fig. 3.1.  
 

Detection of AE wave 

Nucleation of crack 
Propagation of generat-
ed AE wave 

Propagation of sonic wave
(cracking sound) 

 

Fig. 3.1. Detection of AE wave. 

A contact type of the sensor is normally employed in AE measurement, 
and is commercially available. In the most cases, a piezoelectric element in 
a protective housing (Beattie 1983) as illustrated in Fig. 3.2 is applied to 
detection. Thus the sensors are exclusively based on the piezoelectric ef-
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fect out of lead zirconate titanate (PZT).  
 

 

Fig. 3.2. AE sensor of the piezoelectric element. 

 
For a specialized purpose of sensor calibration, a capacitive sensor (trans-
ducer) is developed (Breckenridge 1982). Compared with other types of 
AE sensors, it is well known that piezoelectric sensors provide the best 
combination of low cost, high sensitivity, ease of handling and selective 
frequency responses. Although PZT sensors are not normally suited for 
broad-band detection in basic studies of AE waveform analysis, they are 
practically useful for most AE experiments and applications. 

3.2 Sensor and System Response 

AE signals are detected, as dynamic motions at the surface of a material 
are converted into electric signals. Then the electrical signals are amplified 
and filtered. Mathematically, the system response is formulated by a linear 
system in Fig. 3.3. Here, input function f(t) of surface motions is trans-
formed into function g(t) of electric signals by transfer function L[ ] of AE 
sensor. This system is mathematically represented, 
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( ) ( )g t L f t= ⎡ ⎤⎣ ⎦ ( ) ( )g t L f t= ⎡ ⎤⎣ ⎦ . (3.1)

 

                       
L[ ]  f(t) g(t) 

 

Fig. 3.3. A linear system. 

 
Here, the convolution integral is defined as an integration of two functions 
f(t) and w(t), 
  

( ) ( ) ( ) ( ) ( ).s t f t w d f t w tτ τ τ= − = ∗∫  (3.2) 
 
The symbol * represents the convolution. Then Dirac's delta functionδ (t) 
plays an important role. From the definition, it is expressed, 
 
  

( ) ( ).f t tδ∗ ( ) ( ).f t tδ∗

( ) ( ) ( )

 (3.3) 
 
In the case of the linear system, Eq. 3.1 becomes, 
 

( ) ( ) .g t L f t t f t L tδ δ= ∗ = ∗⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦

( ) ( ) ( ) ( ) ( ) .g t L f t t f t L tδ δ= ∗ = ∗⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦  

 
δ (t)] as w(t), we have, Setting L[

 
  

( ) ( ) ( ) ( ) ( ) ( ).g t f t w t= ∗ .g t f t w t= ∗  (3.4) 
 
This implies that the sensor response g(t) is obtained from the convolution 
of the input f(t) with the impulse response of the system w(t), because the 
function L[δ (t)] is the response of the system due to the input of the delta 
function. Introducing the Fourier transform, 
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( ) ( ) ( ) ( ) ( ) ( )exp 2 exp 2 ,G f g t j ft dt f t w d j ft dtπ τ τ τ= − = − − π∫ ∫∫
( ) ( ) ( ) ( ) ( ) ( )exp 2 exp 2 ,G f g t j ft dt f t w d j ft dtπ τ τ τ= − = − − π∫ ∫∫

 
 
and setting t-τ = s 
 

 

( ) ( ) ( ) ( ) ( )
( ) ( )

exp 2 exp 2

         

G f f s j fs ds w j pf d

F t W t

π τ τ= − −

=
∫ ∫

( ) ( ) ( ) ( ) ( )
( ) ( )

exp 2 exp 2

         

G f f s j fs ds w j pf d

F t W t

τ

π τ τ= − −

=
∫ ∫ τ

 

(3.5)

 
Here G(f), F(f) and W(f) are Fourier transforms of g(t), f(t) and w(t), re-
spectively. w(t) and W(f) are named the transfer function and the function 
of frequency response. A calibration of AE sensor is equivalent to deter-
mination of function W(f). On the other hand, it implies that frequency 
contents of AE waves are usually smeared by function W(f) of AE sensor. 
Thus, the absolute calibration means quantitative estimation of function 
w(t) or W(f).  

The signals measured using AE sensor are of small magnitude compared 
to other methods. As a result, AE signals obtained by the sensors are very 
weak and have to be so amplified as to be detected and recorded. All of 
these influences can be assigned by different transfer functions. Conse-
quently, AE signal a(t) recorded in the system illustrated in Fig. 2.8 are 
mathematically represented as, 

 
( ) ( ) ( ) ( ) ( ) ,f aa t w t w t w t f t= ∗ ∗ ∗

( ) ( ) ( ) ( ) ( ) ,f aa t w t w t w t f t= ∗ ∗ ∗  (3.6) 

 
where wf (t) and wa(t) are transfer functions of the filter and the amplifiers. 
For characterizing AE sources theoretically, it is so important to know the 
weights of these functions as to eliminate their influences. In usual cases, 
the frequency responses of both the filter wf (f) and the amplifier wa(f) are 
known to be fairly flat or almost constant in the frequency domain. As a 
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result, it is found that the frequency response or the transfer function W(f) 
or w(t) of AE sensor significantly affects the frequency contents of AE 
signals.  

3.3 Response of PZT Sensor 

In the case of piezoelectric or PZT sensors, the sensors are usually operat-
ed in resonance, i. e. the signals are recorded in a small frequency range 
due to the frequency characteristics of the sensor to enhance the detection 
of AE signals. Very damped sensors are operated outside their resonance 
frequencies allowing a broadband detection, although they are usually less 
sensitive to wave motions.  

So far various analyses of PZT sensors have been performed. These can 
be classified into two groups. One employed equivalent electric circuit 
(Mason 1958) and the other applied solutions of the field equations (Auld 
1973). These are based on one-dimensional analysis, and thus results can 
not be readily extended to three-dimensional (3-D) analysis. This is be-
cause the PZT element used in an AE sensor is neither an infinite bar nor 
an infinite plate.  

A few solutions exist for 3-D PZT bodies. Most well-known solutions 
for finite PZT plates were obtained from approximated two-dimensional 
(2-D) equations of extended Mindlin’s solutions (Herrmann 1974). But, 
these solutions are not directly applicable to the analysis of AE sensors 
commercially available. In order to clarify the frequency response of AE 
sensor (function W(f) in eq. 3.5) and to optimize the design of PZT ele-
ments, resonance characteristics of PZT element were analyzed by using 
the finite element method (FEM) (Ohtsu & Ono 1983).  

Electro-mechanical vibrations of PZT bodies can be solved in a similar 
manner to the corresponding mechanical vibration problem, but with addi-
tional variables. The constitutive laws of PZT materials are represented, as 
follow (Holland & EerNisse 1969) and (Kawabata 1973), 

 
 

[ ] [ ]{ } { } { } ,TC d Eε σ= +  (3.7) 
 
 

{ } [ ]{ } [ ] { }.D d pσ= + E  (3.8) 
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Here {ε}are the elastic strains, {σ}are the stresses, {E} are the electric po-
tentials and {D} are the electric displacements. [C] represents the adiabatic 
elastic compliance tensor at constant electric filed, [d] is the adiabatic pie-
zoelectric tensor and [p] is the adiabatic electric permittivity at constant 
stress. From these constitutive equations, it is readily known that the pie-
zoelectric element generates electric signals due to mechanical motions 
and vice versa. 

As analytical results, three PZT-5A elements were analyzed by the FEM, 
of which material properties were known. These are a cylindrical element 
of 9.53 mm diameter and 12.19 mm height, a disk-shaped element of 9.53 
mm diameter and 1.45 mm height, and a truncated conical element of 6 
mm base-diameter, 1 mm truncated end-diameter and 2.5 mm height.  

Nominal resonance frequencies are calculated from Eqs. 3.7 and 3.8 as a 
cylindrical bar and a disk-shaped solid. So, resonances of shear, radial and 
compression modes are calculated without taking into account the boun-
dary conditions. These are denoted in Table 3.1. 

In the FEM analysis, axi-symmetric models were analyzed. In order to 
investigate the coupling effect between the sensor and the medium, two 
cases of stress-free boundary (free vibration) and fixed boundary at the 
contact surface were analyzed to determine resonance frequencies and 
modes.  

Table 3.1. Resonance frequencies of PZT elements 

Shape 
Free vibration (kHz) Fixed boundary (kHz) 

Nominal FEM 
analysis Experiment Nominal FEM 

analysis Experiment 

Cylin-
drical 

element 

71 (shear) 
160 (comp.) 
201 (radial) 

109 
196 
207 
217 
298 

133 
 

210 
251 
312 

71 (shear) 
160 (comp.)
201 (radial) 

61 
167 
191 
245 
316 

42 
152 
204 

Disk-
shaped 
element 

 
 
 
201 (radial) 
 
 
597 (shear) 

 
116 

 
206 
322 
541 
581 

42 
91 

146 
166 
231 
536 

 
 
 
 
 

1343 (comp.) 

 
382 

 
766 

1219 
1476 
2245 

 
291 
516 
720 

 

Conical  
element 

 80 
262 
414 
567 

66 
278 
494 
713 

 404 
 
 

803 

404 
500 
570 
766 
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774 878 
1099 
1874 

 

 
In Table 3.1, resonance frequencies obtained are denoted as compatible to 
nominal resonances as possible. In the cases of the cylindrical and disk-
shaped elements, the resonance frequencies are obtained as in reasonable 
agreement with nominal resonances of the shear and the radial for free vi-
bration, while the nominal resonance of the compression seems to be ana-
lyzed for fixed boundary.  

Resonance vibration modes of the conical element for the case of free 
vibration and of fixed boundary are shown in Fig. 3.4. To show the vibra-
tion modes clearly, scales of displacements are highly exaggerated. In all 
the cases, simple modes of the vibration envisaged in the nominal modes 
are not observed. When the bottom boundary is constrained in motions, the 
resonance frequencies are shifted to the higher range. In addition, the vi-
bration modes change from a bending mode to a mixture of shear and 
compression. Thus, the resonance frequencies appear as different modes 
from the nominal modes, because a PZT element vibrates three-
dimensionally. As illustrated in Fig. 3.2, a PZT element is fixed in a hous-
ing case. So, the case of fixed boundary might be of possible resonance 
mode in the sensor. 
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Fig. 3.4. Resonance vibration modes of the conical element. 

In order to evaluate the resonance frequencies analyzed, experiments were 
conducted by employing a block diagram in Fig. 3.5. For free vibration, a 
PZT-5A element was placed on a steel block of dimensions 570 mm x 130 
mm x 180 mm without bonding to the block. Sweeping sinusoidal input 
from DC to 2 MHz was supplied by a function generator to a broad-band 
sensor (FC500 model, AET), which was coupled to the same surface of the 
block as a transmitter in the figure. The input voltage was kept constant 
during a sweeping time of about 50 sec., but it was adjusted to obtain 
enough output voltage for recording. The output voltage of the PZT-5A 
element was amplified as 80 dB in total and filtered with the band-pass 
from 30 kHz to 2 MHz. 
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Function Generator Pre-Amplifier RMS Voltmeter 

Transmitter PTZ-5A Element 

 

Fig. 3.5. Experimental set-up for frequency responses of PZT elements. 

 
The root-mean-square (RMS) voltage output was recorded. In the case of 
fixed boundary, the PZT-5A element was bonded with wax. Results of the 
conical element are shown in Fig. 3.6. In the case of free vibration, more 
than ten peak frequencies are found from 66 kHz to 2 MHz. The main ef-
fect of the steel block is to confine the peak frequencies to the 400 to 600 
kHz range. A strong peak is observed at around 500 kHz both in the free 
vibration and after bonding to the steel block.  

 

 

Fig. 3.6. Frequency responses of the conical element. 
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All the major peak or resonance frequencies obtained are also listed and 
compared with the nominal resonances and the resonances by the FEM 
analysis in Table 3.1. Generally speaking, the peak frequencies deter-
mined by three different methods are in reasonable agreement. In the case 
of the nominal resonance frequencies, no boundary conditions are assigned. 
The values of resonances are listed as possible corresponding values. In 
the cylindrical element, the effect of fixed boundary is minor, because the 
small area at the bottom is only constraint. It is noted that the resonance 
frequency lower than the compression mode is obtained in the case of 
fixed boundary, which is close to the resonance of the shear mode. In the 
disk-shaped element, lower resonance frequencies than that of the radial 
mode is obtained in both the FEM analysis and the experiment in the case 
of free vibration. These disapper in the case of fixed boundary, where the 
resonance frequency corresponds to the compression mode obtained in the 
FEM analysis. In the conical element, higher resonance frequencies are ob-
tained in the case of fixed boundary. According to Fig. 3.6, the responses 
of these resonance frequencies are fairly weak.  

A NIST (National Institute for Standards and Technology, USA) conical 
transducer developed (Proctor 1982) has been known as a reference sensor 
of flat response. Because the sensor consists of a conical element of 1.5 
mm truncated-end in diameter bonded to a brass cylinder as illustrated in 
Fig. 3.7. Comparing with the frequency spectrum in the bonded case in 
Fig. 3.6, it should have fairly weak peak frequencies in the low frequency 
range from 100 kHz to 1 MHz and could be of low sensitivity. 

 

 

Fig. 3.7. Sketch of NIST conical transducer. 

Small contact area 

Electrical 
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3.4 Calibration and Detection 

A typical AE sensor of PZT element transforms elastic motions of 1 pm 
displacement into electrical signals of 1 μV voltage. As an example, fre-
quency responses of AE sensors commercially available are given in 
Fig. 3.8.  
 

 

 
Fig. 3.8. Calibration curves of frequency responses of commercial AE sensors. 
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The top figure shows the response of a broadband sensor and the bottom is 
that of a resonance type. Although both sensors respond irregularly, the 
sensitivity of the broadband type is lower than that of the resonance type. 
This fact is so general that selection of AE sensors should be based on ei-
ther the sensitivity (resonance type) or the flat response in frequency 
(broadband type). In any case where AE waves are detected by AE sensor, 
frequency contents are smeared by the transfer function W(f) of the sensor 
as discussed in Eq. 3.6. 

When the sensor cannot directly be attached to the structure, waveguides 
as illustrated in Fig. 3.9 are employed. It is noted that the use of wave-
guides introduces further complexity to frequency contents of AE waves.  
 

 

Fig. 3.9. Examples of AE wave-guides. 

The responses in Fig. 3.8 are calibrated results by two methods of the 
sensor calibration. One is a calibration method by NIST, as illustrated in 
Fig. 3.10 (Breckenridge 1982). A large steel block of 90 cm diameter and 
43 cm deep was employed. As a step-function impulse, a glass capillary 
source was employed, and elastic waves were detected by a capacitive 
transducer and by a sensor under test. The calibration curve was obtained 
as a ratio of the response of the sensor to that of the capacitive transducer. 
The capacitive transducer (sensor) could record a Lamb’s solution due to 
surface pulse as discussed in Chapter 7. It is reasonably assumed that the 
capacitive transducer detect the vertical displacement at the surface due to 
a step-function force. The other is known as a reciprocity method, which 
Hatano and Watanabe (Hatano & Watanabe 1997) suggested to use, and 
confirmed an agreement with the NIST methods. As seen in Fig. 3.8, it is 
demonstrated that both method can provide similar calibration curves. 

Embedded 
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Ground 
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Schematic diagram of a apparatus:
A. Steel transfer block; B. Capillary source;
C. Loading screw;  D. PZT disc;  E. Charge amplifier;
F. Storage oscilloscope;  G. Standard transducer;
H. Transducer under test; I. Transient recorders;
J.  Computer

G

 
Fig. 3.10. Experimental set-up for the absolute calibration of AE sensor by 
NIST. 
 
In the absolute calibration proposed by NIST, the capacitive transducer 
was employed. This is because the transducer could detect displacements 
motions without unnecessary distortion. Recently, a laser vibrometer is al-
so available as a displacement-meter, although its sensitivity is as low as 
the capacitive transducer. In the NIST procedure, a standard source was 
generated by a capillary break and later by a pencil-lead break (Hsu & 
Breckenridge 1981) as a step-function. They compared detected displace-
ment motions with Lamb’s solution of the surface pulse (Pekeris 1955). A 
numerical program to compute Lamb’s solutions was published before 
(Ohtsu & Ono 1984). By employing this program, surface motions due to 
steel-ball drop were numerically computed. The laser vibrometer is usually 
applied to detect velocity motions. So, velocity motions of numerical re-
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sults were compared with those detected by the laser vibrometer. Results 
are shown in Fig. 3.11. According to Sansalone & Streett [1997], contact 
time Tc of steel-ball drop is given by 
  

,Tc D= 0.0043  (3.9)  
 
where D is the radius of the steel ball. The time function S(t) of steel-ball 
drop is assumed as, 
  

( ) 4cos .
2 2

S t t
Tc
π π⎛ ⎞= −⎜ ⎟

⎝ ⎠
( ) 4cos .

2 2
S t t

Tc
π π⎛ ⎞= −⎜ ⎟

⎝ ⎠
 (3.10) 

 
In this case, the upper-bound frequency fc is given by, 
  

1.25fc T= / c 1.25fc Tc= /  (3.11)  
 
In Fig. 3.11, velocity motion detected by the laser vibrometer is shown at 
the middle and that of Lamb’s solution is shown at the bottom. Remarka-
ble agreement is confirmed except the latter reflections in the detected 
wave. Because a concrete block was employed in the experiment, these re-
flected motions are observed. At the top, frequency spectrum of the de-
tected wave is shown as a solid curve and is compared with that of Lamb’s 
solution denoted by a broken curve. Reasonable agreement is again con-
firmed. This result suggests an application of the laser vibrometer for the 
absolute calibration instead of the capacitive transducer. 

As shown in Fig. 3.8, sensitivity of AE sensor is often expressed in vol-
tage output per vertical velocity (1V/(m/s)). In another way, the face-to-
face technique has been conventionally applied to estimate the sensitivity 
based on voltage output per unit pressure input (1V/mbar). The broadband 
sensor is employed as a reference. Some examples are given in Fig. 3.12. 

For the PZT sensors, contactless measurement is an exception in AE 
measurement. Coupling between sensors and a member is important due to 
the low amplitudes of AE signals. Besides the different means of coupling, 
various methods exist for fixing the sensors to the structure. Adhesives or 
gluey coupling materials and couplant like wax or grease are often used 
due to their low impedance. If the structure has a metallic surface, magnet-
ic or immersion techniques are widely used. Different methods using a 
spring or rapid cement can be used. In general, the coupling should reduce 
the loss of signal energy and should have a low acoustic impedance com-
pared to the material to be tested. 
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Fig. 3.11. Lamb’s solutions of velocity motions detected (middle) and calculated 
(bottom), and their frequency spectra (top). 

 



34°°°°°°Ohtsu 

 

 

Fig. 3.12. Calibration curves of AE sensors. 

 
An essential requirement in mounting a sensor is sufficient acoustic- 
coupling between the sensor’s surface and the structure surface. The sen-
sor’s surface shall be smooth and clean, allowing for maximum couplant 
adhesion. Application of a couplant layer should be thin, so it can fill gaps 
caused by surface roughness and eliminate air gaps to ensure good acoustic 
transmission. Commonly used couplants are vacuum greases, water-
soluble glycols, solvent-soluble resins, and proprietary ultrasonic couplants. 

In addition to coupling, the sensor must always be stationary. One way 
to achieve this is to use glue, which can also serve as a couplant. Before 
using a glue, the ease and technique of removal should be taken into care, 
since not all sensors can withstand a large removal force between the hous-
ing and the mounting face (wear plate). To prevent attenuation it is rec-
ommended to avoid air bubbles and thick glue layers. Another way to help 
a sensor stationary is to use a holding devices such as tapes, elastic bands, 
springs, magnetic hold-downs, and other special fixtures. It is important 
that any mechanical mount does not make electrical contact between the 
sensor case and the structure. Accordingly, grounding the case is often ne-
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cessary. 

3.5 Other Types of Sensors 

Besides PZT sensors, new types of sensors are under development. As dis-
cussed before, the laser system has been applied for AE detection. It is a 
contactless measurement but less sensitive than the PZT sensors. Conse-
quently, it has been applied to AE phenomena of large amplitudes. An ex-
ample is illustrated in Fig. 3.13 (Nishinoiri & Enoki 2004). PZT sensors 
have a limitation in application at elevated temperature, because PZT has 
Curie point. The laser system is applied to AE measurement in ceramics 
under firing. This is because cracking under firing of structural ceramics 
causes a serious problem for fabrication. Cracks are generated in heating, 
sintering or cooling, so that AE monitoring was applied to optimize firing 
conditions. 
 

 

Fig. 3.13. Laser AE system at high temperature. 
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An optical fiber sensor is a new and an attractive AE sensor as alternative 
to the PZT sensor. It can offer a number of advantages such as the long-
term monitoring, the condition free from electro-magnetic noises, and the 
use of corrosive and elevated environments. One example applied to a pipe 
structure is illustrated in Fig. 3.14 (Cho, Arai et al. 2004). According to 
their results, the sensitivity depends on the number of fiber winding, and is 
still 10 times lower than a conventional PZT sensor.  

It is noted that physical quantity of measured AE signals is not con-
firmed yet. It is expected that radial displacement motions could be asso-
ciated with AE signals detected. 

 

 

 

Pencil-lead break
(2H 0.3mm Ǿ) 

 

Fig. 3.14. Fiber-optic AE sensor for a pipe structure. 

3.6 Instrument 

AE sensors transform surface motions into electric signals. Thus, the am-
plifiers are usually employed to magnify AE signals. Because cables from 
the sensor to the amplifier are subjected to electro-magnetic noise, special-
ly coated cables of short length shall be used. Preamplifiers with sate-of-
the-art transistors should be used to minimize the amount of electronic 
noise. Amplifiers with a flat response in the frequency range are best use. 

AE signals are normally amplified both by a pre-amplifier and by a 
main-amplifier, and are filtered. The gain of the amplifier is given in dB 
(decibels), which means the ratio between input voltage Vi and output vol-
tage Vo as, 
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( )10 020 log .idB V V= ( )10 020 log .idB V V=  (3. 12) 

 
In concrete and rocks, the signals are usually amplified 60 dB to 100 dB in 
total to be detected.  

A filter of variable band-width between 1 kHz and 2 MHz is generally 
employed. The choice of the frequency range depends on noise level and 
attenuation property of concrete. As given in Fig. 3.15, it is noted that the 
use of the band-pass filter drastically changes AE signals as the time 
records.  

 

 

Fig. 3.15. Effect of the band-pass filter on AE waveforms. 

The attenuation of elastic waves is quantitatively represented by Q value. 
When the wave with energy level E is attenuated by ΔE over one-
wavelength propagation, Q is defined as, 
  

2Q E Eπ= Δ 2Q E E= π Δ  (3.13) 
 
In the case of a pure elastic material, ΔE = 0 and Q = infinite. The larger Q 
is, the lower the attenuation is. Q is larger than 1000 for typical metals, 
while Q is reported as lower than 100 in concrete [Ohtsu 1987]. When AE 
waves propagate for distance D, the amplitude U(f) of frequency compo-
nents f attenuates from U0 to, 
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( ) ( )0 exp .U f U fD vQπ= − ( ) ( )0 exp .U f U fD vQπ= −  (3.14)  

 
 
Substituting frequency f = 1 MHz, distance D = 1 m, velocity of P-wave v 
= 4000 m/s, and Q = 100, the attenuation U(f)/U0 becomes –68 dB/m. 
Thus, the higher frequency components are, the more quickly they atte-
nuate.  

3.7 Data Acquisition and Wave Parameters 

Main concern for data acquisition results from the A/D(analog to digital) 
conversion and the triggering. Fast A/D units have to be used to ensure 
that a large number of events are recorded. Usually, the A/D converter is 
equipped for each channel of the recording unit. Anti-aliasing filters are 
required so that the signals can be properly transformed to the frequency 
domain. A sketch of AE instrument is shown in Fig. 3.16. Signal data are 
mostly digitized by employing a personal computer system. 

A monitoring system can analyze such parameters as count, hit, event, 
rise time, duration, peak amplitude, energy, RMS (root mean square) vol-
tage, frequency spectrum, and arrival-time difference as discussed in 
Chapter 4. Normally AE signals are processed after the amplitude becomes 
larger than the threshold level.  
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Fig. 3.16 AE instrument. 

3.8 Concluding Remarks 

Sensors and AE equipments are already commercially available. In this 
concern, important aspects are to select proper devices and systems. De-
pending upon materials and structures, selection of sensors, decision of 
frequency range, techniques to eliminate noises and conditions for system 
setting may change. Some of standardized procedures and requirements for 
systems are stated in chapters dealing with applications. 
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4 Parameter Analysis 

Tomoki Shiotani 

4.1 Introduction 

Final goal of monitoring AE phenomena is to provide beneficial informa-
tion to prevent fatal fracture, by correlating detected AE signals with 
growing fracture process or deterioration. AE activity is observed tran-
siently or unexpectedly, and the signals generally contain higher frequency 
components over the audible range as well as a variety of durations. A sig-
nal triggering is conventionally made by setting threshold. In the case of 
trigger-monitoring, only the signals, of which amplitudes exceed the thre-
shold levels, are recognized as AE signals. In the early age of AE mea-
surement, the performance of transient waveform-recorders was so poor in 
the early age of AE monitoring as that parametric features of the wave-
forms were normally employed for evaluating AE characteristics. These 
are hit, amplitude, counts, duration and so forth.  

Currently, as rapid progress of computer technology, AE waveforms can 
be recorded readily as well as the parametric features. Thus, such wave-
form-based features as peak frequency and frequency centroid are addi-
tionally determined in real time from the fast Fourier transform (FFT) of 
recorded waveforms. AE parametric features are thus extracted and pro-
vide good information to correlate the failure behavior of materials. 

4.2 Identification of AE Signal 

Different from detected waves in ultrasonic or vibration tests, AE signals 
emerge rapidly and randomly. As a result, the discrimination of AE signals 
from running waves is the first step for analyzing AE activity. To this end, 
the voltage threshold of AE wave, which is equivalent to a voltage level on 
an electronic comparator, is set. Then, the signals which exceed the vol-
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tage threshold are identified as AE signals. Termination of the AE signal 
or the duration is determined as the period when the signal does not exceed 
the voltage threshold. Conventionally, the duration is defined by users and 
set as a constant time (e.g. hit-lockout time or dead time). It is noted that 
the above-mentioned protocol for identifying AE signals has been devel-
oped for extracting parametric AE features in analog.  

In the case of digital recording, the condition is slightly different due to 
the capacity of data storage. Normally the start time to record the wave-
form is the same as the parametric feature extraction by means of the vol-
tage threshold. The length or duration of a waveform to be recorded is de-
termined independently by users. In practice, users shall determine the 
both of sampling rate and total number of samples in addition to the vol-
tage threshold. For example, the waveform length of 1024 microseconds is 
set up as 1 MHz sampling rate in 1024 samples. The duration of recorded 
waveforms is identical to that of parametric feature.  

4.3 AE Signal Parameters 

4.3.1 Conventional/Classical Parameters 

The electrical signal identified as an AE signal is generated by fracture 
phenomena. Therefore characteristics of AE parameters have been studied 
to infer fracture or physical phenomena. In what follows, signal parameters 
most widely used are explained from definitions (ISO 12716 2001). 

 
1. Hit: a signal that exceeds the threshold and causes a system channel 

to accumulate data. It is frequently used to show the AE activity with 
counted number for a period (rate) or accumulated numbers. In 
Fig. 4.1, one waveform correspond one “hit”. 

2. Count/ring-down count/emission count: the number of times within 
the duration, where one signal (waveform) exceeds a present thre-
shold. In Fig. 4.1, nine counts are observed. “Count” is also em-
ployed to quantify the AE activity as well as “hit”. It is noted that 
“counts” depend strongly on the employed threshold and the operat-
ing frequency. Sometimes, counts between the triggering time over 
the threshold and the peak amplitude is referred to as “Counts to 
Peak”, which is equal to four in Fig. 4.1. 

3. Amplitude: a peak voltage of the signal waveform is usually assigned. 
Amplitudes are expressed on a decibel scale instead of linear scale 
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where 1μV at the sensor is defined as 0 dB AE. The amplitude is 
closely related to the magnitude of source event. As mentioned the 
AE signals are detected on the basis of the voltage threshold, the am-
plitude is also important parameter to determine the system’s detecta-
bility. Generally the detected amplitude shall be understood as the 
value does not represent the emission-source but the sensor response 
after losing the energy due to propagation. The magnitude of ampli-
tude in each signal has been often analyzed in relation with frequency 
distribution.  
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Fig. 4.1. Conventional AE signal features. 

 
4. Duration: a time interval between the triggered time of one AE signal 

(waveform) and the time of disappearance is assigned. The duration is 
expressed generally on microseconds, which depends on source mag-
nitude and noise filtering.  

5. Rise time: a time interval between the triggering time of AE signal 
and the time of the peak amplitude is assigned. The rise time is close-
ly related to the source-time function, and applied to classify the type 
of fracture or eliminate noise signals. 
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6. Energy: definitions of energies are different in AE system suppliers, 
but it is generally defined as a measured area under the rectified sig-
nal envelope. The energy is preferred to interpret the magnitude of 
source event over counts because it is sensitive to the amplitude as 
well as the duration, and less dependent on the voltage threshold and 
operating frequencies. 

4.3.2 Other Parameters 

1. Average frequency: a calculated feature obtained from “Count” di-
vided by “Duration”, which determines an average frequency over 
one AE hit. The average frequency is used customarily when signal 
waveforms are practically difficult to be recorded.  

2. Initial frequency: a calculated feature derived from “Count to Peak”  
divided by “Rise time”. 

3. Reverberation frequency: a calculated feature derived from “Count-
Count to Peak” divided by “Duration-Rise time”. 

4. RA value: a calculated feature derived from ”Rise time” divided by 
“Amplitude”, showing the reciprocal of gradient in AE signal wave-
forms, which is reported in ms/V. the RA values have been used to 
classify the type of cracks. 

4.3.3 Frequency Parameters 

Recent AE systems are so powerful that AE signal waveforms, which cha-
racterize AE source mechanisms, can be recorded sufficiently in real time. 
Presently such frequency-domain features as shown in Fig. 4.2 play an im-
portant role in AE data interpretation. Attention should be paid, because 
the resolution of frequency parameters depends on the sampling rate and 
the waveform length employed.  

1. Frequency centroid: a calculated frequency feature reported in kilo-
hertz, which results from a sum of magnitude times frequency divided 
by a sum of magnitude, as equivalent to the first moment of inertia. 

2. Peak frequency: a frequency feature reported in kilohertz, which is 
defined as the point in the power spectrum at which the peak magni-
tude is observed. 
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Fig. 4.2. Configuration of peak frequency and frequency centroid. 

4.4 Parametric Analysis 

In order to interpret acquired AE data, correlation-based, time-based or ex-
ternal parameter-based AE parametric features are customarily used with 
their occurrence rate or accumulated trend. In addition, statistical values of 
the parameter and some combinations among AE parameters as well as ex-
ternal parameters have been studied intensively for relating to the scale of 
fracture or the degree of damage in the materials/structures. Some exam-
ples applied to AE research are given. 

4.4.1 Kaiser Effect 

The Kaiser effect (Kaiser 1953) has been applied as to know the initial 
stress condition of rock materials (Yoshikawa and Mogi 1989). Based on 
the Kaiser effect, T. Fowler proposed the Felicity ratio (Fowler 1986), 
which can show the damage quantitatively in tank structures. The Felicity 
ratio was established because of the following fact. The Kaiser effect can 
only hold in the stable condition of the materials (i.e., intact condition). As 
to progress the internal instability, the Kaiser effect is gradually breaking 
down. As a result, AE activity starts to be observed even under lower 
stress than that of the maximum stress experienced.  

The Felicity ratio is defined as, 
 

st

AE

P
PratioFelicity

1

=  (4.1)
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where PAE is a stress at which AE activity starts to generate, and P1st is the 
maximum stress. The Felicity ratio becomes equal to or larger than one in 
an intact or stable state, while in a damaged condition it reveals smaller 
than one.  

Recently, the same idea as the Felicity ratio has been applied for the 
damage assessment of concrete structures (NDIS2421 2000). In this refer-
ence the ratio was referred to as the load ratio (ratio of load at the onset of 
AE activity to previous load). Fundamentally the load ratio is obtained 
from Eq. 4.1. Differed from the Felicity ratio, the load ratio is obtained 
from any kinds of AE parameters at the onset of AE activity PAE.  

The load ratio is sometimes difficult to be applied for in-situ monitoring, 
because the maximum stress experienced is not readily estimated. Instead, 
the RTRI ratio has been proposed (Luo et al. 2002).  

The RTRI ratio is defined as in the following procedure: the onset of AE 
activity is estimated from any measured parameters of stress/load, 
strain/deformation and so forth, and then the ratio is obtained as the ratio 
of the parameter’s value corresponding to the onset of the AE activity to 
the maximum value (or peak value) during the whole inspection period in-
stead of the maximum stress of which the structure has experienced. 

To correlate the cracking behavior with AE parameters, two typical 
crack modes of mode I and mode II are to be considered. It is well known 
in concrete structures that the fracture mode of cracking is changing from 
the tensile type of fracture (mode I) to the shear type of fracture (mode II) 
with the progress of fracture. Crack opening is a principal motion when the 
mode-I cracks are nucleated, while fretting or sliding on an existing crack 
is a major motion to generate the mode-II cracks. In general, AE activity 
accompanied with crack growth or crack formation is referred to as ‘pri-
mary AE activity,’ while the case without crack growth is referred to as 
‘secondary AE activity.’ In the stable stage of fracture growth, AE activity 
accompanied with the mode-I cracks is normally observed. As a result, few 
AE events are expected during the unloading process. As approaching the 
final failure, AE activity during the unloading process could be generated 
as the mod-II cracks. Thus, AE activity during unloading has a potential to 
show the damage degree.  

Accordingly, paying an attention to AE activity during the unloading 
processes, the calm ratio is defined as the ratio of the number of cumula-
tive AE activity during unloading to that of the complete loading cycle. 
Based on these two parameters, one criterion to evaluate the damage is 
proposed and schematically shown in Fig. 4.3. Applying this criterion, the 
deterioration process and the current conditions of the civil structures can 
be estimated under repeated or active traffic loads (Ohtsu, Uchida et al. 
2002; Luo, Haya et al. 2004).  
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Fig. 4.3. Damage quantification with a combination of Calm and Load ratio. 

 

RA values

A
ve

ra
ge

 fr
eq

ue
nc

y

Tensile
crack

Shear crack

 
Fig. 4.4. Crack type classification with a combination of average frequency and 
RA values. 

4.4.2 Crack Classification 

In concrete materials, the classification of crack types is proposed, using 
the combination of the average frequency and the RA values. This classifi-
cation technique has been standardized (JCMS 2003) and is shown in 
Fig. 4.4.  
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In the case of rock materials, the reciprocal of the RA values, namely the 
gradient of signal waveforms, is elsewhere referred to as “grade” (Shiota-
ni, Ikeda et al. 2001). 

4.4.3 Amplitude Distribution 

Because AE peak amplitude is associated with the magnitude of fracture, 
the b-value that is defined as a slope of the amplitude distribution is known 
as an effective index related to the states of fracture (Mogi 1962; Scholz 
1968). The larger b-value shows the state of materials where microscopic 
fractures occur more predominantly than macroscopic fractures. In the 
other case, the smaller b-value indicates prevailing the occurrence of ma-
cro-fractures. Since the b-value was originally defined in seismology, there 
existed a problem to be applied to AE signals in engineering materials. 
One application to assessing damage in reinforced concrete beam was re-
ported (Colombo, Main et al. 2003). Instead of the seismic b-value, an im-
proved b-value (Ib-value) has been proposed (Shiotani, Fujii et al. 1994), 
which is suitable for AE applications to concrete and rock. 

In the improved b-value analysis, the number of peak amplitudes to be 
calculated should be first set. Roughly classified, two methods for deter-
mining the calculation number have been employed: a) accumulated num-
bers from the beginning data; and b) numbers per unit time. In the former 
case, the number determining the b-value is increasing with elapsed time. 
In the latter case, because the AE activity increases exponentially with ap-
proaching final failure, it is apparent that the number determining the b-
value is increasing with elapsing time. It sometimes results in non-
quantitative evaluation. Accordingly, it is important to determine the b-
value as to apply the constant number of data to calculation. To improve 
the calculation of the b-value, the number of AE data is formulated by, 

∫
∞

=
0

βn(a)da  (4.2)

where n(a) is a number of AE at da and β is a number of AE data. 50 to 
100 of β values are thought to be an appropriate number by the results of 
the correlation coefficient when the data is fitted to the Gutenburg- Rich-
ter’s equation (Shiotani, Li et al. 2001). 

The value of AE peak amplitude is varied with such monitoring condi-
tions as methods of sensor setup, propagation media, and occurrence loca-
tions. Thus, the AE amplitude distribution is also dependent on these con-
ditions. In order to obtain the b-value qualitatively, a method to determine 
the amplitude range as independent of the range of amplitude is necessary. 
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In the improved b-value analysis, the range of AE amplitude is determined 
based on such statistical values as the mean μ and standard deviation σ,  
where the upper amplitude w2 and lower w1 are formulated as μ+α1σ and 
μ-α2σ, respectively. Setting accumulated numbers of amplitude over w1 
and w2, as N (w1) and N (w2), which is obtained by, 

∫
∞

−
=−=

σαμ
σαμ

2

)()()( 21 daanNwN  (4.3)

∫
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=+=
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where, the range of amplitude would be (α1+α2)σ, then the Ib-value is giv-
en by 

σαα )(
)(log)(log

21

210110

+
−= wNwNIb  (4.5)

where, α1 and α2 are constants. It is noted that since Ib-value is calculated 
on the basis of decibel unit. When comparing with seismic b-value, the Ib-
value shall be multiplied by 20. The Ib-value has successfully been applied 
to evaluate developing process of fracture in such fields as soil (Shiotani & 
Ohtsu 1999), rock (Shiotani, Ohtsu et al. 1998; Shiotani, Kumagai et al. 
2004), and concrete (Shiotani, Li et al., 2001; Shiotani, Bisschop et al., 
2003; Shiotani, Nakanishi et al. 2006). 

4.5 Concluding Remarks 

AE parameter analysis, of which parametric features are mostly derived by 
analog processing, are discussed. After explaining definitions and proper-
ties of AE parameters, signal processing to evaluate the fracture processes 
in concrete and rock is discussed. Results obtained by applying these pa-
rameters are delivered in the following chapters, associated with applica-
tions. 
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5 Signal-Based AE Analysis 

Christian U. Grosse, Lindsay M. Linzer 

5.1 Differences Between Parameter- and Signal-based AET 

Approaches in recording and analyzing AE signals can be divided into two 
main groups: parameter-based (classical) and signal-based (quantitative) 
AE techniques. Both approaches are currently applied, with success for 
different applications, and it is useful to understand their differences, 
which should here be summarized in addition to the more detailed descrip-
tion of parameter-based techniques in Chap. 4. The reason that two ap-
proaches exist is related to the rapid developments in microelectronics 
over the last few decades. Previously, it was not possible to record and 
store a large number of waveforms (signals) over a sufficiently short pe-
riod of time. Even though significant technical advances have been made 
in recent years, it is still not possible to use signal-based techniques to 
monitor large structures and buildings. In addition, the relatively high fi-
nancial costs and the time required to apply modern signal-based tech-
niques, are a reason why parameter-based techniques are still popular. Be-
fore the differences are described in detail, it should be emphasized that 
the discrepancies between the two approaches are becoming smaller. Some 
of the devices used for the classical AE technique are now able to store the 
waveforms of the detected AE signals, even though this is not the primary 
function of these devices. For applications using signal-based analysis 
techniques, equipment based on transient recorders is typically used. It is 
easy to apply custom software tools to extract AE parameters for statistical 
analyses of the data obtained with these instruments. The best instruments 
are those that can be adapted to different applications, and can record 
waveforms if a signal-based approach is being taken, or record large event 
numbers if a parameter-based approach is being taken requiring the statis-
tical analysis of many events.  
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If AE events are recorded with one or more sensors, such that a set of pa-
rameters are extracted from the signal and later stored but the signal itself 
is not stored, the procedure is usually referred to as a parameter-based (or 
classical) AE technique. The idea is that the signals are completely de-
scribed by the set of parameters, and storing this relatively small amount of 
parameter data consumes less time and storage space, than if entire wave-
forms are stored. Some typical AE parameters extracted by conventional 
AE equipment are the maximum peak-to-peak amplitude, the arrival time 
(defined as the first crossing of a given amplitude threshold), the rise time 
(defined as the duration between the arrival time and the time where the 
maximum amplitude is recorded) and the duration (defined by the last 
crossing of a given amplitude threshold) (ASTM E610 1982; CEN 1330-9 
1999). A typical signal measured (but not stored) in AE analysis using the 
classical approach is given in Fig. 5.1.  

 

signal duration 

trigger level 

rise time
max. amplitude
(peak-to-peak) 

arrival time 

 
Fig. 5.1. Example of typical ‘AE parameters’ according to international and na-
tional standards (ASTM E610 1982; Berger 1977; DGZFP SE-3 1991). 

 
Using the so-called quantitative AE technique, as many signals as poss-

ible are recorded and stored, along with their waveforms, which have been 
converted from analogue-to-digital (A/D) signals. A more comprehensive 
(and time-consuming) analysis of the data is possible using this approach, 
but usually only in a post-processing environment and not in real-time. 
The term ‘quantitative’, as it is used in AET, was first introduced by sever-
al authors (Scruby 1985; Sachse and Kim 1987) in the 1980’s to compare 
this technique of waveform analysis with the classical techniques. Further 
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to this, the two different approaches are more related to the way the infor-
mation is stored, although the terms ‘parameter-based’ or ‘signal-based’ 
AET are used with preference in this text.  

When discussing the pros and cons of these two approaches it is impor-
ta

5.1.1 Pros and Cons of Using Parameter-based AE Techniques 

The main advantages of the classical AE techniques are the high recording 

ly, reducing a complicated signal to only a few parameters can 
be

st measurement devices are able to extract AE parameters while 
au

nt to keep the specific application in mind. This is true for the simple 
counting of the number of AE occurrences in a material under load by a 
single sensor, as well as for arrays of many sensors, used for localizing and 
analysing data in the time and frequency domain.  

and data storing speeds that facilitate fast visualization of the data. This 
makes the technique very economical. In contrast, when an entire signal 
waveform recorded by several sensors is stored (signal-based approaches), 
the recording system shuts down for a short period (called the delay or 
dead time) while the information is being stored. This can result in a loss 
of information. Storing only some parameters reduces this delay time sig-
nificantly.  

Converse
 a significant limitation, and sometimes be downright misleading. In 

practical applications it can be difficult to discriminate an AE signal from 
noise (e.g. caused by electronic pulses) after the signal has been reduced to 
a few parameters. This is especially true when resonant sensors (Chap. 
5.3.2) are used because such sensors result in the signal differences being 
further hidden. The extraction of simple parameters characterizing the sig-
nal can also be difficult when broadband sensors are used. An added com-
plexity is that in many experiments the parameters of AE signals are 
strongly related to the material and the geometry of the structure. Different 
wave modes related to compressional, shear or surface waves, as well as 
reflections contribute to the shape of the signal enhancing its complexity. 
It is very instructive to imagine how parameters could be extracted, as de-
scribed in Fig. 5.1, from highly complex signals such as the ones shown in 
Fig. 5.9.  

The late
tomatically localizing the signals. In these cases, it is usually not possi-

ble to control the algorithms used for this procedure, or to influence the 
accuracy of localization. Several hundreds, or even thousands, of events 
can be parameterized and localized by these black-box devices per minute. 
However, even for situations where a large number of AE signals have to 
be handled and the “classical” approach of AE testing is the chosen me-
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thod, it is highly recommended that some AE signal waveforms, selected 
at random, are recorded and inspected to assess whether the monitoring 
system is working properly and to check the noise conditions. 

5.1.2 Pros and Cons of Using Signal-based AE Techniques 

If a signal-based approach is used, the waveforms recorded by the sensors 

f 
sig

n can be improved significantly if 
sig

rameter or signal-based AE techniques 
ar

(preferably broadband sensors) need to be analyzed. A suite of analysis 
procedures exists to evaluate fracture parameters. The first step in the 
analysis is usually the 3D localization of the rupture. More advanced ana-
lyses may then be applied, for instance, source mechanism calculations.  

One of the biggest advantages of signal-based AET is the capability o
nal-to-noise discrimination based on waveforms, because the wave-

forms are still available after the measurement and not deleted like it is 
done usually in parameter-based applications. Additionally, it is possible to 
apply different signal analysis methods using post-processing software. 
This software might include classification algorithms or different filtering 
techniques to enhance the signal-to-noise ratio and thus help to extract in-
formation about the material properties. 

The reliability of the data interpretatio
nal-based methods are used. The drawback of signal-based approaches 

is that usually a smaller number of events can be recorded. Although the 
time for immediate parameter extraction is saved, a large number of sig-
nals have to be stored digitally. This is best illustrated by an example. If 
100 acoustic emission signals are recorded by eight sensors, and A/D con-
verted with 12 Bit resolution at a sampling frequency of 1 MHz with 1000 
samples each (1 ms), the digital data size will be 1.56 megabytes. During 
an AE test of brittle materials this amount of data can be occur easily in 
minutes or even seconds, causing problems even for modern computer-
based equipment. To reduce the amount of data not related to the material 
failure, sophisticated trigger algorithms (reference band, slew rate, etc.) 
have to be applied. On one hand his may appear to add an artificial interfe-
rence. However, one has to recognize that parameter-based methods usual-
ly use an arbitrarily set threshold level to trigger the parameter extraction 
process and this can cause even more artifacts. On the other hand, not all 
the AE signals can be recorded anyway because of dissipation and geome-
trical spreading effects that absorb many of the weak signals before they 
reach the surface of the structure.  

The question of which of the pa
e more useful does not have a definite answer. The attributes of the dif-

ferent methods are summarized in Table 5.1. As stated, the differences be-
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tween the methods are vanishing as technology improves. However, cur-
rent trends definitely favor the signal-based techniques rather than others. 
The decision of which technique should be applied is primarily a matter of 
data storage capacity and electronic components and is limited also by the 
financial constraints of a project.  

 

Table 5.1. Comparison of the two AE techniques 

AET Signal-based AET  Parameter-based 
Failure detection Large scale Small scale 
Localization: 

zon• 1D ( al) requires man requires man

ta analysis req ry
requires PC with memory 

s 
requ ors 

ne orientation 

y 
, 

 
– 

• 2D (planar) 
• 3D  

 
y sensors 

minimum 3 sensors 
minimum 4 sensors 

 
y sensors 

minimum 3 sensors 
minimum 4 sensors 

Fast real-time da uires PC with memo – 
Statistical analysis requires PC with memory
Analysis of: 

litude• amp
• frequencies 
• waveforms 

 
Only statistical analysis 

– 
– 

 
resolutio  12 Bit n >
ires broadband sens

sampling frequency > 1MHz 
Fracture analysis: 

• Fault-pla
• Fault-plane size 
• Fault-plane energ
• Fracture mode (I, II, III

mixed) 

– 
– 
– 

Min. 6 sensors in the farfield 
Distributed sensors 

Moment tensor inversion 
Moment tensor inversion 
Moment tensor inversion 

 
The signal-based methods will be the focus of the following sections. 

5.1.3 Illustration of the Capabilities of Parameter-based AE 

monstrated, two ex-

y Wilhelm Kaiser in 
19

However, this is a relatively young field of research, and as a result, there 
remains a lack of algorithms and software to be used in an environment 
where very large number of AE signals must be processed automatically.  

Techniques  

Before the potential of signal-based techniques is de
amples of statistical analyses of AE data are given.   

The Kaiser effect, which was first investigated b
50, describes the phenomenon where a material under load emits acous-

tic waves only after a primary load level is exceeded. During reloading, 
these materials behave elastically before the previous maximum load level 
is reached. If the Kaiser effect is permanent for these materials, little or no 
AE will be recorded before the previous maximum stress level is achieved. 
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The effect is illustrated in Fig. 5.2 in an experiment where a concrete cube, 
subject to compression, was tested under a cyclic load. The figure shows 
the AE rate versus time, and the applied load versus time. 
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Fig. 5.2. Example of the Kaiser effect occurred in a cyclically loaded concrete 

In a second example, eight sensors have been coupled to the surface of a 

specimen. Thick black lines represents the AE activity, thin lines the load and the 
dashed lines indicate the Kaiser effect. 

concrete cube (100 mm side length) having a centrally placed reinforce-
ment bar of 16 mm diameter with limited bond (Fig. 5.3). The bond length 
was limited to 40 mm (5 ribs) to minimize the number of sources produc-
ing acoustic emissions due to local damage. During a pull-out test, the bar 
was pulled downwards, while acoustic emissions were recorded at all eight 
sensors. The results of the force and slip measurements for tests with dif-
ferent load histories (monotonically increasing displacements, cyclic loads 
and long term loads) are summarized in Balázs et al. [1996b].  
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Fig. 5.3. Statistical interpretation of AE activity measured with eight sensors on a 
cube. 

The results also show the automatically extracted peak amplitudes of the 
burst signals versus time in the form of histograms that represent a statis-
tical evaluation of acoustic emissions. Unfortunately, this procedure does 
not consider the relative location of the sensors and the sources, which can 
lead to false interpretations of the data. For example, in Fig. 5.3 the peak 
amplitudes of the first AE events, which are related to fractures in the up-
per region of the specimen, are higher for channel number 7 and 8, while 
channels 1 to 6 suggest later events to be the ones with higher amplitudes. 
The reason for this is that sensors 7 and 8 are located closer to the cracks 
in the upper region that is more active at the beginning of load, while the 
other sensors represent the evolving cracks at later stages. This shows 
clearly that the histogram graph of acoustic emission data is sometimes 
more dependent on the location of the sensors, than on the failure of the 
material. In this case, the interpretation of the results is difficult, somewhat 
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limited and can even be misleading. These effects lead to the development 
of signal-based AE techniques. 

5.2 The Influence of Sensing Techniques to Signal-based AET 

Signal-based AE techniques depend on the characteristics of all parts of 
the equipment used to record and analyze acoustic emissions and probably 
most of all on the type of sensor used. Therefore and in addition to Chap. 3 
some general remarks about sensors will be given in this section.  

5.2.1 The Concept of Transfer Functions 

The signals measured using AET (which are related to relative moments of 
very small cracks) are of low magnitude compared to other active me-
thods, i.e. methods that induce a source signal in a specimen. Usually, the 
signals radiated as acoustic emissions are very weak, and must be ampli-
fied if they are to be recorded. AE signals are subject to many different in-
fluences caused by variations in the material along the raypath (heteroge-
neities, anisotropy) and the recording system (coupling, sensor 
characteristic, etc.). To reduce the influence of artifacts to the signals, the 
methods used in system theory can be applied. This process is also known 
as linear filter theory, where the output is treated as a sequence of linear 
filters and each filter accounts for some aspect of the source or propagation 
or sensor  
 

structure recording output sensor
   

S(f)      ·    TFG (f)    ·   TFS (f)    ·   TFR (f)     =   Rec (f)  

Fig. 5.4. Concept for the use of transfer functions in non-destructive testing. 

 

To apply system theory, all of the known influences are assigned a differ-
ent transfer function. In AE applications it is important to know or guess 
the weight of these functions as a precondition to eliminate their influence 
if possible. The different influences can be depicted conceptually as shown 
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in Fig. 5.4, which is valid also for other methods, such as ultrasound. Ma-
thematically this is represented in the frequency domain by 
 

( ) ( ) ( ) ( ) ( )fTFfTFfTFfSf RSG ⋅⋅⋅=Rec  (5.1)

where Rec represents the recorded signal, S is the source function, TFG 
represents the Green’s functions of material, TFS describes the transfer 
function of the sensor and the coupling, and, TFR is the transfer function of 
the recording system. 

In signal-based AET the source function S is of great interest, because it 
represents the failure. Using non-AE methods the Green’s functions of the 
material are first calculated using waves emitted by a known source func-
tion S. While the intention of non-destructive testing methods is the inves-
tigation of material parameters or material failure and not the characteriza-
tion of the measuring system, one has to reduce the effects related to 
sensors, coupling or the recording system with care. Several problems re-
lated to undesired effects still need to be addressed in more detail. Many 
journal papers and conference proceeding articles deal with these issues.  

5.2.2 Sensors used for AE Measurements 

The type of sensors used in AET almost exclusively are sensors that ex-
ploit the piezoelectric effect of lead zirconate titanate (PZT). While piezoe-
lectric sensors and their design are described in numerous books and pa-
pers (e.g. Krautkrämer and Krautkrämer 1986; Kino 1987; Hykes et al. 
1992), some characteristics play an influential role in AE measurements 
and need to be highlighted.  These features are important for the sensitive 
recording of acoustic emissions (sensitivity) and the broadband analysis of 
the signals with reference to fracture mechanics (frequency).  

To enhance the detection radius of piezoelectric sensors to AE signals, 
they are usually operated in resonance, i.e. the signals are recorded within 
a small frequency range due to the frequency characteristics of the trans-
ducer. The disadvantage is that an analysis of the frequencies present in the 
signal is of no value, because these frequencies are always the same. Very 
well damped sensors, such as those used for vibration analysis, are operat-
ed outside of their resonant frequency allowing broadband analyses to be 
performed, but are usually less sensitive to acoustic emission signals. 
Progress in the development of the theory of AE has led to the need for 
high sensitivity, wideband displacement sensors that have a flat frequency 
response (i.e. the sensor gives the same response over a wide frequency 
range). 
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There are many papers dealing with a solution of this problem. For many 
years a NIST (National Institute for Standards and Technology) conical 
transducer developed by Proctor [1982, 1986] out of a Standard Reference 
Material (SRM) and mass-backed (600 gr.) was used as a reference for AE 
measurements. Several new approaches have explored other transducer 
materials out of polyvinylidene fluoride (PVDF) or copolymers (Hamstad 
1994; Hamstad and Fortunko 1005; Bar-Cohen et al. 1996; Hamstad 1997) 
as well as embedded sensors (Glaser et al. 1998). 

However, most sensors used currently in AE applications for concrete 
are manufactured in a more traditional way, showing either a resonant be-
havior or several particular resonances. These sensors, which are called 
multi-resonance transducers, have a higher sensitivity than sensors with a 
backward mass used outside of their resonance frequency. Such sensors 
should not, however, be considered as (true) broadband and it is essential 
to know their frequency response function. Otherwise, signal characteris-
tics from the source are not distinguishable from artifacts introduced by in-
correct knowledge of the frequency response. A calibration of the sensors’ 
frequency response, as well as understanding of the direction sensitivity, is 
important for many applications of AET. 

5.2.3 Calibration 

In the literature (e.g. Hsu and Breckenridge 1981; Wood and Harris 1982; 
Miller and McIntire 1987) different methods of calibrating sensors and de-
termining their transfer functions are described. Measurements used in 
sensor calibration should include the frequency, as well as the phase re-
sponse function. To demonstrate the basic principles, only the frequency is 
considered in the following.  

Most calibration methods described in the literature are based on the 
‘face-to-face’ method, in which two sensors of the same kind are coupled 
using one as a transmitter and the other as a receiver. Another method of 
calibration is to use a defined sharp pulse (e.g. by breaking a glass capil-
lary rod) while the sensor is coupled to a large block made of a homogene-
ous material (steel or aluminum) or to a steel rod.  

Hatano and Moro [1976] suggested the use of a reciprocity method, 
where sensors are coupled onto a steel plate. This approach uses Rayleigh 
waves. Other methods described in the literature suggest using a laser-
vibrometer to measure the displacement of the free surface of the sensor, 
or a network analyzer (Weiler and Grosse 1995; Grosse 1996).  

The sensor calibration process encounters several problems due to aper-
ture effects (diameter of the sensor element is of the order of the wave-



5 Signal-Based AE Analysis °°°°°° 63 

length), the mass of the sensor (which affects the measurement of the dis-
placement) or the measurement technique itself (recording of vertical mo-
tions instead of a three-dimensional vector). Because of these factors, cali-
bration is always not absolute, but is subject to some simplifications.  

In the following, the results of the face-to-face method are compared to 
measurements of the displacement of the free oscillating surface of the 
sensor. In Fig. 5.5, a typical frequency transfer function of a resonant 
transducer is compared to a multi-resonant (so-called broadband) sensor 
(bottom). Both functions are measured using the face-to-face method. For 
comparison, the same multi-resonant sensor was additionally calibrated us-
ing a laser vibrometer, sweeping through a frequency range of 0-500 kHz 
(Lyamshev et al. 1995). For the face-to-face measurements, a delta pulse 
was used containing all relevant frequencies in a selected range. 

 

0 100 200 300 400 500

resonant sensor

Frequency [kHz]  

0 100 200 300 400 500

multi-resonance sensor 
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Fig. 5.5. (top) Example of frequency response functions of a resonant and a so-
called broadband transducer. The frequency response function was measured us-
ing a laser-vibrometer (middle) and a face-to-face method (bottom). Amplitudes 
are on a linear scale. 
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There are significant differences between resonant and broadband trans-
ducers. The resonant sensor for which the response is shown in the top part 
of Fig. 5.5 is sensitive in a small range around 40 kHz; and the multi-
resonance sensor shown below is sensitive to a broader range between 50 
and 450 kHz with resonances at 50, 130, 160, 215, 270, 300, 350, 370, 420 
and 450 kHz. The graphs in the middle and bottom of Fig. 5.5 are very 
similar, and appear to be independent of the particular calibration tech-
niques, with regard to the position of the natural frequencies. 

The calibration sheets of frequency transfer functions provided by the 
sensor manufactures are often displayed on a logarithmic scale. Reson-
ances are more difficult to detect in this format and, therefore, it is advised 
to ask for calibration sheets on both linear and logarithmic scales. The 
record of the frequency responses should be available in electronic, as well 
as in paper form, to allow for the application of deconvolution techniques. 
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Fig. 5.6. Examples showing measurements of the sensitivity of sensors to incident 
angle. 

There are many other influences caused by sensor characteristics that af-
fect an AE signal. One example is that the sensitivity depends on the inci-
dent angle of the signal with respect to the sensor orientation. The de-
scribed measurement techniques for frequency response assume that the 
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signal has an angle of incidence perpendicular to the contact plane of the 
sensor. This assumption is not always valid in AET. Analyses based on 
amplitude calculations are not reliable if the angle dependence of the sen-
sor is not taken into account (refer to Fig. 5.3 where this effect is mislead-
ing). This directivity effect varies from sensor to sensor, and can be meas-
ured using a cylindrical aluminum probe, as demonstrated in Fig. 5.6. The 
piezo-electric sensors measured can show a maximum response at 90° in-
cidence of the signal and some peaks at other incidence angles. Besides 
this, the aperture size of the sensors can have an effect on the high fre-
quency sensitivity. Unfortunately, the directional sensitivity pattern is 
usually not delivered with sensors commercially available for acoustic 
emission experiments. 

5.2.4 Coupling 

Contactless measurements are an exception in the field of AET. Coupling 
between sensors and a specimen is very important because the amplitudes 
of AE signals are so small, and poor coupling can result in signal loss. In 
addition to the different ways of coupling, various methods exist for fixing 
the sensors to the structure. Adhesives or gluey coupling materials, and 
substances like wax or grease, are often used due to their low impedance. 
Impedance, which is defined in AET as the loss of signal energy as waves 
travel from the surface of the structure to the sensor, is the most important 
factor in the selection of a coupling technique. If the structure has a metal-
lic surface, magnetic or immersion techniques are widely used. Different 
methods using a spring mechanism or rapid cement can be used for other 
surfaces. In general, the coupling should reduce the loss of signal energy 
and have low acoustic impedance compared to the material being tested. In 
all cases, the total volume of air bubbles between the sensor and the struc-
ture has to be minimized.  

5.3 The Influence of Amplifiers and Data Acquisition 
Techniques to Signal-based AET 

This section is concluded with some remarks regarding existing acquisition 
systems for acoustic emissions. Commercially available AE devices differ 
from transient recorders. Some are also able to record AE events but have 
to be treated as black-box devices – this chapter deals mainly with devices 
based on transient recorders (TR) or plug-in TR-boards.  
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Piezoelectric sensors transform displacement into a voltage and amplifiers 
are usually used to magnify the AE signals. Because cables from the sen-
sor to the (primary) amplifier are subject to electromagnetic noise, special-
ly coated cables of short length should be used. Preamplifiers with state-
of-the-art transistors should be used to minimize the amount of electronic 
noise. Amplifiers with a flat response in the frequency range of interest are 
best. If available, transducers with integrated preamplifiers for an appro-
priate frequency band are often desirable. Another issue is the astonishing 
dynamic range of AE signals. The broad dynamic range requires gain-
ranging amplifiers (storing the signal in analogue into a buffer for best 
amplification adjustment prior to digitization), but they are not yet availa-
ble in commercial AE equipment.  

With regard to the data acquisition system (DAS), there are two main 
problems concerning the A/D conversion and the triggering. Fast A/D 
units have to be used to ensure that a large number of events are recorded – 
usually there are A/D converters for each channel of the recording unit. 
Anti-aliasing (low pass) filters are required so that the signal can be prop-
erly transformed to the frequency domain by means of Shannon’s Theorem 
(Rikitake et al. 1987).  

If possible, applying different triggering conditions can reduce the 
amount of noise that is recorded. Simple threshold triggers are usually not 
adequate for many purposes in AET. More sophisticated techniques such 
as slew-rate, slope or reference band triggers are more appropriate. In 
modern computer based systems, the time used to convert a signal from 
analogue to digital, and to store it to a hard disk, is in the range of micro-
seconds depending on the signal length. There are still many areas, howev-
er, where AE equipment can be improved. It is important to keep being in-
formed about the recent developments in AE recording technology. 

5.4 Localization Techniques 

Quantitative methods in AET rely on localization techniques to determine 
the coordinates of the emission source, to image cracks in the material. 
The method used to localize AE events depends on the geometry of the ob-
ject being tested, and whether the resolution is required in one, two or 
three dimensions. Although a detailed description of these methods is the 
focus of Chap. 6, basic concepts – in particular using full waveforms – are 
described in this chapter for completion and to understand signal-based 
procedures. 
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5.4.1 Zonal and Planar Location Methods 

The simplest way to locate the source of AE is the so-called zone location 
method. The exact source coordinates are not determined, but the defect is 
located within a radius of the sensor’s sensitivity range (or in the case of a 
plate-like structure, within a zone). 

The zone location method is frequently used to monitor large structures 
such as buildings, pipes, vessels, etc. Sensors are distributed over a wide 
area on the surface of the structure and/or concentrated at the most critical 
locations. To enhance the detection radius, resonant transducers, which are 
more sensitive than broadband sensors, are the first choice. Fig. 5.7 shows 
an example of a sensor configuration used to monitor leaks in pipes. The 
leak or failure must be within the detection range of the sensor, to allow 
the AE to be detected. If AE is recorded by a particular sensor, the techni-
cian should inspect the vicinity next to this sensor for leaks or cracks.  

 
 

detection range 

detecting sensor

leak
 

Fig. 5.7. Example of the zonal monitoring of leakages in a pipe using AET. 

 
The planar localization technique is applied to two-dimensional structures, 
where the thickness is small compared to the length extent of the object 
and source coordinates are only required in two directions. Simple planar 
localization of cracks in a plate is shown in Fig. 5.8. While only three un-
knowns (the two source coordinates and the time of origin) have to be de-
termined (see Chapter 6), recordings from only three sensors are sufficient 
(Fig. 5.8). Since compressional waves are used, the equations applied to 
calculate the source locations are similar to those of 3D localization tech-
niques (see Chapter 6).  
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In the case where the waves have wavelengths shorter than the thickness of 
the structure, plate or Lamb waves have to be used and their group veloci-
ties considered. The 2D method to locate AE sources is usually applied 
when the accuracy of zonal technique is inadequate for the application. 
Applications of the 2D method in civil engineering are generally for moni-
toring large structures, like bridges (Kapphahn et al. 1993).   

 
 

detection ranges 
of sensors 

growing crack
 

Fig. 5.8. Configuration illustrating the principle of planar localization. 

5.4.2 Basics of 3D Localization 

Several authors have applied 3D localization methods to AE in civil engi-
neering (Berthelot and Robert 1987; Labusz et al. 1988; Grosse 1996; 
Köppel and Grosse 2000). The technique is similar to those applied in 
seismology, where earthquake hypocentres are determined using the arriv-
al times of earthquake waves recorded at multiple seismometers. A com-
monly used method (the so-called ‘Geiger’ method) is based on the ideas 
of the German seismologist Ludwig Geiger [1910] and uses the arrival 
times of the first and second arrivals, the compressional (or P) and shear 
(or S) waves. The compressional waves travel at a higher velocity than the 
shear waves, so arrive at the sensors first, followed by the shear waves. 
This concept is well illustrated by the seismogram in Fig. 5.14, where the 
arrival time of the P-wave (tP) is less than that of the S-wave (tS). 

These algorithms can be adapted to the requirements in material testing 
and enable the study of different specimen geometries by considering the 
number of transducers and their position around the object. For the deter-
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mination of the AE hypocenter (source) using the arrival times, the prob-
lem is exactly determined when four arrival times are used to calculate the 
four unknowns: three coordinates and the source time of an event. When 
more than four arrival times are available, the problem is over-determined 
and the calculation is performed using an iteration algorithm, where the 
coordinates are estimated by minimizing the errors of the unknown para-
meters (Salamon and Wiebols 1975; Buland 1976). The more recordings, 
the more over-determined the system, and the more reliable the evaluation 
will be. 

In seismology it is very common to use both P- and S-waves, because of 
the clear arrival times of shear waves (Fig. 5.9). However, in AET of small 
structures, the P-waves are followed closely by S-waves, resulting in the 
onset time (or first arrival, tS) of the S-wave being hidden in the coda1 of 
the P-wave. Compare the waveform in Fig. 5.13 (recorded in the mining 
environment) to those of Fig. 5.10 (AE data), where only the P-wave onset 
times are indicated. Onset time detection methods are described in detail in 
Chapter 6.  
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Fig. 5.9. Seismograms recorded by a triaxial sensor in the underground mining 
environment showing very clear P and S-wave arrivals. 

Software to perform AE source localization should be able to calculate the 
standard deviations of the hypocenter and the source time, the weight of a 
single station, the number of iterations to be used and the residual of each 
channel with respect to the determined best arrival time (e.g. Oncescu and 

                                                      
1 Coda is defined as the vibrations following the arrival of a certain wave mode. 

The vibrations are mainly caused by geometric effects (reflections from bounda-
ries) or due to sensor characteristics (free oscillations of a piezo element vibrat-
ing in resonance). 
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Grosse 1998; Grosse 2000). The equations used generally assume that the 
material is homogeneous and isotropic, and that the AE source resembles a 
point source. If this is not the case (e.g. for an anisotropic material like 
wood) the computational approach has to be modified – this is covered in 
detail in Chap. 6.  

 

 
Fig. 5.10. Example of the onset time extraction for the 3D localization of AE. 

Visual representation of data 

The graphical representation of AE data that has been localized in 3D is a 
very important aspect of acoustic emission analysis. There are several 
ways to visually represent the data. A common approach is to draw projec-
tions of the x/y, y/z or x/z planes. The representation in a 3D coordinate 
system, as shown in Fig. 5.15, can lead to useful insights when the graphi-
cal data is animated – such features are implemented in most modern AE 
data analysis software. Representing 4D data (three coordinates of the 
sources and the time of occurrence of all events) using print media, how-
ever, is difficult. 

Fig. 5.11 shows an example of the AE localizations during a pull-out 
test of a steel reinforcement bar, in a concrete cube having a side length of 
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200 mm. The bond between steel and concrete is limited to a length of 40 
mm, in the middle of the cube. The large spheres indicate the position of 
the 3D AE localization in the cube, while the small points at the bottom are 
projections on the x/y plane. As expected, most of the AE sources are lo-
cated near the ribbed portion of the bar, which is the area of largest load 
amplitude in the cube, resulting in local crushing at the concrete bar inter-
face due to compression by the steel ribs. The energy of each acoustic 
emission event emitted is represented by the radius of the spheres (Grosse 
2000). 
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Fig. 5.11. Example of the 3D visualization of AE data (zoomed to 50 mm³) along 
with the energy emitted by each acoustic emission as represented by the radius of 
the sphere. The dots on the bottom are the projections of the spheres to the x/y 
plane. 
 

Upon analyzing the x/y projection in conjunction with a visualization of 
the standard deviation of the calculated source coordinates (Fig. 5.12), fur-
ther interesting details can be observed. We would expect that no sources 
would exist within the steel bar. The events localized inside the dashed 
line, which represents the perimeter of the bar, must surely originate di-
rectly from the surface of the bar. An inspection of the error bars reveals 
that many of these sources have error limits extending outside the bar, in-
dicating that they probably originated from the surface of the bar.  

 

 
 
 
 
 
 



72°°°°°° Grosse, Linzer 

0,075 0,100 0,125

0,075

0,100

0,125
Y 

Ax
is

 [m
]

X Axis [m]  
Fig. 5.12. Example of the standard errors for a localization in the x/y plane (pro-
jection of the data shown in Fig. 5.15). The length of the error bars depend on the 
standard deviation of the localization. The dashed ring in the middle of the graph 
marks the perimeter of the bar. 

A record of the chronology of the AE events can be shown by simply 
numbering the source points. Additionally, the influence of heterogeneities 
(voids, reinforcement) can be evaluated (Grosse et al. 1995) via the analy-
sis of the arrival time residuals at sensors in the shadow zone, which is the 
zone where the reinforcement bar is in between source and receiver. 

Accuracy 

The accuracy of AE localization is limited by several factors, such as the 
signal-to-noise ratio and the sampling interval of the digital acquisition 
system equipment. If the sampling frequency is set to 1 MHz for each 
channel, for example, the accuracy of the arrival times is limited to 2 µsec 
or less. In concrete, the error for localization using currently available 
equipment is usually between 1 mm and 1 m, depending on the size of the 
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tested structure and the distance of the sources to the sensors. Providing er-
ror information about location calculations is essential to interpret the re-
sults. Without this information, there is no way to assess the reliability of 
localization. 

Picking signal onset times 

Another factor affecting the accuracy of AE calculations is the onset time 
determination. During a routine test usually hundreds, or even thousands, 
of events are recorded, and automatic picking algorithms to extract the ar-
rival times at each sensor are essential. Using a simple threshold algorithm 
is not sufficient in many cases. Under good signal-to-noise conditions, the 
accuracy of automatic algorithms should be in the range of several data 
samples.  

In applications where a detailed analysis of failure is required, the need 
for high localization precision is combined with a high AE event rate, and 
more advanced onset picking algorithms should be used. The main trends 
are outlined in Chapter 6. The reader is also referred to publications writ-
ten by Landis et al. [1992]; Zang et al. [1998]; Grosse and Reinhardt 
[1999] and Grosse [2000].   

5.5 Signal-based Acoustic Emission Techniques 

Up to this point in the chapter, the analysis techniques presented only use a 
fraction of the information present in the AE signals to interpret a local 
failure – there is scope for much richer interpretations. Quantitative acous-
tic emission techniques include the recording and evaluation of the entire 
waveform based on the 3D localization of the AE sources. Using the entire 
AE waveform it is possible to gain insight into the failure mechanism and 
fracture mechanics, and noise discrimination can reliably be carried out. In 
addition, the elimination of artifacts due to sensor characteristics is more 
consistent. The possibilities for applying signal processing is almost unli-
mited. Some of these techniques will be discussed in the following section. 

5.5.1 Frequency and Correlation Techniques 

Frequency analysis and frequency-based correlation techniques are widely 
discussed in the AE community. After the introduction of the Fast Fourier 
Transform (FFT) in the 1960’s, frequency analysis techniques became 
easy to apply and numerous applications for AET have been suggested. 
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These include simple filtering techniques to eliminate noise, to more so-
phisticated approaches that correlate the frequency content of a signal to 
the source parameters to classify the events in terms of fracture mechanics.  
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(a) 

(b) 

(c) 

Fig. 5.13. Three different AE signals including a pair (1+2) of events with similar 
waveforms. 
 

To give an example, the similarity of two different acoustic emission sig-
nals can be assessed by determining their coherence functions. Such an as-
sessment is useful because similar signals, having similar frequency con-
tent, can indicate that their source mechanisms are also similar (assuming 
that the influence of the medium and transducer characteristics is small). 
The similarity of two signals can be quantified using a mathematical tool 
called magnitude squared coherence (MSC) (Carter and Ferrie 1979). Ap-
plying a Discrete Fourier Transform (DFT) the signals are converted from 
the time to the frequency domain. Consider two transient signals x and y 
(e.g. signal a and b in Fig. 5.13). The auto spectral density Gxx and Gyy and 
the cross spectral density Gxy of the signals must first be calculated. Then, 
the coherence spectrum Cxy is defined by the squared cross spectrum di-
vided by the product of the two autospectra: 
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( )
( )

( ) ( )νΓ⋅νΓ

νΓ
=ν

yyxx

xy
xyC

2

 (5.4)

where ν indicates frequency. A complete derivation of the formulas can be 
found in Balázs et al. (1993). The mean coherence Ĉxy of the coherence 
functions is calculated for all channels of two signals.  
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Fig. 5.14. MSC of a signal pair with high (left) and low similarity (right). 
 

An example of the mean coherence for two data pairs is given in Fig. 5.14. 
This figure was generated using two events with high similarity (Fig. 5.13 
a+b) and two others with less similarity (Fig. 5.13 a+c). In the frequency 
range below the noise level of this experiment (400 kHz), a high coherence 
is found for the first signal pair. A perfect coherence is only obtained by 
two identical signals and would result in a coherence value of 1 over the 
whole frequency range. For comparison, the coherence function of two 
less similar events (Fig. 5.14, right) is shown. It is possible to find a value 
that represents the overall coherence of the signals using the mean cohe-
rence function  

( ) ( )
max

/min max

minmax min

1ˆ
xy xyC Cν ν

ν

ν

dν ν
ν ν

= ⋅
− ∫  

(5.5)

 
Grosse [1996] suggested deriving a coherence sum Ĉxy that can be calcu-
lated as the area underneath the curves using numeric integration in the 
range from from νmin to νmax. Here the upper frequency is chosen being the 
upper corner frequency where still signal is dominating compared to noise. 
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The lower frequency limit can usually set to zero, if there is no signal off-
set in the data.  

Selecting a frequency band of 0 to 400 kHz a coherence sum of 0.533 
and 0.151, respectively, is calculated using Eq. 5.5. Fig. 5.15 gives an ex-
ample for a data analysis using the software Signal similarity analysis 
MSC (SiSimA-MSC, University of Stuttgart). In the case of a perfect cohe-
rence the MSC sum value would be equal to 1.  

 

 
Fig. 5.15. MSC of a signal pair with high (left) and low similarity (right). 

By transforming the signals to the frequency domain and calculating their 
coherence functions, it is therefore possible to find a quantitative relation-
ship between the waveforms of signals with similar source mechanisms. 
This method is intended allow for rapid, systematic classification of the 
AE signals to recognize similarities and differences in signal pattern.  

There are other signal classification approaches available that can be 
used to detect different fracture mechanisms using various measures of 
signal similarity. They are often referred to as ‘feature extraction algo-
rithms’. Some are based on wavelet analysis techniques (Hamstad 2001; 
Vallen 2001; Pazdera and Smutny 2001). All feature extraction algorithms 
face the problem that AE are usually only directly influenced by the frac-
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ture process, in an undisturbed way, for a short part of the signal – the very 
first part. Generally speaking, the signal is dominated after a few oscilla-
tions by side reflections or other influences related to the material (aniso-
tropy, heterogeneity, etc.), the propagation path or the sensor characteris-
tics (sensor resonance, coupling, etc.) than by the source (Köppel 2002). In 
the example above, events from the same source region with similar failure 
mechanisms would result, for example, in a very low coherence sum if 
they were recorded with different types of sensors. Furthermore, recording 
these signals with sensors of the same type at different locations influenced 
by different coupling or signal transmission conditions would also result in 
a low coherence sum. Without a good knowledge of all these influences, 
the signal classification algorithms are of little value, especially if the ma-
terial is complex in structure and geometry. 

5.6 Inversion Techniques 

Fracture types are of interest in fracture mechanics in understanding and 
classifying the way a material fails. Different terms are used to describe 
the cracking behavior. In the following section the terms ‘opening crack’ 
and ‘mode I’ are synonymous, as well as ‘mode II’ and ‘mode III’ for 
shear cracks, with forces parallel to the crack (in-plane shear) or forces 
perpendicular to the crack (out-of-plane shear). In seismology, shear dislo-
cations are described by a double couple (DC) source because the DC 
force representation allows simplification of some mathematics – this is 
explained later in more detail (see chapter 5.6.3). 

Inversion methods are used to determine the fracture type and orienta-
tion of a rupture (fault), as well as the seismic moment, which describes 
the rupture area that is related to the released energy from the waveforms 
of the recorded AE events. As illustrated in Fig. 5.16, the failure of a brit-
tle specimen is accompanied by a sudden release of energy in the form of 
acoustic waves. Using an inversion algorithm, in combination with three-
dimensional localization, a fault plane solution can be determined that 
enables the analysis of the fracture process in the material. Another more 
comprehensive method of fracture analysis is the application of moment 
tensor inversion methods. In this section, some examples of simple inver-
sion techniques are given along with the basics of moment tensor inver-
sion. 
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Fig. 5.16. Principle of inversion techniques in AE analysis. 

5.6.1 Fault Plane Solution – First Motion Technique 

There are several ways to determine the crack type and orientation of AE 
sources. One way is to use the polarities of initial P-wave pulses – this is 
known as the first motion technique. The distribution of the two senses of 
the wave polarity around the focus is determined by the radiation pattern 
of the source. Using the distribution of the polarities, it is possible to esti-
mate the orientation of the nodal planes (where no displacement takes 
place) and thus the mechanism of the source. However, it is important to 
bear in mind that, due to the symmetry of the radiation pattern, two ortho-
gonal planes can be fitted. These planes are often referred to as the ‘fault 
plane’ and the ‘auxiliary plane’.   

Positive polarities would be measured at all sensors, in the case of an 
opening crack (mode I). In the case of a shear fracture, the polarity of the 
P-wave onset changes from positive (upward deflection of waveform) to 
negative (downward deflection) according to the position of the sensor rel-
ative to the source and the shear planes (Fig. 5.17). These two examples 
assume that the sensors have been calibrated properly, so that a positive 
deflection of the signal indicates movement away from the source (i.e. 
compression).   

If the radiation pattern of the source is to be analyzed, it is important 
that the pattern is sampled adequately over the focal sphere. This implies 
that many transducers are used, providing good coverage of the focal 
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sphere, i.e. a good distribution of sensors over all angles with respect to the 
fault plane. A minimum of 23 sensors is required to uniquely characterize 
the mechanism (Lockner 1993). For a smaller set of sensors, moment ten-
sor inversion is more suitable (see next section) to estimate the failure me-
chanisms. 

Unfortunately, it is not possible to quantify the deviation from a pure 
shear dislocation and to determine isotropic components of the source with 
this first motion technique. 

 

auxiliary plane 

(up and down)

waveforms – polarities 

radiation pattern of 
a shear crack 

 
Fig. 5.17. Radiation pattern of a vertically oriented shear crack showing variation 
of polarities and amplitudes with angle from the source. 

5.6.2 Basics of Moment Tensor Inversion  

The seismic moment tensor consists of a set of point sources that describe 
the source mechanism and allow the slip planes (nodal planes) to be de-
termined. The moment tensor is a useful concept because it can be used to 
completely describe the radiation pattern and the strength of the source.  

The moment tensor M is defined by a combination of force couples and 
dipoles as: 
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where each element of the matrix represents the force couples or dipoles as 
shown in Fig. 5.22. 
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Fig. 5.18. Representation of the nine components of the moment tensor. 

 
The first subscript of the force couple represents the direction of the two 
forces and the second subscript gives the direction of the arm of the 
couple. For example, the element Mxy is a force couple comprising two 
forces acting in the +x and -x direction on an arm parallel to the y-axis 
(Fig. 5.18, top row, middle position). The magnitude of Mxy is called the 
‘moment’ of the force couple. Another example, element Mxx is a vector 
dipole consisting of two forces acting in the +x and –x directions, where 
the arm is parallel to the x-axis (Fig. 5.18, top, left) and hence has no mo-
ment. 

In the case of a purely explosive source, the source mechanism can be 
described by summing the diagonal components of the moment tensor 
(Fig. 5.19). 

The source mechanism of an idealized shearing source can be described 
by summing the off-diagonal components, -(Mxy+ Myx) of the moment ten-
sor (Fig. 5.18). 
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Fig. 5.19. (left) Idealized radiation pattern and force diagram of explosive source 
(middle); forces summed to describe source; (right) moment tensor of explosion. 
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Fig. 5.20. (left) Radiation pattern and force diagram of idealised vertical shear 
source (middle); forces summed to describe source; (right) moment tensor of 
shearing source. 

 
The term ‘inversion’ describes the mathematical process where measure-
ments of displacement, and an assumed Earth or material model (the 
Green’s function) are used to determine the moment tensor of the source. 
This computation is possible because a linear relationship, first noted by 
Gilbert [1973], exists between the ground displacement and the Green’s 
function (Fig. 5.21). 

Typical input data for a moment tensor inversion consist of the network 
geometry (coordinates of the sensors); knowledge of sensor polarity (i.e. 
whether an upwards deflection at the sensor indicates a compression or di-
latation); sensor orientation; source coordinates; P and/or S-wave dis-
placement amplitudes recorded at each sensor (time-domain inversion) or 
P and/or S-wave spectral amplitudes (frequency-domain inversion); and 
the polarities of the wave phases. 
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Fig. 5.21. Relation between the moment tensor and Green’s functions. 

Additional information that can be used are quality factors for each of the 
measurements (describing, for example, the quality of the spectral fits), 
which can be used to weight the equations; and, the corner frequency for 
the P and S-wave, for each sensor. The corner frequencies are particularly 
useful because their variation in space with respect to the rupture plane can 
be used to resolve the ambiguity of the fault plane solution. The propaga-
tion of the rupture front toward (or away from) an observer can cause an 
apparent corner frequency shift similar to a Doppler effect. In Fig. 5.22, 
the constant rupturing process begins at a single point and moves at a con-
stant speed towards an end point. The wavefield measured by geophones 
oriented ‘ahead’ of the moving source experiences a Doppler shift towards 
the higher frequencies. In a similar way, the wavefield measured by geo-
phones ‘behind’ the rupture will show a shift towards the lower frequen-
cies. This model assumes that the waves are measured in the far-field and 
that the small scale rupturing process is of much shorter duration than the 
total rupturing process. As a result, the corner frequencies can vary in a 
systematic fashion according to the angle between the propagation direc-
tion and the recording station.  

The relationship between the observed frequencies  and angle  be-
tween the slip vector and station is given by Brawn [1989] as follows: 
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where β  is the shear wave speed, V  is the rupture velocity and T  is the 
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shift, a linear-linear plot of ( )θcos  versus 
1

cf
 where cf  is the corner fre-

quency can be plotted for each station-slip vector pair, for both possible 
slip vectors. 

 
The Doppler shift is used in the deep-level gold mining environment to 

discriminate between the fault plane and auxiliary plane of the nodal plane 
solution (Brawn 1989; Goldbach et al. 2006). In Fig. 5.23, graphs of 1/fc 
are plotted versus the cosine of the angle θ  between the slip vectors of the 
two fault plane solutions and each recording site, where fc is the corner 
frequency of the S-wave measured from the velocity spectra. It can be seen 
that plane 1 (shown in red) is the ‘real’ fault plane, and that the rupture di-
rection is in the opposite direction as the slip vector. 
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Fig. 5.22. Cartoon illustrating a 1-dimensional rupture model. The propagating 
source results in a Doppler shift in frequencies for geophones positioned ‘ahead’ 
and behind’ the propagating source (Goldbach et al. 2006). 
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Fig. 5.23. Example showing the Doppler shift in corner frequencies (plane 1, red) 
for an event recorded in a deep level gold mine allowing the ambiguity of the fault 
plane solution to be resolved.  

Moment tensor inversion (MTI) can provide quantitative information re-
garding the failure modes causing the AE. A moment tensor analysis using 
all the AE waveform data during the loading of a specimen can give in-
sight into the complete failure history. 

Before the fundamental equations used in MTI are discussed, the variety 
of MTI approaches and their applications are described.  

Classification of moment tensor inversion methods 

Numbers of moment tensor inversion (MTI) techniques have been pro-
posed in the literature. The methods applied differ greatly according to the 
available data and the purpose of the study. For the purposes of this text-
book, it is useful to distinguish between the ‘absolute’ and ‘relative’ me-
thods. These broad classes of inversion procedure are based on methods 
used to estimate the Green’s functions, which describe the wave propaga-
tion between the source and receiver.  

In the absolute methods, the Green’s functions are evaluated theoretical-
ly, or determined empirically from observations and a known source. The 
most straightforward approach is to use a homogeneous isotropic material 
model (Ohtsu 1991). However, this is often not adequate for many of the 
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materials used in civil engineering. More suitable are approaches based on 
finite-difference methods (Fukunaga and Kishi 1986; Enoki and Kishi 
1988; Napier et al. 2005; Hildyard et al. 2005), which can take into ac-
count the heterogeneity of the materials. Methods based on a combination 
of the above mentioned techniques (Landis 1993; Landis and Shah 1995) 
are often not sufficient due the attenuation of the material.  

The absolute methods are often used in global seismology, but are diffi-
cult to apply in environments where there are possible lateral inhomogene-
ities, such as the underground mining environment and in materials often 
used in civil engineering. In these cases, it is not always possible to calcu-
late the Green’s functions with adequate accuracy, resulting in systematic 
errors being introduced into the moment tensor solution.  

For the absolute methods to be properly applied, the influence of ma-
terial parameters has to be well known. This is usually not the case for 
fractures in concrete, where aggregates, reinforcement and air-filled pores 
are common. In addition, the sensor characteristics must be well known 
(this is not a problem in geophysics where seismometers with a flat re-
sponse over the signal frequency range are usually used). Poor coupling of 
transducers also limits the application of these simple inversion tech-
niques. 

In contrast to the absolute methods, the relative inversion methods do 
not require the calculation of theoretical Green’s functions for each event. 
Relative methods are based on the concept of a common ray-path between 
a cluster of seismic sources and any receiver, and assume that all the 
events in the cluster experience the same wave propagation effects to each 
receiver (Fig. 5.23).  

 
 

Θ

α

AE cluster 

event 1 

event 2
AE sensor 

AE sensor  

 
Fig. 5.24. Cluster of AE events with approximately the same path to the sensors. a 
indicates the azimuth and Q  the incidence angle (Grosse et al. 1997). 
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These methods are applicable to clusters of events where the distance be-
tween the hypocenters (AE focuses) of all the AE events is small com-
pared to the travel path to the sensors.  

In the relative methods, the Green’s function of a well-known reference 
event(s) can be used to calculate the Green’s function of the medium for 
other nearby events (e.g. Patton 1980; Strelitz 1980; Oncescu 1986). This 
method also has its limitations, when only a few reference events are 
available or when their fracture mechanisms are not well known.  

In the relative method proposed by Dahm [1996] (known as the relative 
method without a reference mechanism) the path effects described by the 
Green’s functions are eliminated analytically – thereby completely avoid-
ing the explicit use of the Green’s functions. However, this method is ap-
plicable to clusters of events having different radiation patterns only and, 
because there is no absolute reference, any of the six components of the 
moment tensors can be incorrect by an unknown scaling factor. This syn-
drome can be reduced, but not eliminated, through reference to scalar mo-
ment estimates. Furthermore, when the mechanisms are similar the method 
is extremely sensitive to noise.  This is a serious disadvantage in cases 
where clusters of recorded events might have very similar mechanisms.  
This problem is accentuated when the method is applied to very small 
events having similar mechanisms and with signals just above the noise 
level (Andersen 2001). 

A problem common to the absolute and relative MTI methods is their 
sensitivity to noise/errors in the observations and their dependency on ac-
curate Green’s functions to describe the wave propagation. Factors such as 
the focusing and defocusing of the ray-paths due to the presence of lateral 
inhomogeneities in complex materials, the degradation of the velocity 
model due to fracturing, the presence of voids on the seismic ray-paths, 
low signal-to-noise ratios all have adverse effects on the accuracy of the 
MTI. For example, the deviations in the ray-paths due to the presence of an 
inhomogeneity between a cluster of seismic sources and a particular sensor 
can result in consistently high or low amplitudes being recorded at that 
sensor (for all the events in a cluster). This would result in systematic er-
rors being introduced into the moment tensor elements. To compensate for 
such errors, hybrid MTI methods have been developed by Andersen 
[2001]. These methods apply to clusters of events, are iterative, and are a 
combination of the absolute and relative MTI methods. The hybrid me-
thods are essentially weighting schemes that aim to increase the accuracy 
of the computed moment tensor by reducing the effect of noisy data on the 
system of equations and correct for site effects. These methods can also be 
used to enhance signals recorded near a nodal plane in the radiation pattern 
or to decrease the influence of a low quality observation.  
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Various weighting schemes, that apply to individual events, have been 
proposed in the literature (Udias & Baumann 1969; Šílený et al. 1992). 
The new aspect of the hybrid methods is that the correction or weight ap-
plied to a particular observation is based on the residuals (for a particular 
geophone site, channel and phase) calculated using all of the events in the 
cluster – this constitutes the relative component of the hybrid methods.  

 

 
Fig. 5.25. Radiation patterns and nodal plane solutions, calculated using absolute 
MTI methods, for a data set of highly similar events, recorded in a deep level gold 
mine (Linzer 2005). 

 
Fig. 5.26. Radiation patterns and nodal plane solutions of a data set of similar 
events calculated using hybrid MTI methods (Linzer 2005). 

Fig. 5.25 shows the radiation patterns and nodal plane solutions, calculated 
using absolute MTI methods, for data recorded in a deep level gold mine. 
These 10 events had highly similar waveforms, and were therefore ex-
pected to have similar solutions. As is evident from Fig. 5.25, there is a 
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fair amount of scatter in the patterns. The situation is much improved in 
Fig. 5.26 after applying the hybrid MTI method to the data. 

Summary of MTI method  

The goal of all MTI methods is to use observed values of ground dis-
placement to infer properties of the source, as characterized by the moment 
tensor. By using the representation theorem for seismic sources (Aki & Ri-
chards 1980) and assuming a point source, the displacement field uk rec-
orded at a receiver k is given by: 

 

( ) ( ) ( )tMttxGtxu ijjkik ′ ′∗= , ,;,, , ξ ξ  (5.8)

 
( )tt ′ξ,;xGki ,where  are the elastodynamic Green’s functions containing 

the propagation effects between the source ( )t ′ξ,   and receiver. The comma 
between the indices in Eq. 5.8 describes the partial derivatives at the 

source with respect to the coordinates after the comma, i.e. 
j

ki
jki

GG
ξ∂

∂
=, . 

The ( )tij ,M ξ  terms are the nine time-dependent components of the mo-
ment tensor. This equation can be simplified dramatically by assuming that 
the source time function is an impulse and that all of the moment tensor 
components have the same time-dependency (synchronous source approx-
imation). In addition, since the equivalent body forces conserve angular 
momentum, Mij = Mji, only six of the components are required. Applying 
these assumptions, Eq. 5.8 reduces to the following linear relationship: 

ijjkik MGu ,=  (5.9)

which can be written using matrix notation as: 

u = G m (5.10)

where u is a vector of dimension n of sampled values of the integrated 
ground displacement or spectral plateaus depending on whether a time or a 
frequency-domain approach is being taken; G is a n × 6 matrix of Green’s 
functions in the coordinate system of the receivers; and, m is a vector con-
sisting of the moment tensor components M11, M22, M33, M12, M 13 and M23. 
In most cases n >> 6 and the system of equations is, in principle, overde-
termined. To solve for the components of the moment tensor m, Eq. 5.10 is 
written as an inverse problem such that: 
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m = G-1u (5.11)

where G-1 is the generalized inverse of G. The system of linear equations 
can then be solved using standard least-squares techniques.  

Interpretation of the moment tensor  

Once the moment tensor has been computed, a number of source parame-
ters can be calculated to aid interpretation. The most basic of the source 
parameters is the scalar seismic moment Mo which is a measure of the irre-
versible inelastic deformation in the area of the rupture and is the root-
mean-squared average of the moment tensor elements:  

 

∑
=

=
3

1

2
2
1

j,i
ijo MM  (5.12)

The scalar moment can be related to attributes of the source:  

DAM o μ=  (5.13)

where μ is the rigidity (described by the Young or shear modulus of the 
medium), A is the surface area of the rupture, and D  is the average final 
static displacement after the rupture. The rigidity modulus μ has a relative-
ly simple physical meaning and measures the resistance of the elastic body 
to shearing deformation. 

Slightly more complicated analyses involve decomposing the moment 
tensor into its isotropic and deviatoric components, which represent the vo-
lume change and shearing contributions to the source mechanism. To do 
this, the moment tensor is first diagonalized and the deviatoric component 
is calculated by subtracting the one third of the trace from each of the ei-
genvalues:  

Mdev =
( )

( )
( )

1
1 3

1
2 3

1
3 3

0 0
0 0
0 0

e tr M
e tr M

e tr M

⎡ ⎤−
⎢ ⎥−⎢ ⎥
⎢ ⎥−⎣ ⎦

 (5.14)

where tr(M) is the trace of the moment tensor, and is equal to the sum of 
the eigenvalues: tr(M) = e1 + e2 + e3. The trace is a measure of the volume 
change at the source and the sign of tr(M) gives the direction of motion 
relative to the source with positive outwards. For example, tr(M) that is 
negative indicates an implosion. 
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The deviatoric component can be further decomposed into a variety of 
eigenvalue combinations that represent simple arrangements of equivalent 
body forces, adapted from fracture mechanics, like that of an opening 
crack (mode I) or of shear cracks (mode II or III) (Fig. 5.27).  
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(Shear fracture) 
 
 
 
Mode III  
(Shear fracture) 
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Fig. 5.27. Physical models along with a sketch of fault plane movements and the 
associated radiation pattern (P-waves). 
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The coseismic volume change at the source can be calculated from 

( )
( )3 2

tr M
V

λ μ
Δ =

+
 (5.15)

where λ and μ are Lamé’s elastic moduli (McGarr 1992). The constant λ is 
not simply related to experimentally observed quantities and its value is 
usually calculated from those of μ and one of the other experimentally de-
termined coefficients. For quartzitic strata, 3λ + 2μ = 1.63 x 105 MPa 
(McGarr 1992). 

The deviatoric moment tensor can also be expressed as a sum of double-
couples, M1 and M2: 

Mdev = 
1

2

1 2

0 0 0 0 0
0 0 0 0 0
0 0 0 0

M
M

M M
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⎥
⎥
⎥⎦

 (5.16)

Each of the double-couple terms has scalar seismic moment defined by Eq. 
5.13. Therefore, the total shear deformation can be computed using: 

1 2oM AD M Mμ= = +  (5.17)

Perhaps one of the most useful parameters that can be computed from the 
deviatoric moment tensor is the fault plane solution. This consists of the 
orientations of the two planes (usually expressed as strike, dip and rake, 
Fig. 5.28) that can be fitted to the deviatoric moment tensor along which 
zero displacement takes place (i.e. the nodal planes). The moment tensor 
components for a double-couple of arbitrary orientation are given by Aki 
& Richards (1980) as 

( )0ij i j j iM M s n s n= +  (5.18)

where s is a unit slip vector lying in a fault plane and n is a unit vector 
normal to the plane. Since the moment tensor M is symmetric, Mij = Mji, 
the vectors s and n can be interchanged, which means that the vector nor-
mal could be the slip vector to the other plane, and vice versa. These two 
nodal planes are called the fault plane and auxiliary plane, and together are 
called the fault plane solution. The fault plane solution indicates the type 
of faulting that is taking place in the source area (Fig. 5.29) and also gives 
an indication of the stress regime of the area, for example, normal faulting 
indicates that the maximum principle stress direction is vertical. 
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Fig. 5.28. Definition of fault orientation parameters: strike, dip and rake (Ander-
sen 2001). 

 

 
Fig. 5.29. Triangle diagram for displaying the focal mechanism projections for 
common fault types. The three vertices correspond to pure strike-slip (top), re-
verse (right) and normal fault (left) mechanisms. Planes a and b represent either 
the fault plane or auxiliary plane. Shaded regions (++) indicate compressional P-
wave motions (Andersen 2001). 
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A plethora of decompositions is possible, but many are physically implaus-
ible. It is important to have an idea of the likely failure modes, and apply 
the relevant decomposition. Reports are available illustrating different 
ways to decompose the moment tensor (e.g. Jost & Hermann [1989]). 

Another parameter that can be calculated is the deviation, ε , of the 
seismic source from that of a pure double-couple: 

*
1

*
3

e
e

=ε  (5.19)

where  and  are the maximum and minimum deviatoric eigenvalues 
and  

*
1e *

3e
*
3

*
2

*
1 ee ≥ e≥ .  for a pure double-couple source, and 0=ε 5.0=ε  for 

a pure compensated linear vector dipole (CLVD) [Dziewonski et al. 1981]. 
The percentage of double-couple contributions, , to the deviatoric 
moment tensor can be calculated from 

DC%
ε  using: 

( )ε−⋅= 21100DC%  (5.20)

[Jost & Hermann 1989]. The percentage of CLVD contributions, , 
to the deviatoric moment tensor can be calculated from 

CLVD%
ε  using: 

ε= 200%CLVD  (5.21)

The sum of % DC and  % CLVD should be 100. 
Another measure of the nature of the moment tensor is the R-ratio intro-

duced by Feigner & Young [1992]. Ratio R is essentially the ratio of vo-
lumetric to shear components and is defined as: 

( )
( )

1003

1

*
⋅

+
=

∑
=k

keMtr

MtrR  
(5.22)

where are the deviatoric eigenvalues. If R>30, the event is considered to 
be dominantly tensile; if – 30 ≤ R ≤ 30, the event is a dominantly shear 
event; if R < – 30  the event is dominantly implosive. An event could show 
implosive components if there is collapse towards a void, for example, clo-
sure of an underground excavation.  

*
ke
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6 Source Localization 

Jochen H. Kurz, Stefan Köppel, Lindsay M. Linzer, Barbara Schechinger 
and Christian U. Grosse 

6.1 Introduction 

Quantitative methods in acoustic emission analysis require localization 
techniques to extract the source coordinates of the acoustic emission 
events as accurately as possible. There are many different ways to localize 
AEs in practice that can be used to obtain the required resolution in one, 
two, or three dimensions. The most appropriate technique depends on the 
objective of the experiment, the required solution and on the geometric 
shape. 

The methods of acoustic emission localization which will be presented 
in the following section were developed in the framework of earthquake 
seismology. The principal of earthquake source localization can be applied 
directly to acoustic emission source localization with minor modifications. 
A detailed description of earthquake localization methods can be found in, 
for example, Bormann [2002], Aki and Richards [1980] or Shearer [1999]. 
These are also the main references for this chapter. Acoustic emission lo-
calization is applied to all kinds of construction materials and even in med-
ical and electrotechnical sciences. Examples of acoustic emission localiza-
tion can be found in Grosse [1996], Zang et al. [1998], Ohtsu [1998], 
Köppel and Grosse [2000], Moriya et al. [2002], Finck et al. [2003], Sel-
lers et al. [2003], Finck [2005], Schechinger [2005] and Kurz [2005]. 

Source location determination is an inverse problem. Due to the arrival 
time differences of the elastic wave emitted by the fracture and recorded at 
each sensor, the source location can be calculated. The acoustic emission 
source location is defined by the origin time (start of the rupture) and the 
source position in Cartesian coordinates (x0, y0, z0). The computed location 
corresponds to the point in space and time where the fracture initiated. 
Therefore, a point source is assumed. The first arrival time of the elastic 
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wave at each sensor is the onset time of the compressional wave (P-wave). 
If the onset of the shear wave (S-wave) is detectable this information can 
be used either in combination with or instead of the P-wave onset. Howev-
er, the S-wave is often difficult to identify in acoustic emission analysis. If 
the distance between source and receiver is only a few wavelengths, the 
onset of the S-wave is hidden in the coda of the P-wave. In addition, due to 
the very short source-receiver separation, near field effects can be de-
tected, i.e. P-wave and S-wave are not yet completely separated (Finck and 
Manthei 2004). Since the particle motion of a S-wave is normal to the 
propagation direction, and that of a P-wave is parallel to the propagation 
direction, a P-wave sensor is not designed to detect S-waves (see also 
Chap. 3, Sensor and Instrument). The onset times, the coordinates of each 
corresponding sensor and the velocities of the compressional and shear 
wave (if the shear wave can be detected) are needed for any kind of locali-
zation (1-dimensional, 2-dimensional and 3-dimensional). Provided a ho-
mogeneous and isotropic material can be assumed, the direct ray path be-
tween source and receiver can be used for calculation of the source 
location. However, if a layered or even a heterogeneous and anisotropic 
material is considered, the effects of the material on wave propagation and 
the raypath must be taken into consideration for an accurate localization. 
Most of the methods discussed in this chapter assume a homogeneous and 
isotropic material, an assumption that is generally valid for acoustic emis-
sion analysis of construction materials. However, some examples consider-
ing non-homogeneous and non-isotropic materials will be also shown, for 
example, acoustic emission analysis of wood. 

The following section starts with the description of automatic onset de-
tection methods, which are extremely useful when dealing with large data 
sets, but are the most error-prone of the localization algorithms.  

There are also general differences in the type of localization procedure. 
Different localization techniques will be discussed after the automatic on-
set detection description, beginning with methods that provide only a 
rough estimate of the source coordinates, and building up to more complex 
methods that derive these coordinates with best possible accuracy.  
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6.2 Principal of Localization Procedures 

6.2.1 Automatic Onset Detection 

The determination of the onset time of a transient signal is an important 
task in many fields of science. Seismology and acoustic emission studies 
are related fields which use the phenomenon of stored elastic energy being 
released as elastic waves due to sudden fracturing in a rigid body (Spies et 
al. 2004). A strong relation exists between localization techniques in both 
seismology and acoustic emission analysis because both fields place simi-
lar importance on determining accurate onset times. 

Accurate onset time determination can be carried out visually by an op-
erator or automatically by a picking algorithm and depends on the onset 
definition itself. Leonard [2000] describes the true onset time of a seismic 
phase as the moment in time when the first energy of a particular phase ar-
rives at a sensor. However, this definition is applicable to elastic waves in 
nearly all media. The onset time is usually picked as the point where the 
difference from the noise occurs first, although an experienced analyst will 
often extrapolate slightly back into the noise (Leonard 2000). These are al-
so the requirements to a reliable automatic picker. 

With some modifications, the algorithms used in seismology can be ap-
plied to acoustic emissions. Since the number of recorded acoustic emis-
sions can be up to several thousands during one test, it is clear that auto-
matic onset determination is a necessity. 

In this context, it is refered to the convention suggested by Allen [1982], 
pickers are algorithms used to estimate the onset time of a phase and detec-
tors are algorithms used to detect a phase (phase means e.g. longitudinal or 
transversal wave). 

In seismology, a variety of automatic onset time picking approaches is 
applied. Two general procedures can be distinguished. On the one hand a 
global strategy can be used, where the whole signal is scanned for the on-
set. On the other hand is an iterative strategy where a particular region is 
preselected, from which the onset is determined exactly (Kurz et al. 2005). 
The main trends will be summarized in the following.  

The simplest form of onset picking is to use an amplitude threshold 
picker. However, a pure threshold approach is not applicable to signals 
with small amplitudes and/or signals with a high noise levels (Trnkoczy 
2002). A widespread approach which uses a dynamic threshold, is the so 
called STA/LTA (STA Short Term Average, LTA Long Term Average) 
picker by Baer and Kradolfer [1987]. The approach is not applied to the 
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raw signal directly, but a characteristic function based on the signal's 
envelope is defined. Here, the STA measures the instantaneous amplitude 
of the signal and the LTA contains information about the current average 
seismic noise amplitude. The difference between STA and LTA function is 
further defined by multiplying the characteristic function with frequency 
dependent parameters. Earle and Shearer [1994] chose a similar approach 
using a different envelope function. Due to that fact that signal and noise 
of acoustic emissions in concrete are often to be found in the same fre-
quency range (20 kHz up to 300 kHz), the STA/LTA picker did not pro-
duce results having sufficient accuracy. 

Joswig [1990] combined the STA/LTA trigger with a sonogram analysis 
of the seismic signal. This approach has been tested by Kurz [2006] on 
acoustic emissions and was found to be acceptable for acoustic emissions. 

Dai and MacBeth [1995] used an artificial neural network for automatic 
picking of local earthquake data. The network is trained on noise and P-
wave segments. This method is also not applied to the raw signal directly, 
but to the modulus of a windowed segment of the signal. The output of the 
network consists of two values, which are parameters of a function that ac-
centuates the difference between the actual output and ideal noise. The 
disadvantage of this approach is that it is time intensive. 

Modelling the signal as an autoregressive process is another approach 
for onset time determination. A detailed description of theory and applica-
tion for seismic signals can be found in Sleeman and van Eck [1999], Leo-
nard [2000] and Zhang et al. [2003]. Akaike [1974], as well as Kitagawa 
and Akaike [1974], showed that a time series could be divided into locally 
stationary segments, each of which could be modeled as an autoregressive 
process (Akaike Information Criterion, abbreviated as AIC). To solve the 
seismological localization problem, a seismic signal including the onset 
and a first estimate of the onset time is needed. The intervals before and af-
ter the onset time are assumed to be two different stationary time series. 
For a fixed order autoregressive process, the point at which the AIC is mi-
nimized determines the seperation point of the two time series (noise and 
signal) and therefore the onset point (Sleeman and van Eck 1999). 

In the domain of acoustic emissions, Kurz et al. [2005] applied the prin-
ciple of the autoregressive AIC picker in an automatic onset detection pro-
cedure. The results of the autoregressive AIC picker were then compared 
to manual picks and to an auto picker based on the Hinkley criterion, de-
veloped for acoustic emissions by Grosse and Reinhardt [1999]. Details 
about these approaches and the results can be found in Kurz et al. [2005]. 
In the following, only a short summary will be given. 

The problem concerning acoustic emissions in concrete is that signal 
and noise are often in the same frequency range. Furthermore, the signal to 
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noise ratio is affected by the degree of damage of the tested specimen and 
therefore, by the failure process itself. Due to this dependency, the signal 
to noise ratio of acoustic emissions is generally not constant during an ex-
periment. Therefore, a reliable automatic picker which can handle data of 
varying quality is needed. 

An autoregressive AIC picker gives picks (where the term ‘picks’ refers 
to the determined onset times) of higher quality when the AIC is only ap-
plied to a part of the signal which contains the onset (Zhang et al. 2003). 
Therefore, the onset is defined coarsely by using the complex wavelet 
transform or the Hilbert transform. Both transforms lead to an envelope of 
the signal (Fig. 6.1). 

 

 
Fig. 6.1. Acoustic emission signal (top) and corresponding squared and normed 
amplitude (bottom) calculated with the Hilbert transform. An example threshold is 
drawn on the envelope. 

The envelope is then used for a coarse definition of the onset by a simple 
threshold. Each envelope is squared and normed, so that a constant thre-
shold value can be applied to all signals (Fig. 6.1). A window of several 
hundred samples, e.g. 400 before and 150 after this point, is then cut off 
the signal. Within this signal the onset is determined exactly using the 
AIC.  
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The advantage using an envelope calculated by the wavelet transform is 
that even for noisy signals the prearrangement of the onset by a threshold 
works consistently. The envelope is calculated only for one scale while 
most of the noise of the signals is found in different scales. 

However, if two or more signals of different amplitude and frequency 
superpose each other, i.e. if acoustic emissions occur in such a fast succes-
sion that more than one signal is recorded within the normal blocklength, 
the envelope calculated by the Hilbert transform should be used. In such a 
case, the wavelet transform can identify the wrong signal because of the 
automatic scaling.  

The exact onset is determined by calculating the AIC function directly 
from the signal according to Maeda [1985]: 
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The index w from the time series Rw indicates that not the whole time se-
ries is taken, but only the chosen window containing the onset (described 
above). Tw is the last sample of the curtate time series, tw ranges through all 
samples of Rw and var denotes the variance function. The term Rw (tw, 1) 
means that the variance function is only calculated from the current value 
of tw while Rw (1 + tw, Tw) indicates that all samples ranging from 1 + tw to 
Tw are taken. The sample variance var or σ2

N-1 is defined as (Kreyszig 
1993): 
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N denotes the length of the signal, Ri is sample i of the time series R and Γ 
is the mean value of the whole time series R. 

The global minimum of the AIC function defines the onset point of the 
signal (Fig. 6.2). 

A comparison of the AIC-picker to the Hinkley picker shows that the 
AIC-picker produces significantly better results (Fig. 6.3). The value of the 
deviation (in percentage) between the localization using manual picks and 
the localization using the AIC-picker greater than 5 mm is 11%. The Hink-
ley-picker produces a deviation of up to 68% compared to the manual 
picks. The number of well localized events using the Hinkley-picker can 
be sufficient to visualize the general shape of the fracture process. How-
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ever, this might not be valuable for all cases and a higher rate of correct 
picks is recommended. 

 
Fig. 6.2. The AIC is used for onset determination only for the selected part of the 
signal containing the onset, which is displayed by the solid line. The minimum of 
the AIC function, which is represented by the dashed line, denotes the onset time 
of the signal. 

 
Fig. 6.3. Length of the mislocation vectors for (left) the comparison of the AIC-
picker vs. manual picks and (right) the comparison of the Hinkley-picker vs. ma-
nual picks. 
 

Taking into consideration that manual onset determination is also subject 
to various errors, it was shown that the AIC-picker produces sufficiently 
reliable results for acoustic emission localization. Therefore, the AIC-
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picker, or at least an iterative strategy, is generally recommended for au-
tomatic onset determination of acoustic emissions. 

6.2.2 Zone and 1-Dimensional Localization 

The easiest way to locate the source of acoustic emissions is the so-called 
zone location method, where the exact source coordinates are not deter-
mined. Here, localization means detecting a signal and the radius (or in 
plate structures, the zone) of the sensor sensitivity range defines the locali-
zation accuracy. However, this is also the most imprecise localization me-
thod. The principal of zone localization is simple. For a particular sensor 
distribution, the sensor that records the arrival of the elastic wave first is 
the sensor closest to the source. An example for such a case is shown in 
Fig. 6.4.  
 

 
Fig. 6.4. Sketch of the concrete beam with eight sensors (left) and recorded acous-
tic emission signal from a pencil lead break (right). The source was between sen-
sor 4 and sensor 5. The amplitude of the signals shows that the source was closer 
to sensor 5. 
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The left side of Fig. 6.4 shows a concrete beam (height 1 m) with 8 sen-
sors. The signal emitted from breaking a lead at the surface of the beam 
and recorded by each sensor is shown on the right side of Fig. 6.4. Sensor 
4 and 5 (numeration top down) are the first and second sensors to record 
the event. This is also the region of the lead break. 

This localization method only requires the coordinates of the sensors. 
However, an exact determination of the source location is not possible. 
The geometry of the structure being tested can influence the 1-dimensional 
(1-D) localization accuracy. For example, the expansion of a wire-like 
structure is very high in one direction compared to the expansion in the 
two other directions, allowing more detailed 1-D localization. In this case, 
the source can be determined as a 1-D point between two sensors (Fig. 6.2) 
(Reinhardt and Grosse 1999). However, the speed of sound of the structure 
being tested is needed. 

 

 
Fig. 6.5. Principle of a 1-dimensional localization on a wire like structure. The 
source location is marked by a grey star. 

The distance s between the two sensors is known, as well as the onset time 
at each sensor and the sound velocity v of the material. We wish to deter-
mine the source time t0 and the 1-D source location x0. The distances x1 
and x2 from the source to the sensors can be expressed as: 
 

( )1 0 2v t t x∗ − =  (6.3)

( )2 0v t t x1∗ − =  (6.4)

Knowing x1 or x2 the 1-D source localization can be calculated by: 
 

1 2s x x= +  (6.5)
 

Inserting Eq. 6.5 into Eq. 6.3 or 6.4 gives a linear system of two unknowns 
(t0 and x1 or x2) that has to be solved. This gives the source time and the 
source location relative to the two sensors can now be calculated using Eq. 
6.5. 
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6.2.3 2-Dimensional Localization 

The next enhancement in localization accuracy would be to perform a 2-
dimensional (2-D) localization to determine the coordinates x0 and y0 of 
the source. Since no information about the depth of the source is provided, 
this technique is sometimes referred to as a planar localization. The planar 
localization technique is applied to 2-D structures, where the thickness is 
small compared to the extent of the object, and the source coordinates are 
only required in two directions. The equations for 2-D and 3-D localization 
techniques that use compressional waves are similar, and will be handled 
in the next paragraph. In case of waves having wavelengths longer than the 
thickness of the structure, plate or Lamb waves have to be used and their 
group velocities considered. The 2-D method to determine acoustic emis-
sion sources is usually applied when the accuracy of zone technique is in-
sufficient. Applications in civil engineering are reported by authors dealing 
with the monitoring of large structures like bridges (Kapphahn et al. 1993). 

In seismology a 2-D source location with no information about the 
depth of the event is called epicenter. At least 3 sensors are needed for a 2-
D localization. Assuming constant velocity and three measured arrival 
times t1, t2 and t3 of the compressional wave, at three different sensors, the 
epicenter can be calculated by the hyperbola method (Bath 1979; Pujol 
2004). The epicenter must be located on a curve for which the arrival time 
difference between two sensors e.g. t2 – t1 is constant (Fig. 6.6). Such a 
curve is a hyperbola with the corresponding sensor coordinates of sensor 1 
and sensor 2 as foci. 

 
Fig. 6.6. 2-dimensional localization using the hyperbola method. t1, t2 and t3 are 
the arrival times of the compressional wave at the corresponding sensors. 
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Due to the fact that generally one arrival time is greater than the other e.g. 
t2 > t1 the epicenter location is limited to one branch of the hyperbola. The 
hyperbolas of the other station pairs (t1, t3 and t2, t3) are calculated in a sim-
ilar way. The epicenter is the intersection point of the 3 hyperbolas (Fig. 
6.5). Due to measurement errors the three hyperbolas may not intersect at 
one point. For such a case, using more than 3 sensors should improve the 
localization accuracy and statistical methods must be applied. For exam-
ple, Joswig [2004] uses a jackknife test to improve the results of the 
hyperbola method in an overdetermined case. 

Besides the hyperbola method, a circle method for 2-D manual localiza-
tion that uses only the arrival times of the compressional wave can be ap-
plied (Bath 1979). Another circle method that requires the arrival times of 
both the compressional and the shear waves (Havskov et al. 2002) can also 
be used. 

6.3 High Order Localization Algorithms 

6.3.1 Principal of Computational Localization Techniques 

Several authors have worked on high order localization algorithms (Ber-
thelot and Robert 1987; Labusz et al. 1988; Grosse 1996; Köppel 2000). 
The principal is similar to the determination of earthquake hypocenters in 
seismology and uses the arrival of earthquake waves recorded at multiple 
seismometers. These algorithms can be adapted to the requirements in ma-
terial testing, enabling the study of different specimen geometries, as well 
as taking into account the number of transducers and their position around 
the object. The 3-D localization problem is exactly determined when four 
travel times are available to calculate the three coordinates and the source 
time of an event. For a 2-D localization problem to be exactly determined, 
only three travel times are needed.  

The use of more sensors than unknown location parameters results in 
the system of equations being over-determined, and statistical methods 
such as the methods of least-squares can be used. Such approaches no 
longer fall into the category of manual localization methods and are gener-
ally solved using a computer. Usually these methods improve the localiza-
tion accuracy. 

Generally localization methods are applied as described in the follow-
ing. The arrival time is measured at each sensor and is used as the refer-
ence value for a calculated arrival time. The calculated arrival time is 
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computed from a trial or a ‘guessed’ location and a user-defined velocity 
model. The location guess is corrected using the residuals (or difference) 
between the measured and calculated arrival time. The calculated arrival 
time ti

c can be written as: 

( )0 0 0 0, , , , ,c
i i i it t x y z x y z t= +  (6.6)

 
The calculated arrival time is composed of the travel time t, which is a 
function of the location of the sensors (xi, yi, zi) and the hypocenter (x0, y0, 
z0), and the source time t0. Since this equation consists of four unknowns, 
at least four arrival times are needed to determine the hypocenter and the 
origin time; three arrival times are necessary if only the epicenter and the 
arrival time are to be calculated. If n arrival times from n sensors are 
measured the system is over-determined because there are more knowns 
than unknowns. The over-determined system has to be solved in a way that 
the residuals ri between calculated and measured arrival time, at each sen-
sor, are minimized. 
 

!
0 c

i i ir t t Min= − =  (6.7)

 

Several methods to solve this nonlinear problem will be discussed in the 
next section. 

6.3.2 Grid Search 

In a grid search, the test specimen is discretized or divided into a particular 
grid, and the travel times from any point in the grid to each sensor are cal-
culated. Since the number of grid points depends on the available comput-
er memory, the grid can be made as fine as what is computationally possi-
ble. Comparison of the hypocentral location and the origin time can be 
used to determine the point of best agreement between the observed and 
calculated travel times. Several methods can be used to measure the point 
of best agreement. Each of the methods has case specific advantages and 
disadvantages and the user should decide from case to case which ap-
proach should be taken. 

A common approach is the method of least squares (L2 norm) which 
leads to root mean squared residuals (where the residual is the difference 
between the observed and calculated travel times). However, the use of 
least squares procedures requires the assumption that the distribution of the 
residuals is of Gaussian nature (Mendecki 1997). This is generally not true. 
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Furthermore, the mean square approach is sensitive to residual outliers 
(outliers are data points that lie ‘far’ from the mean or median). Another 
possibility is to use the variance of the residuals. Since the variance is ap-
proximately equal to the mean squared residuals, the problem with the 
non-Gaussian residual distribution persists and the use of the L1 norm is 
preferable. The L1 norm minimizes the absolute values of the residuals and 
is less sensitive to outliers. For further approaches concerning the mea-
surement of the best agreement between observed and calculated travel-
time, refer to Ružek and Kvasnička [2001]. 

The point having the lowest misfit (L1 or L2 norm) is usually the best 
hypocenter with the corresponding source time. Due to the possibility of 
there being multiple similar minima, the misfit uncertainties of the solu-
tions should be estimated. One simple possibility is to investigate how the 
misfit value increases when moving away from the minimum. A criterion 
for a good solution is a rapidly growing misfit value (Hasvskov et al. 
2002). 

Dill-Langer et al. [2002] applied a 2-dimensional grid search localiza-
tion procedure for wood. 

Wood is an anisotropic material and therefore the velocity is a function 
of the angle of wave propagation and fiber direction (Fig. 6.7). By reduc-
ing the full 3D problem to a 2D approximation, the complexity of the loca-
lization problem in an anisotropic medium can be reduced. As many 
wooden building components can be approximated as two-dimensional 
structures the 2D localization concept may deliver valuable results in many 
cases. 

 
Fig. 6.7. Empirically determined ultrasound wave velocity as a function of angle φ 
between propagation and fibre direction. 
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In order to lay the foundations for a verifiable localization of AE sources, 
the ultrasound velocity of the compressional wave, which depends on the 
angle between the wave propagation direction and the fiber direction, has 
been measured (Fig. 6.7). 

The investigated material was European spruce lumber (picea abies). 
The geometry and dimensions of the shoulder-shaped specimens were the 
following: the width bT (perpendicular to grain, defined as x-direction) and 
the length lT (parallel to grain and load direction; defined as y-direction) of 
the actual test section with reduced cross-sectional width were bT = 120 
mm and lT = 500 mm. The width b of the clamping sections was 165 mm 
and the total length l of the specimen was 2400 mm. Since the thickness of 
the planed specimen was d = 25 mm which was the distinctly smallest di-
mension, the structure could be approximated by a 2-D structure. The test 
sections of specimen contained zones with pronounced accumulations of 
knots. The zone of highest knot density was located approximately at mid-
length (Fig. 6.8). 

If the experimental results are roughly summarized, it was found that 
more than 90% of the calculated source coordinates were located within 
about ± 8 mm from the true pulse source with respect to x-direction and 
± 22 mm with respect to y-direction (parallel to grain). 
 

 

 
Fig. 6.8. Comparative representations of AE sources and defects for specimen. 
Results of 2-D localization of acoustic emission sources (left) and locations of 
natural and artificial defects (knots) and line of ultimate failure (right). 
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Fig. 6.8 gives a graphical overview of the 2-D results of the located acous-
tic emission sources compared to the location of natural defects (knots). 
For the test specimen, the majority of located AE sources were quite well 
correlated with the location of the two main knots near mid-length of the 
specimen. As anticipated, the vast majority of AE sources were located 
around the two relatively large knots, where local fiber deviations oc-
curred. The fracture line was complex with both tension and shear modes 
and was located predominantly slightly above the centers of the located 
AE clusters. 

The results of the reported tests prove the feasibility of 2-D acoustic 
emission source localization in wooden board-like structurally sized spe-
cimens, despite the pronounced anisotropy of wave velocities in the plane 
parallel and perpendicular to the fiber direction and despite some material 
inhomogenities. 

6.3.3 Array Localization 

A further approach for 2-D localization of acoustic emissions is array loca-
lization. The term array localization implies that an array (or group) of 
sensors is used to determine the origin of acoustic emissions outside this 
array. In such a configuration have the events usually a large epicentral 
distance compared to the aperture (extension) of the array – the distance 
between the center of the array and the epicenter is usually more than 2-3 
times the array aperture.  

This setup has several advantages and disadvantages. It allows usually 
for a rough localization only determining for example the direction and the 
incidence angle of the approaching elastic wave (Fig. 6.9). As an acoustic 
emission method applied to civil engineering structures it is a relatively 
new technique (Grosse et al. 2006). The adoption of the techniques aims to 
applications of wireless sensor nodes to monitor large structures; the sen-
sors of the array can be distributed around one or two nodes and monitor a 
relatively large area of the structure. More details regarding the application 
of such techniques are included in Chap. 15. However, the principle of ar-
ray technology was first applied in electrical engineering (e.g. for antenna 
arrays) and is also used in seismology (e.g. for monitoring purposes in the 
frame of the nuclear test ban treaty). Due to the similarity between acoustic 
emission analysis and seismology, and that in both cases elastic waves are 
investigated, the references of this subsection are mainly of seismologic 
origin. Schweitzer et al. [2002], Rost and Thomas [2002] and Capon 
[1969] provide an overview in theory and applications of array seismology 
and are used as main references for this topic. 
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In a sensor array numerous sensors are placed at discrete points in a well-
defined configuration (Rost and Thomas 2002) as shown in Fig. 6.9 
(right). The idea of installing arrays of sensors is to improve the signal-to-
noise ratio. The superior signal detection capability of arrays is obtained 
by applying beam forming techniques, which suppress the noise while pre-
serving the signal, thus enhancing the signal-to-noise ratio (Schweitzer et 
al. 2002). Furthermore, arrays allow the station-to-event azimuth, called 
the back-azimuth, to be calculated. 

The array methods presented here assume that a plane wave arrives at 
the array. The wave must have traveled a certain distance depending on the 
wavelength for this assumption to be valid. The direction of a propagating 
elastic wave can be described by the vertical incidence angle i (Fig. 6.9, 
left) and the back azimuth Θ (Fig. 6.9, right) which is measured relative to 
the reference sensor (S4 in Fig. 6.9, right) of the array.  

 

 
Fig. 6.9. Left: cross section of the incident wave front (dashed line) crossing an ar-
ray of 7 sensors (S1 to S7) at an incidence angle i. Right: horizontal plane of an 
incident plane wave front (dashed line) arriving with a back-azimuth Θ relative to 
the reference sensor S4 at an array of 7 sensors (S1 to S7). 
 

In practice, the incidence angle i is not used, but an apparent velocity, 
which will be derived in the following. The wavefronts arriving at, for ex-
ample, two sensors at time t and time t+dt are separated by distance ds 
along the raypath (Fig. 6.10). The distances dx and ds are related to the in-
cidence angle through (Shearer 1999): 
 

sinds dx i=  (6.8)

Assuming uniform velocity in the material v0 = ds/dt, Eq. 6.8 can be re-
written as: 
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0  sinv dt dx i=  (6.9)
 

Eq. 6.9 can be rearranged as: 
 

0

sindt i s
dx v

= =  (6.10)

 

The slowness s is the inverse apparent velocity of the wavefront crossing 
the array and defined as vapp = dx/dt. The apparent velocity is a constant for 
a specific ray travelling through a material. If the slowness vector s = (sx, 
sy, sz) is used rather than the absolute value of the slowness s, the compo-
nents of the slowness can be expressed as functions of the back-azimuth 
and the incidence angle (Rost and Thomas 2002): 
 

sin cos 1, ,
tanapp app app

s
v v v

⎛ ⎞Θ Θ
= ⎜⎜

⎝ ⎠i
⎟⎟  (6.11)

 

Sensor arrays, as presented here, are used for the separation of coherent 
signals and noise. The basic method used to separate the coherent and in-
coherent parts of a signal is known as ‘array beam forming’. Array beam 
forming enables the determination of the back-azimuth of the incident 
wave. One sensor is chosen as a reference sensor and all parameters are 
taken relative to this sensor (Fig. 6.9).  

 

 
Fig. 6.10. Plane wave front incident on a surface with two sensors (S1 and S2). 
The angle i is the incidence angle defined in Fig. 6.9 (left). 
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For most applications all sensors are in the same horizontal plane. In such 
a case, the vertical component of the slowness vector sz is zero. The special 
case where all the sensors of the array are not in one plane is considered in 
Schweizer et al. [2002]. 

The beam forming method uses the differential travel times of the plane 
wavefront for each source-receiver combination and depend on the particu-
lar slowness and back-azimuth to individual array stations. Therefore, the 
main goal of the array beam forming method is to find the best delay times 
for shifting the individual signals. If the single-sensor recordings are ap-
propriately shifted in time, for a certain back-azimuth and slowness, all 
signals with the matching back-azimuth and slowness will sum construc-
tively (Rost and Thomas 2002). The delay times τj are the sensor position 
vector rj (relative to the reference sensor) multiplied by the slowness vec-
tor s: 
 

j jr sτ = ∗  (6.12)
 

The complete geometrical derivation of Eq. 6.12 for the sensors of an array 
can also be found in Schweitzer et al. [2002].  

An array beam B(t) can be calculated using the following formula: 
 

( ) ( )
1

1 ,
M

j j
j

B t R t
M

τ
=

= +∑  (6.13)

 

where Rj(rj, t) is the digital sample of the signal from sensor j at time t. 
Fig. 6.11 shows an example of beam forming. The top trace shows an ar-
ray beam that results from applying the beam forming method to the other 
eight channels. This example shows how the signal-to-noise ratio can in-
crease during beam forming. The signal-to-noise ratio of the array increas-
es with the square root of the number of sensors of the array, and is signif-
icantly lower than the signal-to-noise ratio of a single sensor (Rost and 
Thomas 2002). 
   When acoustic emissions are located with a sensor array, the back-
azimuths of the propagating elastic waves are determined. The true beam 
can only be calculated for the correct back-azimuth. However, the back-
azimuth is the parameter we want to determine. Eq. 6.12 shows that any 
delay time for each sensor can be calculated by multiplying the coordinates 
of each sensor with a slowness vector. Since the slowness is a function of 
back-azimuth and incidence angle (Eq. 6.11) it is possible to calculate the 
true beam by beam forming calculations on a grid of different slowness 
values. More specifically, a grid of sx and sy values is defined and for every 
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combination of the horizontal slowness values, the energy of the beam (in-
tegrating over the squared amplitudes) is calculated. The maximum energy 
indicates the true beam since only the coherent signals of a phase (e. g. 
compressional wave) interfer constructively. Searching for the true beam 
can be performed in the time domain, where the method is called ‘beam 
packing’ (Fig. 6.12, left) and in the frequency domain, where it is referred 
to as ‘frequency wavenumber analysis’ (Fig. 6.12, right). 
 

 
Fig. 6.11. Beam forming example, where the top trace is the beam of an artificial 
acoustic emission source. Note the increase of signal-to-noise ratio when the top 
trace is compared with the traces below. 

Beam packing is directly applied to the signal in the time domain. Since a 
time shift in the time domain is equivalent to a phase shift in the frequency 
domain, beam packing is equivalent to frequency wavenumber (f-k) analy-
sis. The f-k analysis has the advantage that it is faster than the correspond-
ing procedure in the time domain, and is more accurate. 

The total energy of a record at an array is defined as: 
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Using Parseval's theorem, Eq. 6.12 can be written in the frequency do-
main: 
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B(ω) is the Fourier transform of B(t). The wavenumber vector k is defined 
as k = ω · s. The back-azimuth is calculated from an f-k diagram or a beam 
packing diagram in the following way. It is assumed that the incident wave 
travels through an imaginary half sphere beneath the array to a particular 
point. The half sphere is projected to the surface in the corresponding dia-
gram. Therefore, the slowness and wavenumber are measured in polar 
coordinates and the back-azimuth can be calculated by: 

1 1tan tanx x

y y

k s
k s

− −
⎛ ⎞ ⎛
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⎝ ⎠ ⎝

⎞
⎟⎟
⎠

 (6.16)

A detailed description of f-k analysis can be found in, for example, Capon 
[1969], Smart and Flinn [1971] or Aki and Richards [1980]. 
 

 
Fig. 6.12. Calculation of the back-azimuth of the same incoming wave using the 
beampacking method (left) and f-k analysis (right). The cross indicates the calcu-
lated maximum energy at particular slowness values sx and sy. The back-azimuth is 
the angle between the centre of the coordinate plane and the point of maximum 
energy. 
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Fig. 6.13. Top left: sketch of a typical array experiment. A sensor array, with ref-
erence sensor S1, is placed on a concrete plate (2 m x 1.5 m x 0.3 m). Artificial 
sources (pencil lead breaks or small impacts) are generated at one side of the con-
crete plate. The source points are marked by black crosses. Top right: f-k analysis 
of the data from the source point perpendicular to sensor S1. The maximum energy 
is marked by a cross. Bottom left and bottom right: results of the beampacking 
analysis of the data from the left source point (left) and from the right source point 
(right). The maximum energy is again marked by a cross. 

Fig. 6.13 shows a sketch illustrating the principle and results of a typical 
array experiment. Three different source points of artificial sources were 
chosen, which are marked by black crosses in Fig. 6.13, top left. The f-k 
analysis of the data from the source perpendicular to sensor S1 shows that 
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the back-azimuth is zero degrees (star in Fig. 6.13, top right). The meas-
ured back-azimuth agrees exactly with the true value. This is not the case 
for the two source points near the edges of the concrete plate. Due to ref-
lections from the side-walls, the back-azimuth determined from the data of 
the source on left side differs by an amount of 4.9 degrees from the true 
value and the one of the right side differs by 3.7 degrees from the true val-
ue. For comparison, a beam-packing analysis was also applied (Fig. 6.13, 
bottom). In addition, the array geometry can also have an influence on the 
results because the quality of the results can depend on the direction to the 
source. If more than one array is used, a 2D localization of the source of 
the incident wave can be applied, by calculating the point of intersection of 
the two back-azimuth lines. 

6.3.4 Iterative Localization 

The standard technique for 3-D localization is to linearize the problem. 
The equations used to calculate a 3-D location (hypocenter or source of an 
acoustic emission) are based on the assumptions that the material is homo-
geneous and isotropic and that the AE source resembles a point source. If 
this is not the case, the following approach has to be modified. 

Three dimensional localization requires the onset times from at least 4 
sensors. The most common approach is to use an iterative localization al-
gorithm, which requires the linearization of the problem. To do this, a ‘first 
guess’ or trial hypocenter (x0, y0, z0, t0) is required. This first guess hypo-
center must lie relatively close to the true hypocenter, which is not known. 
The travel time residuals ri of the first guess hypocenter are then a linear 
function of the correction in hypocentral distance (Havskov et al. 2002).  

For smaller specimens, the middle of the specimen is an adequate choice 
for the first guess hypocenter. For larger specimens, the sensor which rec-
orded the event first can be chosen. 

In the case of acoustic emission analysis of concrete, the material can be 
assumed to be homogeneous and isotropic. The travel times for 3-D locali-
zation can then be calculated using (see also Eq. 6.6): 
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The coordinates (x, y, z) represent the point at which the travel time to each 
sensor (xi, yi, zi) is calculated, i.e. the first guess of the hypocenter. The 
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body wave velocity of the material is denoted by v and t0 is the first guess 
origin time, which is taken as the centre point of the specimen. 

Due to the first guess hypocenter being a trial solution, the calculated 
travel times differ from the measured ones. A correction (∆x, ∆y, ∆z, ∆t) of 
the first guess hypocenter is needed to minimize the travel time residuals 
(see also Eq. 6.7). If the necessary corrections are relatively small, the tra-
vel time function (Eq. 6.17) can be linearized. Therefore, Eq. 6.17 can be 
approximated by a Taylor series, from which only the first term is used. 
Eq. 6.7 can be rewritten as: 
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In matrix form this is: 
 

r G x= ∗Δ  (6.19)
 

G is the matrix of partial derivatives and ∆x is the correction vector. Due 
to the source time correction term, the last column of this matrix is always 
1. The partial derivatives of one component of Eq. 6.17 is: 
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To calculate the correction vector, Eq. 6.19 is solved via matrix inversion, 
e.g. by calculating the Moore-Penrose generalized matrix inverse: 
 

( ) 1T Tx
−

Δ = G G G r  (6.21)
 

If more than four sensors are used, this procedure is repeated and the cor-
rection vector is minimized iteratively. Convergence criteria can be set for 
terminating the iteration when a particular desired accuracy has been 
reached, or if the procedure is diverging. 

This localization algorithm also provides the possibility to correct the 
body wave velocity iteratively. To do this, velocities are calculated from 
the travel time of all events (e. g. recorded during a certain period of the 
experiment) and the distance calculated between sensor and hypocenter. 
The linear extrapolation of all these calculated velocities gives a new aver-
age velocity for the localization. This procedure can be performed itera-
tively, in combination with the localization. 
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The solution can be further stabilized by introducing a weight matrix W 
to Eq. 6.19 (Thurber and Engdahl 2000). The data can be weighted accord-
ing to the quality, the distance etc. The diagonal elements of the weight 
matrix are equal to the square root of the weight value, which is normally 
between 0 and 1: 
 

x= ⋅ΔWr WG  (6.22)

6.3.5 Localization Errors 

An error analysis is necessary for assessing the accuracy and reliability of 
any localization result. There are different sources of errors that are not 
clearly separated. Uncertainties in the determination of the arrival times 
generally depend on data quality, and how impulsive onsets are. In the 
presence of noise, low amplitude onsets are easily overlooked. Estimated 
onset times then are too late or even according to wrong phases. Moreover, 
the widely used assumption of a homogeneous behavior of the wave prop-
agation may not be correct for a tested structure. 

For the iterative linearized localization method that was presented above 
localization errors are described by the symmetric covariance matrix C. 
For the least squares inversion method, C can be easily calculated from 
matrix G as (Flinn 1965) 

 

( ) 1T
dσ

−
=C G G , (6.23)

where σd is the data variance of the arrival times. The diagonal elements of 
C give the variances of the source coordinates in the direction of each 
coordinate axis. Only spatial errors are of interest, which can be visualized 
by a 3-D-error ellipsoid (Fig. 6.14). Its shape is defined by the eigenvec-
tors and eigenvalues of C, which give its orientation as well as its dimen-
sions. For the 68%-error ellipsoid, the square of the semiaxis is given by 
scaling the eigenvalues by 3.53 (Press et al. 1992). 



6 Source Localization°°°°°°125 

 

 
Fig. 6.14. 3-D-error ellipsoid for visualization of the spatial localization errors. Er-
rors σx, σy and σz can be found as the projections of the ellipsoid in the direction 
of x, y and z, respectively. 

It is an important fact that for a homogeneous material the shape of the er-
ror ellipsoid is determined by geometrical relationships between source lo-
cation and sensor distribution only, as summarized in the matrix G of the 
partial derivatives (Eq. 6.16 and 6.17). The data uncertainty σd is assumed 
to obey Gaussian statistics and acts as a scaling factor for C. 

In the case that AE are expected to occur in certain regions of the test 
object, it generally can be calculated whether a given sensor arrangement 
is suitable for an accurate localization of these AE sources or where addi-
tional sensors should be placed. Localization accuracy is highest for events 
that have a good azimuthal coverage by the sensors. This can be illustrated 
by the following theoretical example where four sensors, arranged in a 
square are used to localize AE-sources in two dimensions. The arrange-
ment is over determined allowing for error analysis. Assuming an AE 
source with a known location and time of origin, the arrival times at the 
four sensors can be calculated with the given wave velocity ν. Inserting 
these arrival times into Eq. 6.16 yields three independent equations which 
can each be plotted as a hyperbola. They intersect in one point, the AE-
source location as depicted in Fig. 6.15, left. Top left shows a source with-
in and bottom left a source outside the sensor array. In real applications the 
arrival times contain an uncertainty and the hyperbola will not intersect in 
one point but rather an area. In the present example this is simulated by 
adding random errors between +5μs and –5μs to the calculated arrival 
times. Fig. 6.15 right demonstrates the effect of the sensor arrangement on 
the localization result. In the diagram below, where the AE-source is out-
side the sensor array, the hyperbolas intersect in a much larger area then in 
the case, where the AE-source is within the sensor array. 
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Fig. 6.15. Theoretical example to demonstrate the effect of the sensor arrangement 
on the localization accuracy. Top: AE-source within sensor array; bottom: AE-
source outside. Left: accurate arrival times; right: arrival times with an error of +/- 
5 μs. ν = 4500 m/s. 

In principal, the variances of the arrival time data are unknown unless they 
are estimated for each signal in a visual inspection of the waveforms. 
However, it is possible to estimate σd

2
 from the remaining discrepancies 

between observed travel times ti
0 and calculated travel times ti

c after source 
localization, divided by the degree of freedom of the problem with four 
unknown source parameters. For n observations it is 
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Thus it is possible to visualize the localization results and to interpret them 
according to their location uncertainties by defining a maximal spatial er-
ror as the length of the major axis of the error ellipsoid. 
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Fig. 6.16. Localization errors resulting from an erroneous arrival time (same ar-
rangement as Fig. 6.15, arrival time at sensor 1 altered by 5 μs) calculated and de-
picted for an array of 40 by 40 points. Top left: actual localization errors as vector; 
Top right: actual localization errors as density function (equidistance: 0.01 m); 
Bottom left: mean arrival time residuals as density function (equidistance: 
0.25 μs); Bottom right: major axis of the error ellipsoid. 
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Using the same theoretical example as mentioned above, Fig. 6.16 illu-
strates the effect of a systematically erroneous arrival time on the source 
localization. For an array of 40 by 40 AE-sources the theoretical arrival 
times at the four sensors were calculated. To introduce an error, 5 μs were 
added to the arrival times of Sensor 1. The iterative localization algorithm 
then yields AE-source locations that minimize the travel time residuals and 
thus distribute the error in arrival times over all sensors. Fig. 6.16 top de-
picts the difference between the actual and the calculated AE-source loca-
tion, on the left side as error vectors and on the right side as a density func-
tion of the error value. Fig. 6.16 bottom left shows a density function of 
the minimized travel time residuals (mean value over all sensors) and bot-
tom right the major axis of the error ellipsoid. In most cases the size and 
orientation of calculated location uncertainties (bottom right) corresponds 
well to the actual error vector (top left). 

Whether the calculated value of σ corresponds to the usually unknown 
actual localization error, depends on the source of error. While inaccurate 
localization results due to erroneous arrival time determinations or sensor 
locations are well recognized by high values of σ, a false assumption of the 
wave velocity ν leads to low σ but nonetheless wrong localization results. 
In practical application the value of σ proves to be the best indicator to dis-
tinguish reliable from erroneous localization results. 

6.4  Application and Practical Considerations of the 
Iterative Localization Method 

AE-source localization is being used in a wide range of field applications 
as well as in research. In field applications it is typically part of a monitor-
ing process of civil engineering structures allowing for example to detect 
and localize wire breaks in cable stay bridges (1-dimensional localization), 
in prestressed decks or in bridge girders (2- or 3-dimensional localization). 
In research applications source localization is often required as a prerequi-
site for quantitative AE analysis with the aim of observing fracture 
processes within the specimen. 

The requirements for the testing equipment i.e. sensors and acquisition 
unit are relatively low, compared to more sophisticated analysis methods. 
At the same time the interpretation of the results is – at least at first sight – 
unambiguous and requires little understanding. AE source locations can 
easily be depicted for example in a plan view of the observed structure. 
Commercially available analysis software or entire testing units allowing 
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for the on line localization of AE sources are usually based on the iterative 
localization method described in Chap. 6.3.4. 

6.4.1 Reliability and Accuracy 

In practical applications AE-source localization is often applied to large 
amounts of data. In order to interpret the results it is crucial to recognize 
erroneous source locations and concentrate on the reliable portion. As 
mentioned above, this distinction can be achieved based on the variance σ 
of the location result.  

The AE-Source locations depicted in Fig. 6.17 were collected during 
pull out tests on concrete cubes of 200 x 200 x 200 mm with a rebar Ø 14 
mm embedded centrically and bonded only over the length of Ø 3 mm 
(Köppel and Vogel 2000; Köppel 2002). During pull out AE-Signals were 
recorded on eight sensors mounted on the concrete surface. The diagram in 
Fig. 6.17 left displays 3639 AE events recorded on all eight channels and 
localized with the iterative localization method described in Chap. 6.3.4. 
While failure was observed in the bond region of the rebar only, AE-
Events were localized throughout the specimen i.e. also in places where 
the occurrence of cracks is highly unlikely. The brightness of the dots 
marking the AE location indicates their accuracy. Localization results with 
a high variance σ i.e. a low accuracy are marked in light gray and localiza-
tion results with a low variance σ in black.  
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Fig. 6.17. AE-Source locations of 3639 AE-Events obtained during a pull out test. 
The variance σ (= 1/3(σx + σy +σz)) of the location results is indicated via gray 
tone. Plausible AE sources in the bond region correspond to AE-Source locations 
with low σ. 
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In Fig. 6.17 it can be observed, that the localization results with a low σ 
tend to be located around the boundary between rebar and concrete where 
AE-Sources are expected in this test. If a high number of AE locations are 
available, displaying only those with low σ increases the reliability of the 
result and thus facilitates the interpretation. 

If regions of high AE activity rather then the exact location of single 
events are of interest, visualizing the localization results as density func-
tions instead of data points facilitates the interpretation. Assuming errone-
ous localization results to be distributed uniformly while correct locations 
are concentrated in actual fracture regions, this procedure increases also 
the accuracy of the result. In Fig. 6.18 the AE locations of three pull out 
tests are displayed as density functions. AE are located in the bond region 
and clearly concentrated at the ribs of the rebar. 
 

 
Fig. 6.18. Localization results of three pull out tests displayed as density func-
tions. Regions of high AE-activity correspond with the ribs of the rebar. 

6.4.2 Limitations 
Like all high order localization methods the iterative localization method 
works with arrival times of certain wave types like P-waves, S-waves, sur-
face waves or Lamb waves. A complex test specimen with irregular boun-
daries and an inhomogeneous structure causes reflections or scattered 
waves, which interfere in the signal and thus have no obvious onsets. The 
first onset usually is the clearest one and is therefore in most cases used for 
the localization. It corresponds to the compressional P-wave, which has the 
highest propagation velocity, but may not be detectable in a noisy envi-
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ronment or over long distances in concrete due to its relatively high atten-
uation. 

It results, that AE-sources can only be reliably located over a limited 
distance and as long as the assumption of a homogenous media is valid for 
the considered wavelength. While inhomogenities due to the reinforcement 
or tendons have a limited impact on the localization result, cracks restrict 
the area, where localization is possible. AE-sources beyond existing cracks 
cannot be located. The following two examples of large scale laboratory 
experiments demonstrate this effect. 
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Fig. 6.19. AE-sources registered and located during the three point bending of a 
21 m long prestressed bridge girder. Depicted are only localization results with σ 
< 15 mm. 

The AE-localization results displayed in Fig. 6.19 were recorded during 
the loading of a 21 m long prestressed bridge girder (Köppel and Vogel 
2000; Zwicky and Vogel 2000). It was removed from the bridge and sub-
jected to a three-point-bending test in an outdoor facility of the ETH 
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Zürich. To provoke a shear failure, the load was applied close to the abut-
ment. AE were recorded by eight sensors located in close vicinity on both 
sides of the girder in the shear field. 

All AE-sources registered by eight sensors and located with a satisfying 
accuracy i.e. with a variance σ below 15 mm can be attributed to the two 
cracks adjacent to the sensor array. AE-sources originating from beyond 
those cracks could not be properly localized. 

As another example for the application of the iterative localization me-
thod, location results of AE during the loading of a reinforced concrete 
beam are presented in the following (Schechinger 2005). An overview of 
the test setup can be seen in Fig. 6.20 (top). The specimen had a cross sec-
tion of 440 x 440 mm and a total length of 4.50 m. The beam was assem-
bled with four steel reinforcement bars of 22 mm diameter and an un-
grouted steel duct of 93/99 mm diameter in its axis (Fig. 6.20, bottom left 
side). The experiment was carried out as a symmetric four-point-bending 
test, as shown in Fig. 6.20 (bottom right side). The maximum bending 
stress occurred between the two loading points on a length of 0.96 m. In 
that region eight AE sensors were mounted onto the concrete surface to 
record the AE signals from the expected bending cracks. AE events were 
located if arrival times of at least six sensors were available. 
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Fig. 6.20. Overview of the four-point-bending experiment (top), cross section of 
the reinforced concrete test beam (bottom left side) and side view of the experi-
mental setup (bottom right side). Measure units given in [mm]. 

Fig. 6.21 shows the located AE events that occurred from the initial load-
ing up to that time the cracking load was reached. First hair line cracks 
were visible on the bottom side where the bending causes tension of the 
concrete. Only those results are displayed which satisfy the chosen crite-
rion for good localizations. Located AE coincide with the topography of 
two evolving cracks. Results from a later loading step, where sudden crack 
growing occurred, are shown in Fig. 6.22. Numerous AE events were de-
tected and located around one opening crack. Further active cracks, how-
ever, do not express in the location results at all. Waves will not propagate 
directly when there are open cracks in the volume and therefore the source 
localization method will fail. 
In the example given above it becomes apparent that only a subset of all 
AE could be detected and even be located with an acceptable accuracy. 
Results then represent the ongoing deterioration processes only at a frac-
tion. Localization capability decreases with increasing damage of the test 
specimen, especially when cracking of the material occurs in some regions 
and elastic waves are scattered and reflected. 
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Fig. 6.21. Localization results during initial crack formation. Top view (top), side 
view (bottom, with cracks seen from the front side), and cross section (bottom 
right) of the loaded part of the test beam. 

Fig. 6.22. Localization results during crack growing. Top view (top), side view (bot-
tom, with cracks seen from the front side), and cross section (bottom right) of the 
loaded part of the test beam. 

6.4.3 Measures to Ensure High Localization Accuracy 
The localization accuracy is influenced by various factors. In the following 
table some measures to ensure high localization accuracy are listed and 
discussed. 
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  Tab. 6.1. Factors influencing the accuracy of AE results. 

Measure Effect 

D
at

a 
ac

qu
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iti
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Use of an adequate 
number of sensors 

Using more sensors than necessary, the localization algo-
rithm is over determined and the variance σ can be calcu-
lated as a value for the accuracy of the result. In general 
the localization accuracy increases with the amount of 
sensors applied. 
 
Due to the limited reach of AE sensors, high numbers of 
sensors are needed to cover real life structures. If only a 
certain amount of sensors is available, concentration on 
confined areas is recommended. 

Appropriate sensor 
arrangement 

Uniform azimuthal coverage of the AE-source ensures 
that errors in arrival time determination do not lead to 

igh uncertainties in the AE localization. h
 
As the AE-source localization in practical applications is 
generally not known in advance, the sensor arrangement 
cannot be adjusted to it. Limitations to the optimal sensor 
arrangement are posed by the specimen geometry. 

Reduction of noise The reduction of noise improves the signal-to-noise ratio 
and therefore also the accuracy of the arrival time deter-
mination. 

Pr
op

ag
at

io
n 

m
od

el
 

Determination of the 
wave speed ν in ad-
vance 

Determining the wave speed ν in advance can be done 
without much effort. Applying the iterative localization 
method with a wrong ν leads to systematic mislocaliza-
tions that might not be recognized by high values of σ. 

Considering inhomo-
geneous material 
properties 

By neglecting sensors beyond known inhomogenities 
such as cracks the accuracy of the localization result can 

e improved. b
 
This method requires an iterative procedure and the use 
of a higher amount of sensors. 

Use of further wave 
modes (other than P-
waves) 

The use of surface waves, which are not as much atte-
nuated as P-waves, for the localization of AE-sources in-
creases the reach of the sensors. Using P- and S-waves 
he accuracy can be improved. t

 
The onsets of surface- and S-waves are generally difficult 
to recognize in the wave form. 
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e 
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Appropriate choice of 
the threshold value 

If the arrival time is determined by the first threshold 
crossing, the choice of the threshold value is crucial to 
he quality of the result. t

 
For AE-signals with a large variability in amplitude this 
method is not appropriate. 

Use of sophisticated 
methods for arrival 
time determination 

The use of sophisticated methods for example the AIC-
Picker (see chapter 6.2.1) for the arrival time determina-
tion leads to higher localization accuracies. 

Manual arrival time 
determination 

For AE signals with poor signal quality a manual deter-
mination is necessary to obtain reasonable localization 
results. For AE signals with good signal quality the loca-
lization accuracy can be increased significantly. 
 
The time needed for manual arrival time determination 
increases exponentially and can only be justified if few 
AE-events have to be localized accurately for further 
analysis.  
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6.5 Further Methods 

The methods described in this section were so far only partly applied to 
acoustic emissions. Since they are related to the approaches described in 
the preceding sections, they should be highly applicable to the acoustic 
emission localization problem. Numerous applications of these slightly 
more advanced methods, which consider clusters of sources rather than in-
dividual sources, exist in seismology. 

6.5.1 Relative Localization Methods 

If lateral velocity variations are present within the test specimen, and lead 
to uncertainties in the measured travel times at distant stations, the applica-
tion of a relative localization procedure could improve the localization ac-
curacy. This procedure can be only applied to a local region, i.e. the inter-
event distances must be small compared to the event-receiver distance. The 
events within this region are relocated relative to one particularly well-
located event, called master event. It is assumed that these velocity varia-
tions have nearly the same effect on all events from the local region 
(Shearer 1999). Eq. 6.7 can be rewritten as: 
 

0rel master
i i ir t t= −  (6.25)

 
The master event is used as the first guess location and Eq. 6.19 can be 
easily rewritten as: 
 

relr G x= ⋅ Δ  (6.26)

 
The correction vector ∆x must still be relatively small so that the lineariza-
tion of the problem is valid. Since the principle of the relative localization 
procedure does not differ from the iterative one, the relative localization of 
acoustic emissions should also be possible. Further information about rela-
tive localization methods can be found in Deichmann and Garcia-
Fernandez [1992], Mendecki [1997] or Shearer [1999].  
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6.5.2 Joint Hypocenter Determination 

The relative localization method and joint hypocenter determination are 
both efficient ways to account for lateral velocity variations. However, in 
contrast to the relative localization method, the joint hypocenter determi-
nation method locates a group of events simultaneously and a common set 
of sensor corrections is gained. The following short overview of the me-
thod is referenced to the detailed outline of Pujol [2000]. 

The only difference between the single-event localization described in 
Chap. 6.3.4 and the joint hypocenter determination is that a correction term 
∆s for each sensor is added.  

The system of i = 1, … , n sensors and j = 1, … , m events has to be 
solved simultaneously. Therefore, Eq. 6.19 can be rewritten as: 
 

j j jr G x s= ⋅ Δ + Δ  (6.27)
 

The system of linear equations for joint hypocentre determination (Eq. 
6.25) can be very large if many sensors and a large number of events are 
used. However, Pujol [2000] describes several methods in detail for an ef-
ficient solution of this problem. 

Certain restrictions have also to be considered before a joint hypocenter 
determination can be applied. If the events are clustered very tightly the 
solution will be affected by intrinsic numerical errors (Pujol 2000). The 
joint hypocenter determination is used when unmodeled velocity variations 
are to be considered by determining station corrections. However, if the 
joint hypocenter should improve single event localization, the velocity var-
iations need to be restricted to the portions of the raypath close to the sen-
sor. Therefore, for improved results to be obtained, each station correction 
has to approximately represent the same traveltime anomaly.  

6.5.3 Advanced Nonlinear Methods 

Besides the iterative localization method, which is based on a linearization 
of the problem, and still most frequently used of the methods, several non-
linear approaches exist for 3-D localization. Three methods will be sum-
marized in the following. The referenced papers contain further informa-
tion about nonlinear source localization methods. 

A novel approach to the nonlinear localization problem is the differen-
tial evolution algorithm by Ružek and Kvasnička [2001]. The differential 
evolution algorithm is structured like a genetic algorithm and works effi-
ciently and reliably. It is a robust global optimizer which does not use the 
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linearized form of the problem, but minimizes Eq. 6.5 using a nonlinear 
approach. 

As described in Chap. 6.5.1 a number of relocation methods have been 
proposed in recent years. These methods apply to clusters of events and 
aim to reduce the hypocentral scatter of an event cloud. A popular method 
known as the double-difference method and developed by Waldhauser and 
Ellsworth [2000], considers both the P- and S-wave differential travel 
times, derived from cross-spectral methods, with travel time differences 
calculated for pairs of events. The method simultaneously determines in-
ter-event distances between clusters of correlated events while determining 
the relative locations of other clusters and uncorrelated events. The double-
difference earthquake localization algorithm allows the simultaneous relo-
calization of large numbers of events over large distances without the need 
of station corrections (see also joint hypocenter determination) 

The residual between the observed and calculated travel times between 
the two events, i and j recorded at site k, is defined by Waldhauser and 
Ellsworth [2000] as the double-difference and can be expressed as: 
 

( ) ( )obs th

ijk ik jk ik jkr t t t t= − − −  (6.28)
 

Waldhauser and Ellsworth [2000] use a two-step iterative solution proce-
dure, where a priori weights describing data quality are first applied to the 
arrival times. Once a stable solution is obtained, the data are reweighted by 
multiplying the a priori quality weights with values that depend on the 
misfit of the data from the previous iteration and on the offset between 
events (to downweight event pairs with large inter-event differences).  

The double-difference method has been further developed by Spottis-
woode and Linzer [2005]. This method is referred to as the hybrid method 
because it is a combination of the double difference method and absolute 
(single event) methods, and is similar to the approach taken by Andersen 
(now Linzer) [2001] for moment tensor inversions. The hybrid method has 
evolved from the approach used by Spottiswoode and Milev [1998], who 
only considered groups of similar events.  

One important enhancement is that events with additional constraints on 
their locations, such as e.g. the explosions produced when developing a 
tunnel underground, are used to constrain the hybrid localizations. Another 
enhancement is that the median of the distribution of residuals is used to 
weight the data. Experience gained by Andersen [2001] suggests that use 
of median corrections is both more stable and more accurate even while 
the localization of individual events is based on weighted least-squares 
minimization. Additionally, the data recorded from closer sensors is given 
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a greater weight, when absolute locations are computed using classical me-
thods, to reduce errors caused by velocity errors from long ray paths. 

For events i and j recorded at site k, Spottiswoode and Linzer [2005] de-
fine the residual as: 
 

( )
( ) ( )
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22

2

2

         

         

ABS obs th
ijk ik ik

D obs th obs th
ik ik ik jk
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i k

r w t t

w t t median t t

w d v

⎡ ⎤= −⎣ ⎦

⎡ ⎤+ − − −⎣ ⎦

+ ∑

 (6.29)

where di is the distance of event i from either of two planes through a 
known line of events (in an underground mining context, such a line could 
be the line of explosions produced when mining a tunnel), and vk is the ve-
locity assumed for the wave phase along the ray path. Eq. 6.29 uses a ref-
erence line of events because this information was available. This formula-
tion could be extended to include reference points, rather than lines. 
Although Eq. 6.29 may appear complicated, it is of a similar form to Eq. 
6.28 if the travel times are regrouped as: 

 

( ) ( )obs th obs th
ijk ik jk jk jkr t t t t= − − −  (6.30)

 

The first term in Eq. 6.29 is the absolute location component; the second 
term has the form of the double difference described by Eq. 6.28, and the 
last term represents the distance from two planes (oriented vertically and 
horizontally) that describe the reference line of events. The procedure is 
iterative and the weighting factors (wABS, w2D, wLINE) control the influence 
of each term on the system of equations and are recalculated for each itera-
tion. The arrival-time differences between all pairs of events are used to 
obtain hybrid locations by minimizing the weighted sum of squares of all 
arrival-time differences. Minimization is done using the standard Gauss-
Newton method (Press et al. 1990). 

The hybrid localization procedure is being used successfully on data 
recorded in deep level mines in South Africa. A number of case studies are 
presented in Cichowicz et al. [2005]. 

Another alternative to standard iterative linearized localization methods 
is the probabilistic inversion approach of Tarantola and Valette [1982]. In 
recent years, software packages have become available that combine effi-
cient, nonlinear, global search algorithms (e.g. NonLinLoc, Lomax et al. 
2000). This method gained in importance for the precise localization of 



140°°°°Kurz, Köppel, Linzer, Schechinger, Grosse 

earthquake hypocenters (Husen et al. 2003) and can be adapted to the 
needs of acoustic emission localization with little modifications (Sche-
chinger 2005). Results are more accurate and reliable compared to that of 
linearized localization methods and show more stability when linearized 
methods fail for events recorded outside of a sensor network. The nonli-
near localization method can be easily applied with high-contrast 3-D-
varying velocity models, because localization algorithms need no calcula-
tion of partial derivatives. 

Whereas standard linearized localization methods give a single point so-
lution and uncertainty estimates (Schechinger and Vogel 2005), the result 
of the nonlinear method is a probability density function (PDF) over the 
unknown source coordinates. The optimal location is taken as the maxi-
mum likelihood point of the PDF. The PDF explicitly accounts for a priori 
known data errors, which are assumed to be Gaussian.  

 
Fig. 6.23. Nonlinear localization results compared to linearized localization re-
sults. The 68%-error ellipsoid estimated by the standard linearized localization 
method is plotted. See also Fig. 6.20 for the experimental setup. 

 
The model of the test specimen is parameterized by a 3-D grid. For all grid 
nodes, travel times of the first arrivals to each sensor position have to be 
available. In NonLinLoc, a finite-difference scheme is used to calculate the 
travel times for the given velocity model (Podvin and Lecomte 1991), but 
in principle, any method can be used. Different approaches are used for es-
timating the PDF. A systematic grid search algorithm over nested grids can 
be very time consuming but gives an exhaustive coverage of the search re-
gion. The faster stochastic Metropolis-Gibbs sampling approach or the 
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Oct-Tree Importance sampling algorithms are more practical for routine 
analysis (Lomax et al. 2000). 

Two AE events E1 and E2 are shown in 

 
Fig. 6.23. They were recorded in a loading test of a reinforced concrete 
beam described in Chap. 6.4.2. 

The results of the nonlinear localization (confidence volumes and max-
imum likelihood source coordinates, indicated by gray scales and white 
stars) are compared to the point source solution (white circles). The 68% 
error ellipsoid estimated by the standard linearized localization method is 
plotted. In both cases, a constant propagation velocity was assumed. For 
the well observed event E1 no differences between both solutions are evi-
dent. The event E2 occurred at the edge of the sensor network and there-
fore has a greater localization error. There are slight deviations between 
the error ellipsoid and the shape of the PDF, because the nonlinear rela-
tionship between source coordinates and travel times is taken into account. 
For this reason, the PDF can have a more irregular shape in the case of a 3-
D velocity model. 
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Fig. 6.24. Cross section of the 3-D velocity model with an air-filled void 
representing the ungrouted duct in the length axis of a concrete beam. 

 
The nonlinear localization was tested using a 3D velocity model on some 
events close to an ungrouted duct in the length axis of the concrete beam. 
Fig. 6.24 shows the cross section of the model with an air-filled cylindrical 
void, along its length axis, that disturbs the direct wave propagation and 
hence the travel times.  
The AE locations obtained with the linearized method for a homogeneous 
model of plain concrete differ from the results of the nonlinear localization 
with the 3-D model (Fig. 6.25). Ongoing work is investigating in detail 
how acoustic emission localization results are improved by the nonlinear 
approach. Possibilities for applications would be structures with large scale 
inhomogeneities like hollow-cores. 
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Fig. 6.25. Nonlinear localization results considering the air-filled duct (confidence 
levels in gray scales and maximum likelihood solution as stars) compared to linea-
rized results for a plain concrete model (black circles as point source with error el-
lipsoid). 
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7 Source Mechanisms of AE 

Masayasu Ohtsu 

7.1 Introduction 

 
Elastic waves due to microcrack nucleation in a homogeneous medium are 
theoretically discussed here. Although many materials are not homogene-
ous but heterogeneous, the material properties in elastodynamics are fun-
damentally dependent on the characteristic dimensions of materials. For 
example, it is reasonable to refer to concrete and rock as homogeneous in 
AE measurement. This is because the dynamic heterogeneity is closely de-
pendent on the relation between the wavelengths and the characteristic di-
mensions of heterogeneous materials. In the case that the wavelengths are 
even longer than the sizes of heterogeneous inclusions, the effect of hete-
rogeneity is inconsequent. For AE waves in concrete, the velocity of elas-
tic waves, is over 1000 m/s. Thus, the use of frequency range up to some 
100 kHz corresponds to the case where the wavelength is longer than sev-
eral centimeters. It results in the fact that concrete consisting of only nor-
mal aggregate (of around 10 mm diameter) or rock of minerals is reasona-
bly referred to as homogeneous.  

It is noted that the wavelengths detected should be physically present in 
the propagating medium. This is not the case of AE waves in steel plates, 
because the thickness of the plate is occasionally shorter than the wave-
lengths. The use of 1 MHz frequency range corresponds to detecting AE 
waves of around 5 millimeter wavelengths. In the case that wavelengths of 
propagating waves are longer than the thickness, diffracted and dispersive 
waves are generated. The amplitudes of these waves are mostly larger than 
those of P- and S-waves, and thus are dominant in the AE detection of 
plate samples. The dispersive waves are defined as waves of which veloci-
ties are dependent on frequency components (wavelengths). One example 
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is Lamb wave observed in a plate. This is one key factor for the flaw loca-
tion in the plate-like members. 

7.2 Integral Representation 

Governing equations of elastodynamics can be solved both analytically 
and numerically. One of analytical solutions is an integral representation 
(Eringen 1975), which is mathematically essential for formulating AE 
waves. To derive equations, Gauss's integral theorem is necessary, 

 
( ) ( ), ,j j

v v

f x dV f x n dS=∫ ∫

( )( )

 (7.1) 

 
where V is the domain of function f(x), surrounded by the boundary sur-
face S. Vector n is the outward-normal vector to the surface S. Then, one 
pair of elastic fields are considered in domain V. One is the displacement 
field ui(y,t), and the other is displacement field vi(y,t). In an isotropic and 
linear-elastic body, the reciprocal representation is derived as, 
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Here E is the modulus of elasticity and ν  is Poissons’ ratio. The symbol 

 means the convolution integral. Functions inside integration are mod-
ified as, 
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(7.3) 

         
Substituting Eq. 7.3 into Eq. 7.2 and taking into account Gauss’s theorem 
in Eq. 7. 1,  
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Here an associated relation of the convolution integral, 
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is applied. Assuming that displacement ui(y,t) is satisfied with the govern-
ing equation of elastodynamics, the first integration in Eq. 7.4 is equal to 
zero. Taking into account stress field σ ij(y,t) in the displacement field 
ui(y,t), Eq. 7.4 is summarized as, 
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7.3 Green’s Functions 

In Eq. 7.5, function vi(y,t) is replaced by Green's function Gki(x,y,t) which 
is the solution of the following differential equation and known as the sin-
gular solution in the boundary element method, 
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where δ(x-y) is the delta function in the space. Physically, Green's function 
Gki(x,y,t) corresponds to a solution of displacement at x in the xk direction 
at time t due to an impulse at y in the xi direction at time t = 0. In the defi-
nition, no boundary conditions are taken into account. Consequently, the 
solution of Eq. 7.6 is called Green's function in an infinite space, and can 
be solved analytically. As a matter of course, Green's functions in a half-
space (Ohtsu 1984) and an infinite plate (Pao 1981) are also available, tak-
ing into the boundary conditions. In these cases, however, solutions are ob-
tained numerically, because numerical integration along the ray paths is 
requisite (Eringen 1975). In the case of a finite body, Green's functions 
could be obtained only by numerical methods by the Finite Difference Me-
thod (FDM) (Enoki 1986) and by the Finite Element Method (FEM) 
(Hamstad 1999). Because elastic waves propagate, the problem in elasto-
dynamics must be solved in the whole domain. Practically, however, only 
solutions at the sensor locations are necessary and sufficient for AE mea-
surement. This is one reason why the numerical methods are not attractive 
in AE research.  

Along with Green’s functions, traction is introduced as defined, 
 

. (7.7) 
 

Thus, the traction associated with Green's function is defined, 
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where Cpqij are the elastic tensor and defined as, 
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Functions Tik is also called Green’s functions of the second kind. 
Substituting Eqs. 7.6, 7.7, and 7.8 into 7.5, 
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Eventually, we have the integral representation of the solution in the elas-
todynamic field, 
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7.4 AE Waves Due to a Point Force 

In 1970’s, it was first demonstrated that AE waves are elastic waves and 
could be synthesized theoretically. The famous paper by Breckenridge 
dealt with Lamb’s problem (Beckenridge 1981). Later, the generalized 
theory of acoustic emission (AE) was established on the basis of elastody-
namics (Ohtsu 1984). Historically, theoretical treatment started with AE 
waves due to an applied force. In those days, because an experiment could 
be done easily, many people attempted to detected AE waves due to an ap-
plied force and applied the results to source characterization (Pao 1978). 
Most papers were far from successful for source characterization, because 
the generalized theory was not understood enough. In particular, the dif-
ference between AE waves due to an applied force and those of cracking 
was not clearly realized. Even now, misunderstanding can be sometimes 
found in the literature. The main concept of the generalized theory results 
from the separation of AE waves due to an applied force and due to crack-
ing. 

Elastodynamic solutions of wave motions u(x,t) are mathematically 
represented by Eq. 7.10. The theory of the famous pencil-lead test is readi-
ly derived, by setting an applied force f(y,t) at point y0 on the boundary 
surface, 
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Substituting into Eq. 7.10,  
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This is the governing equation in the case that dynamic force f(t) is applied 
at point y0 on the specimen. Taking into account the case that force fj(t) is 
the step function h(t)ej, 
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ij jG t= 0x y

 
Here Gij

H is Green’s function due to the step-function force and, 
 

( ) (, ,H
ij ijdG t dt G t=0x y , x y,  (7.13) 

 
From Eqs. 7.11 and 7.13, the physical meaning of Green’s function is rea-
dily obtained. Gij(x,y,t) is an elastodynamic solution of the displacement in 
the xi direction at point x and at time t due to a delta-function force in the xj 
direction at point y and at time t = 0. Since Green’s functions are depen-
dent on not only material properties but also on configuration of the me-
dium, they have to be computed numerically except for an infinite space 
where analytical solutions are known.  

In elastodynamics as well as in seismology, the problem where a force 
is applied in a half space is called Lamb’s problem. This is because the 
problem was first solved by Lamb [1904]. Then, Pekeris published famous 
results of Lamb’s solutions due to a surface pulse (Pekeris 1955) and a bu-
ried pulse (Pekeris 1955).  



7 Source Mechanisms of AE°°°°°°155 

Point force: fs
3 

Detection of surface motions: u3 

Surface 

Half space 
Point force: fb

3 

 
Fig. 7.1. Surface pulse fs

3(t) and buried pulse fb
3(t) in a half space. 

A generalized solution suitable for numerical computation was compre-
hensively reported by Johnson [1974]. The computational code is already 
available in the literature (Ohtsu 1984). Accordingly, Green’s functions in 
a half space are normally called Lamb’s solutions. In most cases, the solu-
tions due to step-function are presented as formulated in Eq. 7.13. 

 In the case that the force is applied in the x3-direction and the displace-
ment u3 in the x3-direction is observed, Eq, 7.12 becomes, 

 

( ) ( ) ( )3 33 0 3u ,t = G ,t * f tx x, y  
 

The configuration of the detection is illustrated in Fig. 7.1, showing two 
cases. One is the case of buried pulse (force) fb

3(t), and the other is that of 
surface pulse, fs

3(t). As published by Pekeris (Pekeris 1955), these two 
forces result in the completely different displacement fields at point x. In 
Fig. 7.2, examples of Lamb’s solutions due to a buried step-function force, 
where fb

3(t) = h3(t), are given. The depth of the source, D, is 6 cm and the 
horizontal distance, R, is varied as 3 cm, 6 cm and 9 cm. Here P-wave ve-
locity vp is assumed as 4000 m/s and Poisson’s ratio is 0.2. These material 
properties actually represent those of concrete. Near the epicenter, only P-
wave and S-wave are observed as shown in Fig. 7.2 (a). 

With the increase in the horizontal distance, at 45o incident angle (D = 6 
cm and R = 6 cm), SP-wave is observed right before arriving S-wave. Fur-
ther the increase of the distance (R = 9 cm) leads to negative amplitude of 
SP-wave.  
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Fig. 7.2. Lamb’s solutions due to a buried step-function pulse. 
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Mathematically, the limiting case that R/D is infinite leads to Lamb’s solu-
tion due to the surface pulse. An example of Lamb’s solution due to the 
surface pulse is shown in Fig. 7.3. To clarify the effect of Poisson’s ratio, 
two cases that ν = 0.25 and 0.3 are given. Corresponding to steel, the ve-
locity of P-wave vp is 6400 m/s. This is the case that R = 10 cm. As the li-
miting case, the amplitude of Rayleigh wave is theoretically infinite. Thus, 
the peak of the amplitudes indicates the arrival of Rayleigh wave. Right 
before the arrival of Rayleigh wave, S-wave is observed. Although the ar-
rival of P-wave is numerically identified, the arrival is hard to be observed 
as magnified. Comparing Fig. 7.2 with Fig. 7.3, it is obviously found that 
Green’s functions are really configuration-dependent.  

 
Fig. 7.3. Lamb’s solutions due to a surface step-function pulse. A solid curve 
shows the case ν = 0.3 and a broken shows the case ν = 0.25. 

As discussed in Chapter 3, Breckenridge et al. [1981] developed a capacit-
ance-type sensor of very flat response, by which they detected AE waves 
due to a break of glass capillary shown in Fig. 7.4. Later, the capillary 
break was replaced by the pencil-lead break by Hsu [1978]. As compared 
Fig. 7.3 with Fig. 7.4, first time, they showed that AE wave detected by 
the flat-type sensor due to the step-function force is actually identical to 
Lamb’s solution due to the surface pulse. It was also demonstrated that 
Lamb’s solution due to a buried pulse could be obtained by applying the 
force at the bottom of the block in Fig. 3.10. Thus, it is clarified by them 
that the displacement observed by the flat-type sensor due to capillary 
break or pencil-lead break is identical to GH

33(x,y0,t). This implies that 
Green’s function of the specimen can be empirically obtained by just ap-
plying the pencil-lead break and recording the displacements.  
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Fig. 7.4. A waveform detected by a capacitive transducer by NIST. 
 

 
By employing a concrete block as shown in Fig. 7.5, AE waves due to sur-
face pulse is detected at the point E. In Fig. 7.6 (a), AE wave detected by 
AE sensor of resonance frequency 1 MHz is shown, where the force was 
applied by the same-type sensor driving an electric pulse at the distance R 
= 6 cm. In this case, the source-time function f(t) was reasonably assumed 
(Ohtsu 1982), 
 

( ) ( )4f t = sin πt Tr ,     0 < t <Tr  (7.14)  
 
Here Tr was set to be equal to 10 μs. The corresponding Lamb’s solu-

tion GH
33(x,y0,t) due to a surface pulse was calculated, which was similar 

to those in Fig. 7.3. Material properties of concrete were obtained in the 
experiment as P-wave vp = 4000 m/s and Poisson’s ratio ν = 0.2. Then, AE 
wave was synthesized by, 

 
( ) ( ) ( )H

3 33u ,t = G ,t * df t dx x,0 t. (7.15) 

A result is shown in Fig. 7.6 (b). Except for the resonance vibration of the 
sensor in the latter portion, remarkable agreement between Fig. 7.6 (a) and 
Fig. 7.6 (b) is observed. 
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The simulation of AE waves due to a point force was also conducted by 
FEM due to pencil-lead breaks on a thick plate (Hamstad 1996). Remarka-
ble agreement was also reported between experimental data and computed. 
Thus, Eq. 7.15 is applicable to theoretically compute AE waves due to a 
point force provided that Green’s functions are obtained.  

 
30 

30 

 
 

Fig. 7.5. Sketch of concrete block. 

 
 

 
Fig. 7.6. (a) Detected AE wave due to a surface pulse, and (b) synthesized wave. 
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7.5 Theoretical AE Waveforms 

According to the generalized theory of AE (Ohtsu 1984), it is already 
demonstrated that AE waves are elastic waves due to dynamic motions in-
side a solid. Theoretical treatment of AE in concrete can be performed as 
elastic waves due to microcracking in a homogeneous medium (Ohtsu 
1982). As stated in the previous section, AE waves due to a point force are 
readily synthesized as elastic waves successfully in concrete. This is be-
cause elastodynamic properties of material constituents are physically de-
pendent on the relation between the wavelengths and the characteristic di-
mensions of heterogeneity. Consequently, most AE waves due to cracking 
are also analyzed as elastic waves in a homogeneous material. 

 
Fig. 7.7.  Virtual crack surfaces F+ and F-. 

In order to model a crack as an AE source, virtual two surfaces F+ and F- 
are considered as shown in Fig. 7.7. Before a crack is nucleated, these two 
surfaces make a common motion together. Due to cracking, the discontinu-
ity of displacement u(y,t) is nucleated between the two surfaces and de-
noted by using superscripts + and - on surfaces F+ and F-, respectively, 

 
( ) ( ) ( )+ -

i i ib ,t = u ,t - u ,t .y y y  (7.16) 
 

Vector b(y,t) is called the dislocation by Eshelby [1973] and is identical to 
the Burgers vector in the dislocation theory of crystalline motion. From 
Eq. 7.10, it leads to the following equation, assuming the equilibrium of 
traction (t = 0) between the crack surfaces, 
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Here Tik

+ and Tik
- are Green’s functions of the second kind which contain 

the normal vectors n+ and n- to the crack surfaces F+ and F-, respectively. 
Assuming n = n- = -n+, and F = F+ + F-, it is obtained from Eq. 7.17 as, 
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where crack vector b(y,t) = b(y,t)l S(t) introducing the unit direction vector 
l and S(t) of the source-time function. ΔV is the crack volume. Thus, it is 
easily realized the amplitude of AE waves, u(x,t), is directly associated 
with the crack volume. 

 

 
Fig. 7.8. Sketch of a split test in a concrete block. 
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Equation 7.18 is the integral representation of AE wave due to cracking 
and can be readily applied to the simulation analysis. By employing the 
concrete specimen in Fig. 7.8, AE waves due to cracking are detected. As 
shown, a split test was conducted, and a detected wave is shown in Fig. 7.9 
(a).  
 

 
Fig. 7.9. (a) Detected AE waveform and (b) synthesized waveform due to a tensile 
crack. 

This waveform is simulated by Eq. 7.18, taking into account the location, 
the crack-opening motion in the x1-direction and the integrated source-time 
function of Eq. 7.14. Tr is varied to match the waveform with Fig. 7.9 (a). 
A result with Tr = 14 µs computed in a half space is given in Fig. 7.9 (b). 
Because the spatial derivatives Gkp,q in Eq. 7.18 is computed in a half-
space (Ohtsu 1984), only the first portion of the waveform is synthesized. 
Still, remarkable agreement is observed.  

 

 
Fig. 7.10. Micrograph of debonding. 

 
Based on the micrograph observation in Fig. 7.10, AE wave due to de-
bonding of stainless steel from base metal is simulated. As illustrated in 
the figure, a penny-shaped tensile crack of 10 µm diameter and 1 µm crack 
opening is assumed from the observation. Results of detected AE wave 
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and synthesized with Tr = 2 µs are given in Fig. 7.11. AE wave detected is 
in remarkable agreement with the synthesized in the first portion prior to 
the reflected waves, including the amplitude. This implies that some at-
tempts to determine the crack area or the magnitude of shear slip (Enoki 
1986; Dai 2000) might be marginally successful, because they took into 
account only a disk-shaped crack. The crack volume estimated as a penny-
shaped crack was more than 30% different from that of the disk-shaped 
(Ohtsu 1987). 

 

 
Fig. 7.11. (a) Detected AE waveform and (b) synthesized waveform due to a pen-
ny-shaped tensile crack of debonding. 

7.6 Deconvolution Analysis 

Equations 7.15 and 7.18 are represented by the convolution integral with 
the functions f(t) and S(t). Thus, inversely solving them, the function can 
be computed. The procedure is named the deconvolution analysis (Wadley 
1981). Conventionally the source characterization of AE implies this pro-
cedure. Because the convolution integral in the time domain can be re-
placed by the multiplication in the frequency domain, the deconvolution is 
mathematically conducted in the frequency domain. Thus, the Fourier 
transform of the detected wave, U(f), is represented as the Fourier trans-
form of the source time function, S(f), times that of Green’s function, G(f), 
as, 

 

( ) ( ) ( )U f G f S f=  (7.19) 
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Fig. 7.12. Source-time functions df(t)/dt by deconvolution analysis of Lamb’s 
problem due to a surface pulse. The solid curve is analyzed and the broken is as-
sumed in the synthesized waveform.  

The Fourier transform of the detected wave in Fig. 7.6 (a) is substituted in-
to the left-hand of Eq. 7.19, and then the function S(f) is solved as 
U(f)/G(f), taking into account Lamb’s solution G(f). Solution S(t) after the 
inverse Fourier transform of S(f) is shown in Fig. 7.12. In the figure, the 
solid curve is the function, S(t) = df(t)/dt, and the broken curve represents 
the function assumed in Eq. 7.14. Remarkable agreement is observed be-
tween the computed and the assumed. 
 

 
Fig. 7.13. Source-time function S(t) by deconvolution (solid) and assumed in the 
synthesized (broken).  

Based on Eq. 7.18, AE waveform detected in Fig. 7.11 (a) is also deconvo-
luted. Results are given in Fig. 7.13. Compared with the assumed function 
S(t) denoted by the broken curve, the resulted function by deconvolution is 
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indicated by the solid curve. It is observed that the source function of ac-
tual crack motion is fairly complicated. Thus, crack kinetics can be recov-
ered by the deconvolution analysis.  

7.7 Moment Tensor 

The generalized theory of AE (Ohtsu 1984) presents that AE waves due to 
cracking are represented by, 

 

( ) ( ) ( )k kp,q pqij j iu , t = G , t *S t  C  n l ΔV.x x, y

pqkl k l pq.C l n ΔV = M

pqkl pq kl pk ql pl qkλδ δ

 (7.20) 
 

In comparison with Eq. 7. 11, it is found that AE waves are formulated not 
with Green’s functions Gij but with the spatial derivatives of Green’s func-
tions Gkp,q. This is a reason why empirical Green’s functions recorded due 
to a pencil-lead break has nothing to do with AE waves due to cracking. 
Even though Green’s functions are obtained experimentally, it is impossi-
ble to apply them because the spatial derivatives can not be computed nu-
merically from detected waveforms in time domain. As reported, the em-
pirical Green’s functions are only useful for sensor calibration 
(Beckenridge 1975).  

In micromechanics (Muta 1982), tensor njliΔV in Eq. 7.20 is defined as 
the eigenstrain, which is explicitly equivalent to the damage tensor in 
damage mechanics (Kachanov 1980). In seismology, the following tensor 
product is defined as a moment tensor, 

 

 (7.21) 
 

Thus, the moment tensor, Mpq, is defined by the product of the elastic con-
stants Cpqkl [N/m2] and the crack volume ΔV[m3], which leads to the mo-
ment of physical unit [Nm]. This is a reason why the tensor Mpq is named 
the moment tensor. In the case of an isotropic material, 

 

  C μδ δ μδ δ= + +

( )
( ) ( )

1 1 1 2 2 1 1 3 3 1

1 1 2 1 2 2 2 3 3 2

2
2

k k

pq k k

l n l n l n l n l n l n

 

 
From Eq. 7.21, it is obtained, 

 
( )

( ) ( )1 3 3 1 2 3 3 2 3 32k k

l n l n l n l n l n l n V
λ μ μ μ
μ λ μ μ

+ + +⎛ ⎞
⎜ ⎟= + + + Δ⎜ ⎟

l n l n l n l n l n l nμ μ λ μ⎜ ⎟+ + +⎝ ⎠

 (7.22) M



166°°°°°°Ohtsu  

 
where λ and µ are Lame constants. Mathematically, the moment tensor is 
comparable to a stress as a symmetric second-rank tensor, because compo-
nents in Eq. 7.22 are readily obtained from the product of the eigenstrain 
and elastic constants. In a similar manner to the stress in elasticity, all 
components of the moment tensor are illustrated as shown in Fig. 7.14. Di-
agonal components represent normal components on an infinitesimal cubic 
element, while off-diagonal components are shown as tangential compo-
nents. 

 

 
Fig. 7.14. Moment tensor components. 

Originally, the seismic moment was defined as a scalar as given by the 
product µbΔF of fault displacement b and the area of fault ΔF. Setting l = 
(1, 0, 0), n = (0, 1, 0) (l is perpendicular to n) and ΔV = bΔF in Eq. 7.22, 
the moment tensor becomes, 

 
0 0

0

b Fμ Δ⎛ ⎞
0 0

0 0
pqM b Fμ⎜ ⎟= Δ⎜ ⎟

⎜ ⎟
⎝ ⎠

 

 
This implies that the seismic moment is equivalent to off-diagonal compo-
nent of the tensor, which corresponds to a shear component in the stress 
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tensor. The case mentioned above is derived, later, as a shear crack motion 
on a crack plane. Thus the moment tensor is quite comparable to the stress 
tensor.  
The moment tensor physically represents kinematics of AE source. From 
Eq. 7.20, AE waves due to crack nucleation is represented, 

 
( ) ( ) ( ),, , ,k kp q pqu t G t M S t= ∗x x y .

( ) ( ) ( )

 (7.23) 
 

Eventually AE source is represented by the moment tensor Mpq and the 
source-time function S(t). This implies that crack kinetics is represented by 
S(t), which is solved by the deconvolution analysis (Wadley 1981). In con-
trast, crack kinematics are represented by the moment tensor. In order to 
characterize crack kinematics, as a conclusion, the determination of the 
moment tensor is inevitable. 

7.8 Spatial Derivative of Green’s Functions 

In the case that AE waves are formulated by Eq. 7.23, the moment tensor 
components are just the coefficient represent of the spatial derivatives of 
Green’s function. Therefore, physical property of the moment tensor is de-
rived inherently from Green’s functions. Consider the spatial derivative of 
Green’s function, Gi1,1. From the definition, the differential expression is 
given as, 

 

1
,1 1 10

, , lim , , , , .il il ily
G t G y t G t y

Δ →
= + Δ − Δ⎡ ⎤⎣ ⎦1 1 1x y x y x y  (7.24) 

  
Green’s function Gi1(x, y1, t) represents the displacement in the xi direction 
at location x due to the force at y1 in the x1 direction. Therefore, the driving 
forces at y1 and y1+Δy1 are graphically shown in Fig. 7.15 as the corres-
ponding moment tensor component m11. As illustrated, – Gi1(x, y1, t) 
represents the displacement at x in the xi direction due to the unit force at 
y1 in the – x1 direction, and Gi1(x, y1, t) represents the displacement at the 
same location and direction due to the force in the x1 direction apart ∆y2. 
From Eq. 7.24, it is found that as the limit case Gi1,1 corresponds to the 
displacement due to two forces at the same location with the opposite di-
rections. The forces are normally called the dipole forces (Ben-Menahem 
1981). As compared with the moment tensor components in Fig. 7.14, the 
dipole forces are actually identical to normal components. Thus, the dipole 
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forces are not a special model as a seismic source but are the components 
of the moment tensor which represents source kinematics.  

The case of Gi1,2(x, y2, t) for m12 is also illustrated in Fig. 7.15. Since it 
is expressed as, 
 

( ) ( ) ( )
2

,2 2 2 2 2 20
, , lim , , , ,il il ily

G t G y t G t
Δ →

= + Δ −⎡ ⎤⎣ ⎦x y x y x y .yΔ  (7.25) 

 

 
Fig. 7.15. Driving forces for the spatial derivatives of Green’s function Gi1,1 and 
Gi1,2. 

 
The spatial derivative represents the displacement in the xi direction at x 
due to the force in –x1 direction at y2 and the force in x1 direction at y2. 
These two forces are not located on a line, but coupled as called the couple 
forces (Ben-Menahem 1981). Again, compared with the components in 
Fig. 7.14, the couple forces correspond to tangential components of the 
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moment tensor. As the same as the stress tensor, these components corres-
pond to the off-diagonal components in Eq. 7.22 and are equivalent to 
shear components in the stress tensor. The couple forces are normally re-
ferred to as double couples, as rational as the shear (off-diagonal) compo-
nents in the stress tensor. Although the dipole forces and the double-couple 
forces are often cited in the literature (Hamstad 1999), eventually the 
equivalent force models are not necessary to describe AE sources.  

7.9 Dislocation Model 

) and motion vector l = 
(0, 0, 1). The moment tensor in Eq. 7.22 becomes, 

 
0 0

Relations between the dislocation models in Fig. 7.7 and the moment ten-
sor components in Fig. 7.14 are straightforward. As virtual crack surfaces, 
surfaces F+ and F- on the x-y plane normal to the z-axis is considered, 
which is shown in Fig. 7.16. This is the case of a tensile crack, where the 
surface F+ moves upward and parallel to normal vector n. As a result, the 
crack opens. In this case, normal vector n = (0, 0, 1

0 0
0 0 2

pqM Vλ
λ μ

= Δ⎜ ⎟
⎜ ⎟+⎝ ⎠

 
λ⎛ ⎞
⎜ ⎟ (7.26)   

ulation analysis for 
on

rmal n = (0, 0, 1) and motion 
ector l = (1, 0, 0). Equation 7.22 becomes,  

 
0 0

 
The corresponding moment tensor is represented in Fig. 7.16 (b). This re-
sult is often modeled as three dipole-forces as illustrated in Fig. 7.16 (c). 
Correctly speaking, however, the result should be plotted as given in Fig. 
7.16 (b) as three diagonal (normal) components of the tensor. The disloca-
tion model for the tensile crack leads to the moment tensor in Eq. 7.26. 
This implies that the combination of three dipoles is necessary and suffi-
cient to model the tensile crack. Consequently, a sim

ly one dipole (Hamstad 1999) might be misleading. 
In the case of a shear crack shown in Fig. 7.17 (a), crack surface F+ 

slides in the y-direction. In the case, crack no
v

0 0 0
0 0

pqM V
μ

= Δ⎜ ⎟
⎜ ⎟
⎝ ⎠

 
μ⎛ ⎞

⎜ ⎟ (7.27) 
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The corresponding moment tensor and a double-couple model are given in 
Fig. 7.17 (b) and Fig. 7.17 (c), respectively. Again, one couple force is ir-
rational, because the equilibrium of forces is violated. From Eq. 7.27, it is 
readily found that the double-couples forces (off-diagonal components) 
ju

conse-
quent whether the type of the crack is of the tensile or of the shear.  

 

st correspond to shear stresses in the stress tensor.  
An application of the moment tensor analysis to AE waves was pre-

viously reported on cracking mechanisms of glass due to indentation (Kim 
1984), where only diagonal components of the tensor were assumed. From 
Eq. 7.22, it is realized that the presence of all components is not actually 
associated with the type of the crack, but closely related with the coordi-
nate system. Although the crack orientations are often assumed as parallel 
to the coordinate system (Saito 1998 and Takemoto 2000), they are gener-
ally inclined to the coordinate system mostly because of the configuration 
of the specimen. As a result, the presence of all the components is 

 

 
r a tensile crack, (b) the corresponding moment 

tensor and (c) three dipole model. 
Fig. 7.16. (a) Dislocation model fo
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Fig. 7.17. (a) Dislocation model for a shear crack, (b) the corresponding moment 
tensor and (c) double-couple model. 

7.10 Radiation Pattern 

A product of the spatial derivatives of Green’s functions and the moment 
tensor leads readily to the concept of the radiation pattern (Aki 1980). By 
taking into account only P-wave motion of the far field (1/R term) of 
Green’s function in an infinite space of an isotropically elastic body, the 
displacement Ui(x,t) of P-wave motion is obtained from Eq. 7. 23 as, 

   
( ) ( ) ( )3, 1 4   .i p i p q pqU t v rr r R dS t dt Mπρ= −x  (7.28) 

 
Here is the density of the material and vp is P-wave velocity. R is the dis-
tance between the source y and the observation point x, of which direction 
cosine is r = (r1, r2, r3). To obtain the radiation pattern, normalized radial 
displacements Rd(x) at a constant distance are calculated from, 
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( ) ( ) [ ] .d i i p q pqR U r R C V r r M V= Δ =x x Δ  (7.29) 
 

Here C = -1/(4πρvp
3).  

In two cases of a tensile crack, where n = (1, 0, 0) and l = (1, 0, 0), and a 
shear crack, where where n = (0, 0, 1) and l = (1, 0, 0), the radiation pat-
terns are considered in the x1-x3 plane as setting that r = (cosα, 0, sinα). In 
the case of the tensile crack , it is obtained from Eqs. 7.26 and 7 29 as, 

 

( ) ( ) 20 cos
cos sin 2 sin

0 2 sindR x
λ α

α α λ μ α
λ μ α

⎛ ⎞⎛ ⎞
= =⎜ ⎟⎜ ⎟+⎝ ⎠⎝ ⎠

+  (7.30) 

 
In Fig. 7.18 (a), Rd(x) is plotted in the x1-x3 plane, as the case where crack 
orientation is inclined θ. This is the radiation pattern of the tensile crack 
for P-wave. 

In the case of the shear crack, it is obtained from Eqs. 7.27 and 7.29, 
 

( ) ( ) 0 cos
cos sin 2 sin cos

0 sindR x
μ α

α α μ α α
μ α
⎛ ⎞⎛ ⎞

= =⎜ ⎟⎜ ⎟
⎝ ⎠⎝ ⎠

 (7.31) 

 

The radiation pattern Rd (x) for the shear crack, which is inclined θ, is plot-
ted in (b). The solid curves indicate the positive displacements, while the 
broken curves denote the negative displacements. Thus, positive (push) 
and negative (pull) displacements are observed in four quadrants orderly as 
famous in seismology, where the fault model is sometimes referred to as 
the pull-push model.  
 

 
Fig. 7.18. Radiation patterns of (a) tensile crack and (b) shear crack. 
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It is possible to derive the radiation patterns of S-waves similarly. But, it is 
actually meaningless in AE research, because S-waves are mostly smeared 
by P-wave trails and other waves. To identify the portion or the amplitudes 
of S-wave from AE waveforms is practically impossible. 

To close this chapter, it is noted that the radiation pattern and the equiv-
alent force models of the dipole and the double-couple are not essential to 
study the source characterization of AE waves. The important result is the 
fact that kinetics of AE source is recovered by the deconvolution analysis, 
while kinematics can be represented by the moment tensor. The equivalent 
force models and the radiation patterns just show us the principal compo-
nents of the moment tensor. 
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8 Moment Tensor Analysis 

Masayasu Ohtsu 

8.1 Introduction 

In seismology, linear inversion techniques were proposed to determine the 
moment tensor component in both time and frequency domains (Stump & 
Johnson 1977) and (Kanamori & Given 1981). Although all components of 
the moment tensor must be determined, the moment tensor inversion with 
constraints has been normally applied to obtaining stable solutions in 
seismology (Dziewonski & Woodhouse 1981). This is partly because a 
fault motion of an earthquake is primarily associated with shear motion, 
corresponding to off-diagonal components in the moment tensor. One ap-
plication of the moment tensor inversion with constraints is found in rock 
mechanics (Dai, Labuz et al. 2000).  

In contrast, both tensile motion of diagonal components and shear mo-
tion of off-diagonal are definitely present in crack motions as an AE 
source. Consequently, general treatment on the moment tensor components 
of diagonal and off-diagonal components is discussed. Elsewhere, another 
procedure named the relative moment tensor inversion is proposed (Dahm 
1996). 

8.2 Theoretical Background 

As discussed in Chapter 7, AE wave due to cracking is theoretically 
represented by the moment tensor Mpq as, 
 

)(*),yx,(),x( , tSMtGtu pqqipk = . (8.1) 
 
The components of the moment tensor consist of crack motion (dislocation 
vector), the normal vector to the crack surface and crack the volume. Thus, 
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crack motion is kinematically modeled by the components of the moment 
tensor as illustrated in Fig. 8.1. 
 

 
Fig. 8.1 Crack motion and equivalent tensor components. 

To inversely solve Eq. 8.1 and to determine all components of the moment 
tensor, the spatial derivatives of Green's functions are inevitably required. 
Accordingly, numerical solutions are obtained by the Finite Difference 
Method (FDM) (Enoki, Kishi et al. 1986) and by the Finite Element Me-
thod (FEM) (Hamstad, O’Gallagher et al. 1999). These solutions, however, 
need a vector processor for computation and are not readily applicable to 
processing a large amount of AE waves. Consequently, based on the far-
filed term of P wave, a simplified procedure was developed (Ohtsu, Oka-
moto et al. 1998), which is suitable for a PC-based processor as robust in 
computation. The procedure is now implemented as SiGMA (Simplified 
Green's functions for Moment tensor Analysis) code. 

8.3 Far-Field Approximation 

Taking into account only P-wave motion of the far field (1/R term) of 
Green’s function in an infinite space, the displacement Ui (x,t) of P-wave 
motion is obtained from Eq. 8.1. 
 

( ) ( )
3

1,
4

i
i p q

p

dS trU t r r M
v R dtπρ

=x pq  (8.2) 

 
Here p is the density of the material and vp is the velocity of P wave. R is 
the distance between the source y and the observation point x, of which di-
rection cosine is r = (r1, r2, r3). In the case that we are interested in motions 
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of AE waves at the observation point, the first approximation could be an 
elastic wave in a half space.  

In the case that Eq. 8.2 is applied to the moment tensor analysis, the dis-
crepancy between the half-space solution and the infinite-space solution 
should be studied. Accordingly, Lamb’s solutions for a buried pulse are 
compared with Green’s functions in an infinite space. 

As stated in Chapter 7, a code for computing Lamb’s solution due to a 
buried pulse was already published (Ohtsu & Ono 1984). An infinite-space 
solution is presented in the literature (Aki & Richards 1980). Thus a solu-
tion UNij in an infinite space due to a step-function force H(t) is obtained 
as, 

 

( ) ( ) ( ) ( ) ( ){ }
( ) ( ){ } ( )

( ) ( ) ( ) ( ){ }
( ) ( )

22

2

2

2
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UN t rr R v t R v v
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rr R v v H t R v H t R v

H t R v R

δ πμ

πμ

δ π μ

⎡= − −⎢⎣

− − − − ⎤⎦

+ − −

+ −

x y

−
 (8.3) 

 
Taking only the far-field term out of Eq. 8.3,  

 

( ) ( ) ( ) ( ) ( ){ }
( )( )

2

2

, , 4

                     .

ij i j s p p s

ij s

UF x y t r r R v v H t R v H t R v

H t R v R

πμ

δ π μ

= − −

+ −

−
 (8.4)

  

 
Here μ is the Lame constant and equivalent to the shear modulus. vs is the 
velocity of S wave.  

In the x1-x2-x3 coordinate system in Fig. 8.2, it assumed that step-
function force f is applied in the x3-direction at the depth 6 cm, and elastic 
waves in the x3-direction are detected at three locations A, B, and C on the 
stress-free surface. The velocity of P-wave is 4000 m/s and Poisson’s ratio 
is 0.2. Thus, to investigate the discrepancy between the far-field approxi-
mation and the solutions in a half space, Lamb’s solution G33, infinite-
space solution UN33, and the far-field solution UF33 are computed.  

Computed Green’s functions at location A are given in Fig. 8.3. Lamb’s 
solution due to a step-function force shows clear arrivals of P-wave and S-
wave as similar to Fig. 7.2 (a). The amplitudes of the infinite-space solu-
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tion are a half of Lamb’s solution, while the far-field approximation is ra-
ther different from Lamb’s solution except for the amplitude of P-wave. 

0 

 
Fig. 8.2. Wave motions at locations A, B, and C on the stress-free surface due to a 
buried force f. 

 

 
Fig. 8.3. Displacement motions detected at location A in a half space (solid curves 
in a) and b), compared with solutions in an infinite space (broken curve in a) and 
of the far-filed (broken curve in b). 

 
In the case that elastic waves are observed at a stress-free surface in a 

half space, reflected waves are generated and also detected as well as inci-
dent waves. In the case that incident S-wave is reflected as P-wave, a rela-
tionship between reflected angle θ of P-wave and incident angle θ’ is de-
rived from Snell’s law as, 
 

'sin sin

p sv v
θ θ
=  (8.5) 

( 0, 0, 6 ) 

( 10, 0, 0 ) ( 6, 0, 0 ) ( 1, 0, 0 ) 
 

f 

X1 

X2 
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In the critical case of incident S-wave, reflected P-wave propagates along 
the surface (θ= π/2), which is called SP-wave and arrives at the observa-
tion point after P-wave arrival and before S-wave arrival as well as in 
Fig. 7.2 (b). The critical angle θ’= θc is obtained from sin-1 (vs/vp). 

Green’s functions at locations B and C are given in Fig. 8.4 and Fig. 
8.5. Because the incident angles are over the critical angle (θc = 37.76o), 
SP-wave is generated at both locations. As a result, the differences from 
the infinite-space solution and the far-field solution are emphasized after 
P-wave arrival.  

 

 
Fig. 8.4. Displacement motions detected at location B in a half space (solid curves 
in a) and b), compared with solutions in an infinite space (broken curve in a) and 
of the far-filed (broken curve in b). 
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Fig. 8.5. Displacement motions detected at location C in a half space (solid curves 
in a) and b), compared with solutions in an infinite space (broken curve in a) and 
of the far-filed (broken curve in b). 

In all the cases, it is observed that the amplitude of the first motion (P-
wave) in a half space is almost as twice as the amplitudes of both the infi-
nite-space solution and the far-filed solution. The ratio of the amplitude in 
a half space to that of the infinite space is equivalent to the reflection coef-
ficient Re(t,r), 
 

( )
( )

( )
2 2 2

22 2 2 2

2 2 1
,

2 1 4 1 1
e

k a k a
R t r

k a a a k

⎡ ⎤− −⎣ ⎦=
⎡ ⎤ ⎡ ⎤− − + − − +⎣ ⎦ ⎣ ⎦

2a
 (8.6) 

 
Here t is the orientation vector of sensor sensitivity and k = vp/vs and a is 
the scalar product of vector r and vector t. In the case that P-wave is inci-
dent vertically to the surface (a=1), Re(t,r) =2.  

Consequently, it is found that the first motions of AE waves detected at 
the observation point can be approximated with the good accuracy as the 
product of the far-field solution and the reflection coefficient. 

8.4 Sensor Calibration 

Considering the effect of reflection at the surface, the amplitude of the first 
motion Ao(x,t) in the far-field due to an applied force f(t) is derived from 
Eq. 8.4 and represented as, 
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( ) ( )
0 Re ,

f t
A Cs

R
= t r  (8.7) 

 
where Cs is the magnitude of the sensor response including material con-
stants. In the case that the sensors are absolutely calibrated, the coefficients 
Cs are known. In a general case, relative coefficients are readily obtained 
by a pencil-lead break test. 

After the sensors are attached onto a specimen, a test is conducted as il-
lustrated in Fig. 8.6. AE waves are recorded due to a pencil-lead break and 
then relative coefficients Cs are obtained from, 

 
( )0 Re ,Cs A R= t r  (8.8) 

 
Fig. 8.6. Experiment for relative sensor calibration. 

 
Thus, the relative calibration coefficient Cs of equivalent sensitivity is ob-
tained for each sensor. In a few cases, absolutely calibrated sensors are 
available. In this respect, the moment tensor analysis to determine the rela-
tive tensor components is preferable in practical applications. 



°°°°°°Ohtsu 182

8.5 SiGMA Procedure 

Based on Eqs. 8.2 and 8.6, the amplitude of the first motion is simply 
represented as, 
 

( ) ( )Re ,
p q pqA Cs r r M

R
=

t r
x  (8.9)  

 
This leads to a series of algebraic equations on unknown moment-tensor 
components Mpq. The procedure to solve Eq. 8.9 is named SiGMA (Sim-
plified Green’s function for Moment tensor Analysis) (Ohtsu 1991) and 
(Ohtsu 2000). It is shown as, 
 

( ) ( ) ( )
11 12 13 1

1 2 3 12 22 23 2

13 23 33 3

Re ,
m m m r

t r
A Cs r r r m m m r

R
m m m r

⎛ ⎞
⎜ ⎟= ⎜
⎜ ⎟
⎝ ⎠

x
⎛ ⎞
⎜ ⎟
⎟⎜ ⎟
⎜ ⎟
⎝ ⎠

 (8.10) 

 
Since the moment tensor is a symmetric tensor of the 2nd rank, the number 
of independent components is six as m11, m12, m13, m22, m23, and m33. 
These components can be determined from the observation of the first mo-
tions at more than six sensor locations. To solve Eq. 8.10, the coefficient 
Cs, the reflection coefficient Re(t,r), the distance R, and its direction co-
sine vector r are necessary. The determination of Cs and Re(t,r) is dis-
cussed in the previous sections. Other values can be obtained from the 
source (flaw) location analysis. Thus, the location analysis is essential to 
perform the moment tensor analysis. 
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Fig. 8.7. Recorded AE waveform.  

In the SiGMA analysis, two parameters of the arrival time (P1) and the 
amplitude of the first motion (P2) are visually determined from AE wave-
form as shown in Fig. 8.7. In this respect, a computer-aided procedure was 
elsewhere developed for automated determination of the first P-wave ar-
rival (Landis, Ouyang et al. 1992).  

In the location procedure, the crack location y is determined from the ar-
rival time differences ti between the observation xi and xi+1, solving equa-
tions, 

 

1 1i i i i p iR R x y x y v+ +− = − − − = t  (8.11) 
 

Then, the distance R and its direction vector r are determined. The ampli-
tudes of the first motions P2 in Fig. 8.7 at more than 6 channels are substi-
tuted into Eq. 8.10, and thus the components of the moment tensor are de-
termined from a series of algebraic equations. Since the SiGMA code 
requires only relative values of the moment tensor components, the relative 
calibration coefficient Cs of AE sensors is sufficient. The code is already 
implemented in the AE device. 

8.6 Unified Decomposition of Eigenvalue 

In the SiGMA code, classification of a crack is performed by the eigenva-
lue analysis of the moment tensor (Ohtsu 1991). From Eq. 7.27, a moment 
tensor for pure shear motion is obtained as, 
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0 0
0 0 0

0 0
pq

V
M

V

μ

μ

Δ⎛ ⎞
⎜ ⎟= ⎜ ⎟
⎜ ⎟Δ⎝ ⎠

 (8.12) 

   
From the eigenvalue analysis, three eigenvalues are obtained as μΔV, 0, 
and –μΔV. Setting the ratio of the maximum shear contribution as X, three 
eigenvalues for the shear crack are represented as X, 0, –X. In the case of a 
pure tensile crack, the moment tensor is represented from Eq. 7.26, 

 

( )

0 0
0 0
0 0 2

pq

V
M V

V

λ
λ

λ μ

Δ⎛ ⎞
⎜ ⎟= Δ⎜ ⎟
⎜ ⎟+ Δ⎝ ⎠

 (8.13) 

 
Because this is the case where the direction of crack motion is parallel to 
the coordinate axis, the matrix is already diagonalized, and diagonal com-
ponents are identical to three eigenvalues: ( ) V2,V,V Δμ+λΔλΔλ . In the 
case of the shear crack, the components of the tensor are deviatoric, as the 
sum of all components is equal to zero (non-volumetric). Accordingly, the 
components in Eq. 8.13 can be decomposed into the deviatoric (non-
volumetric) components and the isotropic components as, 
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22
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2 2
3 3
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3 3
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μμ λ
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⎜ ⎟Δ⎜ ⎟ ⎛ ⎞⎜ ⎟Δ = − + + Δ⎜⎜ ⎟⎜ ⎟ ⎜ ⎟ ⎝ ⎠⎜ ⎟⎜ ⎟+ Δ ⎜ ⎟⎝ ⎠ Δ ⎜ ⎟⎛ ⎞⎜ ⎟ + Δ⎜ ⎟ ⎜ ⎟⎜ ⎟⎝ ⎠ ⎝ ⎠⎝ ⎠

⎟  (8.14) 

 
Setting the ratio of the maximum deviatoric tensile component as Y and 
the isotropic tensile as Z, three eigenvalues are denoted as –Y/2 + Z, –Y/2 
+ Z and Y + Z. Then, it is assumed that the principal axes of the shear 
crack are identical to those of the tensile crack. As a result, the eigenvalues 
of the moment tensor for a general case are represented by the combination 
of the shear crack and the tensile crack. The following decomposition is 
obtained as the relative ratios X, Y and Z,   
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       1.0 = X + Y + Z, 

the intermediate eigenvalue/the maximum eigenvalue = 0 – Y/2 + Z,   
(8.15)       

the minimum eigenvalue/the maximum eigenvalue = –X – Y/2 + Z. 
 

These are schematically shown in Fig. 8.8. It should be pointed out that the 
ratio X becomes larger than 1.0 in the case that both the ratios Y and Z are 
negative (Suaris & van Mier 1995). The case happens only if the scalar 
product lknk is negative, because the eigenvalues are determined from rela-
tive tensor components. Recorrecting the value of the scalar product, the 
three ratios are determined as well-posed.  

Another decomposition of the moment tensor is proposed elsewhere 
(Shah & Labuz 1995), introducing the term of the volume change. As can 
be seen in Fig. 8.8, however, the ratio Z clearly represents the volume 
change. Addition of other terms is unnecessary.  

The ratios X, Y, and Z are mathematically determined in an isotropic 
solid. Setting the angle, c, between crack vector l and normal vector to the 
crack surface n, these are obtained as,  

 
( ) ( ) ( )
( ) ( )
( ) ( )

1 2 1 2 cos 1 2 cos ,

4 1 2 cos 3 1 2 3cos ,

2 1 cos 3 1 2 3cos ,

X v v c v

Y v c v c

Z v c v c

= − − − − + c⎡ ⎤ ⎡ ⎤⎣ ⎦ ⎣ ⎦
= − − +⎡ ⎤⎣ ⎦
= + − +⎡ ⎤⎣ ⎦

 (8.16) 

 
where cos c = lknk. The ratio X represents the contribution of shear motion. 
The raio Y is the contribution of deviatoric component of tensile motion, 
and the ratio Z is that of isotropic component. Hereinafter, the ratio X is 
called the shear ratio. Elsewhere, the classification of cracks was con-
ducted on the basis of the angle c between two vectors l and n (Enoki, Ki-
shi et al. 1986). Consequently, a relation between 1 – cos c and the shear 
ratio X is plotted as the case Poisson’s ratio v = 0.2 in Fig. 8.9.  
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Fig. 8.8. Unified decomposition of eigenvalues of the moment tensor. 

 
Fig. 8.9. Relation between shear ratios X and crack angles.  

In the literature (Ouyang, Landis et al. 1992), cracks were classified as a 
tensile crack in the case 0o<c<15o, which corresponds almost to a pure ten-
sile crack as the shear ratio less than 5%. In contrast, shear cracks were 
classified with the condition 75o<c<90o, in which the shear ratio X is just 
over 50%. Thus, the criterion on the crack classification based on the angle 
c is not reasonable, because the relationship between the angle c and the 
shear ratio X is nonlinear. In the SiGMA code, AE sources of which the 
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shear ratios are less than 40% are classified into tensile cracks. The sources 
of X > 60% are classified into shear cracks. In between 40% and 60%, 
cracks are referred to as mixed mode.  

8.7 Crack Orientation 

From the eigenvalue analysis of the moment tensor, three eigenvectors e1, 
e2, e3 are also obtained. These are presented by the two vectors l and n,  

 
1 1
2 1
3 1

e n
e n
e n

= +
= ×
= −

 (8.17) 

 
Here x denotes the vector product, and the vectors l and n are interchange-
able. In the case of the tensile crack, the vector l is parallel to the vector n. 
Thus, the vector e1 could give the direction of crack opening, while the 
sum of e1+e3 and the subtraction e1-e3 derive the two vectors l and n. In the 
first version of SiGMA (Ohtsu 1991), the orientations of tensile cracks are 
determined from the vector e1, and those of shear cracks are presented by 
two vectors l and n, which are usually perpendicular.  

One result which was analyzed in a hydro-fracturing test is shown 
in Fig. 8.10. Eight AE events are analyzed and plotted in the elevation 
view. AE events are plotted at their locations from the location analysis. 
Then, cracks are classified based on the shear ratio. Tensile crack are indi-
cated by arrow symbols, of which directions are determined from the di-
rection e1. Shear cracks are represented by cross symbols, of which two 
directions correspond to the two vectors l and n. Only the event No. 14 
was classified into the mixed-mode cracking, and both orientations of the 
tensile and the shear are indicated. Results are so successful that AE events 
are located along the dip plane presumed from the dip angle. Remarkably, 
the directions of crack opening of the tensile cracks are vertical to, and the 
orientations of the shear cracks seem parallel to the dip plane. 
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Fig. 8.10. Results of SiGMA analysis in a hydro-fracturing test. 

According to the result in Fig. 8.10, a crack of which angle is over 60o 
could be classified as the tensile crack, because the shear ratio is less than 
40%. Consequently, in one version of SiGMA (Ohtsu 2000), two vectors 
are always obtained and plotted. For the tensile crack, arrow symbol is 
employed. Results in a bending test of a reinforced concrete beam are giv-
en in Fig. 8.11 (Ohtsu 1995).  
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Fig. 8.11. Results of SiGMA analysis in a reinforced concrete beam under bend-
ing. 

8.8 Two-Dimensional Treatment 

A similar treatment can be applied to two-dimensional (2-D) problems. 
Deformations of the plate are classified into two motions. As illustrated 
in Fig. 8.12, one is in-plane motion where a crack surface is generated as 
the normal vector to the crack plane is vertical to the x3-axis and AE waves 
are detected at the edge of the plate. The other is out-of-plane motion 
where the crack surface is created parallel to the x1-x2 plane.   
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Out-of-plane 
motion 
 

In-plane 
 motion 

X3 

0 X2 

X1  
Fig. 8.12. AE detection in a plate specimen. 

In the case of in-plane motions, the x3-components in Fig. 8.12 of both the 
vector l and n are equal to zero. Then, the moment tensor in an isotropic 
solid becomes, 
 

( )
( )

1 1 1 2 2 1

1 2 2 1 2

2 0
2 2 0

0 0

k k

pq k k

k k

l n l n l n l n
M l n l n l n l n V

l n

λ μ μ
μ λ μ

λ

+ +⎛ ⎞
⎜ ⎟= + +⎜ ⎟
⎜ ⎟
⎝ ⎠

Δ  (8.18) 

 
In the case that AE sensors are attached at the edge of the plate, the com-
ponents of the tensor in Eq. 8.18 are readily defined except m33 compo-
nent, because no motion in the x3-direction is detected. The m33 component 
is actually determined from (Shigeishi & Ohtsu 1999), 

 

( ) ( ) ( )
33

11 22 11 22     2 2 .
k km n
m m v m m

λ
λ λ μ

= λ

= + + = +
 (8.19) 

 
In the case of in-plane observation in Fig. 8.13, the component of the mo-
ment tensor: m11, m12, m22 are easily determined, solving the following eq-
uation, 
 

( ) ( ) ( ) 11 12 1
1 2

12 22 2

,e m m rR t r
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Since the m33 component is obtained from Eq. 8.19, the unified decompo-
sition of the eigenvalues and the orientation analysis by the eigenvectors 
are readily performed in the same manner as those of the 3-D problems. 

In the case of the out-of-plane observation, in contrast, only the case that 
a tensile crack is generated parallel to the x1-x2 plane in Fig. 8.12 can be 
treated. Even though the shear motion exists, no information can be recov-
ered. 

 

 
Fig. 8.13. AE detection (in-plane) at the edge of the plate. 

 
To locate AE sources, 5-channel system is at least necessary for three-
dimensional (3-D) analysis. Since 6-channnel system is the minimum re-
quirement, 6-channel system is required for SiGMA. In contrast, 4-channel 
system is available for the 2-D analysis. One application is given in Fig. 
8.14 (Shigeishi and Ohtsu 1999). Uniaxial stress is applied vertical to the 
plate specimen made of concrete, which contains a through-thickness slit. 
4-channel system was employed for the measurement. Results show the 
case that slit angle to the loading axis is equal to 45o.  

X3 
X2 

X1 

AE sensor 

AE sensor 
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Fig. 8.14. Results of an in-plane problem. 
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8.9 Damage Mechanics 

From the representation of the moment tensor, it is found that the trace 
components of the moment tensor is obtained as, 

 
( )3 2kk k k .M l n Vλ μ= + Δ  (8.20) 

 
A damage parameter in damage mechanics (Kachanov 1980) is defined, 

 
( ) ( ) 3 2i i j j k k kkD n b n n dS Vl n M λ μ= = Δ =∫ +  (8.21) 

 
From Eq. 8.21, the crack volume is further obtained, 

 
( )3 2kk k kV M l nλ μΔ = + .⎡ ⎤⎣ ⎦  (8.22) 

 
where Mkk represents the trace components of the moment tensor, λ and μ 
are Lame constants.  

These results imply that the damage evolution and the accumulation of 
relative crack volume are also estimated from the moment tensor analysis. 
One example is given in Fig. 8.15. From moment tensors determined in 
bending tests of concrete specimens with a notch (Ohtsu and Ohtsuka 
1998), the damage parameter and the accumulation of crack volume are es-
timated. In the case of the center-notched specimen (type CC), the damage 
suddenly increases, while the damage evolution is gradual in the off-center 
notched specimen (type OC).  

8.10 Error Estimation 

Estimation of errors in the moment tensor analysis is fairly difficult 
(Ouyang, Landis et al. 1992). In the analysis of Fig. 8.10 (Ohtsu 1991), the 
conditioning numbers were applied. Then, error estimation was conducted, 
assuming the errors. As a result, it is found that the error estimation has 
been a really complicated task, because the errors are dependent on a spa-
tial relation between the source location and the observation points. Con-
sequently, a post analysis is proposed (Ohtsu 2000), where AE waves to be 
detected at the observation points are synthesized from the source location 
and the moment tensor theoretically. For the simulation analysis of theoret-
ical AE waves, the technique discussed in Chapter 7 is available. 
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Fig. 8.15. Damage evolution analyzed from the moment tensor analysis. 

 
By using the same size of a PMMA plate as in Fig. 8.14, the leakage test 
was conducted (Ohno, Suzuki et al. 2006) 102 AE events with detectable 
first arrivals were analyzed by the two-dimensional SiGMA analysis. Re-
sults are classified by the shear ratio X (%) and listed in Table 8.1. It is 
clearly found that almost 60% events have the shear ratios over 60%. This 
implies that dominant source motions at the slit-like defect due to leakage 
are of in-plane shear-type. It was, however, realized that AE sources were 
distributed widely on the specimen, not concentrated around the slit. These 
might result from the fact that only large AE events were identified as the 
burst-type and readable for the analysis.  In addition, determination of both 
the amplitude of the first motion and the arrival time was actually not an 
easy task. This implies that some errors are unwillingly contained in results 
of the SiGMA analysis.  
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Consequently, the post analysis was performed. AE waveforms at sensor 
locations were synthesized in an infinite space, taking into the source loca-
tion and the moment tensor components. The reflection coefficient was 
taken into consideration to simulate the waveforms. The SiGMA procedure 
was applied to synthetic waveform set as the post analysis. Results are also 
given in Table 8.1. Because one event was located out of the specimen, re-
sults of 101 events are shown. Except this event, location errors between 
the SiGMA analysis and the post analysis were within 1 mm. But, the 
shear ratio changed drastically as found in Table 8.1. Following the post 
analysis, events of the shear ratio less than 10% different from those of the 
SiGMA analysis were selected as reliable solutions. 46 events were se-
lected and are listed in Table 8.2. 

 

Table 8.1. Results of SiGMA-2D analysis 

Shear ratio 
(%) 

0 – 40 
(%) 
Tensile 

40 – 60 
(%) 
Mixed-
mode 

60 – 100 
(%) 
Shear 

SiGMA anal-
ysis 

20 20 62

Post analysis 12 10 79
 

Table 8.2. Reliable solution after the post analysis 

Shear ratio 
(%) 

0 – 40 
(%) 

Tensile 

40 – 60 
(%) 

Mixed-
mode 

60 – 100 
(%) 

Shear 

No. of 
events 

10 3 33 

 
 
Kinematics of these 46 events are plotted in Fig. 8.16. Here, shear and 
mixed-mode cracks are indicated with the cross symbol, and tensile cracks 
are denoted by the arrow symbol. In the all cracks, directions of crack 
normal and crack motion are illustrated. It is found that AE sources of ten-
sile types are mostly concentrated inside the pipe, where the water pressure 
was applied. The opening directions of tensile cracks are almost vertical to 
the slit surface, suggesting that water flows due to leakage open the slit.  
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Fig. 8.16. Results of the post analysis. 

8.11 Visualization by VRML 

Visualization procedure is developed by using VRML (Virtual Reality 
Modeling Language). By applying the SiGMA code, AE events are dis-
played at their locations with symbols. In the results of Fig. 8.10, Fig. 
8.11, Fig. 8.14, Fig. 8.16, a tensile crack is denoted by arrow symbol, of 
which direction is identical to that of crack opening. A shear crack is de-
noted by cross symbol, of which two directions correspond to two vectors l 
and n. Although classification of cracks was readily made, crack orienta-
tion was not easily recognized. This was because two-dimensional projec-
tion was adopted for illustration but analyzed results are inherently suitable 
for three-dimensional visualization. In this respect, VRML is introduced. 
Crack modes of tensile, mixed-mode and shear are given in Fig. 8.17. 
Here, an arrow vector indicate a crack motion vector, and a circular plate 
corresponds to a crack surface, which is perpendicular to a crack normal 
vector.  

Experiments were conducted by using the same reinforcement concrete 
beams as shown in Fig. 8.11. As shown in Fig. 8.18 (a), at the first stage, a 
few tensile cracks (Fig. 8.17 (a)) and mixed-mode cracks (Fig. 8.17 (c)) 
are mostly observed near reinforcement at the central region. Then, dela-
mination between concrete and reinforcement occurred. Activity of crack-
ing increased as the increase in mixed-mode cracks. Bending cracks were 
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visually observed. The tips of cracks extended upward, penetrating into the 
compressive zone of the upper half. Thus, at the intermediate stage in Fig. 
8.18 (b), AE cluster expands upward, increasing the number of shear 
cracks (Fig. 8.17 (b)). The cracks then stopped due to compression, and the 
beam reached final failure of diagonal-shear failure or concrete crashing at 
the upper half. Approaching the final stage in Fig. 8.18 (c) and (d), cluster 
of AE sources further expands and nucleation of cracks is really mixed up 
of tensile, mixed-mode, and shear cracks. Cracks distribute widely, proba-
bly corresponding to nucleation of diagonal shear cracks between the load-
ing point and the support. Locations and orientations of the source can be 
visually identified. This is a merit by means of VRML. 

 
 
 

 model and mix

 
 
 
 

(a) tensile crack    (b) shear crack   (c) mixed-mode  
Fig. 8.17. 3-D display s for tensile, shear, ed-mode cracks. 

 
Fig. 8.18 (a). Results of SiGMA analysis visualized by VRML - 1st  stage 



°°°°°°Ohtsu 198

 
Fig. 8.19 (b). Results of SiGMA analysis - intermediate  stage 

 
Fig. 8.20 (c). Results of SiGMA analysis - final  stage 

 
Fig. 8.21 (d). Results of SiGMA analysis - Visualization from an inclined angle  
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8.12 Concluding Remarks 

Nucleation of cracks can be kinematically analyzed by the moment analy-
sis. Applying the SiGMA (Simplified Green’s functions for Moment ten-
sor Analysis) code, crack kinematics on locations, types and orientations 
are determined three-dimensionally. Basic treatment and theoretical back-
ground are discussed, including the two-dimensional case.  

For the two-dimensional soltution, in-plane motions of AE waves are 
treated. As a practical application, AE waves due to water leakage from a 
slit are detected and analyzed. The reliable solutions are selected by the 
post analysis. Because visualization of results is desirable, three-
dimensional visualization procedure is developed by using VRML (Virtual 
Reality Modeling Language).  
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9 General Remarks on Applications 

Masayasu Ohtsu 

9.1 Introduction 

AE techniques have been applied to a variety of structures and infrastruc-
tures in the field of civil engineering. Some of successful applications to 
concrete, rock, wood, superstructures of buildings and bridges, and sub-
structures including railway structures are described in the following chap-
ters. When the techniques are going to be applied to existing structures or 
local members, inspection procedure shall be based on the codes and stan-
dards. A few have been established on concrete structures only in Japan 
(NDIS 2421 2000) and (JCMS-III 2003). This is because concrete struc-
tures are known to be no longer maintenance-free. In the world, these are 
AE standards so far available as in the field of civil engineering except 
some codes and manuals only standardized in the governmental institutes 
and departments. In other kinds of structures, in-situ inspection techniques 
of AE measurement or monitoring are under development for mainten-
ance. Accordingly general remarks on applications in engineering are dis-
cussed. 

Due to damage evolution and deteriorations in the structures, AE events 
are observed, nucleating microcracks under in-service conditions. An in-
spection method for active cracks or defects is a target for AE applications 
in engineering. 

9.2 Basics of Measurement 

AE sensors shall be sensitive enough to detect AE signals generated in the 
target structure, taking acoustic coupling into consideration. Sensitivity ca-
libration of AE sensors shall be performed by employing the standard 
source or an equivalent piezoelectric sensor. AE sensor also shall be robust 
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enough against temperature changes, moisture conditions and mechanical 
vibrations in the environments. Concerning coupling, several kinds of 
couplants are available. So far there exist no regulated techniques as long-
term inspection or durability of couplants are not confirmed yet. This is 
because AE techniques are still immature for field applications. 

In the devises for the measurement, a usual system is schematically illu-
strated in Fig. 2.8. In principle, amplifiers shall be set up as close as possi-
ble to AE sensors. The internal noise of the amplifier shall be inherently 
low and less than 20 μV as the peak voltage converted as input voltage. 
The amplifier shall be robust enough against the environmental conditions 
and be protected properly. The frequency range, which are usually con-
trolled by filters, shall be determined prior to the measurement, taking into 
account the performance of AE sensors and the amplifiers.  

Several AE parameters are available to be obtained from the measuring 
system. These are generally effective to identify deterioration mechanisms 
and useful to discriminate environmental noises. A measuring system 
records such parameters as count, hit, event, maximum amplitude, energy, 
rise time, duration, energy-moment, RMS (root mean square) voltage, fre-
quency spectrum, and arrival-time difference. Some of them are illustrated 
in Fig. 9.1. 

 
 

 
Fig. 9.1. AE parameters. 
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9.3 Elimination of Noise 

Elimination of the noises is one of the most concerned aspects in the appli-
cations. Usually, it is achieved by simply setting the threshold level over 
the noise level, or by a band-pass filtering and a post-analysis of the data. 
In any cases, the averaged amplitude of the noise should be managed to be 
lower than 10 ΔV as input. 

9.3.1 Environmental Noise 

In advance to AE measurement, the noise level shall be estimated on site. 
Then, counteract against external noises, such as wind, rain, sunshine and 
so forth shall be conducted to decrease the noise level as low as possible. 

9.3.2 Separation of Noise 

In the case that the noises have similar frequency contents and amplitudes 
to AE signals, or sources of the noises are unknown, characteristics of the 
noises shall be estimated prior to the measurement. Then, separation of AE 
signals from the noises shall be made. In this respect, the use of filters is 
useful after determining the proper frequency range. 

9.3.3 Post Analysis 

According to JCMS-III [2003], such AE parameters as RA value and the 
average frequency Fa are defined to classify cracks as stated in Chapter 4. 
From these two parameters, traffic noises could be practically discrimi-
nated. In a buried water-pipeline, AE monitoring was conducted (Suzuki 
and Ohtsu 2004). Because the pipeline was located below road, traffic 
noises were often detected due to heavy vehicles. Consequently, AE moni-
toring was conducted when cars and trucks were passing. Results are 
summarized in Fig. 9.2.  
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Fig. 9.2. AE events detected under traffic passing. 

AE events due to traffic noises are observed in the region where the aver-
age frequencies are low. In another test, the measuring system was turned 
off in each case of traffic passing, and then AE data detected were ana-
lyzed. Results are given in Fig. 9.3. 
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Fig. 9.3. AE data prevented from traffic noises. 

The zone of plotted data in Fig. 9.2 is fairly different from that of Fig. 9.3. 
In the latter case, the plotted data are distributed in the area where the av-
erage frequencies are high and RA values are low. It suggests that noises 
could be successfully eliminated by a post-analysis of AE parameters, even 
the case where filtering is not easily implemented. In addition, a spatial fil-
ter is available to eliminate the noises. This is a technique based on locat-
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ing AE sources. In the case that the sources are located far from the zones 
surrounded by sensors, they are referred to as the noises. One example is 
given in Chapter 14.  

9.4 Setup of AE System and Measurement 

In order to set up the system and to carry out AE measurement, several re-
quirements are found. For example, extensive research on AE in concrete 
has suggested the following requirements to properly set up AE system. 
• A measurement system consists, as given in Fig. 2.8, of AE sensor, 

amplifier, and filter. Total amplification by the pre-amplifier and the 
main amplifier is usually set from 60 dB to 90 dB. To decrease the 
noises, a band-pass filter between several kHz and 1 MHz is mostly 
desirable. The noises should be lower than 20 μV as input voltage after 
detected by AE sensors. 

• Elimination of the noises is achieved by simply setting the threshold 
level over the noise level, or by a band-pass filtering and a post-
analysis of the data. In any cases, the averaged amplitude of the noise 
should be managed to be lower than 10 μV as input. 

• Sensor array is determined from the attenuation properties of AE 
waves, setting the distance where attenuation during travel is less than 
30 dB. In most cases, the distance between the sensor and an AE 
source is shorter than 1 m. In relation to the attenuation property, the 
frequency range from 20 kHz to 100 kHz is recommended for in situ 
monitoring of concrete structures. These are based on a relationship 
between measurable distance and detectable frequency as illustrated 
in  Fig. 9.4. 

 

 
Fig. 9.4. Relation between measurable distance and frequency. 
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AE sensors are attached at proper locations to cover the target area. The 
period of the measurement shall be prescribed, depending on the following 
conditions: 
a) Propagation property of AE signals in the target structure 
b) Stress distribution in the structure under inspection 
Sensitivity of AE channels shall be conducted routinely by employing the 
standard source. Variation within the channels shall be less than 3%. Based 
on the spatial area to be covered, AE sensors of proper frequency characte-
ristics shall be selected. 

In advance of the test, attenuation properties of the target structure shall 
be estimated, by employing the standard source or the equivalent. Then, a 
sensor array shall be determined so as to keep the equivalent sensitivities 
in all the sensors. Information can be given by the relationship in Fig. 9.4. 

 AE signals shall be detected properly for the period of the measure-
ment. Concerning AE parameters detected, their trend, distribution, corre-
lation, and locations are monitored and measured. In principle, AE tests 
are conducted under loads which must not cause any damages on functions 
of the structure during detection and location of active cracks. 

 The tests shall be carried out routinely or temporally under the follow-
ing loads: 
a) Service load lower than the serviceable limit 
b) Incremental load lower than the serviceable limit  
c) Variable and repeated load during service 

Relations among AE parameters, at least AE hits, time, and loads shall 
be analyzed. 

9.5 Concluding Remarks 

Applied fields and structures of AE measurement are still under develop-
ing and expansion. This is because set-up conditions of AE measuring sys-
tems and target of analyses are different in each case and each site. As a 
result, it is stated that AE techniques in practical fields are still immature. 
But, the applicability is already confirmed and successful applications 
have been extensively reported. These are discussed in the following chap-
ters.  
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10 Concrete 

Masayasu Ohtsu 

10.1 Introduction 

AE techniques have been extensively studied in concrete engineering for 
approximately five decades (Ruesch 1959). They are applied to practical 
applications (Ohtsu 1987) and are standardized in the code (NDIS2421 
2000). This is because the increase in aging structures and disastrous dam-
ages due to recent earthquakes urgently demand for maintenance and retro-
fit of reinforced concrete structures in service. It results in the need for the 
development of advanced and effective inspection techniques. Thus, AE 
techniques draw a great attention to diagnostic applications in concrete. 

Modern AE research in concrete was started in the 1970’s. Wells stu-
died AE waveforms, finding the relationship between strain measurement 
and AE events (Wells 1970). Studies on fundamentals of AE activity and 
the effects of mixture proportion were conducted (McCabe et al. 1976; 
Nielsen and Griffith 1977; Mlakar, Walker et al. 1984). A frequency anal-
ysis and a source location analysis were also reported (Fetis 1976; Niwa, 
Kobayashi et al. 1978; Reymond, Raharinaivo et al. 1983; Berthelot and 
Robert 1987; Weiler, Xu et al. 1997). In due course, applications to rein-
forced concrete structures were investigated (Niwa, Kobayashi et al. 1977; 
Kobayashi, Hawkins et al. 1980). These studies have resulted in practical 
applications to monitor micro-cracks in concrete structures and going to be 
made practical as diagnostic applications (Ohtsu 1988).  

In this chapter, fundamentals and successful applications in concrete 
from fresh stage to hardened stage are stated. 
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10.2 Concrete of Early Age 

Nondestructive tests for fresh concrete at early ages have been summarized 
in the Rilem state of the art report (Reinhardt & Grosse 2005). AE applica-
tions to concrete of early ages are included in the report. Based on the ar-
ticle, noteworthy examples of the applications are briefly stated.  

10.2.1 Under Mixing 

Roller-compacted concrete is developed and extensively applied to con-
struct concrete dams in Japan. In order to control the consistency of fresh 
concrete, the VC test is carried out. The test is illustrated in Fig. 10.1. 
Fresh concrete after mixed is placed in the mold on the vibratory table, 
which vibrates vertically with 1mm stroke and 10 gal acceleration. The 
surcharge weight is 20 kg. During the vibration, time is measured by 
second, which is named “VC value”, until breeding water is observed at 
the surface of the mold. 

 

 
Fig. 10.1. Apparatus of VC test. 

Although the consistency is defined by the VC value, this measurement is 
neither practical nor easy to estimate concrete properties of all mixes. In 
this respect, AE measurement was applied to estimate quickly the consis-
tency of fresh concrete during mixing, where AE sensor was attached di-
rectly to the outer surface of a concrete mixer.  

Results of AE energy observed during mixing are given in Fig. 10.2 
(Ohtsu, Murakami et al. 1995). For all mixes, AE energy increases bi-
linearly. It is clearly observed that the transition points are reasonably re-
lated with the VC values. With the increase in the VC value, concrete be-
comes so sticky due to low water content that fretting aggregate with the 
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mixer wall ceases earlier. As a result, the transition points of AE energy 
move lower. This implies that the consistency of concrete is successfully 
estimated by just observing AE energy under mixing.  

 

 
Fig. 10.2. AE total energy during mixing. 

10.2.2 Dynamic Compaction 

AE activities during dynamic compaction were measured to simply esti-
mate the degree of compaction (Kunisue, Yokoyama et al. 2002). AE sen-
sor was attached to the outer surface of mold. Results of three types of 
concrete are given in Fig. 10.3. In the ordinary concrete cases (W/C = 45% 
and 60%), both AE count rate and energy shift from the active state to the 
steady state at around 100 seconds elapsed.  

In the case of non-slump concrete, the stable state is later reached than 
ordinary concretes after 400 seconds. Thus, it is demonstrated that fully-
compacted state could be estimated by observing AE activity during dy-
namic compaction.  
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Fig. 10.3. AE total energy during mixing. 

10.2.3 Drying Shrinkage 

Micro-cracking due to drying shrinkage was studied in two types of ce-
mentitious materials i. e., plain cement paste and cement-based composite 
with 6-mm glass spheres as model aggregate (Shiotani, Bisschop et al. 
2002). In the cement-based composite, 35% volume percentage of 6-mm 
glass sphere with smooth surface was mixed as aggregate. A cylindrical 
specimen shown in Fig. 10.5 was tested. After 14-day moisture cure, all 
sides except the top surface were sealed to induce one-dimensional drying. 
Six AE sensors of 500 kHz resonance (from #1 to #6 in the figure) were 
mounted with wax onto the drying surface. The specimens were dried in an 
environmental cabin ventilated with air of 25% RH and temperature of 
31oC for 16 hours. 
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In comparison with the cement paste, approximately 3.5 times more AE 
events were recorded in the composite after 16 hour drying. In the both, a 
rapid increase of AE events was observed in the first stage of drying. In the 
plain cement paste, no further AE events were recorded after approximate-
ly one-hour drying. In contrast, AE events were continuously recorded and 
stepwise increase of AE energy was found in the composite.  

 

 
Fig. 10.4. A specimen for a drying shrinkage test. 

 
These AE events were located one-dimensionally as shown in Fig. 10.5. 
AE locations derived from the two-dimensional analysis are projected 
along the center-line A-A in Fig. 10.4. In the cement paste, AE events dis-
perse along the A-A axis in the first hour of drying. In the composite, in 
contrast, more AE events are recorded from the start of drying and kept to 
be generated throughout the drying experiment.  
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Fig. 10.5. A specimen for a drying shrinkage test. 

 
It is known that micro-cracking in the plain cement paste is due to self-
restraining, while cracking in the composite results from both self-restraint 
and aggregate-restraint stresses. Results of AE activities are in remarkable 
agreement with these micro-cracking process. In the cement paste, only 
early-age activity is observed due to self-restraint, while AE events keep to 
be generated continuously due to aggregate-restraint following self-
restraint stress. 
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10.3 Hardened Concrete 

10.3.1 Evaluation of Fatigue 

Distributions of AE parameters are often analyzed in relation to the occur-
rence of AE counts, hits, and events. In hardened concrete, AE events are 
normally detected by micro-cracking. For example, it is known that the ba-
sic creep strain is proportional to the total number of AE hits, which are 
associated with micro-cracking created in concrete (Rossi, Godart et al. 
1994). 

Concerning the variation of AE parameter during the deterioration 
process, it is found that the amplitude distribution is useful. In Fig. 10.6, 
amplitude distributions observed in reinforced concrete beams under bend-
ing are shown. These beams were deteriorated by cyclic loading of pre-
scribed level. After particular loading cycles, the beam was statically 
loaded up to the service-load limit, and AE counts were measured.  

 

 
Fig. 10.6. AE amplitude distributions in reinforced concrete beams under cyclic 
loading. 

In Fig. 10.6 (a), the beam was repeatedly loaded at 85% static load-
bearing capacity until final failure. After several cycles of loading, ampli-
tude distributions of AE signals were measured under monotonous load-
ing. With the increase in loading cycles, amplitude distributions shift to the 
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different distribution where AE signals of the larger amplitudes are domi-
nant. In contrast, there exist no change of the amplitude distributions in the 
beam (Fig. 10.6 (b)) which was repeatedly loaded at only 75% until 
2,500,000 cycles. The beam was not broken in the test. This implies that 
amplitude distribution can be applied to routine inspection, investigating 
the variation of the distribution. The distribution is also quantitatively es-
timated from the gradient of the slope, which is called the b value. 

10.3.2 Location of Micro-Cracks 

From the arrival time differences, AE sources are located one-
dimensionally in Fig. 10.7 (Heam & Shield 1997), two-dimensionally, and 
three-dimensionally in Fig. 10.8 (Ohtsu 1995). Thus, identification of 
crack locations and classification of failure mode are readily performed.  

 

 
Fig. 10.7 Located AE sources in the one-dimensional location analysis. 
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Fig. 10.8. Located AE sources in reinforced concrete beams of (a) bending-mode 
failure and (b) shear-mode failure. 

 
 
Fig. 10.9. Two-dimensional AE locations in a retaining wall. 

Concerning the reinforced concrete, two types of failure modes are known. 
One is referred to as bending-mode failure. In the beginning of loading, 
tensile cracks are nucleated at the bottom of the moment span (a portion 
between loading points in the case of two-point loading) due to bending 
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moment. When the beam is under-reinforced, steel reinforcement yields 
and tensile cracks propagate further upward to final collapse. This is the 
case shown in Fig. 10.8 (a). The other is called shear-mode failure. In the 
case that the beam is over-reinforced, final failure results from the sudden 
generation of diagonal cracks in the shear span (a portion between the sup-
port and the loading point). Clusters of AE sources are intensely observed 
around the diagonal shear cracks in Fig. 10.8 (b).  

By applying AE location procedure, a relation between the location of 
AE cluster and existing defects was studied in a retaining wall (Matsuya-
ma, Fujiwara et al. 1997). According to the two-dimensional locations of 
the raw data, wide scattering of AE locations is observed as shown in Fig. 
10.9 (a). Eliminating the noises and compensating the effect of the existing 
surface cracks, AE locations are calibrated as given in Fig. 10.9 (b). All 
signals are mainly observed along the existing cracks. This implies that AE 
events are mostly nucleated due to fretting of the existing cracks. Accor-
dingly, the wall was repaired, just sealing the surface cracks.  

10.4 Damage Assessment of Reinforced Concrete 

In relation to two types of failure modes in the reinforced concrete beam, 
results AE observation in these types of failure mode are shown in 
Fig. 10.10. In the case of a under-reinforced beam (left figure), sliding be-
tween reinforcement and concrete was observed due to yielding of the 
reinforcement. As a result, AE count rate increases exponentially. In con-
trast, the reinforcement withstood in an over-reinforced specimen (right 
figure), and thus AE events are observed at constant rate until the final 
failure. Right before the final stage, diagonal cracks as shown in 
Fig. 10.8 (b) were suddenly observed without any precursors. These results 
demonstrate a potential for the prediction of failure mode of reinforced 
concrete beams by AE observation. It is confirmed that AE events are sen-
sitive to local instability of the structure. 

As stated in Chapter 4, the recommended practice for in situ monitoring 
of concrete structures by AE is currently established (NDIS-2421 2000). In 
order to assess the damage levels of reinforced concrete beams, one crite-
rion to qualify the damage levels is proposed on the basis of two ratios as-
sociated with the Kaiser effect. A feasibility of this practice is experimen-
tally examined by testing reinforced concrete beams, which have been 
damaged under incremental cyclic loading. 
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Fig. 10.10. AE activities and failure modes in reinforced concrete beams. 

In principle, the concrete structures undamaged are statically stable with 
high redundancy. AE activity is very low in a stable structure, because the 
Kaiser effect is closely associated with structural stability. Such ratios as 
the load ratio and the calm ratio are defined to estimate the Kaiser effect.  

  The load ratio could become larger than 1.0 in a very sound structure. 
Due to damage accumulation, the ratio decreases lower than 1.0, generat-
ing AE events even at lower loading levels than before. AE activity during 
unloading is another indication of structural integrity. In the case that the 
structure is statically stable, AE activity is seldom observed in the unload-
ing process. In the recommendation, the damage assessment is proposed to 
classify the damage levels as given in Fig. 4.3.  

For damage qualification, two reinforced concrete beams of 3.2 m 
length were tested. Compressive strength and Young’s modulus of con-
crete after 28-day moisture-curing were 31.1 MPa and 27.7 GPa, respec-
tively. These beams were made without lateral reinforcement. To generate 
the bending-mode failure and the shear-mode in the same kind of speci-
mens, the lateral reinforcement against diagonal shear cracks was not ar-
ranged and loading spans of the two were varied as 0.65 m and 1 m with 
2.84 loading-span. AE sensor of 150 kHz resonance frequency (R15, PAC) 
was selected. Frequency range was set from 10 kHz to 1 MHz, and the to-
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tal amplification was 80 dB gain. For event-counting, a threshold level was 
set up at 50 dB. The measuring system was a conventional multichannel 
AE system. After cracks were nucleated, clip gauges were attached to the 
specimen and the crack-mouth opening displacement (CMOD) were rec-
orded. 

The change of AE activities under cyclic loading is studied to qualify 
the damages. At each loading stage, two of the load ratio and the calm ra-
tio were determined.  Results are shown in Fig. 10.11 (Ohtsu, Uchida et al. 
2002). Based on the maximum CMOD observed in the beams, classifica-
tion limits are set as 0.9 for the load ratio and 0.05 for the calm ratio. This 
is because the serviceability limit of the CMOD is less than 0.1 mm in the 
standard specification, and the Kaiser effect was not observed in the case 
of the CMOD over 0.1 – 0.2 mm.  

 

 
Fig. 10.11. Classification of AE data by the load and calm ratios. 

Into three zones of the minor damage, the intermediate, and the heavy, data 
plotted are reasonably classified in good agreement with the maximum 
CMODs. This implies that the damage levels of RC beams can be qualified 
by the criterion based on the load ratio and the calm ratio, monitoring AE 
activity under cyclic loading or in the mobile-load test (Colombo, Forde et 
al. 2005). It is noted that the limits classified for qualification should be 
determined in advance, based on preliminary tests for practical applica-
tions.  
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10.5 Corrosion Monitoring in Reinforced Concrete 

AE monitoring was conducted in reinforced concrete beams subjected to 
corrosion of reinforcing steel (Yoon, Weiss et al. 2000). A diagram of cu-
mulative AE events as a function of test time under cyclic flexural loading 
is shown in Fig. 10.12. It is observed that total AE event counts decrease 
with the increase in the degree of corrosion. This might give information 
on the level of deterioration of RC structures due to corrosion. Further, AE 
activity was continuously monitored in a field, where RC beams were ex-
posed under salt attack for three years. One result was given in Fig. 10.13 
(Ohtsu, Tomoda et al. 2003). Mostly observed AE events were generated 
due to rainfall. After three year exposure, at channel 6 in one beam, AE ac-
tivity following raindrops was observed. Then, visual investigation was 
conducted and surface cracks were found. This implies that continuous AE 
monitoring is available for detecting corrosion cracking in existing struc-
tures (Li et al. 1998).  

 

 
Fig. 10.12. Total number of AE hits in RC beams with corroded reinforcing bars 
under bending. 
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Fig. 10.13. AE observation under salt attack onshore. 

In a laboratory test, a relation between AE activity and half-cell potentials 
was studied. Results in the accelerated corrosion test (Tomoda & Ohtsu 
2005) is given in Fig. 10.14. Two highly active stages of AE activity (hits) 
are observed. At the first stage, the half-cell potentials start to decrease, 
where an abrupt increase in AE hits is observed at around three days. The 
potentials reach lower than –350 mV (C.S.E) after the second stage. The 
presence of these two stages is in remarkable agreement with the deteriora-
tion process due to salt attack, which is prescribed in the standard specifi-
cation (JSCE 2001) as shown in Fig. 10.15. 

 

 
Fig. 10.14. AE activities and the half-cell potentials in the accelerated corrosion 
test. 
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Fig. 10.15. Deterioration process of reinforced concrete due to corrosion. 

 

 
Fig. 10.16. Variations of AE parameters. 

 
In order to clarify characteristics of AE sources (microcracks), AE parame-
ter analysis was performed. Variations of RA values and the average fre-
quencies in the cyclic wet-dry test are given in Fig. 10.16. Two stages are 
reasonably identified from the figure. At the first stage of around 40 days 
elapsed, RA value is high and the average frequency is low. According to 
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Fig. 4.4, this implies that shear cracks are actively generated. It is consi-
dered that the first stage corresponds to the onset of corrosion. At the 
second stage, RA value is not so high as the first stage and the average fre-
quency is high. It is suggested that the tensile cracks occur. This implies 
that tensile cracks are nucleated in concrete due to corrosion products in 
reinforcement. 

The condition of rebar at the 1st AE activity, a rebar skin in the left fig-
ure was examined by the scanning electron micrograph (SEM). Distribu-
tions of ferrous ions at the initial as received and at 42 days elapsed are 
compared in Fig. 10.17. At the initial stage, homogeneous distribution of 
ferrous ions is observed, while they disappear after 42 days. This implies 
the onset of corrosion occurs in rebars at the 1st period of high AE activi-
ties.  Although no corrosion was observed visually, rebar was actually cor-
roded as realized from SEM observation. Two periods of the corrosion 
process AE activities are to be identified from two periods of high AE ac-
tivities. The first corresponds to the onset of corrosion in rebar, and the 
second could be generated due to concrete cracking. Thus, it is reasonably 
realized that two key periods in the corrosion process can be identified by 
AE monitoring. At the onset of corrosion in rebar, small AE events of 
shear cracks are observed actively. At the nucleation of cracking in con-
crete, tensile cracks are generated as fairly large. 

 
  

 
 (a) Initial stage                                  (b) After 1st stage 
Fig. 10.17. Distributions of ferrous ions on rebar surface. 
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10.6 Quantitative Damage Evaluation of Concrete 

Relations between any AE parameters and other physical parameters are 
quantitatively analyzed and then applied to the diagnosis of concrete struc-
tures. The change of AE activity could be related with the rate of the dete-
rioration process. The rate process analysis was introduced to evaluate 
quantitatively the change of the activity (Ohtsu & Watanabe 2001). When 
concrete contains a number of critical micro-cracks, active AE occurrence 
is expected under loading due to crack propagation from existing defects 
or micro-cracks. In contrast, AE activity in sound concrete is known to be 
stable and low up to final failure.  

To formulate these trends of AE activity under loading, probability 
function of AE occurrence from stress level V (%) to V+dV (%) is 
represented as a hyperbolic function in the rate process theory. Eventually, 
a relationship between the number of total AE events N and stress level 
V(%) is obtained as, 

 
( )exp .aN CV bV=  (10.1) 

 
Here the probability function f(V) is formulated as a/V + b. a and b are 
empirical coefficients and C is the integration constant. As shown in 
Fig. 10.18, high activity under low stress is represented as the case that the 
coefficient a is positive, while the activity is low in the case a<0. From 
previous research, the coefficient a is known to be sensitive to the damage 
degree, and is named the rate.  
 

 
Fig. 10.18. Relations between probability functions and stress levels. 

In a nuclear power plant, as one example, core samples were taken from 
outlet structure for cooling water which is shown in Fig. 10.19. For sam-
pling, three sites were chosen, at the gate (Site A), 20 m inland (Site B), 
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and 30 m inland from the gate (Site C). Then, a uniaxial compression test 
of the sample was conducted. Three samples at each site were tested. The 
compressive strength and the rate a were determined as the averaged value 
of the three. 

In order to quantify microscopic damage, distribution of pore radii was 
also measured by the mercury intrusion method from concrete fragments at 
the three sites. After determining the pore distribution, the volume of pore 
radii over 0.5 μm was determined. This is because microvoids over 0.5 μm 
are dominantly responsible for deterioration of concrete.  

 

 
Fig. 10.19. Outlet of cooling water in a nuclear power plant. 

 
Fig. 10.20. Relations among pore volume, compressive strength and the rate a. 
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Results of the pore-volumes over 0.5 μm radius, the rate a, and the com-
pressive strength are summarized in Fig. 10.20. From Site A to Site C, the 
pore volume over 0.5 μm radius decreases with the increase in the distance 
from the sea. This implies that the heaviest damage was introduced in con-
crete at the gate (Site A), where concrete was repeatedly deteriorated by 
seawater. Apart from the seaside, the damage of concrete decreases. In ac-
cordance with the increase of the pore volume over 0.5 μm radius, the rates 
a increase from Site C to Site A. Thus, the increase in the pore volume 
over 0.5 μm radius corresponds remarkably to the increase in the rate a. It 
suggests that with the increase in the rate a, the volume of the micro-voids 
responsible for damage increases. Consequently, the rate process analysis 
of AE occurrence could give information on the deterioration degree of 
concrete. 

Concrete samples core-drilled from an existing bridge were tested. A 
sketch of piers and anchor of the bridge is given in Fig. 10.21. According 
to the continuum damage mechanics, the state of damage is represented by 
the scalar damage parameter Ω. In this case, Young's modulus E of a dam-
aged material is expressed as (Loland 1989),  

 
( )1 ,E E= ∗ − Ω  (10.2) 

 
where Young's modulus E* is that of an intact material. In the theory, a re-
lation of stress versus strain is obtained as shown in Fig. 10.22 (a), while 
damage evolution Ωc - Ωo during the uniaxial compression test is shown 
in Fig. 10.22 (b). According to the results mentioned above, the damage 
evolution could be closely associated with AE activity during the test. It 
was found that the correlation of the rate a with the evolution Ωc - Ωo was 
the highest of all.  
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Fig. 10.21. Sketch of reinforced concrete pier and anchor. 

 
Fig. 10.22. (a) Stress-strain relation and (b) the corresponding damage-evolution 
process. 

It is concluded that the damage evolution Ωc - Ωo could be simply esti-
mated from the variation of the rate a. From Eq. 10.2, the increase in the 
damage corresponds to the decrease in Young’s modulus (Eo-Ec) as,  
 

( ) ( )
( )

0 01 1

                .
c cE E E E

E

− = ∗ − Ω − ∗ − Ω

∗ Ω − Ω0c

 (10.3) 

 
Thus, a linear correlation between loge(Eo - Ec) and the rate a value is 
represented as, 
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( ) ( )0 0 .e c e cLog E E Log E Da Y− = ∗ Ω − Ω = +⎡ ⎤⎣ ⎦  (10.4) 
 
The relations are plotted in Fig. 10.23. Then, it is assumed that E0 = E* 
when a = 0. This allows us to estimate Young's modulus of intact concrete 
E* from,  
 

( )exp .cE E Y∗ = +  (10.5) 
 

From each structure in Fig. 10.21, three samples were core-drilled and 
tested. Results of estimated Eo/E* are summarized in Fig. 10.24. All re-
sults are plotted as the histogram, and the averaged values are indicated by 
open circles. It is estimated that the concrete of anchor A is not deteri-
orated, but the concrete of piers B and C are slightly deteriorated as Eo/E* 
> 1.0. The trend of these results is found to be in good agreement with ana-
lytical estimation on fatigue damage of the bridge piers. Thus, an applica-
bility of the procedure is demonstrated. In this case, the damage of con-
crete at the current (initial) state can be estimated from AE rate process 
analysis without knowing the original state at construction. 
 

 
Fig. 10.23. Relations between variation of Young’s modulus Eo-Ec and the rate a. 

 



232°°°°°°Ohtsu  

 
Fig. 10.24. Relative Young’s moduli estimated in core samples. 

10.7 Application to Fracture Mechanics 

It is well known in concrete engineering that the fracture process zone is 
created ahead of a notch (crack) in concrete, without revealing the notch 
sensitivity. Nucleation of micro-cracks in the fracture process zone is clari-
fied as shown in Fig. 10.25 (Nomura, Mihashi et al. 1991). The fracture 
process zone was ideally introduced in order to explain the tension-
softening behavior. Then, as shown in the figure, the presence of the zone 
is physically confirmed.  
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Fig. 10.25. AE locations in the fracture process zone. 

 

 
Fig. 10.26. Relations between AE cluster and aggregate size. 

Further, a relation between the area of the zone and the size of aggregate 
was studied as given in Fig. 10.26 (Ohtsuka, Date et al. 1998). With the 
increase in the size of aggregate, the fracture process zone grows broadly. 

By applying the moment tensor analysis, kinematics of cracks can be 
analyzed (Ouyang, Landis et al. 1992). In the expansion test, which simu-
lates crack propagation due to corrosion of reinforcing steel-bar, the mo-
ment tensor analysis was performed to identify cracking mechanisms. 
Here, crack modes of micro-cracks are classified into a tensile crack, shear 
crack and the mix-mode as illustrated in Fig. 10.27. 
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Shear crack 

 

 
Tensile crack 

 

 
Mixed-mode crack  

Fig. 10.27. Crack models. 

 
Results of the moment tensor analysis is shown in Fig. 10.28 (Uddin, 

Numata et al. 2004). Three-dimensional visualization is developed by us-
ing VRML (Virtual Reality Modeling Language). Observed cracks are also 
shown in the figure. Microscopically, all the types of crack were observed 
as AE sources. This implies that micro-cracks are accumulated and ma-
croscopically the cracks are nucleated. In the photo, the crack which prop-
agated from the hole to the bottom corresponds to the surface crack. 
Around this crack, tensile cracks of AE sources are mostly observed, 
which are almost oriented as vertical to the surface crack plane. During the 
test, the surface crack was observed first, and then two diagonal cracks 
propagated. Around these cracks, AE sources are really mixed up of ten-
sile, mixed-mode and shear cracks. It is noted that the final cracks of the 
surface crack and the diagonal cracks consist of one crack surface, but ac-
tually lots of micro-cracks are nucleated around them. This is a typical 
cracking mechanism in concrete. Mechanisms of corrosion cracking in 
concrete are of crack-opening failure, but the cracks follow zigzag paths, 
thus explaining nearly equal contributions of mixed-mode and shear 
cracks. As a result, fracture mechanics of crack patterns nucleated are suc-
cessfully visualized. 
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Fig. 10.28 Observed cracks (left) and visualized results of SiGMA analysis (right). 

10.8 Concluding Remarks 

AE techniques have been applied to concrete engineering for more than 
five decades. A variety of practical applications are achieved and further 
going to be standardized. Based on these research activities, RILEM tech-
nical committee: TC 212-ACD (Acoustic Emission and Related NDE 
Techniques for Crack Detection and Damage Evaluation in Concrete) has 
been established from 2004 to 2009. Recommendation practices are under 
preparation. Thus, the world-wide standards are to be established in con-
crete engineering. 
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11 Acoustic Emission in Study of Rock Stability 

Gerd Manthei, Jürgen Eisenblätter 

11.1 Introduction 

This chapter will review applications of acoustic emission (AE) in two 
fields, mine monitoring and testing of rock specimens in the laboratory 
that means in much differing scales of some hundred metres down to sev-
eral centimeters. Nevertheless, the principal mechanism does not depend 
on the scale: The rapid release of elastic energy by processes of crack 
growth or deformation within the rock generates transient pulses of elastic 
wave energy as AE events. In an even larger scale, the same is true for 
earthquakes. Therefore, most of the theory of earthquakes can be trans-
ferred to AE sources.  

The sources of tectonic earthquakes can be studied very closely in some 
cases where their results become visible on faults at the earth's surface (see 
Fig. 11.1). Exact geodetic mapping on faults allows the slow movement of 
one side against the other to be followed. Due to this movement, high 
stresses can build up at the fault slowly over a long time until the friction 
at one point is exceeded. When this occurs, one side of the fault suddenly 
slips with respect to the other side by a displacement vector up to some 
metres at very large earthquakes and part of the stored elastic energy is set 
free as earthquake tremors. Those observations lead Reid [1910] to his so-
called shear stress hypothesis as schematically shown in Fig. 11.2. This 
mechanism is nowadays called a double-couple mechanism. 

AE events as well as tectonic earthquakes always occur when slip sud-
denly takes place over a certain area (the so-called focal area) and thereby 
stored energy is set free. The primary events are characterized by 
− the displacement or dislocation vector, 
− the slip area, 
− the slip velocity, and 
− the stress drop. 
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It should be mentioned, that elastic energy is only radiated by events 
whose propagation velocity is in the order of the shear velocity (which is 
scale-independent). Slow processes like creep events do not emit energy to 
an extent which is worth mentioning. Such events are aseismic. It should 
be further noted, that in acoustic emission other than double-couple me-
chanisms like tensile mechanisms play a more prominent role than in 
earthquake theory. 

 
Fig. 11.1. Relief of a part of the San Andreas Fault in California seen in top view 
(Strobach 1983). 
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Table 11.1 shows a comparison of some parameters of small and large 
seismic events. The size of the source determines the duration of the pri-
mary pulse (the slip velocity is independent of the source size) and thus the 
upper limit of frequency spectra which corresponds to the reciprocal of 
pulse duration. On the other side with increasing frequency, i.e. with 
smaller source dimensions, the mean attenuation of elastic waves increases 
and, therefore, the distance between sensors has to be reduced to smaller 
values. 

 
Fig. 11.2. Principal mechanism of a tectonic earthquake after Reid. (A: original 
state, B: after a long time strains build up at the fault, C: after earthquake). 

Table 11.1. Comparison of seismic signal parameters for large events (e.g. earth-
quakes) and small events (e.g. microcracks in rock) 

Parameter Large events Small events 
Pulse duration long short 
Frequency range low high 
Seismic energy high low 
Frequency of occurrence rare events frequent events
Covered area large small 

 
The frequency range of AE phenomena in the broadest sense extends from 
the infrasonic range (less than 16 Hz) far into the ultrasonic range (higher 
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than 16 kHz). The largest and therefore longest events as well, namely 
earthquakes, are found at the lowest end of the frequency scale (Fig. 11.3). 
The focus length and displacement of an earthquake can amount to more 
than several hundred kilometres and up to several metres, respectively. 
The frequencies used in seismology extend to some Hertz. 

On the other side, the highest ultrasonic frequencies may be generated 
by AE events in the microscopic region, for instance by dislocation 
movement. In this case the source area may extend to some micrometres 
and the displacement (Burgers vector) is to be measured in nanometres. 

The range of microseismic (MS) measurement as used for mine moni-
toring lies between the frequency ranges of seismology and typical AE 
measurements as used for instance in materials testing. 

Fig. 11.3. Frequency range of AE measurement as compared with seismology and 
MS measurement (HF: high frequency; Manthei et al. 2000). 

The following sections of this chapter present some examples of applica-
tions of AE/MS measurement in rock structures of different extension. 
Sections 11.2 to 11.4 deal with monitoring of parts of mines with typical 
dimensions of 100 to 250 m. After a list of various applications found in 
the literature (in Subsection 11.2.1) and the historical background of 
AE/MS measurement (in Subsection 11.2.2), examples on monitoring in 
granite and rock salt are given in Section 11.3 and 11.4, respectively. 

Section 11.5 deals with AE measurement during hydraulic fracturing 
tests which are used for in-situ stress measurement in rock. The typical lin-
ear dimension of the covered region in this case is up to 10 m. 

Section 11.6 reports on AE measurements in laboratory studies on rock 
specimens whose typical dimensions are in the centimetre or decimetre 
range. After an extensive overview about AE measurements on rock 
specimens (Subsection 11.6.1), fundamental relationships found from sim-
ple AE event counting will be presented in Subsection 11.6.2. Subsection 
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11.6.3 will demonstrate the application of a systematic search for clusters 
and advanced source location methods in rock specimens. Subsection 
11.6.4 describes new methods of source characterization by automatic pro-
cedures. Subsection 11.6.5 of this chapter will discuss the dependence of 
AE activity on dilatancy in rock. 

11.2 AE Monitoring in Mines Fundamentals 

11.2.1 Characteristics of MS and AE Measurements 

Many examples of application of AE/MS measurement as found in the lite-
rature are given in Table 11.2. This table shows the monitored area, the 
linear dimension of the covered area, the type of sensors used, the rate of 
events, the upper limit of the frequency region of the sensors and the Rich-
ter magnitude range, if available. 

These applications can be roughly classified in low- and high-frequency 
MS measurements and AE measurements (see also Fig. 11.3). The low-
frequency MS measurements range between 5 Hz and some hundred 
Hertz; they are used for surveillance of whole mining regions like the Ruhr 
coal district in Germany or the Upper Silesian coal fields in Poland and 
Czech Republic. In this case seismometers are utilized. Measurements in 
the higher-frequency range from 100 Hz up to 500 Hz, so-called high-
frequency MS measurements, are applied for monitoring whole mines or 
mine segments up to linear dimensions of one kilometre. High-frequency 
MS monitoring is also used in geothermal areas during stimulation and cir-
culation tests where information about the size of the reservoir, location of 
fractures, and whether the reservoir volume is expanding during circula-
tion is from upmost importance to control reservoir generation. For these 
measurements geophones are in use. 

Above these frequencies the range of AE measurement in rock begins 
with applications in mines as well as in laboratory studies. In the frequency 
region of about 1 kHz up to 100 kHz accelerometers or typical piezoelec-
tric AE sensors are used in mines. The typical distances between sensors 
may amount up to 50 m; the covered areas may have linear dimensions of 
up to 200 m. 



244       Manthei, Eisenblätter 

11.2.2 Historical Background 

In rock, acoustic emission is generated by crack formation under high 
stress. This phenomenon provides the basis for a method which is able to 
detect zones of microcracking or macrocracking or highly stressed zones 
in rock without any knowledge of the mechanical properties or the state of 
stress. The ''microseismic method'' was discovered by Obert [1938] from 
the U.S. Bureau of Mines, Denver/Colorado, rather by chance. An experi-
ment was being conducted in a lead-zinc mine in order to determine 
whether the seismic velocity in mine pillars was dependent on stress. 
These measurements were often disturbed by signals which obviously 
were generated by the pillar itself. 

Table 11.2. Characteristics of low-frequency and high-frequency MS measure-
ments and AE measurements 

Authors  Monitored  Typical Seismic  Rate of lo- Corner Magni- 

 area distances network cated events frequency tude 

MS measurements (lower frequency) 

Cete [1977]  Ruhr District, 
Germany 

50 km 3 seismometers not available 200 Hz not avail-
able 

Ahorner and 
Sobi ch [1988] s 

Potash basin, 
Germany 

50 km 4 arrays of 4 
seismometers 
each 

not available 50 Hz 2 to 2.6 

McGarr  and 
Bicknell [1990] 

Witwatersrand  
Basin, South  
Africa 

200 km 7 seismometers not available 100 Hz 0 to 3 

Talebi  
et al. [1997] 

Sudbury Basin, 
Canada 

50 km 6 one-component 
seismometers 

28 in one year 40 Hz 1.5 to 3 

Mutke and 
Stec [1997] 

 
 

 

Upper Silesian coal 
basin, Poland 

10 km 10 seismometers 50,000 in 22 
years 

100 Hz up to 4.5 



11 Acoustic Emission in Study of Rock Stability     245 

 
Authors Monitored  

area 
Typical 
distances

Seismic 
network 

Rate of  
located 
events 

Corner 
frequency 

Magni- 
tude 

MS measurements (higher frequency)

Hente  
et al. [1989] 

Salt mine Asse, 
Germany 

1 km 7 geophones 209 in two 
years 

300 Hz –2.3 to 1.7 

Will [1980] Coal mine in the 
Ruhr district,  
Germany 

100 m 17 three-
component  
geophones 

1,000 in four 
months 

400 Hz not avail-
able 

Albrigth and 
Pearson [1982] 

Fenton Hill hot dry 
rock site, USA 

400 m Hydraulic  
fracturing tool, 
12 geophones 

1,979 in one 
hydraulic  
fracturing test 

100 Hz –6 to–2 

Trifu  
et al. [1997] 

Strathcona mine 
Sudbury, Canada 

200 m 49 uniaxial and 5 
triaxial accele-
rometers 

1,503 in two 
months 

10 kHz 0.5 

Scott  
et al. [1997] 

Sunshine mine, 
Kellogg, USA 

1 km triaxial  
geophones 

31 in three 
months 

500 Hz 0.5 to 2.5 

Phillips  
et al. [2002] 

Austin Chalk, USA 600 m 3 geophones (1 
three-component 
geophone) 

1,250 during 
two stimula-
tions 

100 Hz –4 to –2 

Phillips  
et al. [2002] 

Frio formation, 
USA  

200 m 25 three-compon-
ent geophones 

2,900 during 
stimulation 

100 Hz –4 to –2 

Phillips  
et al. [2002] 

Cotton Valley, 
USA 

60 m two 48-level 
three-component 
geophones 

290 during 
one stimula-
tion 

100 Hz –4 to –2 

Phillips  
et al. [2002] 

Clinton County, 
USA 

60 m 3 geophones 1,200 loca-
tions, one 
stimulation 

100 Hz –4 to –2 

Phillips 
et al. [2002] 

Fenton Hill, USA 1000 m 3 geophones 11,000 during 
one stimula-
tion 

100 Hz –4 to –2 

Phillips 
et al. [2002] 

 

Soultz, France 2000 m 3 four-component 
geophones, one 
hydrophone 

16,000 during 
one stimula-
tion 

100 Hz –4 to–2 
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Authors Monitored area Typical 

distances
Seismic  
network 

Rate of  
located 
events 

Corner 
frequency 

Magni- 
tude 

AE measurements in rock 

Martin and  
Young [1993] 

Underground  
research labora-
tory, Canada 

50 m 16 triaxial accel-
erometers 

3,500 in 10 
months 

20 kHz –4 to 1–2 

Yaramanci 
[1992] 

Salt mine Asse, 
Germany 

300 m 7 triaxial accele-
rometers 

3,407 in 14.5 
months 

10 kHz –5.6 to –
3.3 

Ohtsu [1991] Underground  
tunnel, Japan 

10 m 17 accelerome-
ters, 17 AE sen-
sors 

200 during 
four hydraulic 
fracturing tests

100 kHz not avail-
able 

Niitsuma  
et al. [1993] 

Kamaishi mine, 
Japan 

30 m triaxial piezoelec-
tric accelerome-
ters 

234 during 
four hydraulic 
fracturing tests

10 kHz not avail-
able 

Eisenblätter 
et al. [1998] 
 

Salt mine Asse, 
Germany 

100 m 29 AE sensors 250,000 in 11 
months 

100 kHz not avail-
able 

Manthei  
et al. [1998] 

Salt mine Bern-
burg, Germany 

10 m 8 AE sensors  1,500 during 
eleven hydrau-
lic fracturing 
tests 

250 kHz not avail-
able 

Young and 
Collins [2001] 

Underground  
research labora-
tory, Canada 

10 m 16 accelerome-
ters, 16 AE  
sensors 

15,350 in 5 
months 

250 kHz –6.6 to –5  

Manthei  
et al. [2003] 

Salt mine Bernburg 5 m hydraulic fractur-
ing tool, 8 AE 
sensors 

15,000 during 
four hydraulic 
fracturing tests

1.25 MHz not avail-
able 

Spies  
et al. [2004] 

Southern part of 
salt mine Mors- 
leben, Germany 

100 m 24 AE sensors 50,000 in one 
month 

100 kHz –8.6 to –
2.2 

Spies  
et al. [2005] 

Central part of salt 
mine Morsleben, 
Germany 

200 m 48 AE sensors  100,000 in one 
month 

100 kHz –8.6 to –
2.2 

 
During the late 1930s and early 1940s, Obert and Duvall showed in the la-
boratory as well as in the field that the rate of such events clearly increased 
as the structure became more highly loaded. Their original monitoring fa-
cilities consisted of a geophone (with a Rochelle salt cantilever beam ele-
ment in a metal cylinder), a battery operated amplifier and a paper record-
er. A set of headphones provided also an audible means of monitoring AE 



11 Acoustic Emission in Study of Rock Stability     247 

activity. In field measurements the geophones were located underground in 
boreholes. This monitoring system was sensitive to acoustic signals in the 
region of 1000 Hz. Obert and Duvall carried out an extensive study of AE 
in nine mines including two deep mines in Canada. Using multi-channel 
recording systems they were able, by comparison of amplitudes and coin-
cidences, to roughly locate zones of higher acoustic activity. 

Considerable application of AE measurement in underground mines 
started in the 1950s and 1960s in Canada, Europe, and South Africa. All 
applications of AE associated with geologic materials were initiated in or-
der to study the stability of underground structures like mines or parts of 
mines. The main goal of all these investigations was the prediction of rock 
bursts and roof falls as well as the indication of areas of higher stress. Dur-
ing the above-mentioned period more sophisticated techniques for moni-
toring AE activity, in particular techniques for accurate source location 
were developed. Considerable is the work of Cook [1963], who developed 
a monitoring system which was capable of recording signals of up to 8 
geophones on magnetic tape for a continuous period of about one day. 
Cook located the events by re-recording the signals on a multichannel os-
cilloscope to determine a series of travel time differences of the P- and S-
wave onsets. Astonishing is in particular the good source location accura-
cy, which he attained without any digital signal recording system and 
without any computers. By the way, rock burst prediction like earthquake 
prediction has remained an unsolved problem up to now. 

By the late 1960s a number of important AE studies were done. These 
studies were associated with mining, civil engineering, petroleum and nat-
ural gas engineering, and other geomechanics areas. Many studies have 
been conducted in North American coal mines and European coal mines in 
Poland, Czechoslovakia, Germany, and Russia. These coal mines were rel-
atively deep (up to 1000 m) and therefore the stress conditions were very 
high and in many cases rock bursts occurred. Successful applications in 
hard rock mines were done by the U.S. Bureau of Mines in Idaho. These 
studies were carried out by Blake and Leighton [1970] and by Blake 
[1972]. They utilized commercially available piezoelectric accelerometers 
as sensors in the frequency range of 20 Hz up to 10 kHz. The sensors were 
located in boreholes and the signals were transmitted by cable to an under-
ground monitoring system. The data were used to calculate the source lo-
cation and relative amplitudes. Other studies in hard rock were done in 
South Africa and to a limited extent in Europe (Sweden, East Germany, 
and Poland). The majority of research has been in South Africa (Salmon 
and Wiebols 1974). Further details about geotechnical field applications of 
AE/MS techniques until the late 1980s are given in a review article by 
Hardy [1989], about both the laboratory and field developments, and in the 
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proceedings of the six Penn State AE/MS Conferences. The First Interna-
tional Symposium on Rockburst and Seismicity in Mines (RaSiM) was 
held in South Africa 1982. Six years later in 1988 followed the Second In-
ternational Symposium in the United States. The Third to Sixth Interna-
tional Symposia took place in Canada 1993, in Poland 1997, in South 
Africa 2001, and in Australia 2005, respectively. 

Nowadays, the application of AE on rock is an inherent part of each AE 
conference, in particular the Japanese International Acoustic Emission 
Symposia (IAES), the European Conferences on Acoustic Emission Test-
ing (EWGAE), and various national colloquia on acoustic emission. 

11.3 AE monitoring in Granite 

The first example on AE monitoring in mines refers to crack formation in 
granite caused by stress redistribution around a newly excavated tunnel. A 
research program has been undertaken by the Atomic Energy of Canada 
Limited to develop the technology needed for the safe and permanent dis-
posal of nuclear waste. The main objectives were to investigate the re-
sponse of a rock mass to excavation and to study the long term stability of 
underground openings. 

Therefore, in the Underground Research Laboratory (URL) located in 
Pinawa, Manitoba, a ''Mine-by'' experiment at 420 m depth in the Canadian 
shield granite has been carried out. In the experiment a 46 m long test tun-
nel has been excavated in 1 m or 0.5 m increments (Fig. 11.4) using drill-
ing and mechanical breaking of the rock stub. The in-situ stresses at the 
test site have been measured using overcoring and hydraulic fracturing 
methods. The test tunnel was in direction of the intermediate principal 
stress σ2 in order to maximize the stress concentration around the test tun-
nel (for direction of principal stresses see insert in Fig. 11.4, right-hand 
side). One topic of the experiment was to study the rock behaviour during 
excavation utilizing AE measurement. In addition to mechanical instru-
mentation, around the test tunnel a network of 16 triaxial accelerometers 
was installed as MS array (MS1 to MS16). The AE network was located in 
boreholes (filled circles) in such a way as to give a focal sphere coverage 
of the tunnel. 
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Fig. 11.4. Site of the Mine-by test tunnel with the locations of the AE sensors 
(filled circles) and the orientation of the principal stresses (Young and Martin 
1993). 

 
During excavation of the ''Mine-by'' tunnel between October 1991 and July 
1992, 25,000 events were recorded, of which some 3500 sources were lo-
cated. Fig. 11.5 shows only a part of those, namely 359 events, together 
with the contour of the tunnel in cross-section (upper figure at right-hand 
side) and in longitudinal view (lower figure) and a photograph of the tun-
nel after finishing excavation (Young and Martin 1993). The arrows in the 
upper figure indicate the direction of the maximum principal stress. 

The figure shows that most events occur in the roof and floor of the tun-
nel. In these areas the maximum tangential stresses occur. The zones of 
maximal AE event density correspond with breakout notches which 
formed in the roof and in the floor of the tunnel after excavation began and 
which deepened by spalling during ongoing excavation (see photograph at 
the left-hand side of Fig. 11.5). The notch formed orthogonal to the direc-
tion of maximum principal stress σ1. The spalling planes were parallel to 
σ1 and σ2 and normal to the direction of the smallest principal stress σ3. 
Post-test analysis using the moment tensor method which was applied to 
37 strong events located at the roof, pointed out that most of the events 
show a significant non-shear component (Cai et al. 1998). 
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Fig. 11.5. Photograph of the excavated Mine-by tunnel with breakout notches in 
the roof and floor (left-hand side) and the location of the 359 AE events in two 
projections (right-hand side; Young and Martin 1993). 

 
Some years after the Mine-by experiment, in June 1997 a sealing experi-
ment was conducted to observe the integrity of different sealing technolo-
gies subjected to high hydraulic pressures. Two bulkheads had been con-
structed and keyed into the tunnel to create a chamber in granite (Room 
425 in Fig. 11.6), which was pressurized to ambient pore pressure of about 
4 MPa. Stresses and displacements as well as microseismicity were moni-
tored around the tunnel and the keys with a 16-channel microseismic sys-
tem. In addition, AE measurements (up to 250 kHz) have been carried out 
utilizing 16 borehole sensors around one quadrant of a clay key to give 
highly detailed cracking information (AE 1 to AE16 in Fig. 11.6). 

The AE events have been recorded during excavation of a 40 m long 
tunnel segment in direction of the maximum principal stress σ1 (see insert 
at the bottom of the right-hand side in Fig. 11.6). The system monitored 
the AE activity in time periods where no excavation work took place. 

Fig. 11.7 shows the location of approximately 15,350 AE events in four 
successive stages a to d within a time period of about 5 months. The Fig. 
11.7a-d show a lateral view (at top of each figure), a plan view (below), 
and a cross-sectional view along the tunnel axis together with the contour 
of the tunnel and the key before and during excavation of the clay key. The 
events are marked by black dots. 
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Fig. 11.6. Test site of the sealing experiment with locations of the AE network 
(AE1 to AE16) and MS network (MS1 to MS16). The orientations of the principal 
stresses are given in the insert at the bottom of the right-hand side (Collins and 
Young 2002). 

 
All events are located in a 15 m long region in zones close to the tunnel 
floor. Only those parts are indicated by events which are orientated toward 
the sensor array. The opposite part of the floor is acoustically shaded by 
the tunnel itself. Before excavation of the clay key 1,119 AE events were 
located within a time period of 9 days (see Fig. 11.7 a). The majority of 
the events were located in a time period of 3.5 months. In this time the clay 
key and the floor segment were completely excavated (see Fig. 11.7 b and 
c). The locations cluster around the bottom of the key. Fig. 11.7d shows 
the events occurring in the time interval directly following the key excava-
tion in the floor region and concentrated around the corners of the key. The 
gap in AE activity of about 1 m around the clay key in the tunnel floor cor-
relates with low-stress regions as predicted from geomechanical modeling 
results. From the location of the AE events it can be concluded that the so-
called excavation disturbed zone (EDZ) is limited to within 1 m around the 
clay key. In some regions it is less than 1 m wide (Collins and Young 
2002). 
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Fig. 11.7. Located AE events in four successive stages (a) to (d) in top view and 
lateral view parallel to the tunnel axis. a): before excavation of the clay key; b) to 
d): during excavation of the clay key (Collins and Young 2002). 
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11.4 AE Monitoring in Rock Salt 

11.4.1 Measuring Techniques Used in Salt Mines 

Like granite, rock salt is a favorable rock for underground disposal and 
storage of radioactive waste as it is capable of creep deformation without 
occurrence of fracture in a wide range of the conditions of state. Neverthe-
less, in presence of high deviatoric stress microcracks are generated. Mi-
crocracking touches the integrity of the rock so that permeability might in-
crease which can be directly determined only by analysis of acoustic 
emission. The focus of this section will be on own work in this field. 
Therefore, in the following our measuring and evaluation technique is 
shortly described. 

AE Sensors: The AE sensors used in salt mines detect AE signals in a 
comparatively broad frequency range from 1 to 100 kHz. The sensors are 
typical AE sensors which use a piezoelectric disk of PZT with broad re-
sonance peak at 70 kHz. Usually, the measured frequencies are in the low 
frequency range below 30 kHz, only at small distance between the source 
and receiver below 20 m the high-frequency peak is more pronounced. 

Source location: During long-term AE measurement in salt mines, a huge 
number of events (up to 350 located events per hour) can be detected and, 
therefore, fast data-acquisition systems are essential to process all data. In-
situ location is a standard procedure during data acquisition (Eisenblätter 
et al. 1998). The locations of AE events are determined by inversion of the 
travel times of P-waves and S-waves, which are extracted from the signals. 
This is done in different steps. After pre-processing of the signals by filter-
ing and smoothing operations, in a first step the P-wave onsets are auto-
matically picked using high-quality signals only, i.e. signals with high sig-
nal-to-noise ratio. 

From these P-wave onsets a first estimation of the source coordinates is 
made using an iterative least-squares procedure. If the residual error is lar-
ger than 0.8 m, the onsets with the largest residues are stepwise eliminated 
and a new solution is calculated until the residual error drops below the 
said limit. In order to be able to locate sources outside of the sensor net-
work, we also consider the S-wave onsets. Therefore, we automatically 
pick the S-wave onsets in the time interval expected due to the result of the 
location using P-wave onsets only. In the second step of source location, 
we use the found S-wave onsets together with the remained P-wave onsets. 
P-wave and S-wave onsets with large residues are again eliminated until 
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the residual error falls below 0.8 m. Locations are considered valid only if 
at least ten onsets (P-wave or S-wave) have remained. An effect of such 
location procedure is that typical working noise with not clearly discerni-
ble onsets and, therefore, wrong arrival times are eliminated due to large 
travel time residuals. 

In spite of the complex geometric situation with AE sensors in the vicin-
ity of closely spaced excavations and resultant masking of direct wave 
propagation paths, we obtain a location accuracy of about one metre in dis-
tance up to 50 m around the sensor network, using the described proce-
dure. 

Fig. 11.8 shows the signals of a located event in salt rock. In this case, 
an array of eight AE sensors was used for source location. The onsets of 
the first signal peaks were automatically determined ("Tr"). In addition to 
the residual error, the agreement between calculated onsets of the P-wave 
("L") and the S-wave ("T") with the observed onsets assesses the quality of 
location. In this example, the event is located within the sensor network in 
an undisturbed rock formation and, therefore, the location error is very 
small and amounts to about 20 cm. 

 

Ch. 1 
 
Ch. 2 
 
Ch. 3 
 
Ch. 4 
 
Ch. 5 
 
Ch. 6 
 
Ch. 7 
 
Ch. 8 

Time 

Fig. 11.8. Signals of a located AE event which was detected using 8 borehole sen-
sors in rock salt (Eisenblätter et al. 1998). 

AE magnitude and damping coefficient: To determine the magnitude of 
an AE event, source location is from upmost importance. The maximum 
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amplitudes A of all sensors in a network and the distances r of an AE 
source to the sensors are used to determine a measure of signal strength in 
an analogous way as with magnitude determination in seismology using a 
relation, which considers geometric wave attenuation as well as attenua-
tion by damping: 

)exp(1)( r
r

rA ⋅−⋅∝ α  (11.1)

where α means the damping coefficient. The amplitudes are specified in 
the logarithmic decibel (dB) scale. In a semi-logarithmic plot (Fig. 11.9) of 
the product A·r versus r of all sensors a linear relationship is obtained by a 
straight-line fit to the data. The value of the straight line at the reference 
distance of 50 m is determined and regarded as the magnitude of the AE 
event. The slope of the straight line corresponds to the damping coeffi-
cient. Generally, damping of high-frequency AE waves is caused by scat-
tering and intrinsic absorption which will mainly occur at grain boundaries 
or microcracks, by small inclusions of other rock materials, gas, or water 
which are embedded in many rock formations, and by reflection, refrac-
tion, and mode conversion at boundaries between different rock materials. 

 
Fig. 11.9. Amplitudes of an AE event measured with 28 sensors corrected for 
geometric wave dispersion versus distance. 
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It can be seen from Fig. 11.9 that travel paths of the signals range from 25 
to 140 m. The slope of the line corresponds to a damping coefficient of 3.9 
dB per 10 m which corresponds to an attenuation length of approximately 
22 m. The attenuation length, in which the peak amplitude corrected for 
geometric wave dispersion, A·r/r0, is reduced to 37% (1/e), is a reciprocal 
measure of the damping coefficient. In Fig. 11.9, the value of this straight 
line corresponds to a magnitude of 56.35 dB at the reference distance r0 = 
50 m. It should be mentioned, that the damping coefficient and the magni-
tude are mean values which are determined at various travel paths from the 
source to the 28 sensors and in various directions. 

AE energy: Another fundamental parameter for describing an AE event is 
the radiated seismic energy. The squared velocity signals of P- and S-
waves are used to determine the seismic energy. The data of all sensors are 
plotted in the same manner as for magnitude determination. The value of 
the straight line extrapolated to 0 m corresponds to the seismic energy of 
an AE event. In such plots like Fig. 11.9, the deviation of data points from 
the straight line can be assumed as a measure of the sensor sensitivity in 
comparison to the mean sensitivity of all sensors. This assumption is true 
only if a large number of events from the whole monitored area are consi-
dered. In this case, source locations and source radiation patterns are not 
statistically important for the determination of sensor correction. Over long 
time periods, it is possible to observe a change of sensor sensitivity. 

Event clustering: Besides event location, spatial and/or temporal cluster-
ing of events can be systematically investigated. Therefore, we developed 
a systematic search method for spatially and temporally clustered events 
which was applied on AE events in mines and laboratory measurements. 

There are two parameters for this search, a time parameter Par_t and a 
distance parameter Par_s. The cluster search algorithm comprises two 
steps. In the first step, a search for so-called primary clusters starts at each 
event in chronological order. All the following events within a time inter-
val of duration Par_t are examined whether their distance is below Par_s.  

If at least two events are found which fulfill this condition, these events 
form together with the initial event a primary cluster of at least three 
events. This implies that a typical cluster of N events which is highly con-
centrated in time and space may form up to N-2 primary clusters. There-
fore, in the second step all primary clusters with at least one common 
event are united to one cluster. Typical primary parameters were in the 
case of our measurements in mines time parameters Par_t between 10 mi-
nutes and one hour and distance parameters Par_s between 0.5 to 5 m. In 
the case of our measurements on rock specimens Par_t ranged between 30 
seconds and 10 minutes and Par_s ranged between 5 to 50 mm. 
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In case of clustered events, the fractal dimension of the events is used to 
find linear, planar, or spatial clusters. The analysis of clusters aims at 
finding planar clusters, because planar clusters are the most hazardous 
structures compared with linear or spatial ones. A drop of the fractal 
dimension from 3 to 2 within a certain time period indicates a 
concentration and focusing of an initially diffuse spatial event distribution 
in a plane which forms the nucleus of a fracture. 

The dimension of the cluster, the so-called fractal dimension D, can be 
estimated from the slope of a log-log plot of the correlation integral C(R) 
described by Hirata et al. [1987] as 

RrN
NN

RC <⋅
−⋅

=
)1(

2)(  (11.2)

versus R. Nr<R denotes the number of all pairs of events having a distance r 
smaller than R. N is the number of all events within the cluster. If the 
distribution has a fractal structure, C(R) is expressed by 

.)( DRRC ∝  (11.3)

Thus, if the AE events are distributed in a plane, the slope of 2 is expected. 
On the other hand, linear structures or spatial structures are represented by 
fractal dimensions of 1 or 3, respectively. 

In order to find the mean orientation of a planar cluster the orientation is 
sought where the volume of a parallelepiped becomes minimal. The edge 
lengths of the parallelepiped are the mean deviations of the events from the 
centre of gravity in each coordinate axis. Two rotations around perpen-
dicular axes are necessary to minimize this volume. 

11.4.2 AE Monitoring in the Asse Salt Mine 

In order to test various sealing designs as technical barriers in a repository 
in salt formations, a test site was build at the 945-m level in the Asse salt 
mine. Although the dam construction was stopped prematurely, this test 
site gave opportunity to monitor acoustic emission during drifting of two 
galleries. 

Fig. 11.10 displays a map of the test site. Galleries and cross-drifts at 
the 945-m level are drawn in solid lines, the corresponding ones at the 
878-m level are given in hatched lines. The grid lines represent a 20-m 
spacing. The 29 borehole sensors of the network are marked by black dots. 
The covered area has a linear dimension of approximately 100 m x 160 m. 
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The AE measurement began with only eight AE sensors (Numbers SE20 to 
SE27 of Fig. 11.10) located in the southern part of the test site. At this 
time no mining activity was going on at the test site. Thus the starting situ-
ation could be monitored in a time period of approximately 4 months.  

 

"chimney" 

room to be pressurized 

N 

Fig. 11.10. Test site in a salt mine with the network of AE borehole sensors (black 
dots; Eisenblätter et al. 1998). 

The AE locations in that time are shown in Fig. 11.11 in a top view (x-y-
plane) where the plan of galleries at the 945-m level is overlaid to the map 
of AE events. All events are located in the excavation disturbed zone 
(EDZ) close to walls of galleries. Only those walls are indicated by events 
which are orientated toward the sensor array. 

After four months, special mining activities began. Within three months, 
two parallel drifts of 50 m and 90 m length, respectively, were excavated 
in the northern and southern region of the test site. During the experiment 
(duration 14 months), a total of 280,000 events were recorded, about 
250,000 of these events in the time period of 11 months during and after 
excavation of the drifts. 

During the drifting of new galleries the AE activity remarkably in-
creased. Due to the stress redistribution in the mining area, the AE activity 
at the older drifts was very much enhanced, too. Caused by the short dis-
tance of the sensors from the south gallery, the increase during excavation 
of the southern drift was even higher. 
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Fig. 11.11. Vertical view with gallery plan and AE sensor array (encircled num-
bers) and located AE events (small dots; Eisenblätter et al. 1998). 

As mentioned above, the test dam in the northern drift itself was not fi-
nished when the project had to be stopped. At the end only a part of the 
overall design up to a chimney-like structure (see Fig. 11.10) was finished. 
The 10 m long room at the end of the gallery was originally planned to be 
pressurized (see Fig. 11.10). It was filled with gravel. In western direction, 
there follows a wall with sealings and a 7 m long block out of saline-
concrete bricks was build. Then the chimney of about 8 m height and 2 m 
diameter follows which was planned to be filled with bitumina. shows the 
source location maps at the end of the monitoring period (at the left-hand 
side) and about one year later (right-hand side) in a top and a side view. 
Most galleries at both levels of -878 m and -945 m can be recognized. The 
circles mark the region of the finished part of the test dam. In the lateral 
views (bottom) the chimney is clearly indicated at the left. Some events 
occur in the roof region, whereas the right-hand figure shows almost no 
events in the gallery section filled with brick-work. In this area the sealing 
wall seems to stabilize the rock around the wall and microcrack formation 
has stopped. 

In conclusion, nearly all events were found in zones close to walls and 
galleries. These excavation disturbed zones contain many small dilatant 
microcracks. The width of the zone is about 1 m, measured from the sur-
face of the gallery. Fig. 11.13 clearly demonstrates this fact in a projection 
parallel to a drift close to the sensor array. For a better orientation the 
measured profile of the drift is also shown. 
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Fig. 11.12. Located events in a top view (top) and lateral view (bottom) for the 
time periods indicated at the bottom after stopping the experiment (left-hand side) 
and one year later (right-hand side; Eisenblätter et al. 1998). 

 

Fig. 11.13. Events in horizontal projection parallel to the gallery axis (Eisenblätter 
et al. 1998). 
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11.4.3 AE Monitoring in the Morsleben Repository 

The following examples of field studies originate from two sections of the 
underground repository of Morsleben in a salt mine in northern Germany. 
Originally, each section was monitored by a network of 24 AE sensors 
since 1995 and 1997, respectively. Each network covers an area of 150 m 
x 100 m x 120 m. One of these two networks was recently enlarged to 48 
channels and covers now a rock volume of about 250 m x 200 m x 120 m 
(Spies et al. 2004, 2005). 

Central section: In the central section of the underground repository, the 
borehole sensors are distributed at three excavation levels and installed in 
3 to 20 m deep boreholes. The average depth of the monitored volume is 
400 m. Mining in these areas continued until the 1960s, but most of the 
rooms in the rock salt were mined more than 70 years ago. 

The aim of the AE measurement is to investigate the micro- and macro-
cracking processes which are important for the evaluation of the stability 
of cavities and the hydraulic integrity of the rock, which is of special inter-
est in the case of an underground disposal of hazardous waste in salt rock. 

Fig. 11.14 shows a cross-section through the central part perpendicular 
to the average direction of strike where cavities in rock salt were mined 
beneath thick anhydrite blocks. The actual geological situation and the ar-
rangement of cavities is more complicated and strongly varying along 
strike. Stress redistribution causes high AE activity at the walls of the cavi-
ties (in the EDZ), particularly where cavities are close to one another, and 
at the boundary between rock salt and anhydrite. 

But the temporal and spatial occurrence of the events is different. Apart 
from seasonal fluctuations that may be explained by variations in humid-
ity, the AE activity along the walls of the cavities does not vary with time. 
Outside the cavities near the anhydrite border, the AE events occurred in 
clusters. In some cases, such clusters were repeatedly emitted in the same 
volume; in other cases, significant emission occurred only within a limited 
time period. 

A very distinct cluster of approximately 800 events from the boundary 
of rock salt and anhydrite was observed within a time period of one day. 
These events form a planar ring structure with a diameter of approximately 
10 m. Fig. 11.15 (a) displays a plan view onto the plane of the cluster in a 
rotated coordinate system. A second cluster but with temporally dispersed 
activity occurred 20 m above the previous cluster (Fig. 11.15 b). Both 
clusters are planar and show approximately the same orientation - which is 
in agreement with the general inclination and strike of the geological lay-
ers, see Fig. 11.14. By drilling of two boreholes into the center and the pe-
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riphery of the first cluster it was confirmed that the cluster emerged at the 
boundary of rock salt and anhydrite. An open discontinuity was found 
some centimeters behind the boundary in a thin clay layer which belongs 
to the anhydrite formation (Spies et al. 2004). The investigated cluster in-
dicates the intermittent growth of a roughly elliptical fracture plane. This is 
caused by the stresses resulting from the convergence of the mine cavities 
in ductile rock salt below a stiff anhydrite block. It is very likely that other 
observed clusters are located at boundaries of rock salt and anhydrite 
blocks as well. Nevertheless, up to now observed clusters were spatially 
isolated features and there was no evidence of significant expansion of the 
clusters. 

 

 
Fig. 11.14. Sketch of geology and geometry of rooms in the central mine segment 
where the AE network was installed (levels L1 to L3; Spies et al. 2005). 

To maintain the integrity of the barrier to the top of the salt deposit and the 
stability of the rooms for a long time, it is planned to backfill selected 
rooms in the central part of the mine. The first cavity to be backfilled with 
salt concrete was Room 1an located at Level 3a (see Fig. 11.16) According 
to the sensor locations, the AE network is able to monitor the roof of the 
cavity but not the floor and the walls, because all sensors are located above 
the backfilled cavity. Fig. 11.16 contains all located AE events in the year 
2002 in a narrow spatial interval before starting backfilling of Room 1an. 
All AE events - about 6900 - in a distance of up to 5 m before and behind 
the cross-section were plotted. It can be stated that most of the activity 



11 Acoustic Emission in Study of Rock Stability     263 

took place near the cavities, with especially high AE activity above the 
room at Level 2a (see Fig. 11.16). 
 

 
   (a)       (b) 
Fig. 11.15. Plan view on the two clusters at the boundary of rock salt and anhy-
drite. 

 
Fig. 11.16. Located AE events in a cross-section through the excavations before 
backfilling of Room 1an (Spies et al. 2005). 
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Fig. 11.17 shows the AE activity of a time interval of one week (about 
6,200 events) two months after backfilling of Room 1an. Compared with 
the locations in Fig. 11.16, there was strong new AE activity in the roof of 
the backfilled room, whereas the activity above Level 2a nearly stopped. 

Southern section: In the same underground repository, AE long-term 
monitoring has been carried out in the southern part. This mine section was 
excavated about 70 years ago in rock salt. Fig. 11.18 shows a perspective 
view on this mine section where the long-term AE measurement is con-
ducted. Nuclear waste is stored in the two lower Rooms 2 and 3. A drift is 
located at a level between the upper and lower rooms. The average depth 
level of the cavities is about 500 m. The AE sensors are indicated by the 
dark dots. This figure shows 41,521 located events (light dots) which were 
located in a time period of approximately 5 years; only the strongest events 
which were precisely located using at least 30 P- and S-wave arrival times 
are plotted. 

 
Fig. 11.17. Located AE events in a cross-section through the excavations after 
backfilling of Room 1an at Level 3a (Spies et al. 2005). 

 



11 Acoustic Emission in Study of Rock Stability     265 

Drift

Room 2
Room 3

Room 9n Room 9s

N

20 m 

Drift

Room 2
Room 3

Room 9n Room 9s

N

20 m 

 
Fig. 11.18. Perspective view of cavities and the main drift at two levels (Rooms 
9n and 9s and Disposal Rooms 2 and 3). The black dots indicate the AE sensors in 
boreholes, the light dots represent the locations of 41,521 AE events (Spies et al. 
2004). 

It can be seen, that most of the events accumulate in the pillar between 
Rooms 9n and 9s and in the areas between the upper Rooms 9n, 9s and the 
lower Rooms 2 and 3. The events in further distance from the galleries are 
caused by microfracturing at discrete anhydrite layers included in the rock 
salt formation. These AE events are caused by redistribution of stresses 
around the cavities which includes the nearby anhydrite layers, leading to 
stress concentrations. 

Fig. 11.19 shows a plan view (horizontal projection) of the site. In this 
projection the contours of the rooms and the main drift are marked by con-
tinuous lines (Rooms 2 and 3) and dashed lines (Rooms 9s and 9n). 24 AE 
sensors are installed in boreholes of up to 30 m length which were drilled 
from the drift (gray area) because the rooms are not accessible anymore. 

For a more detailed representation of all data including the smaller 
events, AE locations in the vertical profile S1 are given in Fig. 11.20. The 
location of profile S1 which is a cross-section through the cavities is indi-
cated in the plan view of Fig. 11.19. Data from a time interval of one 
month - about 10,000 events - from a spatial interval of 20 m thickness 
were projected into the cross-section. The AE locations in Fig. 11.20 show 
a dense accumulation of events between the corners of the higher and low-
er rooms. The reason for the high microcrack activity are "bandlike" struc-
tures of high shear stress leading to creep deformation of the rock salt ac-
companied by dilatancy (Spies et al. 2004). 

Finite element calculations using a viscoplastic material law show good 
correlation between the calculated stresses and the located AE events 
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(Spies et al. 2004). Zones of high shear stresses and deformations between 
the excavations (shear bands) coincide well with the zones of dense accu-
mulations of AE events. A detailed moment tensor analysis of the strong-
est events in the shear bands pointed out, that these events are due to shear 
mechanisms as well as tensile mechanisms (Manthei et al. 2001a). 
 

 
Fig. 11.19. Plan view of the two levels with Rooms 9n and 9s (bold continuous 
line) and Rooms 2 and 3 (dashed line) and the access drift (grey). The position of 
the borehole sensors are marked by black dots (Spies et al. 2004). 
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Fig. 11.20.  Located AE events in vertical cross section S1  

(see Fig. 11.19; Spies et al. 2004). 

11.4.4 Attenuation Measurement in the Morsleben Repository 

The located AE events between the four upper excavation levels in the 
central section (see Fig. 11.14) are shown in a top view in Fig. 11.21. The 
extension in vertical direction amounts to approximately 120 m. Only 
strong events (696,278 events) which were precisely located using at least 
16 P- and S-wave arrival times are included in this figure. The locations of 
the AE borehole sensors are plotted as open circles. The events can be 
roughly separated into two Regions I and II (marked by ovals). The highest 
density of AE events was observed in Region I outside the AE network 
above the backfilled cavity (see Subsection 11.4.3 and Fig. 11.17). The 
events in Region II were preferably located along walls of open cavities 
which are to be backfilled in the future. Compared with Region I, most of 
the events of Region II occurred 50 m to 100 m higher than in Region I. 
The AE activity in this area is caused by the ongoing deformation (conver-
gence) in the immediate vicinity of mine cavities and rock boundaries due 
to dilatancy under deviatoric stress conditions. 
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II 

Fig. 11.21. Locations of AE events between November 15, 2004 and August 23, 
2005 (696,278 events) in top view. 

 
Fig. 11.22 displays the distribution of the mean attenuation length (see 
Subsection 11.4.1) of the events in a gray-scale density plot. The plot 
shows the attenuation length within horizontal cells of 5 m x 5 m; cells 
containing less than 10 events are displayed as white areas. Again, as 
inFig. 11.21, Regions I and II are marked by ovals. 

The lowest mean attenuation length of about 25 m occurred in Region 
II in a small zone between y = 250 m and y = 290 m (light grey cells). In 
this area microcracking still takes place at the contours of closely spaced 
cavities even a long time after excavation. On the other hand, the highest 
attenuation length of about 510 m was obtained in Region I above the 
backfilled cavity outside the sensor network (northwest direction). The 
highest and lowest attenuation lengths of 25 m and 510 m correspond to 
damping coefficients of 3.47 dB per 10 m and 0.17 dB per 10 m, respec-
tively. Please remember (see Subsection 11.4.1) that the attenuation length 
is the reciprocal measure of the damping coefficient. 

I 

N 
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Fig. 11.22. Attenuation length obtained from AE events between November 15, 
2004 and August 23, 2005 (696,278 events) in top view. 

toric stress, e.g. in the 
EDZ with thickness of a few metres at the contour of underground cavities. 

ussion 

In salt rock, AE activity is detected around open cavities and at the boun-
daries between different rock types. Creep processes cause high AE activi-
ty due to high deviatoric stresses at the walls of the cavities in the excava-
tion disturbed zone. This kind of AE activity is interpreted as ongoing 

 

Scattering at microcracks occurs in regions of devia

That may be the reason for the high damping values found in regions of 
closely spaced cavities like Region II. On the other hand, in Region I with 
the lowest attenuation, the AE signals mainly propagate through undis-
turbed rock salt to the AE sensors. It should be mentioned, that this kind of 
analysis does not consider the dependence of the radiation pattern from the 
orientation of the fracture plane of the source. However, this effect does 
not seem statistically important because of averaging over many events 
with different orientations of the fracture planes located in the whole moni-
tored area.  

11.4.5 Disc
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deformation (convergence) in the vicinity of the open cavities and it is al-
ways present until convergence has been stopped, e.g. by backfilling of the 

 microcracking at stresses be-
lo

f these microcracks 
w

 the hydraulic pressure in a sealed 
volume of a borehole is increased up to fracture initiation in the rock. For 

-
 

methods to determine the orientation of the fracture plane like overcoring, 

open cavities. Apart from seasonal fluctuations by the variation of humid-
ity, the AE activity does not vary with time. 

On the other hand, temporally and spatially clustered AE events were 
observed at the boundary between rock salt and anhydrite. These events 
are also caused by high deviatoric stresses resulting from the convergence 
of the ductile rock salt below the stiff anhydrite layer. 

Because of its ductile behavior, rock salt is usually capable of perform-
ing creep deformation without occurrence of

w the so-called dilatancy boundary. Above the dilatancy boundary mi-
crocracking occurs. Most of the microcracks occur on grain boundaries 
and form no continuous macroscopic fractures. Deviatoric stresses above 
the dilatancy boundary result in growth and opening o

hich are mainly responsible for dilatancy and increase of permeability for 
fluids. Although these microcracks have small dimensions in the order of 
the grain size (millimeter range or centimeter range) of the rock salt, in the 
course of time in dilatant zones microcracks may join and form macros-
copic fractures especially in pillars between open cavities and in locations 
of high stress due to edges of rooms which are superposed in different le-
vels. In such highly stressed zones local instabilities may arise as spalling 
from the walls and roof falls. In this case the excavation disturbed zone 
migrates into the intact rock salt. The formation of new microcracks will 
be stopped not before the open cavities are closed by convergence or back-
filling. Also around very old cavities active zones of microcracking exist. 
It should be mentioned that humidity very much accelerates creep in rock 
salt (Hunsche et al. 1994). This leads to higher AE activity in the disturbed 
zones around cavities in summer and autumn as compared to the other sea-
sons. 

11.5 AE Measurement During Hydraulic Fracturing Tests 

The hydraulic fracturing method is able to measure the stress in rock di-
rectly. During a hydraulic fracturing test

the determination of the in-situ stress state the dimension, shape and, ori
entation of the fractures are of upmost importance. The usually applied

fissure forming with packer or visual inspection using a borehole camera 
are limited in borehole diameter and very expensive, in particular for hy-
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draulic fracturing tests in greater borehole depths. All these methods need 
clearly discernible fissures at the borehole wall and assume that the direc-
tion of fracture propagation is not influenced by changes of the stress state 
close to the borehole. With other words, a change of the fracture direction 
due to stress redistribution in further distance from the borehole cannot be 
observed. 

11.5.1  Hydraulic Fracturing Tests with AE Sensors in Separate 
Boreholes 

The test site of the hydraulic fracturing tests was located in the salt mine 
Bernburg, Germany, at the 420-m level in the Leine rock salt. Eight piezo-

 

Fig. 11.23 shows the test site in a perspective view. The western side-

ue to the high 
de

sets 
sh

site 
(u

electric AE borehole sensors were placed in four separate boreholes (10 m
length, 100 mm diameter) around the central injection well. 

wall of a huge chamber of 120 m length, 25 m width, and 30 m height is 
approximately 20 m away from the access drift. The horizontal injection 
well (diameter 42 mm, length approximately 12 m) had been made from 
the side of the access drift, which cuts the barrier pillar. D

gree of excavation the barrier pillar is under high compressional and dif-
ferential stresses with maximal and minimal principal stresses of approxi-
mately 25 and 10 MPa, respectively. Six hydraulic fracturing tests and ad-
ditional refracturing tests with an injected oil volume of 100 and 300 cm3, 
respectively, and injection time intervals of 15 min have been carried out 
in the injection well, at depths of approximately 1.3, 2.0, 3.4, 5.8, 7.0, and 
8.8 m. The AE events were located using P- and S-wave arrival times. 

Fig. 11.24 shows an AE event recorded by eight channels during the 
hydraulic fracturing test in 5.8 m borehole depth. The signals are low-pass 
filtered with a corner frequency of 17 kHz which is below the resonance 
frequency of the sensor. The signals show clearly discernible P- and S-
wave onsets which are very easy to pick automatically, and the on

ow similar wavelets. During six fracturing and refracturing tests, 735 AE 
events could be precisely localized with a residual error below 10 cm. 

The orientations of the macroscopic fracture planes as indicated by AE 
measurement were compared with independent stress calculations. These 
FEM calculations based on long-term surface subsidence measurement and 
measurement of underground convergence. Fig. 11.25 shows the result of 
these stress calculations in a vertical cross-section through the test 

pper figure). 
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Fig. 11.23. Test site of hydraulic fracturing series at the 420-m level in the vicinity 
of huge chambers (Manthei et al. 2001b). 
 

 
Fig. 11.24. Signals of an AE event from the hydraulic fracturing test in 5.8 m bo-
rehole depth. The traces of the eight channels are scaled to their maximum (Man-
thei et al. 2001b). 
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Fig. 11.25. Calculated stress field (top) around the test site together with the con-
tours of the access drift (left-hand side) and the huge chamber (right-hand side). 
Enlarged view (bottom) of the stress field (crosses) along the injection well and 
the located AE events (Manthei et al. 2001b). 

The horizontal line represents the injection well. A part of the contour line 
of the huge chamber can be seen at the right-hand side. At the left-hand 
side, the contour line of the access gallery is indicated. The crosses 
represent the orientations of the calculated principal stresses around the 
test site. It can be seen that in the vicinity of the free surfaces of the rooms 
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(wall, floor and roof) only the stress component parallel to the surface ex-
ists. In a larger distance from the surface the second stress component ap-
pears. 

Fig. 11.25 shows at the bottom the orientation of the principal stresses 
along the injection well and the located events in the enlarged projection to 
the y-z plane (side view). 

The orientation of the fracture planes as measured by acoustic emission 
agrees remarkably well with the orientation of the calculated principal 
stresses. It can be seen that the direction of the fracture planes appears to 
coincide with the maximum principal stress. Whereas in smaller borehole 
depths up to 2 m the macroscopic fracture planes are parallel to the gallery 
wall and perpendicular to the horizontal injection well, the fractures in 
greater depths are striking in y-direction at approximately 63°. This fact is 
observed for all fractures. These results confirm that fractures are oriented 
normal to the minimum principal stress (Manthei et al. 2001b). 

11.5.2  Hydraulic Fracturing Tests with AE Sensors in the Same 
Borehole 

In order to measure the crack orientation and extension, AE sensors are 
usually positioned in separate boreholes around a central borehole (see 
Subsection 11.5.1) where the fracturing tests take place. Recently, a new 
borehole tool was developed which is able to do the same job utilizing 
only one borehole. This borehole tool includes the hydraulic pressurization 
unit with the AE sensors. Due to the same distance between injection in-
terval and sensor arrays the sensitivity of AE registration is always the 
same independent of the borehole depth. It is possible to trace back the re-
alistic fracture propagation in distances up to 20 times of the borehole di-
ameter. Other expensive inspection methods are not needed. 

Since 1996, more than 100 fracturing tests have been performed on rock 
salt and anhydrite in horizontal as well as in vertical boreholes in different 
salt mines. In the following, after a short description of the experim ntal 

draulic pressurization unit in the 

e
set-up one example will illustrate the capabilities of the new borehole tool. 

The new borehole tool which was developed by IfG Leipzig and GMuG 
Ober-Mörlen in Germany (Manthei et al. 2003) is shown schematically in 
Fig. 11.26. It consists of two parts - the hy
middle and two AE sensor arrays at both ends. It is applicable to borehole 
diameters between 98 mm and 104 mm. The overall length of the borehole 
tool is about 2 m. Each sensor array includes four AE sensors in a cross-
section perpendicular to the borehole axis. The distance between the AE 
arrays is approximately 1.5 m. 
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The sensors with integrated preamplifiers are placed in a common housing 
which is screwed to the pressurization unit. They are pressed pneumati-
cally against the borehole wall. The preamplified signals are supplied to an 
8-

time a signal passes the trigger threshold. The 
bo

channel transient recorder card which is controlled by a portable per-
sonal computer. The transient recorder card (sampling rate 5 MHz, resolu-
tion 14 bit) is read each 

rehole pressure and the pressure which is applied to the packer are 
measured using pressure cells. The signals of the pressure cells are digi-
tized usually each second and stored on the hard disk of a notebook. 

 
Fig. 11.26. Hydraulic fracturing tool (schematically; Manthei et al. 2003). 

Fig. 11.27 gives an overview on all hydraulic fracturing tests in the salt 
mine Bernburg performed in a 15 m long horizontal borehole at depths of 
2 m, 4 m, 7 m, and 10.4 m. The location of the sensor arrays and the injec-
tion interval is indicated by means of circles and rectangles, respectively. 
The y-axis is parallel to the injection well. Approximately 15,000 located 
events are shown in a top view (at the left-hand side) and in a lateral view 
(at the right-hand side). 11,216 of these events could be localized during 
th

sio

t the crack tip (x'-z' plane). This is due to 

e fracturing test in 2 m and 4 m borehole depths. On the contrary, in lar-
ger borehole depths fewer events (3,696) were located in spite of the fact 
that the same oil volume was injected. This observation may be explained 
by larger deviatoric stresses close to the contour of a gallery. The exten-

n of the fractures is nearly independent of borehole depth. 
In the following, the fracturing test in 4 m depth will be described in 

more detail. More than 5,100 AE events could be located during this test. 
After rotation of the coordinate system a nearly perfect plane fracture ap-
pears in the x'-y' plane in Fig. 11.28. The located events mark a clearly 
discernible fracture plane. The fracture initiated in the middle of the injec-
tion interval and propagated in radial direction transverse to the injection 
well. Most events are located a
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the fact that during fast crack propagation at the beginning of each fracture 
phase AE events are emitted so frequently that they overlap each other 
and, therefore, cannot be located. 

 
Fig. 11.27. Located AE events of a hydraulic fracturing series at the 500-m level 
of the salt mine Bernburg in projection to two coordinate planes. The location of
the

 
 AE sensor arrays and the injection interval is indicated by means of circles and 

rectangles, respectively. The y axis is parallel to the injection well (Manthei et al. 
2003). 

Generally, the borehole tool is applicable in all rocks which show sponta-
neous and fast crack formation. Difficulties will occur in layered or multi-
ply jointed rocks, because such rock types show a high attenuation and 
strong absorption of the elastic waves. The borehole tool was developed 
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Fig. 11.28. Located AE events 
of a hydraulic fracturing test in 
4 m borehole depth in projection 
to the rotated coordinate plane 
(Manthei et al. 2003). 

and applied in underground waste dis-
posal research projects where know-
ledge about the stress state in rock was 
needed to characterize strength, tight-
ness, and deformation behaviour of the 
host rock which has to isolate hazard-
ous radioactive or chemical wastes 
from the biosphere for a long time. 

On the other hand, hydraulic fractur-
ing measurements deliver valuable data 
like absolute magnitude and orientation 
of the minimum principal stress for the 
validation of structural models which 
are used to calculate the geomechanical 
evolution of the long-term stability of 
mines. 

The borehole tool is also useful 
where stress measurement is needed to 
evaluate safety aspects in operating 
mines as well as to support the licens-
ing procedure for sites of underground 
waste disposal. Further promising ap-
plications relate to tunnel excavation in 
rock and to the construction of geo-
technical barriers like dams. 

 
 

11.6  AE Measurements in Laboratory Studies on Rock 
Specimens 

11.6.1 Overview on AE measurements on Rock Specimens 

n in Table 11.3. This table is subdivided according to measurement 
and evaluation methods applied into three headings: Event counting and 

We start with an extensive literature overview on the applications of AE 
measurement on rock specimens in laboratory studies in the last 45 years 
as give

similar methods for measurement of AE activity like ring-down counting 
is the simplest applied method. This method is used to investigate the in-
elastic processes as for instance microcracking going on during deforma-
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tion of rock. The so-called Kaiser
stress (Heading A). 

To improve the understanding o
the spatial and temporal variation o
tion, source location has to be used
(Heading B). 

The most advanced methods ap
studies on rock specimens try to ch pre-
cisely located AE events analysing f
moment tensors (Heading C). 

Table 11.3. Overview on AE measure

Reference Rock t

 effect is used to determine in-situ rock 

f the fracturing process by following up 
f hypocenters during microcrack forma-
 which necessitates four sensors at least 

plied to AE measurement in laboratory 
aracterize the source mechanism of 

ault-plane solutions or calculating the 

ments on rock specimens 

ype Loading Evaluation method 

A: Event counting, inelastic deformation, statistical analysis, Kaiser effect

Mogi [1962] Mannari granite 
Inada granite 
Kitagisima granite 
Manazuru andesite 

Bending Event counting, statistic of 
AE 

Kitakanraku andesite 
Pumice 

G

Brown and 
Singh [1966] 

Bedford sandstone, 
Crab Orchard limestone, 
Chelmsford granite 

Scholz [1968b] Westerly granite, 
Rutland quartzite, 

sandstone, 
San Marcos gabbro 

Uniaxial compres-
sion, Triaxial com-

Event counting, statistic of 
AE 

pression 

tic of 

oodman [1963] Berea and Boise sand-
stone, quartz diorite 

Uniaxial compres-
sion 

Event counting, Kaiser  
effect 

Uniaxial tension 
loading,  

Event counting, static  
fatigue 

Calcite marble, 
Colorado rhyolite tuff, 
Pottsville 

pression 

Scholz [1968c, d] Westerly granite, 
San Marcos gabbro 

Uniaxial compres-
sion, Triaxial com-

Event counting, statis
AE 

Alheid and 
Rummel [1977] 

Sandstone, 
Marble 

Triaxial compression Event counting, frictional 
sliding 

Lockner and 
Byerlee [1977a] 

Westerly granite, 
Weber sandstone 

Triaxial compression Source location, statistic 
of AE 

Weeks  
et al. [1978] 

Westerly granite Triaxial compression Source location, statistic 
of AE 
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Reference Rock type Loading Evaluation method 

A: Event counting, inelastic deformation, statistical analysis, Kaiser effect (continued) 

Kurita and 
Fujii [1979] 

Granite Uniaxial compres-
sion 

Kaiser effect 

Rong [1979] Jinan gabbro, 
Changpin granite 

Triaxial compression Event counting, fracture 
strength 

Sobolev  
et al. [1980] 

Pyrophyllite Uniaxial compres-
sion 

Amplitude and frequency 
analysis 

Ohnaka and Shinkomatsu andsite, Uniaxial compres- Event counting, statistic of 

ki gabbro, 
ompression re 

et al. [1982] 
mpression 

 

Holcomb and 
Costin [1986] 

Uniaxial compres-
sion 

Kaiser effect 

n f 

 of 

Glaser and Dolostone Bending Event counting, event 

Cox and 
Meredith [1993] 

e ompres-
sion 

Event counting, statistic of 
AE 

Hashida and 
Takahashi [1993] 

Fracture toughness 
test 

Event counting, fracture 
toughness 

Hashida [1993] t counting, fracture 
toughness 

] 
sion 

sion 

sion 
 

Mogi [1982] Mannari granite sion AE 

Shimada  
et al. [1982] 

Mannari granite, 
Murotomisa
Horoman dunite, 
Akaishi eclogite 

Triaxial c Event counting, fractu
strength 

Lockner  Graywacke 
Greenstone 

Triaxial co Source location, statistic 
of AE

Westerly granite 

Hirata [1987] Murata basalt Triaxial compressio Event counting, statistic o
AE 

Hatton  
et al. [1990] 

Loch Uisg micro-
granudiorite 

Tensile loading Event counting, statistic
AE 

Nelson [1992] Granite classification 

Gosford sandston Uniaxial c

Iidate granite 

Iidate granite Fracture toughness 
test 

Even

Weiss [1997 Granular ice Uniaxial compres- Event counting, statistic of 
AE 

Lavrov  
et al. [2001] 

Rock salt, 
Clay 

Uniaxial compres- Event counting, Kaiser  
effect 

Lavrov  
et al. [2002] 

Limestone Uniaxial compres- Event counting, Kaiser  
effect 
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Reference Rock type Loading Evaluation method 

A: Event counting, inelastic deformation, statistical analysis, Kaiser effect (continued) 

Seto  
et al. [2002] 

Inada granite, 
Shirahama sandstone 

g, Kaiser  
effect 

Uniaxial compres-
sion 

Event countin

B: Event location, f , hydraulic fracture process racturing

Scholz [1968a] Westerly granite Uniaxial compres-
sion 

Event location, fracturing 
process 

Lockner and 
Byerlee [1977b] 

on 

7c] 

Rothman [1977] stone Uniaxial compres-
sion 

Event location, rock  
failure mechanism 

nd nite 
sion and cycling ng 

, fluid-
induced fracturing 

Manthei and 
Eisenblätter [1989] 

Rock salt No confining pres-
sure 

t location, fluid-
induced fracturing 

ssion 
echanism 

et al. [1993] 
te mpression 

induced fracturing 

Labuz [1998] 
Sioux quartzite, Berea 
sandstone, Charcoal gran-

ranite 

-point bending ce location, fracture 
zone 

Rock salt mpression  dilatancy 

Alkan  Rock salt mpression ack 

C: Event location, fault-plane solution, moment tensor analysis 

Westerly granite, 
Weber sandstone 

Triaxial compressi Event location, rock  
failure mechanism 

Lockner and 
Byerlee [197

Weber sandstone Confining pressure 
and differential stress 

Event location, fluid-
induced fracturing 

Crab Orchard sand

Sondergeld a
Estey [1981] 

Westerly gra Uniaxial compres- Event location, event 
clusteri

Majer and 
Doe [1986] 

Rock salt Triaxial compression Event location

Even

Masuda  
et al. [1990] 

Inada granite Triaxial compre Event location, rock  
failure m

Masuda  Inada grani Triaxial co Event location, fluid-

Zietlow and 

ite, Rockville g

Three Sour

Pusch and 
Alkan [2002] 

Triaxial co Source location,

et al. [2003] 
Triaxial co Source location, cr

visualization 

Sondergeld and 
Estey [1982] 

rly granite ial compres-
sion and cycling 

location, fault-
plane solution 

Weste Uniax Source 

Kuwahara  
et al. [1985] 

Abukuma granite ial and biaxial 
compression 

location, fault-
lane solution 

Uniax Source 
p
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Reference Rock type Loading Evaluation method 

C: Event location, fault-plane solution, moment tensor analysis (continued)

Nishizawa  site 
olution et al. [1985] 

Yugawara ande Uniaxial loading Source location, fault-
plane s

Kusunose and Andesite Uniaxial co
Nishizawa [1986] Granite 

mpres-
sion 

Source location, fault-
plane solution 

Kranz  
et al. [1990] 

Inada granite ial compression cation, fault-
plane solution 

et al. [1990] 
Triaxial compression lt-

plane solution 

Labuz [1995] 
Charcoal granite ment 

tensor analysis 

Ishida  
et al. [1997] 

Granite ial loading lt-
plane solution 

, fracture zone 

 
sion e zone 

e schist n 
lue 

sion 
ent 

2005] ent 

Triax Source lo

Satoh  Oshima granite Source location, fau

Shah and Uniaxial loading Source location, mo

Triax Source location, fau

Zang  
et al. [1998] 

Aue granite Uniaxial compres-
sion 

Source location, focal 
mechanism

Zang  
et al. [2000] 

Aue granite Uniaxial compres- Source location, focal 
mechanism, fractur

Lei  
et al. [2000] 

Hornblend Triaxial compressio Source location, fault-
plane solution, b-va

Sellers  
et al. [2003] 

Quartzite Uniaxial compres- Source location, mom
tensor 

Manthei [ Rock salt Triaxial compression Source location, mom
tensor 

11.6.2 Event Counting, Kaiser Effect, b-Value, and Time 

Event counting: The simplest one can easily perform is the counting of 
 utiliz  one AE se r the 

rock specimen. Generally, there is a good correlation between AE activity 
cture processes in rock. 

Some of the first laboratory AE measurem i 
un  betwe  an cur-

rences. Many of the early laboratory studies on rock specimens were also 
study ilarities. The article of David A. Lockner 
the role of acoustic emiss tudy of rock fracture gives 

Statistic 

AE events ing only nsor which is di ectly attached to 

and deformation. So, AE is useful in analyzing fra
ents were 

en AE activity
carried out by Mog
d earthquake oc[1962]. He fo d similarities

aimed at ing these sim
[1993] on ion in the s
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an excellent insight into common relations both in  AE 
studies. He writes: "The impetus for this research has been to develop 

the problem of 
e pred is go t be ifi-

understanding of brittle fracture have occurred along 
the way" (Lockner 1993). In the context of earthquake prediction, parame-

e st de rce 
location. 

y p  1960s an ela-
nd AE activity, whi sured ei-

 the AE event count or by th   the 
times a burst signal crosses the detection threshold. Unconfined 

e pe o 
 AE activity increases with deformation and whether a charac-

teristic correlation exists between AE inelastic strai
n rock 

specimen by applying load well below specimen failure. On the basis of 
nt counting, the relation of the AE activity n 

can be co pared between specimens o t of the same rock ty
an n different typ ock 
rent structure (e.g. heter eity, see Mo

ect: The Kaiser a well-known n d-
ies. Kaiser [1953] discovered with repeated loading of tensile specimens 

 retai ory of the pr d -
fect can be defined as the absence of ac mission at stress levels be-

ou ed maximal l 
information about irreversible processes in a particular rock. The Kaiser 
effect applies to deformation processes like plastic deformation and crack 

uring re-
ing of a specimen. This effect is to be seen also during repeated 

earthquake and
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stress. The Kaiser ef

low the previ sly appli stress. It can be used to provide usefu

growth, whereas frictional motion between the flanks of existing cracks 
may generate repeated acoustic emission by stick slip processes d
peated load
unloading of specimens containing cracks. 

The Kaiser effect is often used to determine the so-called in-situ stress, 
i.e. the stress at the place in the rock mass the cores came from. Hardy 
[1989] reviewed theory and application of the Kaiser effect on rock speci-
mens. At the 5th International Workshop on the Application of Geophysics 
in Rock Engineering in 2002, standards about terminology, apparatus, pro-
cedure, evaluation of results, and reporting in the application of the Kaiser 
effect for in-situ stress measurement were published by a working group 
for estimating the primary state of stress in a rock mass using the AE tech-
nique (N.N. 2002). For interested reader more insight in the application of 
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the Kaiser effect is given in several reviews and articles (e.g. Holcomb 
1993). It should be noted that the Kaiser effect is not valid for all rock 
types (Lockner 1993). Some investigations show that AE starts well before 
reaching the maximal load level the specimen has experienced before. 

b-value: In a statistical analysis of microcracking in rock, an important re-
lationship is the frequency-magnitude distribution. In the simplest case of 
measurement with only one AE sensor, the magnitude is just the logarith-
mic peak amplitude. In case of a multi-channel measurement it makes 
sense to refer the AE event magnitude to a fixed distance from the AE 
source as shown in Subsection 11.4.1. The peak amplitude is usually given 
in the logarithmic decibel scale with reference to amplitude A0 of 1 µV 
(Dunegan scale) before amplification. The reference distance r0 has to be 
adapted to the specific application. Whereas in our measurements in mines 
we used a distance of 50 m as reference, in our laboratory measurements 
we used a reference distance of 100 mm. 

Very often the number N of all events with peak amplitude above a level 
A, i.e. the cumulative event number, shows an exponential decay with in-
creasing peak amplitude A.  

)exp( AN ⋅−∝ β  (11.4a)

Therefore, a double-logarithmic plot of logN versus logA shows a linear 
relationship of logN versus logA: 

AbaN loglog ⋅−=  (11.4b)

a and b are constant. This relation is the same as the famous Gutenberg-
Richter relation (Gutenberg and Richter 1954) for the frequency of earth-
quakes if logA is replaced by the earthquake magnitude M (which is a 
logarithmic measure of the amplitude, too). 

In the above Eq. 11.4 the constant a characterizes the mean activity 
level in the local region investigated. The constant b characterizes the rela-
tive frequency of low-amplitude events in comparison to high-amplitude 
events. A small b corresponds to a large portion of high-energy events, and 
vice versa: a large b corresponds to a large portion of low-energy events. 
In the case of earthquakes the a- and b-values are thought to be typical for 
the local region investigated. 

In a distributive application Eq. 11.4 becomes: 

)log(log Amn ⋅=  (11.5)

with m = b + 1, where n represents the number of events in the amplitude 
interval [A, A + dA]. 
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It should be noted, that in AE measurement as well as in MS measure-
ment the frequency-magnitude relation sometimes shows curvature, so that 
the classical Gutenberg-Richter b-value is not always adequate (Kijko et 
al. 1993). In this case the frequency-magnitude relation can be expressed 

ses with increasing distance be-
tw

Time statistic: Up to now, the time statistic of AE events was investigated 
only very seldom. Nevertheless, one of the earliest writers in this field, 

rved on granite and pumice specimens 
loaded in bending experiments. He evaluated the time intervals τ b
successive AE events at different stress levels. For the frequency

by 
CMMbaN )(log min−−=  (11.6)

where Mmin is the threshold of completeness and the parameter C controls 
the curvature. In a multichannel measurement, the threshold of complete-
ness means the lowest magnitude an event should have to be localized by a 
sufficient number of channels. If the AE event is located outside the sensor 
network, the threshold of completeness increases with increasing mean 
distance between source and sensor. The higher this distance, the higher 
the threshold of completeness. If the event originates inside the sensor 
network, the level of completeness increa

een sensors. For C = 1 the curvature of Eq. 11.6 disappears and the 
equation takes the same form as the classical relation of Gutenberg-
Richter. 

Mogi [1962] already presented an extensive publication on the topic of 
time statistic of AE events obse

etween 
 n(τ) of 

these time intervals he found  

)exp()( τβτ ⋅−∝n  (11.7)

where the constant β diminished with increasing stress level. From these 
results Mogi deduced that the events occurred independently and at ran-
dom (Poisson process). 

Mogi already knew examples for induced events from the aftershock se-
ries of earthquakes after a large main shock and from clusters of volcanic 
earthquakes. After the main shock at t = 0 the event rate of aftershocks has 
been found to decay with time according to an empirical relation 

pttn −∝)(  (11.8)

which is known as Omori's power law. Here p is constant, and n(t) denotes 

anite and San Marcos gabbro the AE rate obeyed 

the frequency of aftershocks occurring in a time interval [t, t + dt]. 
Scholz [1968d] showed that after the ultimate fracture of rock speci-

mens of Westerly gr
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O

ted as mainshock-aftershock sequences. He observed in most cases a 
transition from obeying an exponential decay law (Eq. 11.7) to Om
power law (Eq. 11.8). Lockner [1993] re-evaluated some of Hirat

mori's power law (Eq. 11.8). In this case an AE event was induced by a 
previous one (Polya process). Hirata [1987] analyzed AE signals that oc-
curred while an unconfined basalt specimen was held at a constant high 
stress (at about 85% of ultimate stress). Individual bursts of events were 
trea

ori's 
a's re-

sults. 
Interestingly, both processes were also observed in metals (Erlenkämper 

1980). Fig. 11.29 and Fig. 11.30 show sequences of AE signals in fracture 
mechanic experiments with annealed carbon steel and aluminium alloy, re-
spectively. 

 

 

Fig. 11.29. Signals from fracture mechanical experiments on annealed C-steel (Er-
lenkämper 1980). 

 

k 
was not continued and applied to rock.

Whereas in annealed carbon steel the signals show a clear evidence for the 
existence of a Poisson process with independent events, the bursts of sig-
nals in aluminium alloy show distinct clusters of interdependent events. 

As said before, such time statistic evaluations have been rarely carried 
out and, therefore, no more essential results can be quoted. It could be 
worth-while to investigate whether there exists a correlation between am-
plitude statistic and time statistic. A first attempt was made by Erlenkäm-
per [1980] who found such a correlation in metals. Unfortunately, his wor
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Fig. 11.30. Signals from fracture mechanical experiments on aluminium alloy. 
The time scale is the same as in Fig. 11.29 (Erlenkämper 1980). 

11.6.3 Clustering and advanced source location methods 

As mentioned in Subsection 11.4.1, a cluster is a series of AE events 
which are spatially and temporally related. The more critical planar clus-
ters are precursors of macroscopic crack formation. The formation of pla-
nar clusters is mostly associated with failure at pre-existing weakened 
zones or formation of new cracks in highly stressed zones due to stress re-
distribution. 

A systematic search for clusters as described in Subsection 11.4.1 was 
applied on AE events, which were generated during a triaxial extension
test of a cylindrical rock salt specimen (diameter 150 mm, length 300 mm) 

te Disposal Technology and Geomechanics at the Tech-
nical University of Clausthal, Germany. During the test the axial dis-

he 
sp

 was applied in such a way that a 
constant axial strain rate of 8.33·10  sec-1 was produced. The maximum 
and minimum principal stresses were in radial and axial direction, respec-
tively. During the experiment (duration 5 hours) about 70,400 events were 
recorded. Approximately 50% and 25% of these events were locatable us-
ing at least 8 and 10 consistent P- and S-wave onsets, respectively. 

 

from the Asse salt mine, which was carried out in the laboratory of the De-
partment for Was

placement and axial force, the radial pressure, and the volume change 
(dilatancy) of the specimen were measured and stored. 

An array of 12 AE wide-band sensors was glued to the surface of t
ecimen. The AE measuring system included three four-channel transient 

recorder cards in a personal computer. These cards (sampling rate 10 MHz, 
resolution 14 bit, storage capacity 512 kByte per channel) were read each 
time when at least two channels were hit. The digitized signals were stored 
on the hard disk of the personal computer. Starting at an isotropic pressure 
of 5 MPa, an increasing confining load

-6
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Fig. 11.31 shows the 17,300 located events utilizing at least 10 onsets for 
source location projected onto the three coordinate planes (top view and 
two lateral views). The sensor positions are indicated by encircled num-
bers. 

Because of the strong extension of the specimen and remaining source 
location errors, some sources are located out of the box, which represents 
the original shape of the rock specimen. The figure shows that the events 
are preferentially distributed in clouds over the whole specimen. Some ac-
cumulations of events can be observed. 

The cluster analysis with primary parameters of 1 minute and 10 mm 

marked by small crosses. Cluster No 1 and No 2 appeared within a time 
ed. 

yields 297 primary clusters. Most of the primary clusters (280) comprise 
less than 10 events. At the end, the two biggest clusters with 142 (No. 1) 
and 81 events (No. 2) were plotted in Fig. 11.32. The sensor positions are 

period of 5 and 2.5 minutes, respectively, after the test had been start

 
Fig. 11.31. Located events in top view and two lateral views. The circle and boxes 
mark the initial shape of the cylindrical specimen. The encircled numbers are indi-
cating the position of the AE sensors. 
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Fig. 11.33 displays at the left-hand side the correlation integral (Eq. 11.2 
in Subsection 11.4.1) versus the distance (bold line) of Cluster No. 1. In 
this diagram, the fractal dimensions D (Eq. 11.3) of 1, 2, and 3 are indi-
cated by the thin straight lines (from left to right). The slope of 2 which 
pr

nce of the cluster and the ultimate 
fa

 
Fig. 11.32. Location of two big clusters with 142 (No. 1) and 81 events (No. 2) in 
the same manner as in Fig. 11.31. 

At the right-hand side of Fig. 11.33, the orientations (small dots) of con-
necting lines between event pairs are plotted in an equal-area, lower hemi-
sphere projection. Most orientations in Fig. 11.33 are near the periphery of 
the hemisphere, thus indicating nearly horizontal inclination of the plane. 

oves true up to an interevent distance of about 2 cm represents a planar 
structure and is an evidence for critical AE activity. Indeed, the ultimate 
failure was a sudden tensile fracture of the specimen exactly at the position 
where cluster No. 1 occurred. Interestingly, in the time interval of ap-
proximately 4 hours between the occurre

ilure of the specimen no further AE events were emitted from the cluster 
region. 

The big filled dots indicate the orientation of the three coordinate axes. 
The normal vector of the plane is in the center of the hemisphere, i.e. 
nearly in z direction. 

Cluster No. 2 
 
 
 
Cluster No. 1
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Systematic location errors could occur due to high deformation of the rock 
specimen. To minimize the travel-time residuals, systematic location errors 
associated with picking errors and the velocity variations due to micro-
cracking were removed by the application of the joint-hypocenter determi-
nation (JHD) method (Frohlich 1979). Using the JHD method, "station 
corrections" can be determined that account for consistent inaccuracies of 
the wave velocity along the travel path especially near sensor positions. To 
delineate structures inside a clouded AE event distribution the collapsing 
method, which was first reported by Jones and Steward [1997], can be ap-
plied. This method describes how the location of an AE event can be 
moved within its error ellipsoid in order that the distribution of movements 

d loca-
es in the 

for every event of a cloud approximates that of normally distribute
tion uncertainties. This does not make the location uncertainti
dataset smaller but it highlights structures already inherent within the un-
focussed dataset. 

 
Fig. 11.33. Correlation integral and fractal dimension (left-hand side) of C
No. 1 and the orientations of connecting lines between event pairs (small

luster 
 dots) in 

an equal-area, lower hemisphere projection (right-hand side). 

 
Nevertheless, the method can help to identify some structures in clouded 
source locations. The collapsing solution is not necessarily unique and de-
pends on the collapsing algorithm. The existence of any structure found 
must be viewed with caution1. Fig. 11.34 shows the result of the collapsing 

                                                      
1 Personal conversation with Professor Niitsuma, Tohoku University, Sendai, Ja-
pan, 2003 
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method. Compared with Fig. 11.31, the events are more clustered. Some 
structures in the AE cloud have been revealed by this method. 

 

 

Fig. 11.34. Collapsed events after JHD location as seen in Fig. 11.31 

11.6.4 Source Characteristics and Focal Mechanisms 

specimens, fault-plane solution method and moment tensor analysis. In 
earthquake seismology, the classical method is the fault-plane solution 

The use of multichannel recording systems provides more quantitative 
analysis of source mechanisms utilizing the digitally stored AE signals. 
Two methods are in common use in source mechanism studies on rock 
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method. This method uses polarities and ray directions of the P-wave to 
constrain possible double-couple (DC) fault-plane solutions, but requires a 
very good sensor coverage of the focal sphere. The fault-plane solution 
method assumes pure shear slip along the fault plane which is realistic for 
tectonic earthquakes. Therefore, the fault-plane solution method is espe-
cially adapted to the situation of tectonic earthquakes within the earth 
where volume changes normally cannot occur. 

On the contrary, in the case of laboratory investigations on rock speci-
mens under uniaxial or triaxial load, volume changes in the source play an 
important role. Dilatancy can be explained as volume expansion caused by 
tensile opening. In contrast to the fault-plane solution method, the more 
complex moment tensor method is capable of describing sources with 
volumetric components like tensile cracks, deviatoric sources like shear 
cracks, or a mixture of both source types. The volumetric source compo-
nents can be easily obtained using the isotropic part, or one-third of the 
moment tensor trace. With the moment tensor method, the source mecha-
nisms are estimated in a least-squares inversion calculation from ampli-
tudes of the first motion as well as from full waveforms of P and S waves. 
This method requires additional knowledge about the transfer function of 
the medium (the so-called Green's function) and sensor response. 

Both methods have been applied in the field of AE in rocks. Some ex-
amples of the application of the fault-plane solution method are given by 
Sondergeld and Estey [1982], Kuwahara et al. [1985], Zang et al. [1998]. 
Because of an insufficient number of sensors these authors investigated 
only polarities of P-wave first motion to classify AE events recorded dur-
ing uniaxial loading of rock specimens into shear and tensile types. A 
source with a uniform compressional polarity pattern was interpreted as a 
tensile type and one with compressional as well as dilatational first mo-
tions as a shear type. It was not possible to determine the source orienta-
tion or to quantify the volume change of the microcracks. 

The moment tensor of each AE event can be evaluated if the displace-
ments at a sufficiently large number of sensor positions are known. The 
displacement signal, which is emitted from the source, is distorted by the 

ore, a well 
characterized material and sensor is crucial in evaluating the source 
mechanisms with the moment tensor method. For this reason, Manthei 
[2005] has emphasized rock and sensor characterization to be able to cor-
rect the measured signal amplitudes for wave attenuation, sensor directiv-
ity, and sensitivity. 

A compression experiment on a cylindrical rock salt specimen of same 

 11.6.3 was carried out in such a way that a constant axial strain 

wave propagation in the specimen and by the sensor. Theref

dimensions and with the same measurement techniques as described in 
Subsection
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rate of -8.33·10-6 sec-1 was produced. In 4.5 hours the full waveforms of 
about 100.000 AE events could be stored.  

Manthei [2005] demonstrates the application of the moment tensor 
method to analyse automatically this huge amount of AE events. The 
automatic procedure was separated into source location, data extraction, 
and stability checking of the inversion calculation. The effectiveness of 
automated evaluation procedures is listed in Table 11.4. This table pre-
sents the number of events evaluated with various automatic procedures. 

The table shows, that 57% of the detected events were located using at 
least 8 consistent P- and S-wave arrival times. 30% of the detected events 
were more precisely located using at least 16 consistent arrivals. The 
source mechanism could be evaluated using the moment tensor method on 
about 15% of the detected events and stable moment tensor solutions were 
obtained on 12.5% of the detected events. 

Table 11.4. Number of events obtained in automatic procedures such as registra-
tion of events up to moment tensor determination 

Procedure Requirements Number of  
events (%) 

Registration of events at least 1 channel was hit 105 (100) 
Source location at least 8 consistent P- and S-wave 

arrival times 5.7·104 (57) 

Precise source location at least 16 consistent P- and S-wave 
arrival times 3·104 (30) 

Moment tensor method at least 10 clearly discernible  
P-wave first motions 1.5·104 (15) 

Stable moment tensor  
solutions 

at least 10 clearly discernible  
P-wave first motions 1.25·104 (12.5) 

 
A decomposition of the moment tensor into two terms is defined as: 
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(11.9)

where tr(M) = m  + m  + m  is the trace of the entire moment tensor with 1 2 3
eigenvalues mi and deviatoric eigenvalues mi* = mi – 1/3·tr(M). The first 
term describes the isotropic source component, which is important for 
quantifying the volume change in the source. The second term describes 
the deviatoric source components like the double couple (DC) or shear 
component. 
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The source mechanism can be classified through the parameter ε and the R 
value. Parameter ε  is defined as ε = m2/max(|m1|,|m3|) where mi are the ei-
genvalues of the moment tensor (m1 ≥ m2 ≥ m3). ε is zero for a shear me-
chanism, approximately 0.37 for a tensile mechanism with elastic parame-
ters of rock salt, and ±l.0 for an explosion or implosion mechanism, 
respectively. 

The R value as defined by Feignier and Young [1992] is the ratio of the 
isotropic component to the sum of the isotropic and deviatoric compo-
nents: 

∑
=

+
= 3

1

*)(

)(

i
imMtr

MtrR  
(11.10)

The ratio varies from –100% for pure implosion sources up to 100% for 
pure explosion sources. A pure shear failure mechanism is indicated by 
R = 0 and a pure tensile mechanism is indicated by a R value of approx-
imately 67% for the elastic parameters of rock salt. 

 

 
Fig. 11.35. Histogram of the ε values calculated by the eigenvalues of the moment 
tensor (Manthei 2005). 
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Manthei [2005] found that the observed AE events were predominantly of 
tensile type (fracture mechanical Mode I). Most of the events (approxi-
mately 90%) showed significant isotropic source components, which is in 
agreement with the applied deviatoric loading that leads to dilatation. The 
parameter ε and the R values (see Figs. 11.35 and 11.36) tend to values of 
pure tensile mechanisms (ε = 0.37 and R = 67%). He also found, that the 
tension axes normal to the planes of tensile cracks were predominantly ori-
entated in the radial direction, that is in the direction of the minimum prin-
cipal stress as expected for this crack type. 

  

Fig. 11.36. Histogram of the R-value calculated from the moment tensor. Unfilled 
bars are indicating events with compressional first motions only and black bars are 
indicating events with at least one dilatational first motion (Manthei 2005). 

 
These results correspond well with observations made by other authors 
during slow deviatoric loading of rock salt from the same provenance of 
the Asse mine. Alkan et al. [2003] performed two-dimensional model ex-
periments on 10 mm thick rock salt slices to investigate which crack types 
occurred during dilatant loading. Under an optical microscope with a total 
magnification of 180 they observed intercrystalline cracks (Type 1) on 
grain boundaries. Most of these cracks occurred on grain boundaries which 
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were orientated in the direction of the maximum principal stress. Increas-
ing the deviatoric stress resulted in growth and opening of these cracks. 
Contrary to this, transcrystalline cleavage cracks (Type 2) which formed 
during loading remained closed. Consequently, Type 1 cracking seems to 
be mainly responsible for dilatancy and an increase of permeability for flu-
ids during deviatoric loading of rock salt. 

Because of the limited accuracy of the AE source location, there was no 
direct proof that the cracking indicated by AE events occurs on grain 
boundaries. But combinations of all cited observations with our results 
lead us to the assumption that most AE events are caused by intercrystal-
line cracking with tensile opening of the cracks. This happens on grain 
boundaries parallel to the specimen axis.  

 
Fig. 11.37. Damage and fracture development during failure of the rock salt 
specimen (Herget 1988). 
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Stronger AE activity starts early in the loading immediately after passing 
the dilatancy boundary (DB). The first located AE sources in the speci-
men's interior indicate that the DB is reached. In later stages of the test, 
most microcracks keep the same orientation. This is in agreement with the 
visible damage development at different degrees of deformation which 
showed cracking parallel to the maximum principal stress direction. These 
so-called extension fractures are well-known from many rock specimen 
tests (Herget 1988). The extension fractures accumulate in zones of high 
shear stress, which form a cone of conjugate shear bands. In this highly 
damaged zone the ultimate shear fracture occurs (Fig. 11.37). 

Zang et al. [1998] investigated the effect of stress anisotropy on brittle 
failure of granite under uniaxial compression. The experiment was per-
formed on a Aue granite specimen (diameter 52 mm, length 100 mm) in a 
non-standard asymmetric compression test, in which 20% of the top sur-
faces of the core remain unloaded (compare with Fig. 11.39). The advan-
tage of asymmetric compression compared to symmetric loading is to 
know in advance the nucleation and propagation path of the fracture. 

Eight piezoelectric sensors, spring loaded to the specimen, were used for 
source location. The signals of the eight sensors were digitised with a sam-

ing frequency of 5 MHz, 12 bit amplitude resolution, and a storage win-

rise time, ring-down counts, maximal amplitude, and seismic energy. 
In these experiments the AE rates of three sensors were used as feed-

 

pl
dow of 512 samples. The signals of an additional wide-band sensor were 
evaluated online during test with respect to eight typical AE parameters 
like event number, arrival time, signal duration, time between two events, 

back signal to control axial load for stabilization of the stress drop. 
Fig. 11.38 shows the density of the located AE events in projection to 

the three coordinate planes (x-y-plane at top, z-y-plane in the middle, and 
x-z-plane at bottom) in this asymmetric compression test as schematically 
shown in Fig. 11.39. The crack growth is illustrated in four stages (a1 to 
a4) of approximately 130 located events each and the final stage a5 of 
stress accumulation after the pre-fracture (290 events). The y-z-plane 
represents a view onto the macroscopic fracture plane, which is growing 
from top left to about 10 mm above the bottom surface. The x-y-plane 
shows that the contour lines of high event density coincide with the locus 
of maximum shear stress from finite element calculations. After the com-
plete shear fracture formation the AE activity shifted to the remaining part 
of the specimen. 
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Fig. 11.38. Event density in projection in projection to the three coordinate planes 
in five successive stages of fracture growth. The fracture plane from core inspec-
tion is indicated by dashed lines (Zang et al. 1998). 

 

The focal mechanisms of the located events were estimated from polarities 
of the automatically picked first motions. The polarity value pol of a single 
event is calculated by: 

∑
=

=
k

i
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k
pol

1
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 (11.11)

where k is the number of channels. The polarity was used to separate Type 
S (shear) events (-0.25 ≤ pol 0.25) from Type T (tensile) events (-1 ≤ pol < 
-0.25) and Type C (compression) events (0.25 ≤ pol < 1). 

If most of the sensors have compressional or dilatational first motions, 
the events were classified in Type T and Type C, respectively. Otherwise, 

polarity pattern was interpreted as a tensile type, 
and one with compressional as well as dilatational first motions as a shear 

the events were of Type S. According to this nomenclature, a source with a 
uniform compressional 

type. From all events emitted before and during fracturing of the specimen, 
70% were of Type S, 20% of Type T and 10% of Type C. In Fig. 11.39 
single fault-plane solutions of the six strongest Type S events are plotted in 
projection on the x-z-plane. The polarities of the eight sensors are shown at 
the right-hand site of Fig. 11.39 in an equal-area, lower hemisphere projec-
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tion. The measured first motions polarities are fitted to theoretical radiation 
patterns of a pure DC mechanism. Black area and positive sign are indicat-
ing compressional first motion. 

This figure shows that strong Type S events align along the expected 
fracture plane, but single nodal-plane orientations can be poorly con-
strained. Anyhow,  the investigations on a set of 212 Type S events show 
predominantly dilatational first motions parallel to the z axis (vertical di-
rection) and compressional first motions parallel to the x axis (horizontal 
direction). The average fault-plane solution of these events coincides with 
the orientation of the fracture plane. 

 

 

 
Fig. 11.39. Fault-plane solutions of the six largest Type S (shear) events (left-hand 
side) and its polarities (right-hand side). Black area (left) and positive sign (right) 
indicate compressional first motion (Zang et al. 1998). 
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11.6.5  Mechanical Properties, Deformation Behaviour, and 
Rock Stress 

Well performed laboratory deformation tests were used to develop the 
constitutive equations which are prerequisites for the computer analysis of 
the coupled thermal, mechanical, and hydraulic processes in rock and for 
the prediction of the long-term behaviour of a rock formation especially 
for underground repositories or storage caverns (e.g. storage of gas and 
oil). 

Pusch and Alkan [2002] investigated the gas permeation through cylin-
drical rock salt specimens under triaxial compression in relation to dila-
tancy development under deviatoric stress conditions. Similarly to previ-
ous studies, they observed a spontaneous increase in permeability by some 
orders of magnitude shortly after the DB (dilatancy boundary) was ex-
ceeded. The DB separates the elastic compression phase with volume de-
crease from the dilatant deformation phase with volume increase. They at-
tributed this permeability increase to the percolation of gas along the 
extended grain boundaries of the rock salt. Simultaneous AE measurement 

 

tropic stress state, the axial 
strain is increased with a constant strain rate (Fig. 11.40). The related evo-

ng loading and deformation. The development of 
the dilatancy can be divided very roughly into three phases. Phase I char-
acterizes a decrease of the volume attributed to elastic compressio
rock salt, a decrease of permeability and an increase of seismic velocity. 

E activity. 

demonstrated that the percolation begins simultaneously throughout the
specimen. 

Deformation tests are started at a certain iso

lution of volume, AE rate, ultrasonic wave velocities, and permeability is 
schematically shown.  

All these measures are applicable to monitor the development of the 
properties of the rock duri

n of the 

The volume becomes nearly constant at the end of Phase I. It can be as-
sumed that elastic compression processes and dilatancy processes balance 
at this point. Dilatant microcracking generates only weak A

The AE activity becomes stronger at the beginning of Phase II and in-
creases with increasing strain. This stronger AE activity is indicating the 
development of an interconnected and transmissible network of micro-
cracks. The DB separates the elastic compression phase with volume de-
crease from the dilatant deformation phase with volume increase. At a cer-
tain stage of deformation, the permeability rapidly increases due to the 
accumulation of cracks in the whole rock volume. This permeability in-
crease is attributed to the percolation of fluid along extended grain bounda-
ries. At the same time the seismic velocity is decreasing. Phase III charac-
terizes a significant increase of the dilatancy and AE activity. The cracks 
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accumulate in zones of high shear stress, which form a cone of conjugate 
shear bands. In this highly damaged zone the ultimate shear fracture occurs 
at the end of Phase III (see Fig. 11.37). 

nd Alkan 2002). 

To investigate the DB and its influence on the transport properties of 
rock salt used as radioactive waste repository in Germany, extensive ex-
perimental studies were performed in the laboratory of the Institute of Pe-
troleum Engineering of the Clausthal Technical University. Triaxial stress 
dilatancy experiments were supported by AE measurements to define the 
DB as well as the effects of some process parameters on the definition of 
this critical stress conditions (Pusch a

 

Fig. 11.40. Evolution of rock properties in a deformation test. Schematic illus-
trates volume change (porosity), AE rate, permeability, and seismic wave velocity 
(Popp et al. 2002). 
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The transition point where the number of AE events drastically incre
graphically dete

ases 
can be rmined under the assumption that the number of 
events linearly increases as a function of the axial stress. Fig. 11.41 exem-

al volume, the DB was found at an axial stress of 35 MPa. The fig-
ur

ou

plarily shows the number of events versus the axial stress which was 
measured during a triaxial compression test of a rock salt specimen (di-
ameter 60 mm, length 300 mm) at a confining pressure of 6 MPa (Alkan 
and Pusch, 2002). 

By volumetric measurements, i.e. by determination of the point of 
minim

e shows, that the slope of the straight line (dashed line in Fig. 11.41) 
changes after passing the DB. A flat slope before passing the DB is indi-
cating weak AE activity. On the other hand, after passing the DB a much 
steeper slope is indicating high AE activity due to augmented energy re-
lease after passing the DB. It is assumed that the DB is the point where the 
slope changes (see Fig. 11.41). The intersection point of the straight lines 
gives the axial stress at the DB σDB of approximately 36 MPa, in fairly 
good agreement with the value by determination of volumetry.  

The DB was determined at 10 cylindrical rock salt specimens with both 
methods. The results are presented in Fig. 11.42. In conclusion, the results 
of all experiments are within an acceptable deviation range. The continu-

s line in Fig. 11.42 represents the calculated dilatancy boundary due to 
the constitutive equations as proposed by Pusch and Alkan [2002]. 

 

 
Fig. 11.41. Graphical determination of dilatancy boundary using AE activity 

ditatancy boundary DB at 36 MPa 
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Fig. 11.42. Comparison of the dilatancy boundary measured using volumetric 
measurements and AE measurements. The continuous line shows the calculated 
dilatancy boundary using the obtained constitutive equations. 

11.6.6 Discussion 

The analysis of time and amplitude statistics of AE events measured in 
laboratory experiments on rock specimens seems to be a powerful means 
to discriminate between induced or stochastic events. Event location will 
give insight into the spatial distribution of microcracks. In case of clus-
tered events, the fractal dimension of the events can be used to find planar 
clusters, which are the most critical structures forming the nucleus of 
eventual macroscopic fractures. 

To investigate dilatation of rock the moment tensor method is an ade-
quate method of describing sources with volumetric components such as 
tensile cracks. Tensile cracks are mainly responsible for dilatancy. Thus, it 
is possible to recognize zones of higher permeability for fluids which plays 
an important role for use of a rock formation as radioactive waste disposal.  

Due to the higher sensitivity in laboratory experiments the number of 
detected AE events is much higher compared with measurements in mines. 
In order to process all detected events, it is essential to evaluate the AE 
events in various automatic procedures such as registration of events, loca-
tion of events, determination of source mechanisms, and automatic stabil-
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ity check of the moment tensor solutions. Besides the high sensitivity of 
AE event detection, laboratory measurements provide an opportunity of a 
very good sensor coverage of the focal sphere which is necessary for a 
precise source location and stable moment tensor solutions.  

With respect to the practical application of these new tools in a radioac-
tive waste disposal in rock, where zones of permeability for fluids are of 
upmost interest, it is to remark that a sufficient large number of sensors 
sh

Th

ding the 
au ors with original figures. The work on collapsing was carried out by H. Mo-
ryia (Tohoku University, Sendai, Japan) as a part of MURPHY/MTC International 
Collaborative Projects supported by NEDO (New Energy and Industrial Devel-
opment Organization of Japan) and MESSC (Ministry of Education, Science, 
Sports and Culture of Japan). 
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12 Acoustic Emissions in Wood 

Eric N. Landis 

12.1 Introduction 

Wood, like many heterogeneous materials, provides many interesting AE 
challenges. It is a biological material that has evolved to perform many 
functions. It is anisotropic, and it is heterogeneous over a very wide range 
of length scales. It is hydroscopic, and its mechanical properties are ex-
tremely sensitive to moisture content. From an AE standpoint it is an ex-
tremely dynamic material in that there are numerous microstructural phe-
nomena that lead to AE activity, however, it is highly attenuative, 
particularly in a direction perpendicular to the grain. 

In this chapter, after a brief overview of relevant wood structure issues, 
and an overview of the wide range of AE applications for wood and wood 
products, we focus on AE as a means to quantify damage and fracture due 
to mechanical loads. 

12.2 Wood Structure 

As with all materials, the structure of wood dictates the properties. This 
brief overview of wood structure is intended to provide a basis for inter-
pretation of AE signals. Because of the wide range of relevant length 
scales, wood scientists traditionally separate wood structure into macro-
structure and microstructure. It should be noted however, that the relevant 
length scales span a continuum from the molecular to the structural levels. 
A more complete reference on wood properties can be found in text of Bo-
dig and Jayne [1993] or the U. S. Forest Service Wood Handbook [1999]. 

The macrostructure of solid wood is familiar for most people. The con-
centric ring structure in a log is formed by the uneven growth rate during 
the course of the year. Earlywood is characterized by large diameter cells 
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formed during the rapid growth period of spring and early summer, while 
latewood is characterized by small cells formed during late summer and 
autumn. The hollow cells are saturated in the green state, but are typically 
empty when the wood is used in structural applications. In fact, for in-
service wood structures, variations in moisture content are due to varia-
tions in moisture in the cell wall (so-called bound water). Nearly all impor-
tant mechanical properties are tied to the level of bound water. Fehler! 
Verweisquelle konnte nicht gefunden werden. 12.1 shows coordinate sys-
tem used to describe what is generally characterized as a cylindrically or-
thotropic solid. 

 

 
Fig. 12.1. Orientation directions for wood cross section. 

Regarding wood microstructure, we typically focus our attention on the 
cell wall. Nature has developed an ingenious system to respond to the va-
rying structural demands on the tree. As the tree grows, the cellulose ar-
ranges itself into microfibrils, which form the basis for the cell wall. In the 
section of the cell wall that provides the longitudinal strength and stiffness, 
the microfibrils have a helical orientation. This orientation is characterized 
by the microfibril angle, which is measured relative to the longitudinal axis 
of the cell. As one might visualize, small microfibril angles lead to rela-
tively high strength and stiffness, while larger microfibril angles lead to 
lower strength and stiffness, but higher ductility. 

The significance of the microfibril angle is that we find a systematic 
variation through the different parts of the tree. In so-called juvenile wood 
that is close to the center of the log, microfibril angle tends to be larger 
than the mature wood that appears in the outer layers of the log. The result-
ing variation in elastic properties can thus be significant even within a sin-
gle tree. 
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12.3 Ultrasonic Properties 

In addition to the anisotropy and heterogeneity described above, wood is a 
highly attenuative, dispersive material. A brief summary of relevant ultra-
sonic properties is presented here. A more complete coverage can be found 
in comprehensive treatments such as Bucur [1995]. 

Bulk primary wave velocities are typically in the range of 4000 to 6000 
m/s in the longitudinal direction, but drop to 1000 to 2000 m/s in the radial 
or tangential direction. Because radial stiffness is higher than tangential 
stiffness, we generally see velocities in the radial direction about 50% 
higher than in the tangential direction. The spatial distribution of microfi-
bril angles noted above provides an additional source of ultrasonic varia-
bility. At a very localized level, we have variations in properties between 
earlywood and latewood, while at a larger scale we have variations be-
tween juvenile wood and mature wood. At the lower end of the ultrasonic 
spectrum (50 – 200 kHz), the highly localized variations such as early-
wood-latewood can be ignored.  

An important practical consideration in AE applications to wood is the 
extremely high ultrasonic attenuation, which according to Beall [2002] is 
roughly an order of magnitude greater than even attenuative geologic ma-
terials such as concrete and rock. Since wood is dispersive, there is a fre-
quency dependence on the attenuation, but typical values cited range from 
30 dB/m in the longitudinal direction to 200 dB/m in the radial and tangen-
tial directions. Thus, in any conventional application of AE techniques to 
wood we either must mount the transducers relatively close to the source 
of activity, or we must restrict our interest to very high energy events. 

12.4 Example Acoustic Emission Applications to Wood 

Presented here is a brief summary of AE applications to wood. It should be 
noted that discussion here is restricted solid wood. There exists a broad ar-
ray of literature covering AE applications to problems in wood-based 
composites such as particle board and oriented strand board. These studies 
are omitted here in the interest of brevity. 

12.4.1 Mechanical Loading 

An early example of AE monitoring in wood was conducted by DeBaise et 
al. [1966]. They presented cumulative AE event records for a variety of 
loading configurations of western white pine. The results they report illu-
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strate fundamental AE properties subsequently observed by many others. 
Specifically, AE activity starts at very early stages of loading, between 5 
and 20% of peak stress. For longitudinal tensile loading, AE events accu-
mulate in a nonlinear manner to a point just preceding rupture, at which 
time event count jumps substantially, as illustrated in Fig. 12.2. Longitu-
dinal compression loading resulted in a total event count several orders of 
magnitude smaller due to the very different failure mechanisms. 

 

 
Fig. 12.2. Typical AE event distribution for wood under stress. 

Ansell [1982a, 1982b] provided a link between AE properties and micro-
structural damage mechanisms. Specimens were examined using a scan-
ning electron microscope to characterize damage mechanisms. Damage in 
earlywood and latewood sections was examined separately, and the fol-
lowing observations were. In latewood, AE counts accumulated rapidly at 
low strains, while the count increase was more gradual (but with periodic 
jumps) in earlywood. The conclusion was that this difference could be at-
tributed to prestressing of the latewood, and that microfailure of the late-
wood leads to a redistribution of stresses. Step increases in AE events were 
attributed to both longitudinal and transverse rupture of the cell wall, while 
gradual event increases were attributed to slower shear processes in the 
cell wall as well as in between cells. 

Examples of more recent studies relating AE activity to mechanical 
loading include that of Reiterer et al. [2000], who examined characteristics 
of emissions due to mode I fracture in the plane normal to the radial direc-
tion. A wedge-splitting configuration was used to achieve stable crack 
growth in both hardwoods and softwoods. Their observation was that the 
softwoods exhibited smoother crack growth as compared to the hard-
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woods, which fractured in a sequence of abrupt jumps. The corresponding 
AE measurements showed a more steady distribution of event amplitude in 
the softwoods as compared to the hardwoods, which showed a series of 
bursts corresponding to the rapid crack growth. The authors attributed this 
to the formation of a process zone that distributes microcracking over a 
wider region in the softwoods. 

In another example study, Aicher et al [2001] examined damage in 
softwood specimens loaded in tension in plane normal to the tangential di-
rection. Their analysis included source locations, and they note that the 
source-receiver distance should not exceed 100 mm for proper analysis. 
They were able to relate the AE source locations to damage localization, 
although they note that the characteristic rapid increase in AE event rate 
was not accompanied by a visible change in specimen stiffness. 

In an effort to track evolution of failure in glued joints, Gozdecki and 
Smardzewski [2005] combined finite element analysis of stress distribu-
tions with AE event counts. They observed characteristic regions of crack 
growth that produced AE bursts, and they showed an exponential relation-
ship between AE counts and the tangential stresses that arise during load-
ing of the bond line. 

12.4.2 Moisture Effects and Other Studies 

As the properties of wood are closely tied to moisture content, a number of 
studies have examined not only the effects of moisture on AE properties 
under mechanical loading, but also the AE activity resulting from wetting 
and drying. 

Rice and Skaar [1990] examined AE rates from red oak in green (freshly 
cut) and partially dried conditions. No AE activity was seen in the green 
specimens until nonlinearities appeared in the load-deformation curve, 
immediately prior to rupture. Dried specimens, however, exhibited the 
classic AE activity previously discussed and illustrated in Fig. 12.2. 

Quarles [1988] used pencil lead breaks on wood blocks of various spe-
cies to study the effects that grain angle and moisture content might have 
on AE event rates. The conclusion was that there were significant differ-
ences between species, but only minor differences in the moisture content 
effects within species. Both Quarles [1990] and Sakui [1990] confirmed 
that AE signal attenuation was relatively constant up to fiber saturation 
point (the moisture content corresponding to saturated cell walls, but no 
water in the cell cavity). At moisture contents above fiber saturation point 
much more significant attenuation was observed. 



316°°°°°°Landis 

Schniewind et al. [1996] used AE monitoring to examine issues of temper-
ature and moisture content. Specifically they wanted to see if AE signals 
could be used as part of a control process for wood drying procedures. 
They separately examined mode I and mixed mode fracture, and found that 
mixed mode fracture induced significantly more AE activity. 

Researchers have also applied AE techniques to examine effects of bio-
logical degradation in wood. Noguchi et al. [1986] and Imamura et al. 
[1991] both observed that in even slightly decayed specimens produced 
AE events at loads between 4 and 32% of maximum, while undamaged 
control specimens did not produce AE events until a load of 50% of max-
imum. Raczkowski et al. [1999] observed comparable results. Beall and 
Wilcox [1987] examined AE activity during radial compression of decayed 
and non-decayed white fir. They observed that as the mass loss from decay 
increased, the number of events at a given load level also increased. In an 
even more novel application, Noguchi et al. [1991] examined the use of 
AE monitoring to detect termite attack. 

12.5 Application: AE Energy and Fracture 

While there are many more interesting and relevant applications of AE 
monitoring to wood properties, we now choose to focus on a specific study 
to illustrate how AE techniques were evaluated in the context of fracture 
mechanics. The study is illustrative on both the value and difficulties of 
applying quantitative AE techniques to wood. 

As detailed in Landis and Whittaker [2000], AE was used to monitor 
crack propagation in clear eastern hemlock due to mode I (tensile) fracture 
in a plane parallel to the tangential plane of the wood. The goal was to cha-
racterize AE energy release in absolute terms and relate that energy to 
measured fracture energy in the specimen. The hypothesis was that the de-
tected AE energy should directly relate to the measured progressive frac-
ture energy released during crack propagation. Presumably if we can re-
move the effects of material attenuation, then the AE energy should 
parallel fracture energy. Toward this end, we produced a series of clear-
grained wood specimens of varying moisture contents. As fracture energy 
changes with changing moisture content (Bodig and Jayne 1993), we can 
produce a range of specimen properties for comparison. 

The specimens were cut to a double cantilever configuration shown in 
Fig. 12.3, and conditioned to three different moisture contents. A series of 
eight AE sensors was mounted to the specimen at 2 cm intervals. AE data 
was collected by an eight-channel full waveform acquisition system (Digi-
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tal Wave Fracture Wave Detector). The specimens were loaded in dis-
placement control in a universal testing machine by gripping a rod that 
went through holes drilled through the side faces toward the end of each 
part of the double cantilever. In each test, load, end displacement 
(CMOD), and crack length were all recorded along with the AE wave-
forms. A total of 18 specimens were tested, and each test produced be-
tween 800 and 1200 AE events over the ten-minute length of the tests. 

 

 
Fig. 12.3. Specimen geometry for AE/fracture experiments. 

In our analysis of AE energy, we desired a measurement that carried the 
same units as the fracture energy (e.g. Joules). In conventional AE analy-
sis, energy is assumed to be proportional to the time integral of the AE vol-
tage waveform squared. However, the resulting units do not lend them-
selves to a direct energy accounting. 

Following Achenbach [1973], one can show that the average power per 
unit area of an elastic wave of a single frequency component can be writ-
ten as: 

p̂ =
1
2
ρcLω

2A2  

where ρ is the mass density, cL is the longitudinal wave velocity, ω is the 
angular frequency and A is the amplitude. The units are energy per unit 
time per unit area. For broadbanded AE signals we must add up the contri-
butions from all frequencies, which we can do by integrating our wave-
form in the frequency domain. 
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For each event, the analysis was done for the waveform recorded by the 
transducer closest to the crack tip. The closest transducer was assumed to 
have an incidence angle that is nearly normal, thus simplifying analysis. 
Measured voltage transients were converted to displacement transients by 
applying the manufacturer’s calibration data and using frequency division: 

U(n) =
V (n)
T (n)

 

where U(n), V(n), and T(n) are frequency representations of the surface 
displacement transient, the transducer output, and the transducer transfer 
function, respectively. n varies from 0 to N, the number of sampled data 
points. For a discrete time increment, Δt, the corresponding frequency in-
crement, is 1/NΔt, and the corresponding angular frequency increment, Δω 
is 2πNΔt. Once the frequency representation of the surface displacements 
transient, U(n), is determined, we can integrate over the entire frequency 
range: 

p̂ =
cL

ρn=0

N /2−1

∑ 2πn
NΔt

⎛
⎝⎜

⎞
⎠⎟

2

U(n)2  

This equation represents the average power per unit area transmitted by the 
elastic wave. The resulting power can then be multiplied by the time length 
of the recorded AE waveform. That result is in turn multiplied by the area 
of the propagating wave front (assumed spherical) at a distance equal to 
the source-receiver distance. It should be noted that this analysis accounts 
for attenuation due to geometric spreading, however it does not account for 
material attenuation. 

AE energy was calculated for each recorded event in each test. An ex-
ample of the cumulative AE energy is shown in Fig. 12.4, along with the 
corresponding load. It is noted that the rate of AE energy jumps at a point 
corresponding to about 50% of peak load, and then eases off immediately 
after peak load. This jump in AE energy release occurs well before the on-
set of visible crack growth. However, following the conclusion of Reiterer 
et al. [2000], we could propose that this energy release is due to the initial 
formation of a fracture process zone. 

For each specimen tested, strain energy release rate, GI, and fracture 
energy, GIC were calculated using traditional linear elastic fracture me-
chanics tools. 
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Fig. 12.4. Plots of load and AE energy release during test. 

In order to compare the progressive energy dissipated by fracture to the 
progressive AE energy release, we calculated the cumulative work of frac-
ture, W(t), by integrating the product critical strain energy release rate and 
the crack area created over time: 

W (t) = GIC
0

t

∫ ba(τ )dτ  

where b is the specimen (crack) width, and a(t) is the crack length at time 
t. A comparison of AE energy release and work of fracture is shown in 
Fig. 12.5. In the figure it can be seen that both AE energy and fracture 
energy increase in a roughly linear function with respect to time. A linear 
fit of both AE and fracture energy after 250 seconds produces slopes of 
0.0095 J/s for fracture and 0.0014 J/s for AE. If we compare these slopes 
we could make the conclusion that for this particular specimen, fracture 
energy was being released at a rate almost seven times that of AE energy. 
This comparison was repeated for all specimens, and the resulting energy 
comparison is shown in Fig. 12.6. The fitted line shown has a slope of 
0.16, indicating that on the average the rate of fracture energy released was 
over 6 times that detected by AE. 
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Fig. 12.5 Cumulative energy of fracture and acoustic emission. 
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Fig. 12.6 Relationship between AE energy and fracture energy. 

 
The work shows that while there is clearly a relationship between fracture 
energy and AE energy (supporting our original hypothesis), there is also a 
filtering process that takes place. AE monitoring alone is not sufficient to 
detect all measurable energy release. The results of this study quantitative-
ly show the extent of the filtering processes. As noted, the analysis ap-
proach accounts for attenuation due to geometric spreading but not for ma-
terial attenuation. If we use an attenuation rate of 200 dB/m, as previously 
cited for wave propagation in the radial and transverse directions, we 
should see attenuations of 4 to 5 dB. While this would account for some of 
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the differences, it is not enough to account for all the energy differences. 
Ultimately there are fracture and damage mechanisms such as crack bridg-
ing and creep that do not result in significant AE activity. That said, the re-
sults presented here could be very useful for nondestructive evaluation of 
arbitrary loading conditions that result in fracture. 

12.6 Summary 

In this chapter an array of acoustic emission applications to wood was pre-
sented. The intention was not to be comprehensive, but rather to present 
representative examples of active AE research efforts. It should be clear 
that there are many problems in which AE techniques can provide insight: 
damage and fracture, moisture effects and biological decay effects. The ex-
treme variability of wood properties both between species and within a 
single tree presents a difficult challenge for interpretation of results. Nev-
ertheless, AE will continue to complement the array of different experi-
mental tools we use to advance our knowledge of this fascinating material. 
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Mitsuhiro Shigeishi 

13.1 Introduction 

Development of highway networks has supported motorization, high eco-
nomic growth and modernization all over the world. Thus, an enormous 
number of infrastructures, in particular, buildings and bridges have been 
constructed. However, many of them are currently known to have been 
aged and deteriorated after long-year service. In concrete structures, dam-
ages due to deteriorated or aged materials including corrosion of rein-
forcement and poor-workmanship responsible for initial cracking are often 
reported. Steel structures are deteriorated mostly by fatigue, resulting from 
increasing span length and overloading of traffic vehicles.  

According to the standard specifications for concrete structures (JSCE 
2001), the maintenance and management are explained in the following,  
• step 1: Inspection, 
• step 2: Evaluation of inspected results, 
• step 3: Prediction by deterioration model, and 
• step 4: Counter-measures for maintenance and management. 

Thus, inspection procedures for the maintenance and management of 
structures are of fundamental importance prior to making a prediction 
model for deterioration and deciding counter-measures for repair and retro-
fit. The procedures could become diagnostic standards for evaluating the 
structural integrity. 

There exist various methods for inspecting superstructures as bridges 
and buildings. So far, visual inspection is most extensively employed. 
Since defects, deterioration, and damage normally grow inside structure, a 
safety assessment cannot be based solely on the visual observation of 
cracks and signs of damages in structural elements. The technique should 
enable to provide definitive and quantitative evaluation in a short time. In 
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this respect, a variety of nondestructive evaluation (NDE) methods are be-
ing under investigation and in progress for practical use.  

To inspect concrete and steel of superstructures, applications of AE 
techniques are in progress. The AE method is expected to become a very 
useful technique for evaluating the soundness or for detecting damages of 
the superstructure. This is because the measurement can be carried out 
without stopping traffic in a bridge or without evacuation of residents in a 
building. Here, successful results on the applications to buildings and 
bridges are stated. A promise for diagnosis and monitoring in the super-
structures is discussed. 

13.2 Building 

For AE monitoring of existing concrete structures, it is essential to confirm 
that any AE signals responsible for the deterioration are not observed un-
der service conditions. In the case that AE signals not of noises but due to 
deterioration process are detected, the monitoring and the analyses shall be 
conducted. The monitoring is performed continuously or routinely, and 
sometimes temporarily after the disasters. In this case, the selection and 
classification of AE signals which is closely associated with the deteriora-
tion are necessary. 

In a historical masonry building, the efficiency of AE technique to mon-
itor cracking is reported (Carpinteri & Lacidogna 2006). Comparing crack 
traces and AE activity, it is shown that AE measurement can be used to 
dynamically measure structures in service.  

In an old reinforced concrete building, AE measurement was carried out 
in advance of rebuilding the house. A plan view of the two-story building 
is given in Fig. 13.1. Since the structure was old and not in service, the 
audible noises were readily observed due to the traffic load. At five loca-
tions circled in the figure, continuous monitoring was conducted for a 
week. To analyze AE data, two waveform parameters of the RA value and 
the averaged frequency stated in Chapter 4 were applied. 

From the results of concrete specimens (Tsuji, Uchida et al. 2000), 
cracks are readily classified into tensile and shear cracks from two parame-
ters as shown in Fig. 13.2. This classification is specified in the code 
(JCMS-III B5706 2003) and the parameters are determined as the moving 
average of more than 50 events. In the figure, R3, R6, and R15 represent 
the data detected with AE sensors of the resonance frequencies 30 kHz, 60 
kHz, and 150 kHz, respectively. This implies that results are not dependent 
on characteristics of the sensors.  
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Fig. 13.1. Plan view of a reinforced concrete building.  

 
Results of the classification are given in Fig. 13.3. Locations of the obser-
vation are labeled by the numbers from north to south and by the capital 
letter denoted from the left to the right as given in Fig. 13.1, and then the 
floor number is appended. As an example, 1A1 denotes the north-the left 
corner of the building at the fist floor. In the figure, AE waveforms are 
classified into a tensile type and a shear type based on the criterion in 
Fig. 13.2. High AE activities are observed at four locations 1B1, 1D1, 4E1 
and 4D2. To investigate the conditions of concrete, core samples were take 
out after AE measurement from every location.  

 
Fig. 13.2. Classification of crack types. 
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Then internal defects such as a cavity or a honeycomb were found at sev-
eral locations, which are indicated by the letter “D”. It is found that loca-
tions 1B1, 4E1 and 4D2 are indicated as defected, where AE waves of 
shear type are mostly observed. This implies that AE events were generat-
ed due to fretting of concrete at these defects. At one location 1D1, in con-
trast, tensile cracks are dominantly observed. Thus, it was concluded that 
tensile cracks were newly nucleated and extending at this location.  
 

 
Fig. 13.3. AE events and locations. 

13.3 Concrete Bridge  

13.3.1 Reinforced Concrete Girder 

In order to establish the procedure applicable to actual bridges of about 10 
to 100 meter length, AE measurement was conducted in a bridge, of which 
girders were replaced (Shigeishi & Ohtsu 2004). A reinforced concrete 
(RC) girder bridge with a simple T shape is shown in Fig. 13.4 that had 
served for about 45 years. All girders were dismounted for replacement, 
and one girder in the figure was tested. AE generating behavior under a re-
petitive bending load was measured, applying a large loading device. A 
sensor array and a loading condition are illustrated in Fig. 13.5. The pur-
pose of this test was to investigate the Kaiser effect in a real-scale member. 
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Fig. 13.4. A view of a road bridge in service. 
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Fig. 13.5. Test set-up for the cyclic bending test in a dismantled girder. 

 

 
Fig. 13.6. Loading device for a bending test of the girder. 

In the loading test, the bending load was applied by using the steel frame 
shown in Fig. 13.6. A hydraulic jack was placed at the top center between 
two supports of the girder. The loading force was measured by a pressure 
gauge inserted between the jack and a loading bar along with a deflection 
gauge installed right below the loading section. Six broadband-type AE 
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sensors (UT1000, PAC) were attached on one side at the web of the girder 
as shown in Fig. 13.5. Output signals from AE sensors were amplified by 
40 dB gain and the detection threshold was set to 38 dB referring to the 
sensor output. 

As seen in Fig. 13.7, under a cyclic-incremental loading, the gradual in-
crease of total number of AE hits was observed. From the both graphs, the 
Kaiser effect can be observed until the loading cycle of 150 kN, because a 
few AE hits are only observed and no increase in unloading cycles. Once 
the maximum repetitive load exceeded 200 kN, AE activity was observed 
even below the maximum previous load and tended to increase in unload-
ing stages. 

 
Fig. 13.7. AE generation behavior and loading cycles of the dismantled girder in a 
cyclic bending test. 

Thus, it is demonstrated that the Kaiser effect is observed in a full-scale 
girder. For the comparison with AE results, residual deformations at the 
center of the girder are shown in Fig. 13.8.  
 

 
Fig. 13.8. Residual deformations at the center of the girder. 
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The deformations increase continuously with the increase in loading stag-
es. Thus, no clear transition is observed at the load level of 200 kN, where 
the deformation exceeds 1.0 mm. Concerning the serviceability of the su-
perstructure, deformations less than 2 mm are not critical, but AE observa-
tion suggests the beginning of deterioration over 200 kN cycles as the 
breakdown of the Kaiser effect. 

In relation with the Kaiser effect, the recommended practice (NDIS2421 
2000) provides a guideline to qualify the damage of reinforced concrete 
structures. Thus, a feasibility of the practice was studied. The Kaiser effect 
means the phenomenon that a material under load emits AE waves only af-
ter a primary load level is exceeded. During reloading, the material be-
haves elastically before the previous maximum load is reached. The Kaiser 
effect suggests that little or no AE events are recorded before the previous 
maximum stress level is achieved. However, the Kaiser effect comes to be 
vanished after the material once suffers from serious damages. In the defi-
nition of the Felicity effect, nucleation of the plastic zone in the material is 
suggested to be a cause for disappearance of the Kaiser effect. Based on 
these findings, two indices are newly proposed as the load ratio and the 
calm ratio, as stated in Chapter 4. A schematical illustration is given 
in Fig. 13.9. 
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Fig. 13.9. Definitions of load ratio and calm ratio in a cyclic loading. 

The load ratio and the calm ratio were estimated in the test of the disman-
tled girder. Results are shown in Fig. 13.10. It is clearly observed that with 
the increase in loading cycles, plotted points move from the sound zone to 
the serious damaged zone. The zones classified are not yet clearly de-
scribed with threshold values, because these values are to be specified 
from experiments data of structural members. In the case of the present 
test, the loading cycle up to 200 kN is to be one threshold value. Thus the 
applicability of the recommended practice (NDIS 2421) is confirmed. Data 
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acquisition on reinforced concrete girders is promising to establish the cri-
terion for the damage qualification.  
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Fig. 13.10. Diagram of the load ratio and the calm ratio during the test. 

13.3.2 Reinforced Concrete Slab 

In the previous section, a full-scale girder was tested to qualify the dam-
age. However, the main members of a superstructure seldom receive the 
extreme damage, except in accidents or after earthquakes. Results of the 
Inspection often report defects of local areas. At such parts subject to in-
tensive repetitive stresses as floor slabs and bearings, serious damages are 
detected due to traffic loads in service. 

Here, results of AE monitoring at a slab of a reinforced concrete bridge 
are given. The measurement was conducted in the bridge on a general 
highway in an urban area shown in Fig. 13.11 (Shigeishi, Makizumi et al. 
2003). In the measurement, AE parameters were recorded at the sensor 
output ratio of 42 dB as the threshold by using an AE signal waveform 
analyzer. 6-channel analog signal processing system was employed with 
six broadband AE sensors and 40 dB preamplifiers. 
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52000

 
Fig. 13.11. AE monitoring on a slab of a road bridge. 

Between piers P1 and P2 of the four-span bridge, AE sensors were ar-
ranged at the transverse beam as shown in Fig. 13.11. The sensors were ar-
ranged at interval of 1350 mm along the bridge axis at the center between 
the floor slab supports. The line selected for sensor arrangement corres-
ponded to the line where the right-side wheels of vehicles run. In a test, 
heavy vehicles crossed the bridge under traffic control as shown in Fig. 
13.12, and AE signals were recorded. 
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Fig. 13.12. AE measurement under heavy-vehicle loading. 
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When the vehicles moved at the normal speed of about 40 km/h, total AE 
energy detected by each channel is shown in Fig. 13.13. In the left figure, 
results of one-dimensional location are also given as cumulative AE 
events. It is observed that AE energy detected at channel 1 is remarkably 
large, probably because the sensor of channel 1 is close to the joint of pier 
P1 where wheels of vehicles could convey impact loads on the slab cross-
ing over the joint. AE energy decreases as reaching to channel 5. This is 
because deformations at the central area are elastic enough as indicating 
the soundness state. 
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Fig. 13.13. Cumulative AE events and AE energy under traffic load (40 km/h). 

In Fig. 13.14, total AE energy at each channel is compared with strain 
measured at reinforcing-steel rod under the slow-speed running (V=20 
km/h) of a dump truck and a rafter crane. Both AE energy and the strain 
are highest at the position of channel 3. These are results obtained under 
slow-running traffic. Thus, AE activity and the strain at channel 1 are 
smaller than those of channel 3. Compared with AE activity in Fig. 13.13 
observed while the bridge is in service, distribution of AE energy is fairly 
different. This is because vehicles moved at low speeds and did not pro-
duce impact loads at the joints. 

 

 
Fig. 13.14. AE energies and strains at rebar observed under slow heavy-load traf-
fic (V=20 km/h). 
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In Fig. 13.15, total AE energy and strain at reinforcing rod by each chan-
nel are shown. These were observed under very slow loading (almost static 
condition :V=5 km/h). Concerning the strains at reinforcing rods, the val-
ues become larger at channel 1 and channel 5 than those of other locations. 
The energy also became greater at channel 1 and channel 5. Considering 
the observed distributions of AE energy, it is found that the impact load 
generates AE events near the joint, slow-moving load generates a low-
frequency vibration associated with AE activity at channel 3, and AE ac-
tivity due to quasi-static loading is similar to a bending-moment distribu-
tion under uniform load.  
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Fig. 13.15. AE energies and strains under quasi-static heavy loading (V=5 km/h). 

From in-situ inspection of existing concrete bridges, it is clarified that the 
running speed of vehicles should be taken into consideration in the mea-
surement. Otherwise, the damaged zone might not be correctly identified, 
because the impact loading could generate high AE activity at the joints. In 
other cases, vibration modes due to moving loads may affect AE activities 
at local areas. 

13.4 Steel Bridge 

Steel bridges are generally employed for longer spans than concrete 
bridges. With the recent trend for large bridges, the superstructures are not 
only made of steel frame, but also reduce their weights by adopting steel 
slabs. Currently, complicated floor framing composed of relatively small 
steel members has so many jointed or welded sections that initial defects 
are afraid to affect the durability, in particular, the fatigue deterioration 
Due to the increase in unpredictable of traffics and overloaded vehicles, 
severe damage in small steel members are highly concerned. 

In a large bridge of steel box-girders shown in Fig. 13.16, cracks were 
visually found. Consequently, the activities of cracks were estimated by 
the AE method (Shigeishi 2004). The slab was covered with a waterproof 
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resin sheet and asphalt was directly layered above the sheet. During the 
measurement, the bridge was in service, carrying traffic. 

 

 
Fig. 13.16. Photo of a fatigue crack propagating from a weld line with a lateral 
beam through U-shaped rib stiffener. 
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Fig. 13.17. AE measurement on lateral beam connecting with U-shaped rib plate. 

In Fig. 13.17, sensor array is shown for AE measurement on a welded sec-
tion of a steel-slab connecting with a lateral beam. By applying a ultrason-
ic test (UT), a crack was suspected at a location where the U-shaped rib 
plate was welded with the lateral beam. AE sensors were installed to locate 
sources around the stop-hole to arrest crack extension. 

Six AE sensors of 150 kHz resonance-type (R15, PAC) were attached 
on the side of the lateral beam. As a result, AE sources were located 
around the hole as shown Fig. 13.18. High AE activity may indicate that a 
latent crack is propagating due to traffic load.  

Then AE sources were also located by installing guard sensors as shown 
in Fig. 13.19. The guard sensors were employed to discriminate from 
sources originating from outside the area of interest. Because waves from 
outside the area can be detected at least one of the guard sensors (1, 2 or 3 
shown in Fig. 13.19) before arriving at the sensor (4, 5 or 6) placed on the 
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area of interest, this technique is applicable to reject the noise from the 
outside. From the locations in Fig. 13.20, we can identify a probable 
crack-tip around AE cluster. 
 

 
Fig. 13.18. AE sources located during the measurement. 
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Fig. 13.19. AE measurement with guard sensor. 

 
Fig. 13.20. AE sources located by guard sensors and b-values at 6 channels. 
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In Fig. 13.20, the b-values observed at 6 sensors are given. As can be seen 
from the graph, the b-value is remarkably small at AE sensor at channel 6 
where the edge of AE cluster is identified in comparison with the b-values 
at the other AE sensors. This seems to suggest an orientation of probable 
crack propagation, because generation of large-scale AE events is identi-
fied from the b-value observed at channel 6. 

13.5 Steel-Concrete Composite Slab 

A steel-concrete composite slab is newly available in construction, of 
which concrete is placed in a steel mold that consists of steel side plates, 

plates. Configuration of one type slab is shown Fig. 13.21. Compared with 

 

nson-type of steel-concrete composite slab. 

Applying the AE method, we performed cyclic tests of repetitive load-
ing and fatigue loading (Itoh, Shigeishi et al. 2002). The case where dela-
mination between concrete and steel plate occurs was investigated, which 
is regarded as one of the serious deterioration mechanisms in composite 
floor slabs. The fracture of studs and the fatigue damage of concrete were 
also examined from AE results. 

top reinforcing bars and transverse ribs, and stud-planted bottom steel 

a reinforced concrete slab, this slab is expected to bear a large load- capac-
ity and to have good endurance. Although these characteristics are favora-
ble for bridge construction, visual inspection is very difficult in particular, 
for concrete and its interface with steel plate. As a result, effective inspec-
tion techniques for steel-concrete composite slabs are in demand and under 
development. 
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A Robinson-type steel-concrete composite floor slab was of dimensions of 
1540 mm x 159 mm x 1500 mm, which is shown in Fig. 13.22. To with-
stand deflections due to concrete casting, transverse ribs are arranged at 
the center and on both sides. The loading position was set at the top center 
of the specimen. A plate of dimensions 200 mm x 125 mm was installed as 
a loading plate. Load of 100 kN was first applied 2 million times at a fre-
quency of 3 Hz, then 250 kN was applied 0.5 million times at 2 Hz, and fi-
nally 300 kN was applied 0.5 million times at 1 Hz. 

 

times of loading, AE events were actively observed when the deflections 
under the load position started increasing acceleratedly. After 2 million 
times of loading, AE events were observed at unloading cycles. As seen in 
the left graph, the calm ratios are equal to zero until cracks were nucleated. 
Approaching the final stage, the calm ratios become 1.0 as found in the 
right graph. Therefore, it suggests that the calm ratio is applicable to esti-
mate the soundness of the steel-concrete composite slab in AE measure-
ment, even though visual inspection is not available. 

 

 
Fig. 13.22. Steel-concrete slab specimen and fatigue loading steps. 

 
AE sensors were arranged on the bottom steel slab. Following every 
10,000 times loading, we detected and recorded AE events generated dur-
ing 300 times of loading. In Fig. 13.23, some of results after surface cracks 
were observed in concrete and at a final stage are shown. Before 2 million 
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Fig. 13.23. AE generating behaviors and the calm ration during cyclic loading. 

3.6 Concluding Remarks 

Carpinteri A, Lacidogna G (2006) Damage monitoring of an historical masonry 
building by the acoustic emission technique. Materials and Structures 39:161-
167 

Itoh T, Shigeishi M, Ohtsu M (2002) Acoustic emission in fatigue process of steel 
plate-concrete composite slab. Progress in Acoustic Emission 11:132-137 

JSCE (2001) Standard specifications for concrete structures: maintenance. Japan 
Society of Civil Engineers, Tokyo 

NDIS 2421 (2000) Recommended practice for in situ monitoring of concrete 
structures by acoustic emission. Japan Society for Non-Destructive Inspec-
tion, Tokyo 

1

AE measurement has been applied to the superstructures to evaluate the 
deterioration or the damage. In this case, in situ measurement under ser-
vice or traffic loads is desirable. In these applications, the care for envi-
ronmental noises is essential. This is because the measuring conditions at 
the site are varied one by one. It is quite important to conduct preliminary 
tests prior to actual tests on equipment setting and measuring conditions. 
Based on these well-cared preparations, valuable AE data are to be suc-
cessfully obtained. 
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14 Substructures 

Tomoki Shiotani 

14.1 Introduction 

A part of infrastructure, such as footing, pile and pier, is called a substruc-
ture, which mechanically supports structural members of the superstruc-
ture. When we investigate the damage of a structure, the superstructure is 
readily inspected because visual inspection is normally available. In con-
trast, the assessment of damages in the substructure is often not an easy 
task. For example, pile-foundations installed underground deeply into 
bearing strata can not be inspected visually. In this respect, AE measure-
ment is expected to become a powerful technique for damage evaluation of 
the substructures. 

14.2 Concrete Pile 

Piles are made of wood, concrete, and metal and are generally pushed or 
driven into the ground in order to support the superstructures both statical-
ly and dynamically, such as buildings and bridges. Recently, prefabricated 
or cast-in concrete piles are employed for supporting the superstructures.  

After the installation of piles into ground, it is normally difficult to eva-
luate the damage degree. So far, a pile integrity test (PIT) has been widely 
applied in foundation engineering (Middendorp & Reiding 1988).  Follow-
ing serious disasters due to great earthquakes in Kobe, Japan, the PIT was 
applied to estimate the soundness of existing piles. Results were not yet 
conclusive, because the procedure was originally developed for quality 
control of deep piles as the frequency range was lower than 1 kHz. The 
piles investigated in Kobe were not so deep as that the low frequency 
range was effective to the measurement. Consequently, an applicability of 
AE techniques was investigated in damaged concrete piles. 
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Concerning concrete piles, it is found that AE signals due to both crack in-
itiation and crack growth could be observed (Shiotani, Shigeishi et al. 
1999). It is suggestive that the secondary AE signals due to fretting at ex-
isting crack interfaces are observed in damaged concrete-piles. Paying a 
main attention to the secondary AE signals, the AE technique is going to 
be applied to diagnose the concrete-piles.  

14.2.1 Basic Concept for AE Detection  

A basic concept for AE monitoring has been proposed as illustrated in Fig. 
14.1 (Shiotani, Sakaino et al. 1997). When pile foundations are subjected 
to static or dynamic loading, AE activity could be generated due to fretting 
or friction in damaged areas. Then AE waves propagate through piles as 
well as ground. Installing AE sensors onto piles or within the wave-guide, 
the damage area generating AE signals can be located with a simple equa-
tion in Eq. 14.1 in the case of one-dimensional sensor array: 

 

t
a

2
− δ

= pl v
 (14.1)

 

where l is a distance between AE sensors, vp is the velocity of P wave in 
concrete piles (the case of pile-attached sensors) or that of waveguides (the 
case of waveguide-attached sensors). AE sources are located and thus the 
areas, where AE events are intensely generated, are identified as damaged.  
When we apply this technique, It is noted that: 
• In the case that sensors can be installed in the piles in advance, not only 

the damaged area but also the progress of deterioration due to unex-
pected strong ground motions could be traced as AE activity. 

• When the piles already damaged is investigated, external or internal 
load application is necessary to induce AE activity. In this concern, a 
short-term shakers or dynamic loading devices would be effectively 
employed.  

• It is suggested, in principle, to conduct the long-term monitoring be-
cause of compensating temperature-induced stress variations or of moni-
toring the effects of aftershocks following the main shock in earth-
quakes. 
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Fig. 14.1. Basic concept for detection of AE waves in a concrete-pile. 

14.2.2 Application 

AE monitoring was conducted at one site, where cast-in-place concrete 
piles were connected with a footing. Although the piles could bear heavy 
lateral-load, they were expected to be seriously damaged due to earth-
quakes. To induce AE events from the existing damages, a heavy-
machinery was utilized. The load was first applied from one side of the 
footing. Subsequently, the heavy-machinery was placed on the footing to 
drive a dynamic load vertically to the piles. AE sensors were installed both 
in the borehole excavated in the pile and in the monitoring well excavated 
closely to the piles. AE waves detected were examined primarily with re-
spect to their arrival times to determine one-dimensional locations, apply-
ing Eq. 14.1. Then estimated damages by AE measurement were compared 
with results of borehole camera observation, core samples drilled and wave 
velocities. 

Test site and monitoring condition 

In situ test was carried out in the reclamation land of Kishiwada City in 
Osaka Prefecture, Japan. Ground soil was composed of sandy gravel of 5 
to 10 in SPT N-value underlying alternation of cohesive soil and sand. The 
land was reclaimed from the sea by 13 m in 1992. Pile foundation con-
sisted of nine piles with connecting a footing of dimensions 9.0 m x 9.0 m 
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x 2.3 m. Inspection was conducted in pile No. 9 (P9) of 1.2 m diameter and 
28.9 m length located at a corner of the footing as illustrated in Fig. 14.2. 
Induced AE waves due to shaking a heavily machinery were directly moni-
tored by AE sensors placed on internal wall of a borehole P9 excavated in 
the pile. AE activity was also indirectly monitored by AE sensors set in a 
monitoring borehole B1 excavated. It is noted that the distance between 
the center of the pile and that of the well was 1.9 m. 

 

No.9

boring P9, φ116 mm

boring B1, φ116 mm B2
B3

PVC pipe (VU 100)

Pile (φ 1.2 m, l 28.9 m)

1.
5 

m

1.5 m

1.
9 

m

Footing

 
Fig. 14.2. Plan view of the pile foundation tested. 

In Fig. 14.3, an array of AE sensors and zones of AE monitoring are illus-
trated. The depth of target was 11.5 m from the surface of the footing. In 
the case of direct AE monitoring, five AE sensors of 60 kHz resonance 
(R6, PAC) were arranged on a thin plate of 3 m long, where AE sensor 
was equally spaced by 50 cm. Thus, a set of AE sensors covered the area 
of 2 m square. The array was basically placed every 1.5 m deep with a 0.5 
m overlap down to 11.0 m. In order to remove and set the sensor array at a 
design depth, a special device consisting of rubber balls with shifter levers 
was devised, which is shown in Fig. 14.4. 

In the case of indirect AE monitoring, a polyvinyl-chloride (PVC) pipe 
was used to hold the sensors in the borehole. The arrangement of AE sen-
sors was the same as that of direct monitoring, although the sensors were 
fixed in a rod of glass-fiber reinforced plastics. They were set at the design 
depths as to keep spaces between the sensors and the wall, and then the in-
direct AE monitoring was performed by replacing the spaces with water. 
Thus generated AE waves successively propagated through the sensors via 
ground, PVC pipes and water. It is noted that the wave-guide combining 
PVC pipes and water has as a twice sensitivity as that of conventional steel 
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wave-guide (Shiotani, Sakaino et al. 1997). Ten AE sensors of 60 kHz re-
sonance (R6, PAC) were employed for detecting AE signals. The signals 
detected were amplified by 40 dB in a sensor-integrated preamplifier and 
AE hits over the 45-dB threshold were processed by a commercial AE sys-
tem. 
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Fig. 14.3. AE sensor array and zones of AE monitoring (left: direct, right: indirect 
monitoring).  

To induce AE activity from the existing cracks of the pile, a hydraulic ex-
cavator of 0.59 m3 bucket capacity and 11.8 tons operating weight was 
used as a heavy-load shaker. The loading procedure by hydraulic excavator 
is illustrated in Fig. 14.5. 

 



346°°°°°°Shiotani 

Piles Pile attachment

Rubber ball

Spring
: moving position
: fixing position

Shifter lever

 
Fig. 14.4. Device to remove and set AE array in a borehole. 
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Fig. 14.5. Loading procedure by a heavy-load hydraulic excavator. 
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Results 

To observe the damage areas visually, a CCD camera was inserted into the 
pile. Accumulated numbers of cracks observed in every 0.5 m are summa-
rized in Fig. 14.6 (a). In Fig. 14.6 (b), photos of core samples drilled are 
shown. It is estimated from Fig. 14.6 (a) that the damage is particularly se-
rious around the pile head. Cracks are further found at the depths ranging 
form 7.0 m to 8.0 m and from 8.5 m to 11.5 m. From Fig. 14.6 (b), it is 
realized that locations of cracks in cores are really identical to those ob-
served by the CCD camera. 
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Fig. 14.6. Crack observation by the CCD Camera and core sample.  

One-dimensional locations of AE sources during the test are shown in Fig. 
14.7. AE sources are symbolized by circles where the magnitude of diame-
ter reflects the number of AE counts. We focus on AE cluster at the shal-
low depth up to 2.0 m. It is found that a large number of AE sources of 
greater magnitude are started to be generated from the dynamic load at the 
period (g), followed by those of (h) and (i). Thus, AE activity associated 
with the damaged areas could be successfully induced by the heavily ma-
chinery. Additionally, AE events were dominantly found inside the footing 
up to 2 m depth. As found in Fig. 14.6, the damage of footing concrete is 
reasonably identified by core samples and the CCD camera observation.  
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Fig. 14.7. Variations of 1-D source locations due to dynamic loading.  

Fig. 14.8 shows some AE parameters analyzed at every 5 cm depth. From 
Fig. 14.8 (a) and (b), it is observed that AE activities are intensively ob-
served at the depths between 1.0 m and 1.5m, and around 2.0 m. At the 
depths from 3.0 m to 3.5 m, and around 5.0 m, a few AE events are ob-
served. Locations of the damaged areas are most clearly identified by the 
average counts in Fig. 14.8 (c). Large numbers of AE events are particular-
ly generated at the depths 3.0-4.0 m, and 4.0-5.0 as well as in the footing. 
Almost the same AE activity as the direct monitoring is observed along the 
depth in the indirect AE monitoring as shown in Fig. 14.8 (d).  

The measurement of wave velocities was performed by using AE sen-
sors placed in the pile. Elastic waves were artificially generated by ham-
mering the surface of footing with a steel hammer. In Fig. 14.9, distribu-
tion of wave velocities in the pile is shown, compared with the graph in 
Fig. 14.8 (c). Locations of lower wave-velocities denoted by arrows are in 
remarkable agreement with the damaged locations evaluated from high AE 
activities. Through these series of experiments, it is demonstrated that the 
AE technique is effective to evaluate the damage of concrete-piles.  
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Fig. 14.8. AE parameters analyzed at every 5 cm depth.  Results of direct monitor-
ing are shown in graphs (a), (b) and (c).  Graph (d) shows that of indirect monitor-
ing. 
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Fig. 14.9. Distribution of wave velocities along the depth with AE activity. 

14.3 Railway Substructure 

Railway structures have been constructed worldwide as fundamental infra-
structure. In Japan, many of railway structures are more than 50 years old. 
Aging and deteriorations due to weathering, corrosion, earthquakes, and so 
forth have been seriously recognized. Accordingly, the maintenance of 
these structures has been in great demand. AE techniques definitely contri-
bute to the assessment of railway structures, because the secondary AE ac-
tivity can be driven by passing loads due to trains. In the case of monitor-
ing train- or transportation-induced AE activity, one important issue is 
elimination of mechanically-impacted noises by the passage of trains. It is 
summarized here how the mechanical noises due to passage of trains were 
eliminated and quantitative evaluation of structural integrity was con-
ducted. 
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14.3.1 Signals due to Train Passage 

In the case of AE monitoring under active transportation loads, it is effec-
tive to detect the secondary AE activity due to mechanical impacts of dy-
namic loads. In general AE monitoring system are designed to detect high-
er frequency signals e.g. more than 10 kHz. In the case that a significantly 
large impact is driven, induced signals might initially have only lower fre-
quency components of AE signals. Thus characteristics of these signals 
were studied in an actually damaged pier during the passage of rapid 
trains.  

Fig. 14.10. Observed cracks along with an array of AE sensors. 

Monitoring condition 

A reinforced concrete pier for railway bridges had been damaged due to 
the strong ground motions of earthquakes. Not only bending cracks (up to 
0.7 mm wide) but also shear cracks (up to 0.5 mm wide) were visually 
identified. In Fig. 14.10, observed cracks and the arrangement of AE sen-
sors are illustrated. 12 AE sensors of 60 kHz resonance (R6, PAC) were 
densely arranged in the damaged area. On each of three sides, four sensors 
were placed with a 60 cm-square array. AE signals were amplified by 40 
dB at preamplifiers and those exceeding 40 dB threshold were processed 
via AE monitoring system. Both AE parameters and waveforms were rec-
orded in the system. In order to study relations between AE activity and 
the structural behaviors, three π-shaped displacement-meters (accuracy of 
± 2 mm) were set below the lowest crack on three sides. 
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AE activity 

AE activity during one train passage is shown in Fig. 14.11. Accumulated 
number of AE hits and AE events are plotted in the figure. It is noted that 
all AE signals detected are denoted as ‘AE hits’. In only the case that AE 
sources were located within the pier by the source location, AE signals are 
defined as ‘AE events’. According to deformations measured with the π 
displacement-meter, the pier started to be compressed and kept deformed 
for six seconds due to the train passage. Both AE hits and AE events were 
simultaneously observed, although they slightly followed the onset of de-
formations. Comparing the counts between AE hits and AE events, total 
number shows remarkably different values as 575 in AE hits and 21 in AE 
events. Even taking into account the propagation-attenuation of the signals, 
the difference would be still significant. It was suspected that undesirable 
signals (noises) were contained in AE hits, directly induced by the train 
passage.  
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Fig. 14.11. AE activity and deformation with passing a train. 

Acceleration monitoring under train passage 

In order to know accelerations due to the train passage, accelerometers 
were placed in the gravity (vertical or axial) direction on the concrete pier. 
The frequency response of the accelerometer (750WI, TEAC) was from 3 



14 Substructures °°°°°° 353 

Hz to 10 kHz. The acceleration signals were recorded in a signal recorder 
(GX-1, TEAC) with 500 Hz sampling frequency. In Fig. 14.12, a typical 
waveform of the acceleration and its frequency spectrum via FFT are 
shown. It is found that principal frequency components are distributed 
from 50 to 100 Hz. Since the lower-band frequency of AE system em-
ployed was 10 kHz, it was concluded that the frequency components of the 
acceleration due to the train passage are even lower than the frequency 
range of the AE system. 
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Fig. 14.12. A typical waveform of acceleration due to train passage. 

AE monitoring of lower-frequency signals in a laboratory 

In order to examine the response of the AE system for low-frequency AE 
phenomena, three forces of different frequencies: 30 Hz of 300 N, 40 Hz 
of 160 N and 50 Hz of 100 N were excited by a reaction-type shaker 
(Model F4/Z820WA, Wilcoxon Research, Inc.). The shaker was em-
ployed, because the driving frequencies were reproducible ranging from 10 
Hz to 7.5 kHz. A brick wall was used as a propagation medium with a 
height of 1530 mm, a width of 1530 mm and a thickness of 430 mm. A 
brick (JIS type 2) was of dimensions 100 mm x 60 mm x 200 mm. The 
shaker was firmly stud-mounted on one side, and AE sensor of 60 kHz re-
sonance (R6, PAC) was set on the other side of the brick wall with wax. 
With 430 mm propagation distance, AE signals were detected and record-
ed in the AE system with the same recording condition at the site men-
tioned above. The frequency response of the AE monitoring system ranged 
from 10 kHz to 10 MHz. It is noted that the experiment was preliminarily 
conducted by using higher frequency over 50 Hz. But the generated force 
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was not strong enough as to be detected. Thus, the frequencies lower than 
50 Hz were driven in the experiments. 
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Fig. 14.13. A typical waveform and its frequency spectrum via FFT obtained by 
commercial AE system. 

From result, it was found that frequency peaks were ranging from 7.8 kHz 
to 9.8 kHz even with excited by different frequencies from 30 Hz to 50 Hz. 
In Fig. 14.13, a typical waveform and its frequency spectrum via FFT in 
the case of 50 Hz drive are shown. A peak frequency is observed at 9.8 
kHz. Obviously the peak frequency detected by the AE system is not iden-
tical to that of the excited force, but is considerably higher. This leads to 
the fact that train-induced dynamic impact readily generates AE activity, 
even though they might have lower frequency components as input signals. 
Therefore extraction of the secondary AE activity from all AE signals de-
tected is necessary to evaluate the structural integrity of railway structures.  

From these findings, two methods were considered to discriminate the 
noises and the secondary AE activity. One was the use of high-pass filter 
around 10 kHz, and the other was the spatial filter by means of source lo-
cation algorithm. The former could be effective in only the case that struc-
tures have so many cracks that not only AE signals but also other higher 
frequency components attenuate during propagation. In the following, 
source location algorithm was found to be effective to elicit the secondary 
AE activity (Shiotani, Nakanishi et al. 2004).  

14.3.2 Damage Evaluation 

As given in Chapter 4, combination of the calm ratio and the RTRI ratio is 
known to be effective to estimate the structural damage in railway struc-
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tures. In a cyclic fatigue test of a railway pier, the applicability of these in-
dices was investigated in existing railway piers. 

Experimental condition 

To characterize AE activity during damage evolution, a railway pier of 
reinforced concrete (5.87 m high) , which was demolished after the test to 
construct underground structures for subways, was subjected to incremen-
tal cyclic-load test (Shiotani, Kobayashi et al. 2005). The cyclic load was 
controlled by the lateral displacement from the north direction with such a 
step-wise increment as 1, 2, 4, 8, 16, 32, 64, and 128 mm, applying two 
hydraulic jacks (maximum capacity of 392 kN). The tested pier and the 
sensor array are shown in Fig. 14.14. 16 AE sensors (60 kHz resonance; 
R6, PAC) covered the whole area of the pier, and 12 AE sensors (R6, 
PAC) placed locally onto the area in which stress concentration was ex-
pected. The former signals was processed and recorded with one AE sys-
tem and the latter was analyzed by another. For other measurements, four 
strain-gauges were placed onto the four sides of the pier, and displace-
ments on two sides of the north and the east side were measured via a laser 
displacement-meter. To measure internal stresses, a set of strain-gauges 
were attached to rebars located in four corners at three different heights of 
400 mm, 1800 mm and 3200 mm from the ground. In addition to three-
dimensional source location, one-dimensional source location was con-
ducted to examine the feasibility. 
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Fig. 14.14. Photo of measured railway pier of reinforced concrete (left) and sensor 
array (right). 
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General behavior 

Relations between applied loads and the lateral displacements are shown in 
Fig 14.15. The onset of loading, the peak load and the termination of a 
loading cycle are denoted vertically by solid line, broken line and solid 
line, respectively. Up to 15000 sec elapsed, the load follows the responses 
of the lateral displacement. Then, the load decreases whereas the dis-
placement is kept constant. This implies that fracture occurs either in the 
pier or the supporting ground. In Fig. 14.16, strains measured in rebars at 
height of 400 mm are shown. The strains of gauges 1 and 2 were installed 
in the south and those 3 and 4 were in the north. Since the displacement 
was given from the north, strains of gauges 3 and 4 show negative values 
implying compression and strains of gauges 1 and 2 reveal positive of ten-
sion. In strains of the gauge 2, a sudden increase is found at 16350 sec. 
elapsed. 
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Fig. 14.15. Applied load and lateral displacement. 
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Fig. 14.16. Strains at rebars at 400 mm high.  
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According to a result of the strength test of rebar, the yield point was ob-
served at 1500-1600 μ and the tensile strength was 2200-2300 μ.  The 
strain at 16350 sec showed 2274 μ. It implies that this rebar had yielded 
and reached the tensile strength. 
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Fig. 14.17. Results of RTRI obtained from 1-D and 3-D analyses of AE locations. 

AE activity 

Results of RTRI on each surface obtained from one-dimensional (1-D) lo-
cations of AE sources as well as three-dimensional (3-D) locations are 
shown in Fig. 14.17. It is noted that since the RTRI obtained in each step 
denotes the damage condition in the previous stage. The figure shows the 
damage up to 64 mm displacement. At the first stage, the values quickly 
decrease due to displacement from 2 mm to 4 mm. But the values are still 
larger than 1.0 as the intact state. Meaningful decrease of the RTRI values 
are observed following 32 mm displacement. Since the values decrease 
lower than 0.8, it is considered that the pier was damaged seriously. 

Comparing results obtained from AE events identified by 3-D locations 
with 1-D locations, the variations of RTRI values are similar as a function 
of given displacements. This leads to a finding that 1-D sources can pro-
vide the same useful information of damage as those of 3-D. 
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Fig. 14.18. Calm ratio obtained from 1-D and 3-D locations of AE events. 
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Fig. 14.19. Relations between the calm ratio and RTRI values.  

Concerning the calm ratio, Fig. 14.18 shows the variations of the calm 
ratios which vary in a similar manner to those in Fig. 14.17. In the case of 
the calm ratios, the damage was evaluated up to 128 mm displacement. It 
is noted in the figure that the calm ratios were calculated on the basis of 
three different behaviors of lateral displacement, applied load and rebar 
strain. From the figure, the calm ratios drastically increase after 32 mm 
lateral displacement. This trend agreed well with that of the RTRI values. 
At 128 mm displacement, considerable increase in the calm ratio is found 
in rebar but a slight increase is found for load and kept constant for dis-
placement. Summarizing these results, it is found that the calm ratio based 
on the rebar-strain overestimates the damage. Therefore the calm ratio 
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based on either the load or the displacement is reasonable for estimation of 
the actual damage. 

In Fig. 14.19, relations between the calm ratios and the RTRI values are 
plotted. In the graph, the criterion to qualify the damage (Ohtsu, Uchida et 
al., 2002) is given by broken lines. The zones denoted by H, I and M show 
the damage level as heavily damage (H), intermediate damage (I) and mi-
nor damage (M), respectively. Since the RTRI values up to 128 mm dis-
placement could not be obtained, the two values calculated up to 64 mm 
lateral displacement are shown. From the criteria, the minor damage is 
qualified up to 4 mm displacement, the intermediate damages are eva-
luated between 8 mm and 16 mm displacements, and over 32 mm dis-
placement heavily damage is assigned in the pier.  

Application 

In situ AE monitoring was performed in a pier (height x length x width = 
5.5 m x 12.3 m x 2.6 m) of a railway bridge. The pier was made of plain 
concrete, and more than 70 years had passed since construction. During the 
service, the pier was deteriorated due to unexpected settlement, resulting 
macroscopic shear cracks. When the pier was tested, cracks observed were 
roughly repaired and traces were found along the crack. According to the 
document, a temporarily repair was conducted more than 10 years ago. 
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Fig. 14.20. AE sensor array and 3-D source locations of AE events in a concrete 
pier. 
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The site was located a suburb of Tokyo, and about 420 times of the train 
passages were repeated over the bridge in a day. Crack motions were 
measured by π-shaped displacement-meters. AE sensors arranged along 
one through-thickness shear crack are shown in Fig. 14.20. In the figure, 
results of AE source locations are also shown. 12 AE sensors with built-in 
preamplifier (R6I, PAC) were firmly fixed onto the pier surface with 
springs. AE monitoring condition was the same as the cyclic test men-
tioned above except for the threshold of 35 dB. 
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Fig. 14.21. AE activity with elapsed time along with deformations by π-shaped 
displacement-meter. Accumulated numbers of AE hits and AE energy are divided 
by 1029 and 20680, respectively. 

AE activity with respect to elapsed time is drawn in Fig. 14.21 along with 
deformations measured by the π-shaped displacement-meter. Filtered AE 
energy and hits with 20 kHz high-pass filter are shown. In the figure, sud-
den increases in AE energy and hits are observed with a slight delay fol-
lowing the increase in deformations.  

Based on the detected AE activity and deformations by the π-
displacement meter, the damage degree is qualified using the RTRI value 
and the calm ratio. Results are shown in Fig. 14.22. AE events from raw 
data are denoted with open circles (hit) and open triangles (energy), whe-
reas those of high-pass filtering over 20 kHz are indicated by solid circles 
(hit) and solid triangles (energy). To simplify discussion, results on filtered 
AE activity are taken into consideration. AE activity is slightly varied, de-
pending on parameters, but clearly shows that the calm ratios are large and 
the RTRI values are small. This suggested that the pier was heavily dam-
aged.  
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Fig. 14.22. Damage quantification with the calm ratio and the RTRI values. 
Dotted lines show the criteria for damage qualification. Labels H, I and M 
show heavy damage (H), intermediate damage (I) and minor damage (M), 
respectively. 
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Fig. 14.23. Amplitude distributions in piers P3 (left) and P4 (right) on the basis of 
average peak amplitudes of all  AE hits. 

When obtaining the two indices of the calm ratio and the RTRI value, 
deformations should be incorporated with AE activity as loading process 
and unloading process when a train passes. However, there exists a diffi-
cult case to define these structural behaviors (Shiotani, Nakanishi et al. 
2004). In this case, it is found that AE amplitude distributions, namely the 
b-value can give useful information of structural integrity. In Fig. 14.23, 
the amplitude distributions in two damaged piers of P3 and P4 are shown. 
In this case, AE monitoring was conducted along with the repair work by 
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epoxy injection. In the two piers, larger b-values (gradients of the curves) 
were obtained after repair work than before. It demonstrates that existing 
cracks responsible for AE generation become small after repair work. It is 
reported that the degree of damage can be classified with the Ib-value 
(Shiotani, Nakanishi et al. 2005), applying the following criterion; 
• Serious damage: Ib-values vary around 0.0 to 0.1, 
• Intermediate damage: Ib-values are between 0.1 and 0.2, and  
• Intact or minor damage: Ib-values are larger than 0.2. 

14.3.3 Brick Arch 

The damage evaluation for railway concrete structures can be applied to 
the brick structures (Shinomiya, Nakanishi et al. 2002). A photo of a con-
tinuous arch-bridge made of brick is shown in Fig. 14.24. At one span, a 
running crack was found as illustrated in Fig. 14.25. Six AE sensors of 60 
kHz resonance (R6, PAC) were attached along the crack.  
 

 
Fig. 14.24. Photo of a continuous arch bridge. 

3-D locations of AE sources were obtained under train passage. This is be-
cause source characteristics of the secondary AE activity is investigated in 
relation with existing cracks. In a brick structure, high noises due to fret-
ting between brick surfaces were expected. Thus, filtering was taken into 
account. Results of AE locations are shown in Fig. 14.26. 
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Fig. 14.25. An arch portion with a running crack and AE sensor array. 
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Fig. 14.26. Located AE sources with filtered effects. 

It is found that AE events with 25 kHz high-pass filter are located close to 
the running crack. This suggests that AE sources are associated with the 
existing crack. In contrast, AE events with 25 kHz low-pass filter distri-
bute widely, suggesting AE events due to fretting between bricks. Thus, 
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the secondary AE activity at the pre-existing crack is successfully detected 
in a brick structure.  

14.4 Concluding Remarks 

Applications to the substructures are extensively discussed. Results are re-
ally promising for actual monitoring and in situ observation. It is expected 
that a large amount of piers and foundations are already aged and dam-
aged. Because the damages of these structures are not visually detected or 
readily identified by other techniques, AE technique could successfully 
contribute to monitor or inspect substructures.  
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15  Wireless Sensing and Acoustic Emission 
Array Techniques 

Christian U. Grosse 

15.1 Wired and Wireless AE Equipment 

So far, acoustic emission recording devices and data processing techniques 
have been described that are based on a wired transfer of data from the 
sensors to the pre-amplifier and to the AE recording unit. These systems 
are relatively expensive, vulnerable and time consuming to install. For this 
reason are applications for a long term monitoring of civil engineering 
structures rare and limited to eminent structures or objects with already 
known problems. However, there is a demand for routine applications of 
AE techniques after several disastrous events concerning buildings and 
bridges recently (see below). Moreover, developments in the construction 
design as well as demands from traffic and for a longer life time of struc-
tures call for a redesign of AE techniques that has to go hand in hand with 
a change of AE setup and data processing techniques also.   

15.2 Necessity for a Continuous AE Sensing of Structures 

Continuous structural health monitoring should provide data from a struc-
ture to better understand its structural performance and to predict its dura-
bility and remaining life time. In particular, the understanding of the struc-
tural performance becomes important at bridges that are more and more 
confronted with higher axle loads and higher train speeds as well as an in-
crease of overall traffic due to the enlargement of the European Union. In 
this context a European Research Project was approved in the Sixth 
Framework Program called “Sustainable Bridges - Assessment for Future 
Traffic Demands and Longer Lives” [2007] where, among others, the In-
stitute of Construction Materials of the University of Stuttgart is involved.  
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Another goal for an efficient monitoring approach to structures is safety. In 
Europe, many structures originate from the late 40ies or 50ies of the last 
century replacing structures destroyed during the Second World War. 
Many concrete bridges are designed for a typical lifetime of 60 to 80 years, 
what is reached or will be reached soon. Same is true for public buildings 
that were build using a variety of materials and material compositions. The 
sudden collapse of a training hall in Bad Reichenhall (Germany) in early 
January 2006 with the loss of 15 lives and the collapse of a new trade 
building in Katowice (Poland) several weeks later – more than 60 lost their 
lives – demonstrated these problems drastically. The collapse of a large 
highway bridge in 2007 in Minneapolis (USA) crossing the Mississippi 
River triggered also a discussion about the applicability and necessity for 
structural health monitoring including AET. 

Finally, not only existing buildings are subjected to monitoring but also 
the construction process itself. Previously the contractor simply imple-
mented a given design, but the current trend is for clients to commission 
certain performance requirements to be met with performance-based de-
sign. The emphasis of the industry is becoming the delivery of certain 
structural behavior states rather than simply building to a client’s plan. The 
contracting process becomes the determination of the performance criteria, 
and delivery becomes a long-term fulfillment of these criteria. This can on-
ly take place if the performance states can be measured, and the measure-
ment utilizes in a decision making process. The tools needed for both the 
evaluation of the delivery after construction and during operation are 
changing accordingly. The process is increasingly dependant on densely 
spaced sensor data, valid models to turn the data into physical behavior 
and decision making tools to determine whether the performance require-
ments are being met. Regarding proper sensing techniques there are new 
aspects of measuring structural performance and convert sensor data into 
useful information needed by stakeholders. 

15.3 Basics of Monitoring Performance-based Structures  

In a performance-based approach to build structures, all decisions, choices, 
and tradeoffs start with the required behavior-in-use rather than prescribed 
solutions for how to meet the stated needs. The supplier responds with an 
offering that includes the estimated performance of that offering. A valida-
tion method, through measurement, calculation, or testing, is necessary to 
evaluate the performance (over time) and to compare alternative solutions 
(Szigeti & Davis, 2005). The design/build team must warrantee and main-
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tain structural performance to the level stated in the contract, for the ex-
tended duration of the contract. How that performance is established, veri-
fied and validated, is one of the areas that need further research. This re-
quires measurement, hence sensors. This scenario opens a new perspective 
for overall optimal life-cycle management. A client may wish to measure 
the output values of ready made constructions; a contractor – on the other 
hand – may demonstrate the compliance to the required performance. The 
facility manager starts utilizing the performance data to optimize opera-
tion-phased maintenance and economy. Proactive interventions can be 
made when performance indicators start to deviate (e.g. Yanev 2003). 
Alarms can be generated based on deviations in the performance data, and 
repair plans augmented with actual real time data. The obvious needs for 
sensor generated data describe the reason for many efforts recently made 
to establish an entire new category of performance and condition monitor-
ing services.  

15.4 Sensors, MEMS and Motes 

Traditionally the term sensor has been synonymous with transducer. How-
ever, a “sensor” will here be defined as comprising the traditional trans-
duction elements along with substantial signal processing and computa-
tional ability (e.g. Glaser et al. 2005). These sensors can also be combined 
into comprehensive miniature sensing platforms incorporating transduc-
tion, signal processing, computational power, and wireless communica-
tion-platforms that are called Motes (e.g. Krüger et al. 2005; Grosse & 
Reinhardt  2007) (Fig.15.1, left).  
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Fig. 15.1. Principle of a mote. Left: Mote including sensor and data processing 
board, radio transmission unit and antenna, container. Right: Concept of the sensor 
and data processing board. 
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Such a node is a complete, small measurement and communication system 
that has to be powered and cost optimized. It is composed of one or more 
sensors, a data acquisition and processing unit, a wireless transceiver and a 
battery power supply (Fig. 15.1, right). The acquisition and processing unit 
usually is equipped with a low power microcontroller offering an inte-
grated analogue to digital converter (A/D) and sufficient data memory 
(RAM) to store the measurements. This unit also incorporates signal con-
ditioning circuitry interfacing the sensors to the A/D.  

Almost all types of sensors can be attached to such a sensor node as 
long as the power consumption is in relation to the purpose of the sensing 
system. Low-power sensors are first choice and that is the reason why mi-
cro-sensors called MEMS (micro electro-mechanical systems) are very at-
tractive to be combined with such a system. MEMS are small integrated 
devices combining electrical and mechanical components that could be 
produced for about 50 € each. Because the process elements and internal 
linkage movements are now small, these MEMS-based transducers con-
sume very little power. The low cost, low power and small size of MEMS-
based transducers have revolutionized the way we can measure. This in-
cludes also the combination of sensor data and the formation of networks 
of sensors as well as combination with low power video techniques (VSLI 
cameras). 

15.5 Sensor Networks and Protocols 

Wireless sensor networks consist of many nodes (motes) having one or 
several different sensors on board. After the recording and a preliminary 
analysis of the data in the mote, the data has to be transmitted using, for 
example, a radio transmission system to a base station or supervisor for 
further data processing or proper generation of alarm messages. For the 
transmission of data using sensor nodes in a network of motes several to-
pologies exist including the star and the multi-hop topology (Culler et al. 
2003). 

The main advantage of multi-hop techniques are the transmission power 
efficiency, because only a fraction of energy is necessary to transmit data 
compared to other techniques; the data are transmitted just to the next 
nodes and not necessarily to the sink. This reduces also the danger of inter-
ference since a node communicates only with a few others. However, this 
requires sophisticated network protocols including ad hoc configuration 
capabilities as well as self-configuration, calibration and encryption. As a 
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next step we have implemented a clustered multi-hop technology. Motes in 
a cluster (marked with a dashed circle in Fig. 15.2) share the data of all 
sensors attached to these motes. A pre-processing of the data is done in the 
cluster prior to transmission via the other clusters in the multi-hop network 
to the data sink (symbolized by the laptop in Fig. 15.2). This is the main 
advantage compared to telemetric systems where all data are transmitted. 
Intelligent data processing in the motes or clusters enables pattern recogni-
tion algorithms which can additionally reduce the power consumption. 
Only meaningful data are transmitted to the sink. The data sink is further 
extracting information out of the data using knowledge-based algorithms 
sending afterwards the information to the responsible person (construction 
engineer, owner) using automated email messages or short message sys-
tems of mobile phones.  
 

 
Fig. 15.2. Scheme of a multi-hop sensor network using clustered sensor nodes. 

A sensing system based on wireless motes has several more advantages. 
Such a system is easy and cost efficient to be applied to structures. It can 
be used on one structure for a while and when or if the stakeholder decides 
to have enough data collected at this particular structural part the system 
can easily be deployed somewhere else. Additionally, a variety of sensors 
can be used to get information about the status of the structure. It is obvi-
ously very helpful not to base a structural health analysis on one physical 
quantity alone or on one sensor. The reliability of a monitoring system is 
fairly enhanced combining the information obtained at different sensor 
nodes. Further on, comparison of time series obtained by recording differ-
ent physical quantities results in a drastic improvement of reliability and 
lowers the detection threshold of deterioration. Establishment of a correla-
tion between data and structural performance is difficult and should be 
based on the data interpretation expertise of the user, implying a natural 
application of Bayesian statistics. Embedding some local processing capa-
bilities within the sensor networks is desirable. For example, the tempera-
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ture data gathered from numerous sensors could be fed into one or more 
other sensors on the network for processing. A weighted average could 
then be calculated and transmitted to the user, significantly reducing the 
amount of data flying around the network. 

Finally, two other advantages of wireless sensor networks have to be 
stressed. Scalability can be an issue if the stakeholder wants to extend the 
monitoring area or need more data. Existing WSN techniques enables for 
self-organization of such networks so that sensor nodes can added or re-
moved at any time without time consuming user guided reorganization of 
the WSN. Additionally, the implemented pre-processing algorithms might 
need an update from time to time to adjust to the user requirements or for a 
more efficient data reduction. Most of the developed sensor nodes have the 
capability to be reprogrammable, i.e. that the user can change the algo-
rithms implemented in each sensor with the press of a button.  

However, MEMS sensors are not available for all kind of applications 
regarding structural health monitoring in civil engineering. Therefore, sen-
sor nodes are developed to enable motes to communicate with conven-
tional sensors as well, i.e. in addition to MEMS. These sensing techniques 
are called hybrid sensor nodes. Although these sensors are low-power sen-
sors, they will partly be replaced by MEMS as soon as they are available. 

15.6 Hardware Developments  

Separate boards for signal conditioning of strain and piezoelectric data 
(like acoustic emissions) have been developed by the University of Stutt-
gart in cooperation with EMPA (Eidgenössische Materialprüfanstalt, Swit-
zerland). Implementation and development of the electric components, 
layout as well as manufacturing of prototypes is in progress. The boards 
are developed for a rough environment what included the implementation 
in sealed containers following the IP64/65 standards of water protection. 
As an energy source a high capacity 18 Ah battery was chosen at this stage 
of the project keeping in mind that it should be replaced by other tech-
niques (solar power, energy harvesting techniques) depending on the ap-
plication. In addition to the strain and piezoelectric data the ambient tem-
perature and humidity can be measured by MEMS sensors implemented in 
the motes. A signal conditioning board for strain gage measurements was 
developed (Fig. 15.3) with the option of two parallel strain measurements 
at the same time. The board enables a full front-end for resistive sensors 
with temperature compensation, calibration and linearization (Fig. 15.4, 
right).  
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Fig. 15.3. Signal conditioning board for strain and developed graphical user inter-
face. 

Also a signal conditioning board for piezoelectric sensors was developed 
consisting of two channels per board with the opportunity to implement 
two boards in one sensor node. Each of the 4 channels can be filtered (high 
pass) and amplified individually. Antialiasing filters can be applied and a 
triggered recording of events is possible. Several modi to reduce the ener-
gy consumption are implemented as well. The A/D conversion is done us-
ing the TI microcontroller MSP430 from the mote. Comfortable user inter-
faces (GUI) were developed to control the devices. For first tests only one 
channel was used for acoustic emission (AE) monitoring (Fig. 15.4, left).  

 

 
 

 

Fig. 15.4. “Concerto Bridge” in Brunswick equipped with wireless AE sensors 
(left) and with wireless strain sensors (right). 

 



374      Grosse 

15.7 Monitoring Bridges Using Wireless Sensing 
Techniques 

As a first test the equipment was installed for wireless measurements of 
strain and acoustic emissions during load at a large test facility (Fig. 15.3) 
of the Technical University of Brunswick in Northern Germany, and at a 
smaller structure of the University of Stuttgart. Since not all data of the 
large test are yet analyzed the test procedure of the small scale test as well 
as the implemented techniques will be described in the following.  

The most common passive monitoring system involves acoustic moni-
toring, most commonly called acoustic emission (AE) (Grosse, Wanner et 
al. 2006). Acoustic emissions are elastic waves generated in conjunction 
with energy release during crack propagation and internal deformations in 
materials. Micro-structural changes or displacements occur very rapidly 
and can be produced by a wide variety of material responses to stress 
changes, from small scale changes within a crystal lattice structure to 
growth of macro-cracks. As stress waves propagate through a medium, the 
waveform shape is formed by the characteristics of the source, and af-
fected by properties of the host material, and eventually the geometry of 
the host medium. 

The primary tasks of an implemented AE system in WSN consists of 
signal detection, denoising, localization and other data analysis and signal 
characterization techniques as described in the following. This document 
does not give details of the data interpretation, because this will follow in 
another paper describing field tests. However, the interpretation will pre-
sumably be limited to an indication of a “zone of interest” further investi-
gated by methods developed in and interpretation techniques based on re-
sults of ongoing work. It is expected that the correlation of the recorded 
AE data with the data obtained by each sensor (temperature, humidity, 
strain, etc.) will lead to further understanding of structural behavior. For 
example a cross-check of AE activity with increasing strain or with a sud-
den or abnormal increase of the ambient or inner structure temperature can 
give further insight into structural state. Such sensor data correlations will 
also decrease the amount of data transmitted after implementing intelligent 
data processing and correlation algorithms. 

15.8 Signal Detection  

The discrimination between noise and signals (from structure deteriora-
tion) is essential for failure monitoring. The environment (e.g. railway 
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bridges) is assumed to be very noisy. A noise analysis must be conducted 
using conventional hardware and sensors (broadband sensors) to character-
ize the frequency bands of noise at different bridges. This could be done 
during field tests at concrete, masonry and steel bridges separately. Algo-
rithms to discriminate between signal and noise have to be developed and 
to be implemented into the motes. They could be based either on Fourier 
transforms or cross-correlations calculating the Magnitude Squared Cohe-
rence for example (Grosse, Glaser et al. 2006; Grosse & Reinhardt 2007) 
that was also described in Chap. 5. It is assumed that the AE signal form is 
governed by travel path effects which overpower signals from the fracture 
process, enabling for discrimination techniques. Denoising techniques and 
a waveform analysis can also help to detect signals and discriminate them. 

15.8.1 Localization 

There are diverse techniques for AE localization using very different algo-
rithms. Most of the existing solutions are described in Chap. 6.2. Using AE 
techniques at civil engineering structures for monitoring rough and robust 
techniques are necessary like the “first hit” technique or planary tech-
niques calculating 2D source coordinates. Traditional 3D-localization 
techniques are not implemented in wireless sensor networks because of 
processing time and power consumption from inter-array communications. 
In many cases, the signal-to-noise ratio is not good enough to apply 3D-
localization. Other options are methods based on array techniques. Since 
sensor arrays are successfully used in seismology, array data analysis tech-
niques were implemented in the described SHM motes. These techniques 
are now under test, requiring only data communication between motes in a 
cluster.  
 

 

 
 

Fig. 15.5. Overview of setup for wireless AE measurements at the Stuttgart 
“ramp” (left) and wireless AE array setup (right). 
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15.8.2 Acoustic Emission Array Techniques 

Acoustic emission experiments at a reinforced concrete bridge in Stuttgart-
Vaihingen, Germany, have been set up to test and implement wireless 
acoustic emission techniques and in particular AE array techniques includ-
ing localization, filtering (using wavelet techniques among others), beam-
forming, f-k-analysis, VESPA-processes.  

A non-regular array consisting of eight wireless AE sensors was set up 
using the piezo-board described above (Fig. 15.5). Several routines were 
developed to record and establish robust data processing of acoustic emis-
sion data in the nodes. The recording and pre-processing in the motes was 
tested with a self-written GUI (Fig. 15.6). Artificial AE sources (“Hsu-
Nielsen source” that is a procedure according to ASTM to break pencil 
leads) were used to test the soft- and hardware. These signals were record-
ed in up to ten meter distance from the central point of the array. Beam-
forming algorithms for AE signal detection were implemented similar to 
techniques used recently for data transmission in WLAN networks (IEEE 
802.11n standard). Some features of these algorithms are described in the 
following section. 

 

 

 
Fig. 15.6. Automatic recording and localization (left part of the figure) with red 
dots (green dots are the 8 sensors of the array) as well as the result of the beam-
forming for a certain triple point in the VESPAgram (see below). 
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15.8.3 Beamforming  

A further step to apply acoustic emission analysis in a WSN is the imple-
mentation of beamforming techniques. Beamforming can be used to im-
prove the signal-to-noise ratio of direct compression waves from known 
sources. It can furtheron be used do detect certain coherent signal phases if 
two or more are crossing the array and have to be discriminated. Finally it 
is useful for a rough localization of events. The principles of array tech-
niques have been first developed for applications in electrical engineering 
e.g. for antenna or microphone arrays. In seismology, similar techniques 
were developed for the nuclear test ban treaty to monitor unusual seismic 
activity possibly originating from underground nuclear explosions.  

The signal-to-noise ratio of a signal can be improved by stacking the 
coherent signals from each sensor after correcting for the different arrival 
or delay times. Therefore, the most important point during array beam-
forming is to find the best delay times for shifting the individual signals. A 
detailed description of the slowness can be found in the literature (Shearer 
1999) while first ideas about application of these techniques are described 
in Grosse, Glaser et al. [2006] and in Grosse & Reinhardt [2007]. 

In the case that each channel (single-sensor recording) of an event is 
properly shifted in time for a certain back azimuth and slowness, all sig-
nals with the matching back azimuth and slowness will sum constructively. 
If more than one array is used a two-dimensional localization of the source 
of the incident wave is possible by calculating the point of intersection of 
at least two back azimuth lines in the plane of the sensor array. Beamform-
ing techniques can also be applied to discriminate for a certain wave phase 
(Grosse et al. 2007). This is useful to detect wave modes hidden by reflect-
ed waves or in the coda of a preliminary wave or simply to discriminate 
between compressional and surface waves. For phase detection a 3D itera-
tion problem has to be solved, iterating signal time, slowness, and ampli-
tude.  

Visual analysis can be done by generating a graph in the slowness-time 
domain, as shown in Fig. 15.7 (upper graph). This example shows that 
phases with lower slowness of about 2*10-4 s/m arrives first at the array 
sensors than phases with a slowness of about 4*10-4 s/m. The first wave 
front with smaller amplitude is representing the compressional waves gen-
erated by the source traveling with a velocity above 4000 m/s. This phase 
is difficult to be detected in the time domain recordings at each sensor 
(eight traces in the lower part of Fig. 15.7). The slower wavefront follow-
ing a few microseconds later with much larger amplitudes and a velocity 
around 2400 m/s is indicating the arrival of surface waves generated by the 
same source. Both wave types clearly are discriminated by using a novel 
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developed weighted VESPA (VElocity SPectral Analysis) technique 
(McLaskey et al. 2008). Fig. 15.8 (lower graph) shows the result of such a 
VESPA process for one acoustic emission plotted in parallel with the 
beamforming array output (upper graph). In the lower graph the slowness 
values (right axis) are transformed into wave velocity values (left axis) for 
a better understanding. The P-wave arrives first at a velocity of about 4000 
m/s while a stronger surface wave arrives at a later time and at a velocity 
of approximately 1800-2300 m/s. Reflections arrive after the direct P- and 
R-wave arrivals, but the beam power corresponding to these reflections is 
not as great as that corresponding to the direct wave phase arrivals because 
the variance scaled beam power formulation penalizes reflections because 
they are typically not as well correlated as those from the direct wave ar-
rivals. Generally speaking, it is easy to determine the optimum slowness 
(wave velocity) for the delay and sum method for each phase (wave) out of 
such a graph. 

15.9 Outlook 

Condition control of building structures is a fundamental aspect in struc-
tural assessment business. In doing so NDT techniques are in principle ap-
plicable. Often the interpretation of condition control data is highly based 
on the level of experience of the engineers. To supplement the current in-
spection practice with a wireless sensor network system based on MEMS 
and hybrid sensors is currently under development. The network is 
equipped with motes and will be available for a very low budget. Since 
prototypes are already available, the system is now undergoing an optimi-
zation process regarding power consumption, data acquisition and data ag-
gregation, signal analysis and data reduction.  

Acoustic emission techniques can play a significant role for the monitor-
ing of civil engineering structures since they are able to reveal hidden de-
fects leading to structural failures long before a collapse occurs. However, 
most of the existing AE data analysis techniques seems not be appropriate 
for the requirements of a wireless network including distinct necessities for 
power consumption. The authors suggested with this paper approaches us-
ing array techniques. First tests showed promising results for both, reliable 
AE data analysis as well as power saving processes. Further developments 
based on this approach will show the efficiency of these techniques. 
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Fig. 15.7. Example of the detection of different wave types (compressional and 
surface waves) in the AE recordings of an eight channel sensor array using a 
weighted SN-VESPA process (diagram above the channels). By courtesy of Mr. 
P. Chatzichrisafis (Grosse et al. 2007). 
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Fig. 15.8. Array output (top) and vespagram (bottom) for an AE event located 1.5 
m from the sensor array (McLaskey et al. 2008). 
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16 Opportunities, Limitations, Accuracy and Skill 

Thomas Vogel, Barbara Schechinger 

16.1 Introduction 

This chapter tries to summarize experiences with acoustic emission (AE) 
of our own and of related projects from an application point of view. Only 
what worked under harsh practical conditions is stated. That is why many 
statements may be more cautious and less enthusiastic than they would be 
with an optimistic perspective of a basic researcher or a system developer. 
Nevertheless the authors believe that testing methods based on acoustic 
emission analysis (AE analysis) have a great potential for both condition 
assessment and monitoring of structures not only in the laboratory but also 
on site. 

16.2 Opportunities and Limitations 

16.2.1 General Characteristics of the AE Method 

Different from other non-destructive testing methods AE analysis does not 
deal with a steady state but with a procedure that basically changes the 
condition of the structure. Therefore AE signals are unique; they cannot be 
reproduced and recordings cannot be repeated. 

Condition survey can be achieved indirectly only by monitoring the 
change of a condition and by drawing conclusions hereof afterwards. 

However, the weakness of the method for steady states is its strength for 
changing conditions and ongoing deterioration processes, because these 
can be monitored directly. 
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16.2.2 Properties of Wave Propagation 

The propagation of elastic waves in a civil engineering structure depends 
on its geometry and shape as well as on the occurring construction ele-
ments. Each material has different properties of wave propagation (veloci-
ty, attenuation). Elements like reinforcement bars or prestressing tendons 
may lead to anisotropy and guided waves. 

Energy is reflected by boundaries like conjunctions between materials, 
joints and open cracks or by the free surfaces. Their shape can be irregular 
and causes perturbations of the wave fronts. Aggregates and reinforcement 
bars have also a strong scattering effect on waves. The complexity of the 
recorded waveforms allows only the analysis of distinct parts of the signal, 
generally the interpretation of the first arrival of a wave. 

Principally the composition of a structure is well known but too com-
plex to be taken into account in detail for estimating all superposing phas-
es. This is not necessary either; simplified models are used for source func-
tions and wave propagation in the quantitative analysis. For concrete a 
homogeneous model is often an acceptable assumption. 

The main limitation in applications of AE techniques in composite ma-
terials like concrete is the very high attenuation due to scattering of the 
waves that reduces the reach considerably. The reach achieved in practice 
depends also on the source energy and the sensitivity of the used sensors. 

Table 16.1 gives an overview on practically achieved reaches in differ-
ent application cases. 

Obviously the practical reach depends also on the intended procedure of 
the signals. Pure counting of events will work for larger distances than lo-
calizing of the source or even more refined methods like the moment ten-
sor inversion. 

16.2.3 Distribution of Sensors 

Besides the reach discussed in section 16.2.2 the sensor distribution has a 
great influence for quantitative AE methods like source localization. 

The sensor distribution should be optimized for the expected source re-
gions aiming at a good azimuthal coverage. 

This may not be possible for structures where access to concrete surfac-
es is limited like bridges in operation (accessible from below only and not 
from the pavement), retaining walls, foundations, piles etc. In those cases 
accuracy in quantitative analysis results will decrease unless sensors are 
combined to an array. 
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Fig. 16.1 shows an example of a bridge subject to detection of wire breaks 
on the full length (Fricker and Vogel 2006). The sensors are placed at the 
edges of the hollow-core slab resulting in a transverse spacing of 6.50 m. 
The spacing in longitudinal direction reaches 8.30 m at the most. 

Table 16.1. Reach of acoustic emission waves in different application cases 

Material 
test specimen 
test site 

Source 
Sensor type 

Wave-type Frequency Reach 
[m] 

Reference 

Reinforced con-
crete, aggregates 
0/16 mm 
uncracked beam 
laboratory 

Pencil breaks 
various 

Rayleigh-
waves 

< 50 kHz 1…> 2 (Köppel 
and Vogel 
2000) 

> 50 kHz < 1 
P-waves 

- 
0.3…0.6 

Prestressed con-
crete, aggregates 
0/32 mm 
cracked beam 
open air test 
facility ETH Zurich 

Concrete 
cracking 
Fuji 
KSB 250 

P-waves 

- 

next 
crack 

(Köppel 
and Vogel 
2000) 

Prestressed con-
crete, aggregates 
0/32 mm 
Moesa bridge Rove-
redo CH 

Wire breaks 
Pure Technol-
ogies Ltd. 

Various 1–20 kHz > 20 (Fricker 
and Vogel 
2006) 

16.2.4 Noise Sources 

In the laboratory servo-controlled actuators and pumping stations have 
proven to disturb acoustic emission recording because they raise the noise 
level and eventually shield AE-events occurring simultaneously 
(Fig. 16.3). 

On site the same effects may occur by other acoustic sources like traffic 
activities especially combined with uneven expansion joints, working ac-
tivities (chipping hammer etc.) or operating machinery of any kind. 

According to specific signal characteristics the recording system can be 
trained to distinguish signals in demand from deterioration by signals not 
in demand from noise sources (Fig. 16.2). 

Unwanted signals are discarded in order not to charge the data storage 
and transmission facilities unnecessarily. 

Filtering is less effective when expected data and noise are in the same 
frequency range or show similar wave characteristics. 
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(a) 

 
(b) 

 
Fig. 16.1. Monitored bridge with sensor positions, from Fricker and Vogel [2006]; 
(a) plan, (b) cross section. 

 (a)   (b) 
 

(c)  

Fig. 16.2. Recorded signals from a prestressed concrete bridge due to different 
causes, from Fricker and Vogel [2006].   
a) wire break, b) drilling c) chipping 
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16.2.5 Site Conditions 

Sensor positions are chosen depending on the method to be applied, the 
area of the structure to be covered, the reach of the sensors, the expected 
sources and specific local conditions (cf. chapter 16.2.3). To keep the ad-
vantages of a non-destructive method, sensors are positioned not in the in-
terior but on accessible surfaces of the structure. Unless wireless equip-
ment is used, the wiring plays a dominant role in the concept of sensor 
positions, Fig. 16.3 (a). 

Normally sensors are either directly fixed onto the surface of the struc-
ture by hot glue or holders are glued which allow for clamping the sensors 
Fig. 16.4 (a). Moisture, water and extreme temperatures may impede these 
operations. 

Depending on the length of the measuring period and the use of the 
structure further conditions have to be taken into account, i.e. accessibility 
to personal in use, traffic, floods, storms, vandalism, etc. 

Acquisition units need a dry and lockable room and electric power con-
nection, preferably with the local power supply network, Fig. 16.3 (b). For 
short term measurements simpler provisions may be adequate and mobile 
power sources may be an alternative but need provisions for a stable vol-
tage, Fig. 16.4 (b). Access to the internet is a precondition for remote long-
term monitoring. 

 

 
(a) 
 

 
(b) 

Fig. 16.3. AE equipment for the detection of wire breaks, from (Fricker and Vogel 
2006). 
(a) Sensor and cabling in a conduit installed for that purpose. 
(b) Acquisition unit in a rented room close to the monitored bridge. 
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(a)  (b) 

Fig. 16.4. AE equipment used in laboratory conditions and for a full-scale failure 
test outside of the laboratory, from Köppel and Vogel [2000]. 
(a) Sensors and wiring for a pull-out test in the laboratory. 
(b) Acquisition unit protected against sun and rain by an umbrella. 

16.2.6 Costs 

Costs depend on three major factors: the amount of necessary equipment to 
cover the whole interesting area, the need for skilled personnel to interpret 
the produced data and – for monitoring purposes – the time the operation is 
expected to run. 

As long as all sensors are individually connected with the acquisition 
unit, costs of the equipment depend merely on the number of applied sen-
sors and the distances to be wired. The better the crucial zones of a struc-
ture can be identified the fewer sensors are necessary. Bus systems and 
wireless sensors may reduce the costs of wiring but the energy supply of 
wireless equipment has to be provided. 

The more interpretation of the results can be automated the fewer costs 
incur for manually interpreting by engineers or natural scientists. Noise 
and valuable data can already be separated on site (cf. chapter 16.2.4). The 
interpretation of crucial findings will always remain a task for humans. A 
clear concept of information flow, threshold values and standard proce-
dures for frequent situations can guarantee that only those persons are in-
volved and produce costs that either can substantially contribute to deci-
sion processes or have to decide themselves. 

For long-term applications the terms of contract for the equipment (buy-
ing or hiring) become important. Since some components of the measuring 
system are subject to further technical innovation, they are not reusable af-
ter the first application and have to be amortized over some few years. 
Buying may be more favorable than hiring and allows reducing the annual 



16 Opportunities, Limitations, Accuracy and Skill      389 

costs once the equipment is amortized. On the other hand hiring may better 
allow benefiting from technical progress. 

16.3 Accuracy 

16.3.1 General 

For interpreting the results the uncertainties of the applied AE method 

oratory conditions than on site 
w

 that are related to critical 
be

racy of AE analysis has to be linked with specific AE 
pr

16.3.2 Picking 

Picking, i.e. determining the accurate onset time (arrival time of a certain 

ends on quality and frequency content of the sig-
na

have to be known. They are influenced by measurement errors like picking 
uncertainties, an inadequate sensor distribution, too less sensors or syste-
matic model errors. Artificial sources with known parameters can be used 
for testing the accuracy of an AE method. 

Generally accuracy is higher under lab
here more disturbances are faced. Laboratory tests are more controlled 

and have less noise. In laboratory tests greater accuracy can also be ex-
pected due to the smaller dimensions of the test specimens and smaller dis-
tances between AE sources and sensors. To record signals over long dis-
tances on site the used sensors should have a higher sensitivity and may be 
resonant in a lower frequency range. Accuracy is always related to the wa-
velength of the recorded signals. For localization e.g. the accuracy that can 
be achieved is in the range of the wave-length. 

Analysis methods are expected to detect AE
havior of the structure with a high reliability. That means that close to 

all relevant signals should be recorded and measuring parameters, thre-
shold values and the distance between sensors and sources have to be cho-
sen appropriately. 

Quantifying accu
ocedures. Some of these are treated subsequently. 

phase of the wave front) at each sensor is a crucial procedure for many 
subsequent algorithms. 

Picking accuracy dep
l. A high noise level and poorly covered frequency ranges can cause that 

onsets are not caught properly. 
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Picking may be executed manually by visually judging the waveform and 
identifying the arrival of a wave. This is a quite time consuming procedure 
and not applicable for a great number of signals. 

There is a need to have reliable automatic tools for picking. Automatic 
pickers use more or less refined threshold criteria like fixed or floating 
thresholds using for instance the ratio of short time average (STA) and 
long time average (LTA) of the amplitude or energy based methods. Some 
methods are also used in geophysics; others were especially developed for 
AE analysis. More details are given in chapter 6 and  in Schechinger and 
Vogel [2006]. 

In many cases a simple criterion is used to decide which signals should 
be stored for further analysis. By working off-line more refined criteria can 
be used. The results of subsequent procedures can give an indication on the 
quality of the picking. 

16.3.3 Localization 

The accuracy of localized events with known source position, i.e. artificial 
sources on a surface like pencil lead breaks, can be plotted as an error vec-
tor rs connecting the calculated with the known position, Fig. 16.5 (a). By 
converting the absolute values of the error vectors rs into a density function 
an image of localization accuracy can be generated that allows for better 
interpretation, Fig. 16.5 (b). 

The main reasons for errors are imprecise onset times and the 
inhomogeneities of the material. 

Wrong onset times (i.e. inaccurate picking) have a larger influence for 
sources outside the area or space formed by the sensor positions (cf chap-
ter 6.3.5, Fig. 16.6). A variation of the assumed wave propagation velocity 
cp changes the components of the error vector unevenly, Fig. 16.6 (a), and 
obstacles on the wave propagation path like reinforcement bars lead to 
larger error vectors, Fig. 16.6 (b). 

In practical applications the real position of the source is not known. 
Nevertheless, the accuracy of localization can be estimated, when a signal 
is recorded by more than four sensors, by calculating the error of the 
source coordinates. These can be described as error ellipses in plane and as 
error ellipsoids in space, respectively (cf. chapter 6.3.5, Fig. 6.14). The ac-
curacy of localization results can be used for judging the plausibility of 
mechanical processes (cf. chapter 6.4, Fig. 6.17). 

Accuracy of localization reached in different real scale situations are 
shown in Table 16.2. It is quantified either by the absolute value of the lo-
calization error in cases where the source coordinates are known or by rm 
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designating the mean radius of the error ellipse in cases where a statistical 
analysis could be executed. 

In laboratory situations values within a few millimeter should be 
achieved, e.g. to follow cracking by localizing AE sources. In site applica-
tions, however, where larger structures are tested, accuracy in the centime-
ter- or decimeter range is sufficient. 

 

(a)   

sm6.4=pc sm8.4=pc

     

(b)  
Fig. 16.5. Accuracy of localization with known source position, from Köppel and 
Vogel [2000]. 
(a) Error vectors rs for pencil breaks on the surface of a concrete cube with two 
different assumptions for the wave propagation velocity cp, 
(b) Related density function for error values rs. 
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(a)  

 
(b)  

Fig. 16.6. Accuracy of localization with known source position, from Köppel 
[2002]. 
(a) Influence of a variation of the assumed wave propagation velocity on the three 
source coordinates for two different specimens L2 and L3. 
(b) Influence of an embedded reinforcement bar (specimen L2) compared to plain 
concrete (specimen L3) on the error vectors. 

16.3.4 Waveform Analysis 

Waveforms are influenced by the characteristics of sensors and amplifiers. 
These must be known in order to be taken into account. Otherwise always 
the same measuring system has to be used and results are not comparable. 

Since the propagation path plays a dominant role for the wave forms, it 
is difficult to extract source parameters. Condition changes in the material 
like cracking, changes of pore water content, degradation etc. may influ-
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ence the recorded wave forms even if the source characteristics have not 
changed. 

Table 16.2. Accuracy of the source localization in different application cases 

Material 
test specimen 
test site 

Source 
Sensor type 

Procedure Number of 
events 
(signals) 

Accuracy Reference

Prestressed con-
crete, aggregates 
0/32 mm 
cracked beam 
open air test 
facility 
ETH Zurich 

Concrete 
cracking 
Fuji 
KSB 250 

signals record-
ed anywhere 

1237000  Köppel 
and 

Vogel 
[2000]

events recorded
at 8 sensors 

 1’850 
(100%) 

automatically 
localized 

159 
(8.6%) 

rm < 15 mm

localized after 
manual picking

506 
(27.4%) 

rm < 15 mm

Unbonded  
tendons in con-
crete, aggregates 
0/32 mm 
Huntington Rail-
way Viaduct, UK 

Wire breaks 
Pure  
Technologies 
Ltd. 

Open tests 8 
3 
1 
1 

< 0.2 m 
< 0.5 m 
< 2.0 m 
not  
recorded 

Tozer and 
Elliott 
[2000]

Blind tests 6 
4 

< 0.2 m 
< 0.5 m 

Poorly grouted 
tendons in con-
crete, aggregates 
0/32 mm 
Ponte Moesa,  
CH 

Wire breaks 
Pure  
Technologies 
Ltd. 

Blind tests 2 longitudinal 
16-20 cm,
transversal 
26-66 cm 

Fricker 
and 

Vogel 
[2006]

16.4 Skills 

16.4.1 Planning of Tests 

An indispensable precondition of the application of AE testing is a concept 
what incidents should be detected by the method and where they could ap-
pear. That requires a deeper understanding of 
- the concept, the detailing and the performance of the structure 
- the building materials concerned and their possible aging 
- the possible failure mechanisms 
- the required and the assumed safety level 
- possible processes leading to detectable AE events. 
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The characteristics of wave propagation depending on energy level, fre-
quency content and conditions along a possible wave propagation path 
form the basis to choose the appropriate method and adequate equipment. 

Experience is necessary to estimate achievable reach and accuracy to 
design a suitable test set-up and to establish an optimal sensor arrange-
ment. 

16.4.2 Execution of Tests 

Since AE occur due to irreversible processes tests cannot be repeated. That 
is why elaborateness is necessary in all stages of work. Placing sensors, 
wiring and tuning must be executed properly, because a malfunctioning or 
wrongly tuned sensor may not be detected before the tests have started. 

Prior to measurements sensors and amplifiers are calibrated with artifi-
cial sources on the surface, measurement parameters like threshold values 
are set and set-ups are tested. All these procedures need experience that 
hardly can be formalized. 

Data operation and storing ask for a systematic procedure, too. The 
large amount of data generated during a test can only be handled after-
wards when properly named and sorted. 

Spatial sense helps for recording the positions of the sensors and all lo-
calizing procedures. 

16.4.3 Additional Required Skills on Site 

Since most structures rise considerably above ground and the placement of 
sensors requires close access to almost all surfaces, scaffolds and lifts are 
used. They allow for safe operations, but do not prevent view to depth. 
That is why involved persons should not suffer from vertigo (Fig. 16.7). 

In special cases it is more convenient to work with mountain climbing 
than with traditional construction site equipment requiring an according 
education and training of the involved staff (Fig. 16.8). 

16.4.4 Analysis of Data 

For recording, analysis and visualization of AE events powerful and flexi-
ble commercial software is available. 
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Fig. 16.7. Scaffold to access the soffit of a river bridge. 

 
For more sophisticated analysis further tools can be developed which re-
quires programming skills: In cases where existing procedures i.e. from 
geophysics are applied, these usually neither have a compatible data struc-
ture nor a suitable data range (km instead of mm, Hz instead of kHz). That 
means that output files from one procedure have to be converted into input 
files of the next one and data ranges should tried to be adjusted. 

When the amount of data increases, these operations should be 
automatized by stack procedures. All these operations require related 
skills. If everything is automatized, however, a black box situation is 
created and nobody understands anymore what has really been done. 

Since in research many procedures remain hand-operated an appropriate 
diligence and persistency is essential. 

Like for all non-destructive testing methods there is a need to depict re-
sults in graphic form. Images have a large potential to discover both repeti-
tions and abnormalities that would not be recognized in a pure numerical 
analysis. Imaging techniques need according special skills. 
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Fig. 16.8. Inspector climbing a structure using a double lanyard system, from 
(Federal Highway Administration 2005). 
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Synonyms and often used Abbreviations 

 
 
A/D    Analogue to digital converter 
AE     Acoustic emission 
AE analysis   Acoustic emission analysis or acoustic emission techniques 
AIC    Akaike information criterion 
ASTM   American Society for Testing and Materials 
CEN    European Committee for Standardization 
CLVD   Compensated linear vector dipole 
CMOD   Crack-month opening displacement 
DAS    Data acquisition system 
DB    Dilatancy boundary 
DC    Double-Couple 
DFT    Discrete Fourier transformation 
EDZ    Excavation disturbed zone 
FDM    Finite difference method 
FEM    Finite element method 
FFT    Fast Fourier transformation 
GUI    Graphical user interface 
ISO    Isotropic component 
JHD    Joint hypocenter determination 
LMA    Long term average 
MEMS   Micro electro mechanical systems 
MS    Microseimic 
MSC    Magnitude squared coherence 
MTI    Moment tensor inversion 
NDE    Non-destructive evaluation 
NDT    Non-destructive testing 
PDF     Propability density function 
PMMA   Polymethylmethacrylat 
PVDF   Polyvinylidene fluoride 
P-Wave   Compressional wave 
PZT    Lead zirconate titanate 
RADAR   Radio Detection and Ranging 
RC     Reinforced concrete 
RMS    Root mean square 
RMTI   Relative moment tensor inversion 
S-Wave   Shear wave 
S    Source function 
SiGMA   Simplified Green’s functions for moment tensor analysis 
SEM    Scanning electron microscope 
SM     Seismic moment 
SRM    Standard reference material 
STA    Short term average 
TF     Transfer function  
TR    Transient recorder 
Tr     Trace (of a tensor) 
URL    Underground research laboratory 
UT    Ultrasonic test or ultrasonic testing 
VESPA   Velocity spectral analysis 
VRML   Virtual reality modeling language 
WSN    Wireless sensor network 

 
 



Index 

1 
1-dimensional (1-D) localization  103 
1-dimensional localization  102, 123 

2 
2- or 3-dimensional localization  123 
2-D localization  108 
2-dimensional localization  103 

3 
3-D localization  105, 116 
3-D velocity model  136 

A 
A/D(analog to digital) conversion  36 
absolute calibration  30 
accessibility  378 
Accuracy  380 
acoustic coupling  197 
acoustic impedance  31 
advantages of AE  5 
AEWG  15 
aggregate-restraint  208 
Amplitude  40 
amplitude distribution  209, 352 

b value  210 
Amplitude Distribution  46 
anisotropy  375 
Anti-aliasing filter  37 
apparent velocity  110 
array localization 

array aperture  109 
sensor array  109 
Sensor array  111 

Array localization  108 
arrival time  105, 119, 122 
arrival-time difference  37, 198 
attenuation  36, 375 

Q value  36 
automatic  97 

 
 
 
automatic onset detection  96 
automatic onset determination  101 
automatic picker  98 
automatic picking  97 
automatized  386 
average frequency  45, 199, 217 
Average frequency  42 

B 
back-azimuth  109, 111, 114, 116 
band-pass filter  200 
beam forming  111 

beam packing  112 
beampacking  114, 115 
energy of the beam  112 
f-k analysis  113, 114, 115 
frequency wavenumber analysis  112 

bending load  317, 318 
bending test  181, 318 
bending-mode failure  211 
bending-moment  324 
bottom steel  327 
bottom steel slab  328 
breeding water  204 
brick  344 
Brick  353 
bridge construction  327 
Burgers vector  153 
buried pulse  147, 170 
burst signal  4 
b-value  46, 352 

C 
calibrated  385 
calibration coefficient  175 
calm ratio  44, 213, 320, 321, 328, 349, 

351, 352 
capacitive sensor  20 
capacitive transducer  29 
capillary break  30, 150 



cast-in-place concrete pile  334 
circle method  104 
CMOD  214 
composite floor slab  327 
concrete bridge  324 
concrete pier  342 
concrete pile  332 
concrete structure  314 
conical transducer  27 
consistency  204 
constitutive behavior  5 
contact time  30 
Continuous emission  4 
corrosion  214, 225 
Costs  379 
count  37, 198 
Count/ring-down count  40 
Counts to Peak  40 
couplant  31 
couple force  161 

double couple  161 
crack  125, 127 
crack kinematics  160 
crack kinetics  157, 159 
crack volume  154 
creep strain  209 
Curie point  34 
cyclic bending test  319 

D 
damage evolution  186 
damage mechanics  221 

damage evolution  221 
damage parameter  221 

damage parameter  186 
damage tensor  158 
dB (decibels)  35 
dead time  39 
debonding  155 
delta function  21, 145 
diagonal crack  212, 225 
differential evolution algorithm  132 
dip plane  180 
dipole force  160 
dislocation  153 
double-couple model  163 
double-difference method  132, 133 
duration  37, 198 
Duration  41 

E 
earthquake  7 
ed concrete building 

concrete  316, 317 
shear  316, 317 
tensile  317 

eigenstrain  158 
eigenvalue analyses 

eigenvalues  180 
eigenvalue analysis  177 
eigenvalues analyses 

eigenvalues  177 
elastic wave  17, 19 

dispersive wave  142 
guided wave  17 
Lamb wave  17 
Love wave  17 
P wave  17, 148 
Rayleigh wave  17 
S wave  17, 148 
sonic wave  17 
SP wave  148 
ultrasonic wave  17 

electro-magnetic noise  35 
empirical Green’s function  158 
energy  37, 198 
Energy  41 
energy released  6 
energy-moment  198 
epicenter  104, 105 
error ellipsoid  118, 123, 135 
event  37, 198 
event-counting  213 
EWGAE  15 

F 
face-to-face  31 
Far-field seismology  7 
fatigue crack  325 
fatigue damage  327 
fatigue deterioration  324 
fatigue loading  327, 328 
Felicity ratio  43 
Filtering  376 
flat frequency response  9 
floor slab  321, 322 
Fourier transform  21, 156 
four-point-bending test  127 
fracture energy  307 



fracture process zone  224 
free vibration  23 
Frequency  42 
Frequency centroid  42 
frequency spectrum  37, 198 
friction process  6 

G 
gain  16 
Gauss's integral theorem  143 
generalized theory  146 
geophysics  386 
girder bridge  317 
grid search  106, 135 

localization procedure for wood  106 
guided waves  375 

H 
half-cell potential  216 

C.S.E  216 
high-pass filter  345, 351, 354 
hit  37, 198 
Hit  40 
hit-lockout time  39 
Hooke’s Law  5 
hybrid method  133 
hydro-fracturing  180 
hyperbola  119 
hyperbola method  104 
hypocenter  105, 106 
hypocentre  116 

I 
IAES  15 
improved b-value  46 
infrastructure  314 

bridge  314 
building  314 

inhomogeneities  381 
inhomogenities  125 
Initial frequency  42 
in-plane motion  192 
inverse Fourier transform  156 
inverse problem  95 
iterative localization  122, 123, 124, 125 

accuracy  123 
density functions  124 

iterative linearized localization  118 
Reliability  123 

J 
joint hypocentre determination  132 
Joint hypocentre determination  131 
JSNDI  15 

K 
Kaiser effect  13, 213, 317, 319, 320 
Kaiser Effect  43 
kinematics  166 
kinetics  166 

L 
L1 norm  106 
L2 norm  106 
Lamb wave  142 
Lamb’s problem  146, 147 
Lamb’s solution  29, 31, 170 
laser vibrometer  30 
leakage test  187 
linearization  116 
load ratio  44, 213, 320, 321 
localization  6, 100, 375 

localization accuracy  120, 129, 131 
Localization accuracy  119 
localization algorithms  105 
nonlinear localization  134, 135 

localization error  118, 122, 123 
spatial error  121 

Localization errors  118 
long-term monitoring  378 
low-pass filter  354 

M 
main amplifier  200 
Martensite transformation  11 
martensite transformations  12 
masonry building  315 

structure  315 
maximum amplitude  198 
mercury intrusion method  219 
Micro-Electro-Mechanical Systems  9 
micro-seismic activity  12 
microseismicity  7 



micro-seismology  8 
Mindlin’s solutions  22 
mixture proportion  203 
moment tensor inversion  169 
monitoring  104 

N 
near-field seismology  7 
NIST  27 
nonlinear methods  132 
non-slump concrete  205 

O 
One-dimensional location  338 
onset  95, 98, 100, 101 
onset time  380 
optical fiber sensor  34 
origin time  95 
out-of-plane motion  182 
over-reinforced  212 

P 
P wave  172 
Parameter  39, 40 
parameter-based AET  9 
passage  350 
peak amplitude  37 
Peak frequency  42 
pencil-lead break  30, 150, 158 
penny-shaped tensile crack  155 
picker  100 
pickers  97 
picking  97 
Picking  380 
pier  350 
piezoelectric effect  19 
pile  332 
Pile  332 
planar localization  103 
point source  95, 116 
pore distribution  219 
post analysis  186, 192 
pre-amplifier  200 
probabilistic inversion  134 
propagation  383 
pull-push model  166 

R 
RA value  42, 45, 199, 217 
RADAR  6 
Railway  341 
railway bridge  350 
railway pier  346 
rainfall  215 
rate process  218 
Rayleigh wave  150 
receiver  96 
reciprocity method  29 
reflection coefficient  174 
reinforced concrete (RC)  317 

bridge  317 
reinforced concrete bridge  321 
reinforced concrete building  315, 316 

concrete  315 
shear  315 
tensile  315, 316 

reinforced concrete girder  320 
reinforced concrete slab  327 
reinforced concrete structure  320 
reinforcing-steel rod  323 
Relative localization  131 
relocalization  133 
reproducible  6 
residuals  105, 106, 116, 117, 122, 123 
resonance  22, 23 

Nominal resonance  23 
Resonant transducer  9 
Reverberation frequency  42 
rise time  37, 198 
Rise time  41 
RMS (root mean square) voltage  37, 

198 
road bridge  318, 322 
Robinson-type steel-concrete composite 

floor slab  328 
rock-bursts  11 
Roller-compacted concrete  204 
RTRI  348, 349, 350, 351, 352 
RTRI ratio  44, 345 

S 
S wave  172 
sampling rate  40 
scanning  3 
scattering  375 
secondary AE activity  341, 355 



seismic wave  7 
seismogram  7 
seismology  7 
self-restraint  208 
SEM  218 
sensitivity  375 
sensor array  115 
sensor distribution  375 
sensor output ratio  321 
shear-mode failure  212 
signal characteristic  4 
signal envelope  41 
signal-to-noise  16 
signal-to-noise ratio  6 
Site conditions  377 
Skills  384 
slowness  110, 111, 112, 114 
Snell’s law  172 
source  96, 108 

source coordinates  107 
source coordinates  118, 134 
source localization  122, 123, 127 

earthquake source localization  95 
source coordinates  95 

source time  105 
source-time function  154 
SP wave  172 
spatial filter  200, 345 
split  154 
standard source  197, 201 
steel box-girder  324 
Steel bridge  324 
steel frame  318 
steel member  324 
steel mold  327 
steel plate  327 
steel side plate  327 
steel slab  324 
steel structure 

concrete  314 
fatigue  314 
structure  314 
traffic  314 

Steel structure  314 
steel-concrete composite  327 
steel-concrete composite slab  327, 328 
steel-slab  325 
strain energy release rate  309 
Substructure  332 
superstructure  320, 321, 324, 329 
superstructures 

bridge  315 
building  315 
concrete  315 
steel  315 
traffic  315 

surface crack  225 
surface pulse  147 

T 
tension-softening  224 
the secondary AE activity  342, 345 
three-point-bending test  126 
threshold  39, 40 
threshold level  198, 200, 213 
tin-cry  11 
traffic control  322 
traffic load  44, 321, 323, 325, 329 
Train  342 
train passage  342, 343 
training  385 
transfer function  22 
travel time  105, 116, 135 
two-dimensional (2-D) problem  182 

in-plane motion  182 
out-of-plane motion  182 

U 
ultrasound  6 
under-reinforced  212 

V 
VC test  204 
VC value  204 
VRML  189, 192, 225 

W 
water leakage  192 
wave propagation  375 
Waveforms  383 
waveguide  29 
weight matrix  117 
wire breaks  375 
wood  302 

structure  302 
ultrasonic properties  303 



X 
X-Ray  6 

Z 
zone location method  102 
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