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G1 and S-Phase Checkpoints, Chromosome Instability,
and Cancer

Hiroshi Nojima

Summary
Mitogen-dependent progression through the first gap phase (G1) of the mammalian cell-
division cycle is precisely regulated so that normal cell division is coordinated with cell
growth, while the initiation of DNA synthesis (S phase) is precisely ordered to prevent
inappropriate amplification of the DNA that may cause genome instability. To ensure that
these fundamental requirements of cell division are met, cells have developed a surveillance
mechanism based on an intricate network of protein kinase signaling pathways that lead to
several different types of checkpoints. Since these checkpoints are central to the mainte-
nance of the genomic integrity and basic viability of the cells, defects in these pathways
may result in either tumorigenesis or apoptosis, depending on the severity and nature of the
defects. This review summarizes the genetic and molecular mechanisms of checkpoint acti-
vation in the G1/S and S phases of the mammalian cell cycle that monitor DNA damage and
replication. The relevance of these mechanisms to the origin of cancer is also discussed.

Key Words: Cell cycle; checkpoints; G1/S; DNA damage; chromosome; p53; MYC; CHK1;
CHK2; ATM; ATR; pRB; E2F; p21; INK4a; CDK2; Cyclin E; Cyclin G; NBS1; MRE11;
BRCA1; MDM2; ARF; Cdc25A.

1. Introduction
Eukaryotic cells have developed a complex network of cell cycle check-

point pathways. These act as surveillance mechanisms that ensure the proper
progression of the cell cycle after exposure to various environmental stresses
or after the occurrence of spontaneous perturbations such as DNA damage and
improper progression of DNA replication (1–4). These evolutionally conserved
surveillance  mechanisms ensure that DNA replication remains faithful, thus
guaranteeing the transmission of an unaltered genome and promoting the sur-
vival of the cells. The checkpoint regulatory machineries that serve as the
guardians of proper cell cycle progression fulfill four fundamental consecutive
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tasks. First, upon stress, they rapidly induce cell cycle arrest or delay. They
then help activate the mechanisms that repair damaged DNA or stalled replica-
tion. They also maintain the cell cycle arrest until repair is complete. At this
point, they then actively re-initiate cell cycle progression. The cell cycle arrest
that is induced and maintained by these checkpoints gives the cell time not
only to repair the cellular damage but also to wait for the dissipation of an
exogenous cellular stress signal or to probe the availability of essential growth
factors, hormones, or nutrients.

The cell cycle checkpoints were initially defined as constituting a regulatory
mechanism that acts to arrest the cell cycle in response to DNA damage, so that
cell cycle progression and repair could be temporally coordinated (5,6). How-
ever, more recent work suggests that the checkpoints may play many more
regulatory roles in various cellular events (6). Indeed, they are now believed to
regulate the transcription of DNA damage response genes (7),  the telomere
length and chromatin structure (8), the recruitment of proteins to damage sites
(2,3), the kinetochore attachment to spindle microtubules (9), the arrangement
of the cytoskeleton (10,11), meiotic recombination (12,13), meiotic chromo-
some pairing and segregation (14), and the cell cycle timing in the first cell
divisions of the embryo (15). Notably, the checkpoint signaling pathways can
also result in the activation of programmed cell death if cellular damage cannot
be properly repaired (16–19).

The stability of the genome is under constant threat from chemicals, radia-
tion, and normal DNA metabolism. Therefore, if the checkpoints are not prop-
erly controlled, the cells may suffer potentially catastrophic DNA damage that
can lead to elevated mutation rates, chromosome instability, and aneuploidy,
all of which can contribute to tumorigenesis (20). Failure of the G1/S phase
and S-phase checkpoints to act properly is particularly deleterious because it
may directly elicit chromosomal aberrations and the accumulation of deleteri-
ous mutations, which increase the likelihood of the occurrence of genetic syn-
dromes and diseases such as cancer (21,4). In this review, I will discuss the
recent progress in the study of the mammalian checkpoints at the G1 and S
phases that guard the entry into and the progression through the S phase and
thereby ensure proper DNA replication. Occasionally studies on budding yeast,
fission yeast, and other eukaryotes will be mentioned if their observations aid
our understanding of mammalian checkpoint mechanisms. I will also focus on
the evidence that supports the notion that aberrant checkpoint regulatory mecha-
nisms may promote the incidence of DNA alterations that may lead to cancer.
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2. Molecular Mechanism Controlling the G1/S Transition
of Mammalian Cells
2.1. Factors Regulating G1 Phase of the Cell Cycle

2.1.1. G1 Phase CDK/Cyclin Complexes

The progression through the cell cycle is governed by the periodic activa-
tion and inactivation of cyclin-dependent kinase (CDK) complexes. The CDK
proteins are Ser/Thr protein kinases, and their kinase activities are controlled
by their association partners, which are called cyclins (22). The protein levels
of the CDKs remain constant through the cell cycle, whereas the levels of the
cyclins vary during the cell cycle, owing to periodic expression and degrada-
tion. The timely regulation of different CDK/cyclin complexes is responsible
for well-organized cell cycle progression, as these complexes act in G1 to ini-
tiate S phase and in G2 to initiate mitosis. These mechanisms are conserved
from yeast to mammals (23). The kinase activity of the CDKs is also tightly
controlled by the binding of inhibitors and phosphorylation events.

In the middle of the cyclin proteins is a domain of well-conserved amino
acid sequences called the cyclin box. While cyclins were originally character-
ized as being the regulatory subunit of CDK that is periodically expressed and
degraded during the cell cycle (24), it was later found that many cyclins do not
cycle and that they can regulate cellular functions other than the cell cycle
(25). These include: cyclin G (26), which is a regulatory subunit of protein
phosphatase 1A (27); cyclin H, which forms a complex with CDK7 that regu-
lates not only other CDKs as a CDK-activating kinase (CAK) (28) but also
transcription and DNA repair (29); cyclin L, which is a regulatory subunit of
CDK11 and promotes pre-mRNA splicing (30); and cyclin T, which forms a
complex with CDK9 and activates transcription by hyperphosphorylation of
the carboxyl-terminal domain of the large subunit of RNA polymerase II (31).

Eleven CDK proteins (Cdc2 = CDK1, CDK2, . . . CDK11) have been dis-
covered and examined in mammalian cells to date. Of these, CDK2, CDK3,
CDK4, and CDK6 are principally responsible for G1 progression and entry
into S phase. CDK4 and CDK6 are activated in mid G1, whereas CDK2 is
activated in late G1. While CDK4 and CDK6 are co-expressed in many cell
types, CDK6 does not fully compensate for the function of CDK4 in most cells
(32,33).  The CDK4/cyclin D and CDK 6/cyclin D complexes play pivotal
roles in early to mid G1, whereas CDK2/cyclin E and possibly CDK2/cyclin A
function at the late stage of G1 (22). These cyclins are comprehensively termed
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the G1 cyclins (34). Three types of cyclin Ds (D1, D2, and D3) have been
identified, each of which functions as a regulatory subunit of either CDK4 or
CDK6 (35). In mid G1 phase, the CDK4/cyclin D complexes phosphorylate
the pRB (retinoblastoma) family of nuclear phosphoproteins (see Subheading
2.1.4.), which are the key regulators of the G1/S transition (36), whereas CDK2/
cyclin A and CDK2/cyclin E phosphorylate pRB at the G1 to S transition
(34,37).

When quiescent cells enter the cell cycle owing to mitogenic signals, the
expression of the cyclin Ds is induced and the CDK4/cyclin D and CDK6/
cyclin D complexes are formed as the cells progress through the G1 phase (38).
The kinase activity of the complexes is then activated when they enter the cell
nucleus and are phosphorylated by CAK. This allows the complexes to phos-
phorylate target proteins such as pRBs (39,38). Thus, the cyclin D protein types
play a pivotal role in G1 by transmitting the mitogenic signal to the pRB/E2F
pathway. Notably, cyclin D1 also seems to play a CDK-independent role as a
modulator of transcription factors because it interacts with histone acetylases
and components of the transcriptional machinery. The cyclin D1–deficient
mouse is viable but does have developmental abnormalities that are limited to
restricted tissues (38). Proteasomal degradation of cyclin D1 is triggered by its
phosphorylation on a single threonine residue (Thr-286) by glycogen synthase
kinase-3β (40).

Cyclin E, which regulates CDK2 and possibly also CDK3, is expressed in
late G1 and early S phase (34). The level of cyclin E is abruptly decreased by
proteolysis after polyubiquitination mediated by SCF (Skp2) ubiquitin ligase
(41). Cyclin E regulates the initiation of DNA replication by phosphorylating
components of the DNA replication machinery (39). The CDK2/cyclin E com-
plex also triggers the duplication of centrosomes at G1/S phase by phosphory-
lating the multifunctional protein nucleophosmin (also known as B23) (42,43).
CDK2/cyclin E also targets NPAT (nuclear protein mapped to the AT locus) as
a phosphorylation substrate, which may explain why CDK activity is linked to
the periodic synthesis of histones (44–46).

Cyclin A can activate two different CDKs and functions in both S phase and
mitosis (47). Cyclin A starts to accumulate during S phase and is abruptly de-
stroyed before metaphase. The synthesis of cyclin A is mainly controlled at the
transcription level and involves E2F and other transcription factors. It is still
unknown why CDK2/cyclin A and CDK2/cyclin E complexes are both required
for the initiation of DNA replication and why their order of activation is tightly
regulated. Using a cell-free system, it has been shown that cyclin E stimulates
replication complex assembly by cooperating with Cdc6, a regulator of the
initiation of DNA replication, whereas cyclin A has dual functions: first, it
activates DNA synthesis by the replication complexes that are already as-
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sembled, and second, it inhibits the assembly of new complexes (48). This
regulatory mechanism allows cyclin E to promote replication complex assem-
bly while cyclin A blocks this assembly. Thus, the dual functions of cyclin A
ensure that the assembly phase (G1) ends before DNA synthesis (S) begins,
thereby preventing re-initiation until the next cell cycle.

2.1.2.  INK4 Family of CDK Inhibitors

CDK activity is negatively controlled by association with CDK inhibitors
(CKIs), which inactivate CDK/cyclin complexes and thereby cause growth ar-
rest (39,17). CKIs are grouped into either the INK4 (inhibitors of CDK4) fam-
ily or the CIP/KIP family based on their structure and which CDK they target.
There are four INK4 CKIs and three CIP/KIP CKIs (see Subheading 2.1.3.).
The first class of inhibitors includes the INK4 proteins, which specifically in-
hibit CDK4/cyclin D1-associated kinase activity and are therefore specific for
early G1 phase (49). Four such proteins have been identified{\}p16INK4a,
p15INK4b, p18INK4c, and p19INK4d (39). These INK4 CKIs compete with cyclin
D for binding to CDK4 and consequently cause CDK4/cyclin D complexes to
dissociate. Note that the major portion of these molecules is composed of four
(p16INK4a and p15INK4b) or five (p18INK4c and p19INK4d) tandem ankyrin (ANK)
repeats (Fig. 1). This 33-residue repeat was first discovered in ANK, a mem-
brane protein of red cells. Later this motif was found in a wide variety of pro-
teins (50). The beta hairpin helix-loop-helix folds formed by the multiple
tandem ANK repeats stack in a linear manner to produce an elongated struc-
ture that is considered to be involved in macromolecular recognition. p16INK4a,
which consists of four ANK repeats (Fig. 1), represents the minimal ANK fold-
ing unit (51).

Of these CKIs, only the p16INK4a gene (also known as major tumor suppres-
sor 1 or MTS-1) has been classified as a tumor suppressor by the genetic crite-
ria of loss of heterozygosity (LOH) (49). Unlike other tumor suppressor genes,
p16 is often silenced by homozygous deletions at the p16INK4a locus (9p21)
that also often inactivate two other important genes nearby, namely p15INK4b
and p14ARF (see Subheading 2.3.).

2.1.3.  CIP/KIP Family of CDK Inhibitors

The second family of CDK inhibitors is composed of the more broadly act-
ing CIP/KIP proteins, such as p21CIP1/WAF1, p27KIP1, and p57KIP2, which inhibit
the activities of cyclin D-, E-, and A-dependent kinases and induce cell cycle
arrest (39). Thus, these CKIs are not specific for a particular phase of the cell
cycle. Unlike the INK4 proteins, the CIP/KIP proteins associate with the CDK-
cyclin complexes and thus do not dissociate these complexes (39,52). The CIP/
KIP proteins share a homologous domain at their N-termini that is believed to
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Fig. 1. The INK4a/ARF locus encodes p16INK4a and p19ARF, two degenerated tumor
suppressor proteins. Absence of p16INK4a (composed of ANK) activates CDK4(6)/
cyclin D kinase, which phosphorylates pRB, thereby activating the E2F/DP1 tran-
scription factor. Since the transcription of the ARF gene is regulated by E2F, expres-
sion of ARF is induced. ARF separates MDM2 from p53 by recruiting MDM2 into the
nucleolus, possibly in collaboration with cyclin G1 and cyclin G2. This stabilizes p53
in the nucleus and allows it to activate the expression of the target genes that function
in cell cycle checkpoint, DNA repair, and apoptosis. Thus, the INK4a/ARF locus in-
fluences both the pRB-E2F and p53 pathways.
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participate in the CKI role of these proteins. This amino-terminal domain con-
tains characteristic motifs that are used for binding to both the CDK and cyclin
subunits. This association of CIP/KIP proteins with CDK/cyclin complexes
has an inhibitory effect. For example, it inhibits CDK2 activity by preventing
its Thr-160 phosphorylation by CAK.

p21WAF1 was discovered almost simultaneously by several studies, each of
which employed different approaches. It was discovered as a CDK2-associ-
ated protein by a two-hybrid system (53), as a senescent cell-derived inhibitor
(Sdi1) of cellular growth (54), as a potential mediator of p53 tumor suppres-
sion that was named wild-type p53-activated fragment (WAF1) (55), and as a
biochemically isolated CDK2/cyclin-binding protein (56). Transcription of the
p21WAF1 gene can be induced by the tumor suppressor p53 (55), by the
antimitogenic cytokine transforming growth factor (TGF)-β (57), and by the
phorbol ester tetradecanoyl-phorbol acetate (TPA), which is a protein kinase C
activator (58).

Apart from their role as CDK inhibitors, the CIP/KIP proteins may also act
to bridge the bond between CDK4 (or CDK6) and cyclin D protein types (but
not other CDKs or cyclins), thereby enhancing this association and promoting
the recruitment of the CDK/cyclin D complexes to the nucleus (52,59,60). A
fact supporting this notion is that mouse fibroblasts that lack both p21WAF1 and
p27KIP1 are unable to assemble detectable amounts of CDK/cyclin D com-
plexes, and fail to efficiently direct cyclin D proteins into the nucleus (61).
These effects were reversed by returning the CKIs to these cells. Thus, unlike
the INK4 family proteins, the CIP/KIP CKIs promote the formation of CDK4/
cyclin D complexes (62).

In the nucleus, p21WAF1 binds to proliferating cell nuclear antigen (PCNA)
and blocks DNA replication (63–65). p21WAF1 may also regulate the transcrip-
tion of the genes involved in growth arrest, senescence, aging, or apoptosis
after DNA damage (52).

2.1.4.  Retinoblastoma Family of Proteins and E2F

The tumor suppressor pRB is the protein product of the retinoblastoma (Rb)
susceptibility gene that is required for the arrest in the G1 phase of the cell
cycle (66,67). pRB, and the related p107 and p130 proteins, share structural
and functional properties and interact with a number of common cellular tar-
gets. Consequently, they form together the “pocket protein family” (36,68)
(Fig. 1). They function as transcriptional repressors in the nucleus and inhibit
the activity of the E2F (early gene 2 factor) transcription factor that regulates
the expression of the many genes required for S phase entry and DNA synthe-
sis (69). Although the pRB proteins do not interact directly with DNA, they
repress E2F-regulated genes in two ways. First, they directly bind to the
transactivation domain of E2F proteins to repress their transcriptional activity.
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Second, they recruit chromatin remodeling enzymes such as histone
deacetylases (HDACs) or methyl transferases to the nearby surrounding
nucleosome structure (46,70).

In the early G1 phase, pRBs are not phosphorylated and can associate with
more than eighty proteins, including the E2F family of transcription factors.
As G1 progresses, however, the pRB proteins become phosphorylated on mul-
tiple serine and threonine residues, primarily by the CDK4/cyclin D or CDK6/
cyclin D complexes, but also partly by CDK2/cyclin E (71). This
hyperphosphorylation inactivates the pRB proteins and causes them to release
their cargo proteins, which activates the cargo proteins and allows them to
mediate the events that are required for further cell cycle progression (39,72).
The phosphorylation of pRB by the CDK4(6)/cyclin D complexes releases hi-
stone deacetylase, which alleviates transcriptional repression, whereas the
phosphorylation by CDK2/cyclin E disrupts the pocket domain of pRB, caus-
ing the pRB–E2F complex to dissociate (73). Recently, it was suggested that
the acetylation of pRB proteins may also influence their activity (74).

The E2F transcription factor was first identified as a transcriptional activity
that influences the adenovirus E2 gene promoter (75). The family of E2F-re-
lated proteins include E2F1–E2F6. These proteins have conserved DNA-bind-
ing and dimerization domains, and three heterodimeric partners, namely DP1,
DP2, and DP3 (76,77). Of the six E2Fs, E2F6 is exceptional in that it lacks the
domains required for transactivation and pRB binding that are normally in the
E2F carboxy-termini. E2F6 appears to play a pRB-independent role in gene
silencing and modulation of G0 phase (78,79). Recent studies have expanded
the roles that are played by the E2F family of transcription factors. It now
appears that apart from being transcriptional regulators of genes involved in
DNA metabolism and DNA synthesis, these proteins also seem to play con-
trasting roles in transcriptional activation and repression, proliferation and
apoptosis, tumor suppression and oncogenesis, and possibly differentiation and
DNA repair (66,69,76,80,81).

2.1.5.  Cdc25A Phosphatase

Cdc25, a dual-specificity phosphatase, removes inhibitory phosphates from
the tyrosine and threonine residues of CDKs and thereby promotes cell cycle
progression (82). Three Cdc25 homologs, namely Cdc25A, Cdc25B, and
Cdc25C, have been identified in mammalian cells. Cdc25C promotes the G2/
M transition by activating CDK1 (Cdc2), whereas Cdc25B is proposed to act
as a “starter phosphatase” that initiates the positive feedback loop at the entry
into M phase (83,84). In contrast, Cdc25A plays an important role in the G1/S
transition (85). Overexpression of Cdc25A activates CDK2/cyclin E or CDK2/
cyclin A by inducing CDK2 tyrosine dephosphorylation. The activated CDK2/
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cyclin complexes then abrogate checkpoint-induced arrest in S phase
(86,104,199). Without Cdc25A activity, the inhibitory tyrosine phosphoryla-
tion of CDK2 would persist, which would maintain the block of entry into S
phase and DNA replication. Cdc25A and Cdc25B (but not Cdc25C) are poten-
tial human oncogenes that have been found to be overexpressed in a subset of
aggressive human cancers (87,88).

To activate the protein kinase activity of CDK2, it must be phosphorylated
on Thr-160 but not on Thr-14 and Tyr-15 (89). A multi-subunit enzyme CAK,
which consists of cyclin H and CDK7, phosphorylates CDK2 on Thr-160
(90,91), whereas the KAP phosphatase dephosphorylates Thr-160 in the ab-
sence of cyclin, thereby rendering CDK2 inactive (92). CDK2 is phosphory-
lated on Thr-14 and Tyr-15 by Wee1/Mik1-related protein kinases, whereas
the Tyr-15 residue and possibly also the Thr-14 residue are dephosphorylated
by Cdc25A (93). Thus, downregulation of Cdc25A leads to growth arrest in
late G1 (94). Transcription of the cdc25A gene is inhibited by the E2F-4/p130
complex, which recruits histone deacetylase to the E2F site of the cdc25A pro-
moter in response to TGF-β (95).

As a cellular response to ultraviolet light (UV)-induced DNA damage,
Cdc25A is highly degraded by ubiquitin- and proteasome-dependent proteoly-
sis (96). The same degradation also occurs after hydroxyurea (HU)-triggered
stalling of replication forks (97) as well as during the midblastula transition in
Xenopus embryos under physiological conditions (98). Following DNA dam-
age, Cdc25A is phosphorylated by checkpoint kinase 1 (CHK1) or checkpoint
kinase 2 (CHK2) (Fig. 2B). This phosphorylation is recognized as a tag by the
proteolysis system and Cdc25A is degraded. Thus, CHK1 or CHK2 induces
the G1/S phase checkpoint by phosphorylating Cdc25A (see Subheading 4.2.).
Supporting this is the finding that the elimination of CHK1 expression through
the use of siRNA not only abrogated the S or G2 arrest, it also protected
Cdc25A from degradation(88). During the basal turnover in unperturbed S
phase, CHK1 phosphorylates serines 75, 123, 178, 278, and 292 of Cdc25A. In
contrast, ionizing radiation (IR)-induced Cdc25A proteolysis is mediated by a
combined action of CHK1 and CHK2. Thus, a CHK1-CHK2 inhibitor may be
useful in cancer chemotherapy, as it may potentiate the cytotoxicity caused not
only by DNA-damaging drugs that induce G2 arrest but also by agents that
promote S arrest (99,100).

2.1.6.  Myc

The c-myc protooncogene is a pivotal regulator of cellular proliferation,
growth, differentiation, and apoptosis (101). The Myc family proteins (Myc,
N-Myc, and L-Myc) are transcription factors with basic helix-loop-helix leu-
cine zipper protein (bHLH-ZIP) motifs that bind to the DNA sequence
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Fig. 2. ATM/ATR and CHK1/CHK2 kinases mediate the signaling network of the
DNA damage and DNA replication checkpoints. (A) Phosphorylation target proteins
of ATM and ATR kinases. There are two parallel pathways that respond to DNA dam-
aging stress in mammalian cells. The ATM pathway responds to the presence of DSBs
acting at all phases of the cell cycle. The ATR pathway not only responds to DSBs but
also to the agents that disturb the function of replication forks. Following their activa-
tion by DSBs or replication stress, ATM/ATR kinases phosphorylate unique (red and
black, respectively) or overlapping (green) target proteins at specific serine (S) or
threonine (T) residues of indicated (if known) numbers. (B) Phosphorylation target
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CACGTG (E-box) when dimerized with Max, another bHLH-ZIP. A head-to-
tail pair of Myc-Max dimers form a heterotetramer that is capable of bridging
distant E-boxes. Mitogen exposure promptly induces the expression of c-myc.
Ectopic expression of c-myc also encourages quiescent cells to enter into S
phase (102). Myc not only targets genes that encode cyclins D2, D1 and E, and
Cdc25A as a transcription factor, but also sequesters p27KIP1 into CDK4(6)/
cyclin D complexes away CDK2/cyclin E to cause phosphorylation and subse-
quent ubiquitination and proteasome-mediated degradation of the p27KIP1,
thereby realizing at least three distinct regulatory functions of CDK2/Cyclin E
activity, E2F-dependent transcription, and cell growth (103).

 In association with Max, Myc binds to the E-boxes in a variety of gene
promoters and thus orchestrates the transcriptional activation of a diverse set
of genes. However, Myc on its own inhibits the transcription of other genes,
including p21WAF1 (104) and another cyclin-dependent kinase inhibitor,
p15INK4b (105,106). The DNA-binding protein Miz-1 directly recruits Myc
to the p21WAF1 promoter, where Myc selectively inhibits bound p53 from
activating p21WAF1 transcription and favors the initiation of apoptosis (107).
Thus, Myc can influence the outcome of a p53 response in favor of cell death.

2.2. The p53-pRB Pathway Controls the G1/S Transition

The p53 tumor suppressor gene (TP53) is the most frequently mutated gene
(about 50%) in human tumors, and encodes a 53 kDa transcription factor (p53)
that directly induces the expression of a substantial number of genes that are
important for cell cycle regulation, DNA damage repair, and apoptosis
(108,109). Of the genes that are induced by p53, p21WAF1 plays a pivotal role
in G1 arrest by inhibiting CDK4(6)/cyclin D1 activity, thereby reducing the
phosphorylation of pRB and promoting G1 arrest of the cell cycle. This inter-
connecting signaling pathway involving p53, pRB, and E2F plays an essential
role in G1/S transition of the cell cycle. p21WAF1 is also known to inhibit S
phase progression (G1 arrest) by binding to PCNA, a ring protein that pro-
motes DNA replication (63). The expression level of p53 is low in the absence

Fig. 2. (continued) proteins of CHK1 and CHK2 kinases. CHK2 is primarily phospho-
rylated by ATM (and partially by ATR), whereas CHK1 is phosphorylated by ATR.
Then, CHK1/CHK2 kinases transmit the checkpoint signals by phosphorylating unique
(red and black, respectively) or overlapping (green) target proteins at specific serine
(S) or threonine (T) residues of indicated numbers. CHK2, phosphorylated on Thr-68
by ATM, is activated to autophosphorylate on Thr-383 and Thr-387 (blue arrows),
further enhancing its kinase activity. Ser-46 of p53 is presumed to be phosphorylated
by putative p53 S46 kinase. These phosphorylated proteins further propagate the sig-
nal to the downstream targets, thereby regulating various cellular events.
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of cellular stress. However, various types of stress, including DNA damage,
induce p53 expression and cause G1 arrest. In cases where the DNA damage is
too severe to be repaired, p53 induces apoptosis as a desperate attempt to pro-
tect the organism (19,110, 111). This essential role of p53 as a critical brake on
tumor development explains why it is so frequently found in cancer cells
(112,113).

Other genes that are upregulated by p53 (112) include cyclin G1 (27), MDM2
(murine double murine 2), BAX (bcl2-associated X protein), GADD45 (114),
14-3-3σ (115), CDK4 (116), p53R2 (117,118), p53AIP1 (119), p53DINP1
(120), and p53RDL1 (121). Cyclin G1 and MDM2 regulate the stability of the
p53 protein (see Subheading 2.3.). Bax forms a homodimer or heterodimer
with Bcl2, and increasing amounts of the Bax homodimer trigger cytochrome-
c release from mitochondria, thus promoting apoptosis (122). Gadd45 (induced
after growth arrest and DNA damage) is involved in regulating nucleotide ex-
cision repair of UV-damage together with p53 and another p53-downstream
gene, p48XPE (123). The 14-3-3σ protein associates with and recruits Cdc25C
from the nucleus to inhibit the activation of CDK1/cyclin B, thus causing G2
arrest. p53R2 is a homolog of ribonucleotide reductase small subunit (R2).
Expression of p53R2, but not that of R2, is induced by DNA damage and serves
to supply the cell with the deoxyribonucleotides needed for DNA repair.
p53RDL1 (p53-regulated receptor for death and life) interacts with its ligand
Netrin-1 and promotes the survival of damaged cells against apoptosis.

At least some of the eleven phosphorylation sites identified on p53 seem to
play pivotal roles in its regulation. Three functionally important domains have
been identified in the p53 molecule, and phosphorylation at these sites is con-
sidered to influence the structural changes of these domains. The middle do-
main constitutes the core domain that associates with the specific nucletotide
sequences at the promoter regions of its target genes. This domain harbors the
vast majority of the p53 “hot spot” mutations found in human cancers. In cells
with damaged DNA, Ser-15 of p53 is phosphorylated by ATM (ataxia telang-
iectasia mutated) or ATR (ATM-Rad3-related) (124–126). The ATM gene was
first isolated from patients with the autosomal recessive disorder ataxia telang-
iectasia (A-T). These patients exhibit cerebellar degeneration, immunodefi-
ciency, radiation sensitivity, and predisposition to cancer (127).
Phosphorylation of p53 at Ser-20 by CHK1 or CHK2 may also be important
for regulating the interaction between p53 and MDM2 (128,129). Upon severe
DNA damage, Ser-46 on p53 is phosphorylated and apoptosis is induced. As
p53AIP1 (p53-regulated apoptosis-inducing protein 1) is selectively induced
by p53 molecules that have been phosphorylated at Ser-46, it may be that
p53AIP1 mediates this p53-dependent apoptosis by inducing the release of
cytochrome-c from mitochondria (130). p53DINP1 (p53-dependent damage-
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inducible nuclear protein 1) functions as a cofactor of the putative p53-Ser46
kinase that promotes phosphorylation of p53 at Ser-46 (120).

2.3. Regulation of p53 Stability by ARF and MDM2

The INK4a locus that generates p16INK4a also encodes a degenerated gene
product called ARF (after alternative reading frame) (131). Thus, the locus
encodes two tumor suppressor proteins, p16INK4a and p19ARF (p14ARF in
humans), which activate the growth suppressive functions of pRB and p53,
respectively (67). ARF is a highly basic (pI > 12), arginine-rich nucleolar pro-
tein (132). Deletion of the ARF gene can inactivate p53 function in tumors
where p53 itself remains intact. Transcription of the ARF gene is regulated by
E2F, and thus the INK4a/ARF locus influences both the pRB-E2F and p53
pathways.

 Overexpression in the same tumor lines of MDM2 (murine double murine
2; Hdm2 in humans), a protein whose expression is upregulated by p53 (see
Subheading 2.2.), has the same effect. This is because ARF binds to MDM2
and abrogates its p53-inhibitory activity. MDM2 destabilizes p53 by catalyzing
its ubiquitination by acting as an E3 ubiquitin ligase. This promotes the nuclear
export of p53, thereby allowing it to be targeted for proteasomal degradation
(133,134). Actually, MDM2 is frequently overexpressed in human tumors, and
this leads to the rapid degradation of p53 (135). Since MDM2 directly binds to
the N-terminus of p53, phosphorylations of p53 at Ser-15, Ser-20, and Thr-18
are important for the dissociation of MDM2 from p53 (128,129). MDM2 is
itself transcriptionally activated by p53, which thus creates a negative feed-
back loop. Consequently, inhibiting the interaction between p53 and MDM2
by the application of synthetic molecules may serve as an effective cancer treat-
ment because it may lead to cell cycle arrest or apoptosis in p53-positive tumor
cells (109).

Other proteins also modulate MDM2 activity. Mitogen-induced activation
of phosphatidylinositol 3-kinase (PI3-kinase) and its downstream target, the
AKT/PKB serine-threonine kinase, results in the phosphorylation of MDM2
on Ser-166 and Ser-186. CDK2/cyclin A also phosphorylates MDM2 on Thr-
216 (136). These phosphorylation events are necessary for the translocation of
MDM2 from the cytoplasm into the nucleus and thus serve to promote the p53-
inhibitory activity of MDM2 as a ubiquitin ligase (134).  Cyclin G1 directly
binds to MDM2 (137), recruits PP2A (protein phosphatase 2A) to dephospho-
rylate MDM2 at Thr-216, and releases MDM2 from p53, thereby cooperating
with ARF to restrict the ability of MDM2 to negatively regulate p53 (138)
(Fig. 1). Indeed, cyclin G1-/- mouse embryo fibroblasts show enhanced accu-
mulation of p53 and are partially deficient in an irradiation-induced G2/M-
phase checkpoint (139). Cyclin G2 may also have redundant or compensatory
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functions, because it associates with many of the same proteins to which cyclin
G1 binds, including p53, PP2A, MDM2, and ARF (137). This p53-stabilizing
effect of PP2A/cyclin G complexes may also influence the malignancy of can-
cer cells, considering that enhanced expression of a truncated form of PP2A
was observed in highly metastatic melanoma cells (140). Cells overexpressed
with this truncated form of PP2A show irradiation-induced checkpoint defects
and appear to elevate genetic instability, which may promote tumor progres-
sion (141). These data suggest that cyclin G1 is a positive feedback regulator
of p53, since it downregulates the activity of MDM2, which would otherwise
restrain the accumulation of p53 (142).

3. DNA Damage Checkpoints
DNA damage caused by IR, chemical reagents, or similar environmental

insults induces cell cycle arrest at G1, S, or G2, thereby preventing the replica-
tion of damaged DNA or aberrant mitosis until the damage is properly repaired.
The molecular mechanism in mammalian cells that detects the presence of
double-strand breaks (DSBs) is not well understood. Research in the budding
yeast Saccharomyces cerevisiae, however, tells us that a quintet complex com-
posed of RAD24, RFC2, RFC3, RFC4, and RFC5 acts in this organism as a
sensor of DSBs (143). Disruption of these components causes defects in the
damage checkpoint machinery of S. cerevisiae (144). The same DSB-sensing
mechanism is also used in another useful yeast strain, Schizosaccharomyces
pombe (145,146). In S. cerevisiae, the signal of the DSB abnormality is trans-
mitted to the ring-shaped hetero-trimer that is composed of Ddc1/Rad17/Mec3
(Rad9/Rad1/Hus1 in fission yeast and mammals). This hetero-trimer resembles
the replication factor PCNA (147). In fission yeast, this complex activates Rad3
kinase, which then phosphorylates CHK1 (148). The activated CHK1 then tar-
gets Cdc25C for phosphorylation. Cdc25C is subsequently recognized by
Rad24, a 14-3-3 protein (see Subheading 2.2.), which recruits it out from the
nucleus into the cytoplasm, where it inactivates the CDK1/cyclin B complex
(Cdc2/Cdc13 in S. pombe), which results in G2/M arrest (149). The 14-3-3
proteins bind to serine/threonine-phosphorylated residues in a specific manner
and regulate key proteins involved in various physiological processes such as
the cell cycle, intracellular signaling, apoptosis, and transcription regulation
(150). Similar checkpoint regulatory mechanisms involving 14-3-3 proteins
are also employed in vertebrate cells (2,86,151). For example, human CHK1 is
activated by phosphorylation and thereby phosphorylates Cdc25C on Ser-216,
which is recognized by the 14-3-3σ protein. The14-3-3σ protein then removes
Cdc25C from the nucleus to the cytoplasm, thereby preventing the activation
of the CDK1/cyclin B complex and entry into mitosis (3,152–154).
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In mammalian cells, there are two parallel pathways that respond to DNA-
damaging stresses (Fig. 2). The first pathway is the ATM pathway, which re-
sponds to the presence of DSBs at all phases of the cell cycle. The second
pathway is the ATR (ATM-Rad3-related) pathway, which responds not only to
DSBs but also to the agents that interfere with the function of replication forks
(126,4,127). A third pathway may involve the newly identified ATX (ATM-
related X protein), which phosphorylates and activates CHK1 and/or CHK2
(126,127,155). As shown in Fig. 2, ATM phosphorylates many target proteins
at their specific serine or threonine residues and activates their functions. In
response to IR, for example, ATM phosphorylates RAD9 on Ser-272 (156);
PLK3, which further phosphorylates CHK2, contributing to its full activation
(157); SMC1 (the cohesin protein) on Ser-957 and Ser-966 (158,159); H2AX
on Ser-140, which is required for 53BP1 accumulation at DNA break areas
(160); 53BP1 on Ser-6, Ser-25/Ser-29, and Ser-784 (161); and MDC1 (162).

The human ATR protein complexes stably with a protein called ATRIP
(ATR-interacting protein). These complexes localize in nuclear foci after dam-
age and thus appear to be recruited to the sites of DNA damage (163). The
ATR homologs in fission yeast (Rad3) and budding yeast (Mec1) also form
similar complexes with the ATRIP-related factors Rad26 and Ddc2/Lcd2/Pie1,
respectively, which are also recruited to the sites of DNA damage (164–167).
ATR phosphorylates H2AX on Ser-139 (168), whereas ATM/ATR phospho-
rylate E2F on Ser-31 (169). The checkpoint functions of ATM in response to
IR are primarily mediated by the effector kinase CHK2, whereas those of ATR
in response to replication inhibition and UV-induced damage are mediated by
CHK1. Thus, the structurally unrelated CHK2 and CHK1 proteins channel the
DNA damage signals from ATM and ATR, respectively (21,170). However,
recent observations suggest the existence of various “crosstalks” among these
kinases (100,171), and the presence of a novel checkpoint cascade signaling by
way of ATM-CHK1 to Tousled-like kinases (TLKs) that causes chromatin re-
modeling in response to various stresses (172).

The expression of the labile CHK1 protein is restricted to the S and G2
phases (173). Although it is active even in unperturbed cell cycles, it is further
activated in response to DNA damage or stalled replication (100,174). Follow-
ing a checkpoint signal, CHK1 is phosphorylated on Ser-317 and Ser-345 by
ATR in cooperation with the sensor complexes, which include the mammalian
homologs of Rad17 and Hus1. The phosphorylation at the Ser-345 site is
required for nuclear retention of CHK1 following an HU-induced checkpoint
signal (175–177). CHK1 not only stimulates the kinase activity of DNA-
dependent protein kinase (DNA-PK) complexes, which leads to increased
phosphorylation of p53 on Ser-15 and Ser-37; it also elevates the DNA-PK-
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dependent end-joining reactions, thereby promoting the repair of DSBs (178).
CHK1–/– mice show a severe proliferation defect and death in embryonic stem
(ES) cells and peri-implantation embryonic lethality. The ES cells lacking
CHK1 have also been shown to have a defective G2/M DNA damage check-
point in response to IR (179,180). In contrast, CHK1-deficient cells called
DT40 are viable, but they fail to arrest at G2/M in response to IR and fail to
maintain viable replication forks when DNA polymerase is inhibited (181).

In contrast, the other Ser/Thr protein CHK2 kinase (also known as hCds1)
must be phosphorylated at Thr-68 by ATM to activate it in response to IR-
induced DNA damage (this is not the case for damage owing to UV or HU)
(170,182). Unlike CHK1, CHK2 is a stable protein that is expressed through-
out the cell cycle and that seems to be inactive in the absence of DNA damage
(173). Its activation involves its dimerization and autophosphorylation. Unlike
the catalytically inactive form of CHK2, wild-type CHK2 leads to G1 arrest
after DNA damage by phosphorylating p53 on Ser-20, which causes the pre-
formed p53/MDM2 complexes to dissociate and increases the stability of p53
(128). Unlike ATM–/– and p53–/– mice, CHK2–/– mice do not spontaneously
develop tumors, although the IR-induced G1/S cell cycle checkpoint—but not
the G2/M or S phase checkpoints—was impaired in primary mouse embryonic
fibroblasts (MEFs) derived from CHK2–/– mice (183,184).

That the fission yeast homolog of CHK2, Cds1, may participate in repair is
suggested by the finding that it interacts with the Mus81–Eme1 endonuclease
complex, which can resolve the Holliday junction (185,186). The human
Mus81–Eme1 complex also has a similar function as a flap/fork endonuclease
that is likely to play a role in the processing of stalled replication fork interme-
diates (187).

CHK1 and CHK2 share partly redundant roles in that they target common
downstream effector proteins such as the Polo-like kinase 3 (PLK3) (188), the
promyelocytic leukemia (PML) protein (189), the E2F1 transcription factor
(190), or the TLKs (172). PLK3 binds to and phosphorylates p53 on Ser-20.
Through this direct regulation of p53 activity, PLK3 is at least partly involved
in regulating the DNA damage checkpoint as well as M-phase function. The
PML gene is translocated in most acute promyelocytic leukemias and encodes
a tumor suppressor protein that plays a pivotal role in gamma irradiation–in-
duced apoptosis. It is proposed that CHK2 mediates gamma irradiation–in-
duced apoptosis in a p53-independent manner through an ATM-CHK2-PML
pathway (189). PML also recruits CHK2 and p53 into the PML-nuclear bodies,
and enhances the p53/CHK2 interaction to protect p53 from MDM2-mediated
ubiquitination and degradation (191). Mutations in the prototypic member of
the Tousled (Tsl) kinase from the plant Arabidopsis thaliana lead to a pleiotro-
pic phenotype (192). In mammals, however, the TLKs are regulated in a cell
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cycle-dependent manner that peaks at S phase and are involved in chromatin
assembly by phosphorylating the chromatin assembly factors Asf1a and Asf1b
(193). CHK1 phosphorylates TLK1 on Ser-695 in vitro, and substitution of
Ser-695 with alanine impairs the efficient downregulation of TLK1 after DNA
damage (172).

4. G1 Checkpoint Response
In mid-to-late G1, and if the cellular environment is favorable for prolifera-

tion, a binary decision—whether to commit to the mitotic cell cycle and enter
S-phase, or whether to not commit to the cell cycle and remain in a quiescent,
non-proliferative state—is made at the “restriction point” (194,195). As de-
scribed above, many proteins are involved in making this critical decision and
in ensuring proper progression of the G1/S transition. Although cyclin D meets
the criteria of the critical restriction point factor, the system seems to be far
more complex than just relying on a single factor. Moreover, the relationship
between the restriction point and DNA damage checkpoints remains elusive
(196). The cell cycle checkpoints that monitor the proper G1/S transition and S
phase progression during potentially hazardous genotoxic stress (103, 197) will
be discussed in the following sections.

4.1. The ATM(ATR)/p53-Mediated Pathway

The ATM(ATR)/p53 pathway plays a pivotal role in one of the checkpoint
mechanisms that arrest the cell cycle at G1 phase following DNA damage (G1
checkpoint) (Fig. 3). As described in Subheading 3, ATM is activated in re-
sponse to IR, whereas ATR is activated in response to replication inhibition or
UV-induced damage. The activated ATM or ATR then phosphorylates p53 (on
Ser-15), and this phosphorylation causes MDM2 to dissociate from p53, which
stabilizes p53 and leads to its accumulation (128,129). Increased expression of
ARF owing to E2F1 stabilization in response to DNA damage also blocks the
inhibitory function of MDM2, thereby increasing the nuclear amount of p53.

The principal kinases relaying ATM(ATR)-initiated checkpoint signaling
are preferentially CHK2 for ATM and CHK1 for ATR. In response to IR or
DNA replication stress, ATR phosphorylates CHK1 at Ser-317 and Ser-345
(175,177,198), which moderately increases its kinase activity and allows it to
propagate the signal to downstream effectors, including p53, which CHK1
phosphorylates on Ser-20 (129). In response to IR, ATM phosphorylates CHK2
at Thr-68 (199), followed by CHK2 autophosphorylation on Thr-383 and Thr-
387 and the activation of several target proteins, including p53, which CHK2
also phosphorylates on Ser-20 (128,129). These Ser-20 phosphorylation events
both induce MDM2 to dissociate from p53.
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Fig. 3. ATM(ATR)-mediated G1/S checkpoint pathways. DNA damage triggers a
rapid cascade of phosphorylation events involving either the ATM and CHK2 (upon
IR) or the ATR and CHK1 (upon UV light) kinases. These phosphorylation events
activate the target protein kinases to trap and phosphorylate the next target proteins,
thereby transmitting the DNA damage signals. It has been determined that in response
to IR, ATM phosphorylates CHK2 at Thr-68, whereas ATR (or ATM) phosphorylates
CHK1 at Ser-317 and Ser-345. In one pathway (left), the CHK2 or CHK1 kinase phos-
phorylates Cdc25A phosphatase at serines 75, 123, 178, 278, and 292 (100). Of these,
the Ser-123 residue that is targeted by CHK2 and the Ser-75 residue that is phosphory-
lated by CHK1 seem to be particularly critical residues of Cdc25A (202, 99). The
phosphorylated Ser-123 or Ser-75 residue is recognized by the ubiquitination (Ub)
enzyme, and this promotes the rapid degradation of Cdc25A by the proteasome. Due
to the disappearance of Cdc25A phosphatase activity that this degradation causes, the
CDK2/cyclin E complex is locked in its inactive form because of the presence of the
inhibitory phosphorylation on the Thr-14 and Tyr-15 residues of CDK2. Thus, the
CDK2/cyclin E complex fails to load Cdc45 onto chromatin and the blockade of the
initiation of the DNA replication origins is maintained.
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The stabilized and activated p53 protein that results from CHK1/CHK2-
mediated phosphorylation induces the transcription of a large number of genes,
including p21WAF1, which silences the kinase activities of the CDK2/cyclin E,
CDK2/cyclin A, or CDK4(6)/cyclin D complexes. This prevents the complexes
from loading the Cdc45 origin binding factor onto chromatin, which precludes
the recruitment of DNA polymerases, thereby blocking initiation of DNA rep-
lication from the unfired origins (200,201). Another important consequence of
inhibiting both the CDK2 and CDK4(6) kinase complexes is that these com-
plexes cannot then phosphorylate pRB, which allows pRB to maintain its inhi-
bition of the E2F-dependent transcription of S-phase genes that are essential
for S-phase entry as described in Subheading 2.1.4. These effects all result in
G1 arrest. Maintenance of the G1/S arrest by way of this pathway after DNA
damage is a delayed response that requires the transcription, translation, and/or
protein stabilization of key checkpoint transducers. However, once initiated,
this pathway provides a long-lasting G1 arrest, and the entry into S phase is
prevented as long as a single unrepaired DNA lesion is detected by the check-
point machinery.

4.2. The ATR(ATM)/Cdc25A-Mediated Pathway

The human Cdc25A phosphatase plays a pivotal role at the G1/S transition
because it enhances the kinase activities of the CDK2/cyclin E and CDK2/
cyclin A complexes by dephosphorylating the inhibitory phosphorylated Thr-
14 and Tyr-15 residues of CDK2 (102197). After UV and IR exposure, Cdc25A
is ubiquinated because it is phosphorylated by CHK1 (in the case of UV)

Fig. 3. (continued) In the other pathway (right), Ser-15 of p53 is directly phospho-
rylated by ATM or ATR in cells with damaged DNA. The phosphorylation of p53 at
Ser-20 by CHK1 or CHK2 induces the dissociation of the p53/MDM2 complex, which
increases the stability of p53 because MDM2 primes p53 for ubiquitination and
proteasomal degradation (see Fig. 1). CHK1 also stimulates the kinase activity of
DNA-PK complexes, which increases the phosphorylation of p53 on Ser-15 and Ser-
37. Furthermore, DNA damage can also upregulate ARF, which specifically inhibits
MDM2, putatively in collaboration with the cyclin G proteins. The collective result is
that stable and transcriptionally active p53 transcription factor accumulates in the cell
nucleus and induces the expression of a large number of target genes, including the
p21 CDK inhibitor. The increased p21 levels inhibit the CDK2/cyclin E complex or
the CDK4(6)/cyclin D complexes, thus arresting the cell cycle at G1/S phase. Upon
severe DNA damage, Ser-46 on p53 is phosphorylated by the putative p53-Ser46 ki-
nase with the aid of p53DINP1, which selectively induces the expression of p53AIP1,
which is a mediator of apoptosis because it induces the release of cytochrome-c from
mitochondria.
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(87,96,) and CHK2 (in the case of IR) (202). The critical residue of Cdc25A
that is targeted by CHK2 is Ser-123 (202). Cdc25A is also phosphorylated on
Ser-75 by CHK1 (109). The phosphorylated Ser-123 residue (and possibly also
the phosphorylated Ser-75 residue) is recognized by the ubiquitination (Ub)
enzyme, which promotes the rapid degradation of Cdc25A by the proteasome
system. Removal of Cdc25A in turn keeps the CDK2-associated kinase com-
plexes in their inactive form due to the persisting inhibitory phosphorylation of
their Thr-14 and Tyr-15 residues. This results in G1 arrest. The important tar-
get of this cascade is the inhibition of CDK2-dependent loading of Cdc45 onto
DNA pre-replication complexes. Thus, the ATM(ATR)–CHK2(CHK1)–
Cdc25A–CDK2 pathway accounts for the rapid and p53-independent initiation
of the G1 checkpoint, where the abundance and activity of Cdc25A decreases
without delay in response to IR- or UV-mediated DNA damage (Fig. 3) . It is
likely that this regulatory mechanism is conserved among vertebrates and op-
erates in every cell type.

During interphase, CDK2 appears to phosphorylate Cdc25A, which consti-
tutes a Cdc25A-CDK2 autoamplification feedback loop (203). Cdc25A also
seems to be involved in the G2/M transition, besides its commonly accepted
effect on G1/S progression (87). Proteolysis of Cdc25A is also linked with the
intra-S-phase checkpoint, which guards against premature entry into mitosis in
the presence of stalled replication forks.

4.3. Other Potential G1 Checkpoint Pathways

It has been reported that there is another G1 checkpoint induced by IR expo-
sure, which is characterized by enhanced protein degradation (204). In this
checkpoint, DNA damage unmasks a cryptic “destruction box” (RxxL) within
the cyclin D1 amino-terminus that is then recognized by the anaphase-promot-
ing complex (APC) ubiquitin ligase, which primes cyclin D1 for rapid
proteasomal destruction (197). This causes the p21WAF1 protein, which served
as an assembly factor of the CDK4(6)/cyclin D1 complexes, to be released.
p21WAF1 is then free to bind to another of its targets, the CDK2/cyclin E com-
plex. This binding inactivates the kinase activity of the complex (Fig. 3) . Since
the proliferation of many mammalian somatic cells depends on the presence of
abundant CDK4(6)/cyclin D1 complexes, the destruction of cyclin D1 together
with the inactivation of the S-phase-promoting CDK2/cyclin E strongly in-
duces G1 arrest.

Exposure of epithelial cells to UV light can also lead to yet another G1
checkpoint mechanism. This mechanism involves the gradual accumulation of
p16INK4a, which selectively disrupts the CDK4(6)/cyclin D1 complexes. This
again causes the release of p21WAF1, which can then bind to and inhibit CDK2/
cyclin E, thereby resulting in G1 arrest. If these mechanisms are confirmed as
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cell cycle checkpoints, they would each serve as examples of an ATM-inde-
pendent, cell-type-restricted response. Note that because cyclins D2 and D3
are not degraded upon DNA damage, these pathways would have little effect
in cell types that express several D-type cyclins or lack cyclin D1.

To ensure the exact duplication of the genome during every cell division,
which is a basic requirement of every proliferating cell, eukaryotes adopt a
strategy that temporally separates the assembly of the pre-replication complex
(pre-RC) from the initiation of DNA synthesis (Fig. 4) (201,205). A key com-
ponent of the pre-RC is the hexameric minichromosome maintenance (MCM)
protein complex, which consists of the six Mcm2–Mcm7 proteins (206). The
MCM complex is presumed to be a helicase functioning in the growing forks,
and like other helicase proteins (207), it actually adopts a toroidal structure
when observed under a microscope (208). The MCM complex is recruited to
the replication origins, where the two protein kinase complexes Cdc7–Dbf4 (in
budding yeast) and CDK2/cyclin E trigger a chain reaction that results in the
phosphorylation and activation of the MCM complex and finally in the initia-
tion of DNA synthesis (201,209). At the onset of S phase, S-phase kinases
promote the association of Cdc45 with MCM at the origins. Upon the forma-
tion of the MCM–Cdc45 complex at the origins, the duplex DNA is unwound
and various replication proteins, including DNA polymerases, are recruited
onto the unwound DNA (200). A “licensing checkpoint” that prevents passage
into S phase in the absence of sufficient origin licensing may also exist in mam-
malian cells (210).

5. The S-Phase Checkpoint
Proliferating cells are always exposed to life-threatening insults that disturb

the proper replication and segregation of their genomes into daughter cells. In
response to these genotoxic insults, eukaryotic cells have evolved checkpoint
mechanisms that monitor the progression of DNA replication at S phase and
halt replication if an abnormality is observed (Fig. 4) . At least two distinct S-
phase checkpoints seem to exist. One of these occurs in response to DNA-
replication stress that interferes with the proper progression of the replication
forks. The other is an intra-S-phase checkpoint that functions in response to
DSBs (2,4). The S-phase checkpoint may also have a function during an unper-
turbed S phase, because even in the absence of exogenous agents, mutants of
the many genes that are involved in this checkpoint show aberrant checkpoint
signaling, and some mutants also cause checkpoint induction (2).

5.1. S-Phase Checkpoint in Response to DNA Replication Stress

Several types of agents are known to interfere with the function of replica-
tion forks and to elicit the S-phase checkpoint. These include agents that
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Fig. 4. Molecular mechanism of S-phase progression and the S-phase checkpoints.
Upon initiation of DNA replication, DNA replication initiation factors such as
MCM10, CDC45–Sld3 (budding yeast) and RPA and checkpoint complexes bind to
the pre-replicative complex (pre-RC) on chromatin and trigger the unwinding of DNA.
The hexameric MCM2-7 complex is recruited to the replication origins by a number of
proteins, including MCM10, RPA, and CDC45–Sld3. The MCM complex is a puta-
tive helicase of the growing forks. Two protein kinase complexes, Cdc7/Dbf4 (bud-
ding yeast) and CDK2/cyclin E, trigger a chain reaction that results in the
phosphorylation of the Mcm complex and finally the initiation of DNA synthesis. The

01/1-50 4/16/04, 2:26 PM24



G1 and S-Phase Checkpoints, Chromosome Instability, and Cancer 25

directly inhibit DNA synthesis. For example, HU stalls replication forks by
depleting the deoxynucleotide triphosphate (dNTP) pool, while aphidicolin ac-
tivates the checkpoint by inhibiting DNA synthesis by blocking the activities
of polymerases (Fig. 4) . In addition, DNA-modifying agents that block repli-
cation can elicit the S-phase checkpoint. These agents include methyl
methanesulfonate (MMS) and UV-induced DNA lesions, which slow down
the rate of DNA-replication-fork progression in budding yeast (211).

The study of the DNA-replication checkpoint is most advanced in yeasts.
However, the checkpoint mechanisms that were unveiled in yeasts also seem
to be conserved in mammalian cells (2,149). The central checkpoint kinases
Mec1 (ATR in humans) and Rad53 (CHK2 in humans) play an essential role in
maintaining DNA replication fork stability in response to DNA damage and
replication fork blockage, and they inhibit the activation of late-firing replica-
tion origins after HU and MMS exposure (4). The DNA replication forks ap-
pear to function both as the activator and as the primary effector of the S-phase
checkpoint pathway, since the recruitment of Ddc2 (ATRIP in humans) to
nuclear foci and the subsequent activation of the Rad53 kinase occurs only
during S phase and requires the assembly of the replication forks (212).

In budding yeast, proteins that are essential for DNA replication, such as
DNA polymerase ε and its interacting partners Dpb11 and Drc1/Sld2, are also
required for efficient checkpoint activation (213). Dpb11 and its human ho-
molog TopBP1 associate with the PCNA-like protein Ddc1 and human Rad9,

Fig. 4. (continued) ATR/ATRIP (Rad3/Rad26) complex and the Polα–primase com-
plex and several other replication proteins are also recruited to the unwound DNA.
After this, the RAD1/RAD9/HUS1 complex binds to chromatin, an event that requires
the RAD17/RFC2-5 complex.

Two kinds of S-phase checkpoint mechanisms are known. One monitors the stalled
replication forks (DNA-replication checkpoint) while the other monitors the replica-
tion block induced by DSBs during S phase (intra-S-phase checkpoint). In contrast to
the checkpoints at the G1/S and G2/M transitions that arrest the cell cycle, these S
phase checkpoints can only delay the progression of S phase. Proteins involved in the
regulation of DNA replication such as DNA polymerase ε, Dpb11 (TopBP1 in hu-
mans), Drc1/Sld2 (budding yeast), Ddc1 (budding yeast), and RPA are also required
for the S-phase checkpoint in response to replication blockage. Claspin (Mrc1 in yeast)
that is phosphorylated at Ser-864 and Ser-895 by CHK1 also regulates the S-phase
checkpoint. ATM is the master transducer of the S-phase checkpoint and phosphory-
lates BRCA1 and BRCA2 as well as NBS1 (at Ser-343), which is a component of the
NBS1/MRE11/RAD50 complex. CHK1 also phosphorylates TLK (at Ser-695), a pro-
tein kinase that is potentially involved in regulation of chromatin assembly. Acetyla-
tion of nucleosomal histone H3 or H4, which regulates the chromatin structure, and
gene expression also play a role in the S-phase checkpoint.
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respectively, and seem to collaborate in monitoring the progression of replica-
tion forks (214,215). The Polα–primase complex and RPA (replication protein
A) are also required for the S-phase checkpoint in response to replication blocks
(216).

Claspin, a CHK1-interacting protein, is required for the ATR-dependent
activation of CHK1 in Xenopus egg extracts that contain incompletely repli-
cated DNA (217). Claspin, ATR, and Rad17 bind to chromatin independently
and appear to collaborate in checkpoint regulation by detecting different as-
pects of the DNA replication fork (218). Xenopus Claspin may be phosphory-
lated at Ser-864 and Ser-895 by CHK1 (219). Human Claspin is a cell
cycle-regulated nuclear protein whose levels peak at S/G2 phase and that is
phosphorylated in response to replication stress or other types of DNA dam-
age. It appears to work as an adaptor molecule that brings the ATR/CHK1 and
RAD9/RAD1/HUS1 complexes together to regulate the S-phase checkpoint
(220). These observations suggest that the activation of CHK1 by ATR may be
regulated by Claspin in a similar way in budding yeast:   Rad9 is phosphory-
lated by Mec1 in response to DNA damage and subsequently serves as a scaf-
fold protein for Rad53, thus allowing Rad53 to autophosphorylate and
self-activate (221). Mrc1, a yeast homolog of Claspin, is also important for the
activation of Rad53 and Cds1 in response to HU, and thus may mediate the
checkpoint response to replication blockage in a similar manner to Claspin
(222,223).

In budding yeast, the S-phase checkpoint activates the ATM-like Mec1 and
the CHK2-related Rad53 kinases in response to stalled replication forks that
arise owing to replication stress or DNA damage in S phase. These kinases in
turn inhibit spindle elongation and late origin firing, which stabilize the DNA
polymerases at the arrested forks (4). Orc 2 (origin recognition complex 2)
plays a pivotal role in maintaining the number of functional replication forks,
and the amount of DNA damage required for Rad53 activation is higher in S
phase than in G2 (224). For the S-phase checkpoint, acetylation of the nucleo-
somal histone H3 or H4 that regulates chromatin structure and gene expression
also appears to be important (225). Studies in fission yeast suggest that the
signal activating the S-phase checkpoint is generated only when replication
forks encounter DNA damage (226).

5.2. S-Phase Checkpoint in Response to DSBs

After DNA damage, proliferating cells actively slow down their DNA repli-
cation by activating a checkpoint. This gives the cell time to repair the damage.
This checkpoint is often called the intra-S-phase checkpoint (Fig. 4) (4,21).
The intra-S-phase checkpoint consists of regulatory networks that sense DNA
damage and coordinate DNA replication, cell cycle arrest, and DNA repair.
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The above-mentioned Cdc25A degradation pathway also appears to induce the
transient intra-S-phase response. Here, IR-induced formation of DSBs triggers
degradation of Cdc25A, which in turn inhibits the S-phase promoting activity
of CDK2/cyclin E and induces the transient blockade of DNA replication,
which delays S-phase progression for several hours (227). As described above,
Cdc25A destruction involves the phosphorylation of Cdc25A on Ser-123 by
both CHK1 and CHK2 in response to IR, and on Ser-75 by CHK1 in response
to UV irradiation (99). Supporting the involvement in the S-phase checkpoint
of ATM, its phosphorylation targets including CHK2, and the CHK2-regu-
lated Cdc25A-CDK2 cascade, is the fact that mutants of ATM, CDK2, or the
other proteins in the CHK2-regulated Cdc25A-CDK2 cascade fail to inhibit S-
phase progression when they are irradiated. Consequently, these cells undergo
radio-resistant DNA synthesis (RDS), which is a phenomenon of persistent
DNA synthesis after irradiation (127,199).

Another phosphorylation target of ATM, the master transducer of the S-
phase checkpoint, plays a key role in the intra-S-phase checkpoint, namely,
BRCA1 (breast cancer susceptibility gene 1). BRCA2 may also be an impor-
tant target of ATM (228,229). Mutations in the BRCA1 and BRCA2 tumor sup-
pressor genes are responsible for the great majority of familial breast and
ovarian cancers. These proteins form nuclear foci with Rad51 during S phase
and after DNA damage (230). BRCA1- and BRCA2-mutant cells exhibit de-
fects in the homologous repair of chromosomal DSBs. BRCA1 or BRCA2 defi-
ciency in mice results in early embryonic lethality, but conditional deletions
reveal that mice with BRCA1 or BRCA2 mutations suffer a wide range of carci-
nomas (231). Moreover, a mammary epithelium whose BRCA1 or BRCA2 gene
has been deleted is highly susceptible to mammary tumorigenesis (232).
BRCA1 is omnipresent and plays broad roles in transcriptional regulation that
include both p53-dependent and -independent responses. It also has ubiquitin
ligase activity when dimerized to Bard1, and undergoes damage-associated
phosphorylation by multiple kinases that precedes repair-complex formation
(230). In contrast, BRCA2 has a more straightforward function{\}it is central
to homology-directed repair (HDR) because of its interaction with Rad51 and
its direct binding to single-stranded DNA (233).

Another important phosphorylation target of ATM that plays a role in the
intra-S-phase checkpoint is NBS1 (Nijmegen breakage syndrome gene 1) (234–
236). NBS 1 (Xrs2 in yeast) forms a multimeric complex with the MRE11/
RAD50 nuclease, MDC1 (mediator of DNA damage checkpoint protein 1),
and other unidentified proteins, and recruits them to the vicinity of DNA dam-
age sites by direct binding to the phosphorylated histone H2AX (237). ATM
phosphorylates NBS1 at Ser-343 in response to IR (238). Cells harboring a
point mutation of NBS1 at this phosphorylation site failed to engage in the S-
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phase checkpoint induced by IR (239). Moreover, in collaboration with the
BRCA1 C-terminus domain, the highly conserved NBS1 forkhead-associated
domain plays a crucial role in the recognition of damaged sites  (240). After
recognizing the DNA damage, the NBS1 complex proceeds to rejoin the DSBs
predominantly by homologous recombination repair in vertebrates. This pro-
cess collaborates with the cell cycle checkpoints at S and G2 phase to facilitate
DNA repair.

Mutations in the MRE11-complex genes result in sensitivity to DNA dam-
age, genomic instability, telomere shortening, aberrant meiosis, and abnormal
checkpoint signaling in S phase. Blockade of NBS1-MRE11 function and the
CHK2-Cdc25A-CDK2 pathway entirely abolishes the inhibition of DNA syn-
thesis that is normally induced by IR. This results in the complete RDS that is
also seen when cells harbor a defective ATM gene (227). However, the phos-
phorylation of NBS1 and CHK2 by ATM seems to trigger two distinct branches
of the intra-S-phase checkpoint because CDK2-dependent loading of Cdc45
onto replication origins, a prerequisite for the recruitment of DNA polymerase,
is prevented in normal or NBS1/MRE11-defective cells when they are irradi-
ated but not in irradiated cells that harbor a defective ATM protein (227).
53BP1, which plays a partially redundant role in the phosphorylation of the
downstream checkpoint effector proteins BRCA1 and CHK2, is also a key
transducer of the intra-S-phase and G2-M checkpoint arrests that occur in re-
sponse to IR (241).

CHK1 may also be necessary for the intra-S-phase checkpoint when DNA
synthesis is inhibited by DNA damage (242). Supporting this is that chemical
or genetic ablation of human CHK1 triggers the accumulation of Cdc25A, pre-
vents the IR-induced degradation of Cdc25A, and causes RDS (87). Moreover,
the basal turnover of Cdc25A operating in unperturbed S phase requires CHK1-
dependent phosphorylation of its Ser-123, Ser-178, Ser-278, and Ser-292 resi-
dues (100). The ATR-CHK1 pathway may also play an important role in the
intra-S-phase checkpoint that is induced by replication-associated DSBs caused
by application of the topoisomerase I inhibitor topotecan (TPT) (243), although
it has no relationship with DNA-PK activity (244). However, in budding yeast,
the intra-S-phase checkpoint control is not activated by another topoisomerase
I inhibitor, camptothecin (CPT), and the CPT-hypersensitive mutant strain that
fails histone 2A (H2A) Ser-129 phosphorylation is an essential component for
the efficient repair of DSBs that do not induce the intra-S-phase checkpoint
(245). In Xenopus egg extracts, DNA lesions generated by exonuclease or
etoposide, a DNA topoisomerase II inhibitor, activate a DNA damage check-
point that blocks the initiation of DNA replication (246). TLK, a protein kinase
that is potentially involved in regulating chromatin assembly and that is phos-
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phorylated by CHK1 on its Ser-695 residue, also appears to be involved in the
ATM/CHK1-dependent intra-S-phase checkpoint (172).

Besides its function with H2AX (a histone H2A variant), Mdc1 (mediator of
DNA damage checkpoint protein 1) controls damage-induced checkpoints by
promoting the recruitment of repair proteins to the sites of DNA breaks (247).
Cells that lack the MDC1 gene are sensitive to IR because they fail to activate
the intra-S-phase and G2/M checkpoints properly, probably due to an inability
to regulate CHK1 properly. Thus, MDC1 facilitates the establishment of the
intra-S-phase cell cycle checkpoint (248). Notably, MDC1 is hyperphos-
phorylated in an ATM-dependent manner, and rapidly relocalizes to nuclear
foci at sites of DNA damage, which appears to be crucial for the efficient acti-
vation of the intra-S-phase checkpoint (249).

The ATR/ATRIP complex requires the RFC (replication factor C) and
PCNA-like proteins to fully activate the replication-stress response because
RFC recognizes the primer-template junction and recruits PCNA onto DNA to
function as a sliding clamp that tethers DNA polymerases (4,250). In fission
yeast and humans, the PCNA-like complex (Rad1/Rad9/Hus1 or RAD1/RAD9/
HUS1) is recruited in a RAD17-dependent manner onto the chromatin after
damage (149,251). In budding yeast, the homologous PCNA-like complex
(Rad17/Mec3/Ddc1) is recruited to DSBs and the sites of DNA damage in a
Rad24-dependent manner (252,253). Thus, it is possible that the Rad17 com-
plex recognizes DNA damage and loads the PCNA-like complex onto DNA,
thereby responding to DNA damage independently of ATR/ATRIP (254).

As with fission yeast, RAD17 and HUS1 are required for the phosphoryla-
tion of CHK1 by ATR in mammals (254,255). ATR also phosphorylates Rad17
at its Ser-635 and Ser-645 residues (256). This phosphorylation is significantly
stimulated by the increased amounts of PCNA-like complexes that were re-
cruited onto the chromatin after damage. Unlike the hus1-null fission yeast
cells, which are defective for the G2/M DNA-damage checkpoint, mouse cells
that lack the mouse homolog of the fission yeast protein Hus1 enter mitosis
normally after DNA damage but display an S-phase checkpoint defect (257).
The mouse Hus1 protein also seems to play a role in the NBS1-independent
checkpoint-mediated inhibition of DNA synthesis that is generated by the
genotoxin benzo(a)pyrene dihydrodiol epoxide (BPDE), which causes bulky
DNA adducts. However, the hus1-null mouse cells displayed intact S-phase
checkpoint responses in response to IR-induced DSBs (257).

6.  Defects in G1/S Checkpoint and Cancer
Defects in the genome maintenance mechanisms, including DNA repair and

cell cycle checkpoint pathways, are believed to enhance genetic instability and
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cause the accumulation of mutations and chromosomal aberrations that is a
hallmark of cancer cells (155). Most of the G1/S checkpoint transducers and
effectors are classified as either tumor suppressors or proto-oncogenes, and
their loss-of-function mutations or overexpression appear to play pivotal roles
in many types of human tumors. Mouse models that mimic the defects of these
genes display similar phenotypes to human patients, which suggests that these
checkpoint regulators are important in the surveillance of genomic destabiliza-
tion and the prevention of tumor development.

Mutations in the p53 gene are responsible for the large majority of sporadic
human cancers, and thus p53 is a key target for cancer therapy
(67,108,110,135). p53 gene mutations can also be inherited in a subset of fami-
lies with the Li-Fraumeni syndrome (LFS), which is characterized by a predis-
position to sarcomas, brain and breast tumors, and childhood adrenocortical
carcinoma (258). The inactivation of the INK4a/ARF (or CDKN2a) locus,
which engages the pRB and p53 tumor suppressor pathways through its capac-
ity to encode the two distinct gene products p16INK4a and p14ARF, is also a
common genetic event in the development of human melanoma (259). Human
cells harboring pRB and p53 mutations also cause telomere dysfunction that
results in the chromosomal end-end joining and fusion-bridge-breakage cycles
that trigger the aneuploidy observed in most cancer cells (67). Both p53- and
ARF-deficient mice spontaneously develop tumors and die of cancers early in
life, and the primary MEFs cultured from p53- and ARF-deficient mice do not
senesce in culture but instead yield immortal cell lines (67). Moreover, many
Burkitt lymphomas (BL) carry point mutations in the p53 tumor suppressor
gene, bear other defects in the p14ARF-MDM2-p53 pathway, or the p16INK4a

gene is inactivated by promoter methylation or homozygous deletion (260).
Thus, disruption of both the pRB and p53 pathways is also critical for BL
development. Overexpression of cyclin E, which deregulates the G1/S check-
point and contributes to genomic instability, is also observed in several types
of human tumors, including carcinomas of the lung, breast, and head and neck
(21). Furthermore, overexpression of Cdc25A in a subset of breast cancers is
associated with poor patient survival, which suggests that both Cdc25A and its
downstream target CDK2 might represent suitable therapeutic targets in early-
stage breast cancer (261).

ATM is the gene responsible for the rare disorder A-T, which is a genomic
instability syndrome that causes cancer predisposition, radiation sensitivity,
neurodegeneration, and immunodeficiency. The cells of A-T patients show
markedly abnormal cell cycle checkpoint responses at G1, S, and G2
(127,199,262). Moreover, while LFS, the highly penetrant familial cancer phe-
notype, is usually associated with inherited mutations in the p53 gene, some
LFS families that do not have germline mutations of p53 have instead het-
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erozygous germline mutations in CHK2 (258,263). This suggests that human
CHK2 is a tumor suppressor gene whose mutation confers a predisposition to
sarcomas, breast cancers, and brain tumors. Supporting this is the fact that oc-
casional sporadic cancer-associated mutations have been detected in both the
CHK1 and CHK2 genes (263). In certain patients with an A-T-like disorder
(A-TLD), mutations in MRE11, but not in ATM, are found, and the clinical
presentations of these patients mutated in hMRE11 genes are virtually identi-
cal to those seen in A-T patients (237,264).

Fanconi’s anemia (FA) is an autosomal recessive disease that is character-
ized by bone marrow failure, developmental anomalies, a high incidence of
myelodysplasia and acute nonlymphocytic leukemia, cellular hypersensitivity
to crosslinking agents, and a high risk of developing acute myeloid leukemia
and certain solid tumors (265,266). The six known FA gene products (FANCA,
FFANCC, FANCD2, FANCE, FANCF, and FANCG proteins) interact in a
common pathway, in which the mono-ubiquitination and nuclear foci forma-
tion of FANCD2 are essential. Mono-ubiquitinated FANCD2 colocalizes with
BRCA1 and hRad51 in S-phase-specific nuclear foci (265,267). ATM phos-
phorylates FANCD2 on its Ser-222 residue in response to IR, and this is re-
quired for the activation of an S-phase checkpoint. Thus, FANCD2 links the
FA and ATM damage-response pathways (268). Consequently, the FA pro-
teins are involved in the cell cycle checkpoint and DNA-repair pathways, and
disruption of the FA genes results in chromosome instability, a common fea-
ture of many human cancers (232).

The BRCA1 gene was cloned by positional cloning as one of the genes that
confers genetic predisposition to early-onset breast and ovarian cancer (230).
The BRCA2 tumor-suppressor gene was also identified by a similar approach
(230). Inherited mutations in BRCA1 or BRCA2 predispose people to develop
breast, ovarian, and other cancers (269). BRCA2 has been identified as being
the seventh FA gene, and mutated BRCA2 protein fails to bind to Rad51 in
response to genotoxic stress, which prevents Rad51 from localizing to nuclear
damage foci (231,270). It has been suggested that thet FA proteins FANCA,
BRCA2, and FANCD2 act indirectly with the cellular defense machinery
against oxidative stress by linking it with the defense machinery against DNA
damage (271).

Nijmegen breakage syndrome (NBS) is a recessive genetic disorder that is
characterized by elevated sensitivity to IR that induces DSBs and a high fre-
quency of malignancies (240). Cells derived from NBS patients show chromo-
some fragility, IR sensitivity, and RDS (failure to suppress S-phase progression
in the presence of IR-induced DSBs) (239). These phenotypic features are remi-
niscent of those in the cells established from A-T patients, although the clinical
presentation of NBS differs considerably from that of A-T. RDS was first re-
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ported for cells derived from A-T patients and was later found in NBS, A-
TLD, and FA patients as well (266,269). Moreover, cells derived from tumors
with mutated BRCA1 (272) and CHK2 (202) genes also undergo RDS when
they are irradiated. It has been proposed that in combination with defects in
other cell cycle checkpoints, RDS may contribute to the destabilization of the
genome, thereby predisposing individuals bearing these genetic aberrations to
cancer.

Patients with the rare genetic disease Bloom’s syndrome (BS) are predis-
posed to developing all the cancers that affect the general population. BS arises
through mutations in both alleles of the BLM (Bloom’s syndrome mutated)
gene, which encodes a 3'-5' DNA helicase, a member of the RecQ family. Cells
derived from BS patients exhibit marked genetic instability, and BLM protein
is known to contribute to the cellular response to IR by acting as a downstream
ATM kinase effector (273). Notably, BLM-deficient cells exhibit a normal p53
response to IR, as well as an intact G1/S cell cycle checkpoint, which indicates
that the ATM and p53 pathways are functional in BS cells (273). BLM-defi-
cient cells also exhibit an intact S-phase arrest, proper recovery from S-phase
arrest, and intact p53 and p21 responses after HU treatment. However, BLM-defi-
cient cells show a reduction in the number of replicative cells and a partial escape
from the G2/M cell cycle checkpoint, and have an altered p21 response (274).

Many tumors display numerical and structural centrosome aberrations. Re-
cent evidence shows that the centrosome plays an active role not only in the
regulation of microtubule nucleation activity, but also in the coordination of
centrosome duplication with cell cycle progression, in the stress response, and
in cell cycle checkpoint control (275). The single centrosome in G1 phase is
duplicated during S phase. The two centrosomes then set up the poles of the
mitotic spindle, and each incipient daughter cell receives one centrosome (276).
Note that centrosome aberrations can give rise to chromosomal instability, and
cells that lack a functional p53 pathway are proposed to acquire multiple cen-
trosomes through the failure of a G1-phase checkpoint (277). p53 controls cen-
trosome duplication by either direct physical binding to the centrosomes or by
enhancing p21WAF1 expression, which regulates the timely activation of CDK2/
cyclin E and ensures the coordinated initiation of centrosome and DNA dupli-
cation (277). Thus, loss or mutational inactivation of p53 leads to abnormal
amplification of centrosomes due to the deregulation of the centrosome dupli-
cation cycle, which increases the frequency of mitotic defects and unbalanced
chromosome transmission to daughter cells.
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Analyzing the G2/M Checkpoint

George R. Stark and William R. Taylor

Summary
The G2 checkpoint prevents cells from entering mitosis when DNA is damaged, providing
an opportunity for repair and stopping the proliferation of damaged cells. Because the G2
checkpoint helps to maintain genomic stability, it is an important focus in understanding the
molecular causes of cancer. Many different methods have been used to investigate the G2
checkpoint and uncover some of the underlying mechanisms. Because cell-cycle controls
are highly conserved, a remarkable synergy between the genetic power of model organisms
and biochemical analyses is possible and has uncovered control mechanisms that operate in
many diverse species, including humans. Cdc2, the cyclin-dependent kinase that normally
drives cells into mitosis, is an important target of pathways that mediate rapid arrest in G2 in
response to DNA damage. Additional pathways ensure that the arrest is stably maintained.
When mammalian cells contain damaged DNA, the p53 tumor suppressor and the Rb family
of transcriptional repressors work together to downregulate a large number of genes that
encode proteins required for G2 and M. Elimination of these essential cell cycle proteins
helps to keep the cells arrested in G2.

Key Words: Cdc2; cyclin; CDK; mitosis; p53; DNA damage.

1. Introduction
An understanding of the G2/M transition in molecular terms began 15 yr

ago. Different experimental approaches revealed that one master regulatory
kinase, p34cdc2 (also called Cdk1), controlled entry into mitosis. Genetic
screens in fission and budding yeast uncovered temperature-sensitive cell divi-
sion cycle (Cdc) mutants (1,2). Cdc mutants are arrested at a specific cell cycle
stage at the restrictive temperature. Importantly, the cdc28 gene in S. cerevisiae
was found to be essential for cells to pass START, a major control point in G1
(1). cdc28 was found to be interchangeable with cdc2 from S. pombe, which
was needed for cells to pass from G1 into S phase and from G2 into mitosis
(3,4). Interestingly, mutants of cdc2 could give rise to the “cdc” phenotype
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characterized by lengthening of a cell cycle phase, but also to a “wee” pheno-
type characterized by the shortening of the cell cycle and division at a smaller
size (5). Additional studies with S. pombe uncovered cdc25 and wee1, and
indicated that cdc25 encoded an activator of the cdc2 gene product, while wee1
encoded an inhibitor (6–8). The isolation of wee1 mutants was significant
because wee1 is a gene whose inactivation caused acceleration of the cell cycle,
and encoded an inhibitor of a rate-limiting process. Cdc mutants, on the other
hand, could map to any gene that was required for cell cycle progression, not
necessarily part of the regulatory network.

Studies in yeast involving ingenious and laborious genetic screens laid
important groundwork for the analysis of the G2 phase. Equally amazing was
the convergence of experimental approaches that allowed the realization that
the same protein could control entry into mitosis in yeast, mammals, frogs,
starfish, and many other organisms. Studies in the large oocytes of frogs and
starfish identified a factor that could induce entry into mitosis when microin-
jected, called maturation promoting factor (MPF) (9–11). The components of
MPF were not to be identified for many years. One problem was that the high
concentration of MPF required to induce mitosis using microinjection precluded
its purification. This problem was overcome with the development of cell-free
extracts that recapitulated many of the mitotic processes when MPF was added
(12–14). Highly purified MPF was found to contain two proteins of molecular
weight 34 and 45 kDa (15). Immunoblotting and immunoprecipitation using
antibodies raised against the S. pombe cdc2 gene product were used to show that
the 34 kDa subunit was identical to Cdc2 (16,17). S. pombe Cdc2 was known to
bind to the product of the suc1 gene, which was exploited to show that MPF
could be depleted using Suc1 purified from bacteria and immobilized on agarose
beads (18,19). This result added further evidence that MPF contained Cdc2.

A separate line of investigation resolved the identity of the 45 kDa compo-
nent of MPF. Sea urchin oocytes were found to contain proteins that oscillated
during the cell cycle with highest levels in mitosis; these are called cyclins
(20). cyclin mRNA could induce entry in mitosis when injected into frog
oocytes, and was the only mRNA needed to drive a frog oocyte extract into
mitosis (21–23). Subsequent western blotting and immunoprecipitation stud-
ies with antibodies raised against frog cyclin proved that the 45kDa subunit of
MPF was a cyclin (24). This was consistent with studies documenting the
interaction between p34Cdc2 and cyclins in the clam Spisula solidissima (25).

Additional proof for a universal controller of mitosis came from studies of
histone phosphorylation. The growth-associated H1 histone kinase was
observed to vary during the cell cycle in many types of cells, including sea
urchin, starfish and frog oocytes, and mammalian fibroblasts, and the highest
levels of activity were detected in mitosis (26–30). Interestingly, a partially
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purified H1 kinase could accelerate mitosis in Physarium, leading the authors
to suggest that their H1 kinase was a conserved regulator of mitotic entry (31).
The identification of the H1 kinase as the product of the cdc2 gene was made
many years later, using a combination of chromatographic purification and an
antibody against the cloned cdc2 gene product (18). The realization that Cdc2
is a conserved inducer of mitosis illustrates an important idea in cell cycle
research. By combining a diversity of methods and using information from
diverse organisms, considerable progress was made.

2. Our Current Understanding of Cdc2 Regulation
Many of the regulatory steps that control Cdc2 activity have been elucidated

and have been conserved during evolution, although some details are different
(reviewed in 32,33). Cdc2 is active only at the G2/M border and is turned off as
cells enter the anaphase stage of mitosis. The first step in generating active
Cdc2 is its association with a cyclin (Fig. 1). In animal cells, Cdc2 associates
with an A-type or a B-type cyclin, in fission yeast with Cdc13, and in budding
yeast with the CLB proteins. The cyclins that bind to Cdc2 accumulate as cells
progress through G2 and are degraded when cells progress from metaphase to
anaphase, thus extinguishing Cdc2 kinase activity.

During G2, Cdc2/cyclin B is actively excluded from the nucleus, where it
must go to phosphorylate the substrates that will bring about the various steps
of mitosis (34–36). During G2, the Cdc2–cyclin B1 complex is kept in the
cytoplasm by nuclear export, mediated by binding of the cyclin subunit to the
exportin protein CRM1 (34,36,37)  (Fig. 1). Export by Crm1 counterbalances
the constitutive import of the complex mediated by binding of the cyclin sub-
unit to importin β (38,39). As cells approach the G2/M boundary, cyclin B1
becomes phosphorylated in its Crm1 binding site, which blocks binding and
stops export, allowing the accumulation of the Cdc2–cyclin B complex in the
nucleus, where it can induce entry into mitosis (37) (Fig. 1). The Crm1 binding
site of cyclin B can be phosphorylated by Cdc2 and also by Plk1, an enzyme
found in many organisms including Drosophila, frogs, and yeast, and known
to be required for multiple events during mitosis (40–42).

Cdc2 must be phosphorylated at threonine 161 to be active, and in animal
cells this process is catalyzed by cyclin-dependent kinase (CDK)-activating
kinase (CAK) (43,44) (Fig. 1) . As animal cells approach the G2/M boundary,
the accumulating Cdc2–cyclin B complex is kept inactive by two inhibitory
phosphorylations on the Cdc2 subunit at tyrosine 15, catalyzed by Wee1, and
at threonine 14, catalyzed by Myt1 (45–47) (Fig. 1). In fission yeast, only the
conserved tyrosine residue is phosphorylated to turn off the kinase (48). In
budding yeast, although the conserved tyrosine of Cdc28 is phosphorylated,
this is not an important factor in the regulation of the kinase (49,50).
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The Cdc2–cyclin B complex must not only enter the nucleus and be phos-
phorylated at threonine 161, but must also be activated by dephosphorylation
of the Cdc2 subunit. At the G2/M boundary, tyrosine 15 and threonine 14 of
Cdc2 are rapidly dephosphorylated by the conserved Cdc25 phosphatase (51)
(Fig. 1). The rapid activation of Cdc2 is aided by a positive feedback loop
involving Cdc25. Cdc2 phosphorylates and further activates Cdc25, allowing
it rapidly to activate Cdc2 (51). Whereas yeast have a single Cdc25, mammals
contain Cdc25A, which functions during the G1 to S transition, and Cdc25B

Fig. 1. Regulation of Cdc2 activity. Several steps lead to the assembly of active
Cdc2 (as described in the text). These steps include binding to newly synthesized cyclin
B, import into the nucleus, phosphorylation of Cdc2 by CAK, and cyclin B by Plk1
and Cdc2. Cdc25, Wee1, and Myt1 maintain a balance of phosphorylation on threo-
nine 14 and tyrosine 15, which shifts to dephosphorylation and drives cells into mito-
sis. p53-independent pathways can rapidly initiate G2 arrest and involve Atm,
Atr-dependent activation of Chk1 and Chk2, which phosphorylate Cdc25 and stimu-
late its binding to 14-3-3 proteins, which anchor it in the cytoplasm. The mechanisms
leading to the activation of Atm and Atr may involve changes in chromatin topology
and interactions, within nuclear foci (shown in gray), with DNA damage repair and
recognition proteins. Nuclear foci occupy a very tiny area of the nucleus, but here are
shown much larger for ease of presentation.
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and Cdc25C, which dephosphorylate Cdc2 (51). The initial trigger for the acti-
vation of the Cdc25–Cdc2 loop is not known, but there is evidence that Cdc25B
is important in this step in mammals. Unlike Cdc25C, which is concentrated in
the nucleus, Cdc25B is found in the cytoplasm and may dephosphorylate cyto-
plasmic Cdc2 before the nuclear export has been turned off (52).

3. Cell Cycle Responses to DNA Damage
Early studies with mammalian cells uncovered a delay in G2 that occurred

within 2 h of exposure to ionizing radiation (reviewed in 53). This delay was
found to be transient, with cells entering mitosis after a time that depends on
the dose of ionizing radiation. A division delay in response to DNA damage
was observed in diverse cell types, including amoeba, yeast, sea urchin eggs,
and mammalian cervical cancer cells (53). Part of the basis for the division
delay is that cells are blocked in G2 in response to DNA damage. The early
method of determining the G2 delay was to count mitotic cells shortly after
irradiation or adding DNA-damaging chemicals. G2 delay is characterized by
a rapid reduction in the number of mitotic cells. Mitosis must be analyzed
quickly to eliminate possible contributions of alternate points of arrest in the
cell cycle. For example, if the reduction in mitotic cells occurs after 8 or 10 h
(significantly longer than the G2/M period of approx 4–5 h) the blockage may
be in an earlier cell cycle phase, with all the cells in G2 passing through mitosis
before the block is manifest as a drop in mitosis. Mitotic cells were originally
identified based on the morphology of chromatin, and the standard method
involves dropping cells that are hypotonically swollen and fixed, onto glass
slides. This method causes chromosomes to be spread out when they hit the
slide and allows the unambiguous identification of mitotic cells (for example,
54). More recent methods rely on markers present in mitotic cells such as phos-
phorylated histones, or MPM-2 antigens (55,56). By analyzing these markers
with specific antibodies it is now feasible to quantify the number of cells in
mitosis using the fluorescence-activated cell sorter (FACS) (57).

4. The Molecular Basis of G2 Arrest
To understand how the cell cycle is regulated in response to DNA damage,

mutants of budding and fission yeast were identified in which the cell cycle
was no longer delayed in response to DNA damage (58). This approach led to
the concept of the cell cycle checkpoint, and uncovered many genes that form
an important part of what we know about the workings of the DNA-damage
response. Cell cycle checkpoints are regulatory mechanisms that ensure that
cell cycle processes occur at the right time and in the right order. Early studies
in budding yeast with the rad9 mutant indicated that G2 delay was owing to
intracellular signaling that blocked entry into mitosis in the presence of DNA
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damage (58). A number of other “Rad” mutants that fail to arrest in the cell
cycle in response to ionizing radiation have been uncovered, and orthologs in
various organisms including mammals have been identified (reviewed in 59–
61). Studies on the components of the DNA-damage response have uncovered
three main groups of proteins involved in initiating G2 arrest. The sensors rec-
ognize damaged DNA, and the transducers transmit the signal downstream to
the effectors, whose activity is modulated to bring about arrest (61,62).
Although these groups of proteins are sufficient to induce the arrest, in time,
many checkpoints become spontaneously inactivated, and additional mecha-
nisms are used to maintain the arrest.

4.1. Effectors

Studies with mammalian cells in tissue culture showed that Cdc2 is an
important effector for the G2 checkpoint. Ionizing radiation and other forms of
DNA damage blocked the dephosphorylation of Cdc2 at tyrosine 15 and threo-
nine 14, causing it to remain inactive (63,64). Inhibition of Cdc2 activity occurs
rapidly after inducing DNA damage. For example, the loss of activity can be
detected within an hour of adding the DNA-damaging agent etoposide to Chi-
nese hamster ovary cells (63). One of the main effects of DNA damage is to
interfere with the dephosphorylation of Cdc2 by the Cdc25C phosphatase.

4.2. Transducers

The mechanism by which Cdc25C is inactivated in response to DNA dam-
age involves its phosphorylation by Chk1 and Chk2 (65–67) (Fig. 1). Chk1
and Chk2 (also known as CDS1) were originally identified by genetic screens
in S. pombe, where Chk1 is required for cell cycle arrest in response to dam-
aged DNA and Chk2–Cds1 is required for arrest in response to unreplicated
DNA (68,69). Chk1 and Chk2 are protein kinases whose activity increases in
response to damaged or unreplicated DNA in yeast and mammals (reviewed in
70). Cdc25C is phosphorylated by either Chk1 or Chk2, which creates a bind-
ing site on Cdc25C for proteins of the 14-3-3 family (65–67,71). Binding to
14-3-3 sequesters Cdc25C in the cytoplasm and blocks its ability to dephos-
phorylate Cdc2 (Fig. 1).

Two kinases, Atm and Atr, are responsible for the activation of Chk1 and
Chk2 in response to stress (71–73) (Fig. 1) . In mammals, it appears that both
Atm and Atr can phosphorylate either Chk1 or Chk2 as well as other substrates
(reviewed in 74). Parallels between mammals and yeast extend upstream of
Chk1 and Chk2–Cds1. Budding yeast Mec1 and fission yeast Rad3 are the
orthologs of Atr and are required for the activation of Chk1 and Chk2–Cds1 in
response to DNA damage or unreplicated DNA (61). Tel1 in budding and fis-
sion yeast is an Atm ortholog.
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Studies in mammalian cells on the phosphorylation of the p53 tumor sup-
pressor by Atm and Atr have indicated that these kinases respond to different
types of damage. For example, the phosphorylation of p53 on serine 15 in re-
sponse to ionizing radiation is significantly, but not completely, reduced in
cells lacking Atm, whereas there is no defect in the phosphorylation of p53 on
serine 15 in response to ultraviolet radiation (75–77). Inactivation of Atr using
a dominant negative version of the protein severely reduced p53 phosphoryla-
tion in response to ultraviolet radiation, and the initial phosphorylation of p53
was normal when cells were exposed to ionizing radiation (78,79). This sug-
gests that Atr primarily mediates the response to ultraviolet radiation and Atm
mediates the response to ionizing radiation. Although p53 was phosphorylated
in response to ionizing radiation in cells expressing the dominant-negative Atr,
this phosphorylation was lost much faster than in parental cells (79). This sug-
gests that Atr may also provide a backup function in response to ionizing radia-
tion. Atr has also been implicated in the response to unreplicated DNA caused
by blocking DNA synthesis with hydroxyurea (78). Atm was originally identi-
fied as the gene mutated in the recessive autosomal disease ataxia telangiecta-
sia (80). Among a number of symptoms, patients with ataxia telangiectasia are
prone to cancer, which probably reflects the roles played by Atm in the cellular
response to DNA damage.

There is evidence that Chk1 and Chk2 are not the only kinases that phospho-
rylate Cdc25 in response to DNA damage. For example, the p38 stress-acti-
vated kinase can phosphorylate both Cdc25B and Cdc25C, leading to their
increased binding to 14-3-3 proteins in vitro (81). Also, the immediate G2 arrest
that normally occurs after ultraviolet radiation was attenuated in cells treated
with SB202190, a chemical inhibitor of p38 (81). In vivo studies showed that
the binding of Cdc25B to 14-3-3 in cells exposed to ultraviolet radiation was
reduced by treatment with the p38 inhibitor. However, the inhibitor had no
effect on the binding of Cdc25C to 14-3-3 proteins in vivo, suggesting that
Cdc25B is the main target of p38 in the G2 arrest response (81).

There is also evidence that inhibiting Cdc25 is not the only way by which
Atm and Atr block the activation of Cdc2. Division of fission yeast normally
requires Cdc25, but cells with the hypermorphic cdc2-3w allele can survive if
Cdc25 is deleted (82). Induction of DNA damage in a cdc2-3w, ∆cdc25c mutant
still caused a mitotic delay, showing that Cdc25 is not the only determinant of
this response (82). Further studies pinpointed the Mik1 kinase as an important
target of this Cdc25-independent arrest. Deletion of either Chk1 or Mik1 abro-
gated the residual arrest that occurred in the cdc2-3w, ∆cdc25c mutant.
Overexpressing Chk1 caused an arrest that was dependent on Mik1, suggest-
ing that Mik1 acts downstream of Chk1. Also, upregulation of Mik1 proteins
in response to DNA damage was found to depend on Chk1 and Rad3 (82).
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Similarly to Wee1, Mik1 phosphorylates tyrosine 15 of Cdc2, suggesting that
DNA damage not only turns off the Cdc25 phosphatase that targets tyrosine 15
of Cdc2, but also turns on a kinase that phosphorylates this residue.
Upregulation of the rate of inhibitory phosphorylation of Cdc2 has not been
implicated as a mechanism of G2 arrest in mammals.

An additional substrate of the Atm and Atr kinases has been uncovered that
may contribute to G2 arrest. Plk1 is inactivated in response to DNA damage by
Atm/Atr-dependent phosphorylation (83). Because Plk1 can phosphorylate
cyclin B1 to block export of cyclin B1 from the nucleus, one interesting possi-
bility is that inactivation of Plk1 leaves cyclin B1 stranded in the cytoplasm
(40,41). Because Cdc2 can also phosphorylate cyclin B1 in its nuclear export
signal, the regulation of cyclin B1 localization is likely to be more complicated
(42) (Fig. 1).

4.3. Sensors

Evidence is accumulating regarding how Atm, Atr, Chk1, and Chk2 are ac-
tivated in response to DNA damage. There is clearly an involvement of dam-
age sensors in the activation of at least some of these kinases (Fig. 1). There
are several major damage-sensing machines, one of which shows striking simi-
larity to the PCNA and RFC complexes needed for processive DNA synthesis
(reviewed in 59–61). PCNA forms a homotrimeric clamp around the double
helix, which is loaded onto DNA by the heteropentameric RFC complex com-
posed of the RFC1–5 subunits. The DNA damage response involves the Rad17
protein, which forms a complex with RFC2, 3, 4, and 5, and by homology has
been suggested to form a clamp loader (84,85). Rad1, Hus1, and Rad9 proteins
form a trimer with structural similarity to the PCNA sliding clamp complex
(86). Interactions between Rad17 and components of the Rad1–Hus1–Rad9
trimer suggest that the Rad17 complex may load the Rad1–Hus1–Rad9 com-
plex onto DNA at sites of DNA damage (87,88). Rad1, Rad9, Rad17, and Hus1
are all required for the cell cycle delay in response to DNA damage and for the
activation of checkpoint proteins such as Chk1 (59,89). Thus, the Rad17–RFC
complex may recognize damaged DNA and load the Rad1–Hus1–Rad9 com-
plex. Because Rad1 is a 3'-5' exonuclease, the Rad1–Hus1–Rad9 complex may
function to increase the amount of single-stranded DNA at sites of damage to
facilitate signaling to the checkpoint transducer proteins (90).

Additional complexes act proximal to DNA damage and are important in
allowing the signal transducers to become activated. Brca1, originally identi-
fied as a locus of susceptibility in human breast cancer, is localized to sites of
DNA damage and may be needed to recruit other proteins, such as Atm, to
these sites (91–93). Atm and Atr can be found in a large complex containing
Brca1, called Brca1-associated genome surveillance complex (BASC) (94).
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BASC also contains the proteins Mre11, Nbs1, and Rad50, which are essential
for the recognition and repair of double-strand breaks in DNA (94). Mre11,
Nbs1, and Rad50 form a complex that is recruited to sites of DNA damage and
helps to repair the break through nonhomologous end-joining (95,96). Studies
in yeast have shown that these three proteins are needed for proper checkpoint
function, but the detailed mechanism of how these proteins signal to down-
stream signal transducers has not been uncovered (97).

Rad3, the Atr ortholog in budding yeast, is activated in response to DNA
damage, and this process is independent of the Rad17–RFC and Rad1–Hus1–
Rad9 complexes (98). This observation is important, because it argues against
a simple model in which these proximal DNA damage-sensing complexes sig-
nal to the Atm/Atr proteins. Also important is the fact that the activation of
Chk1 does require the Rad17–RFC and Rad1–Hus1–Rad9 complexes (89). The
phosphorylation of Chk1 appears to be directly catalyzed by Rad3 (99). If Rad3
is active in cells lacking Rad17, why can’t it phosphorylate Chk1? One possi-
bility is that Rad17 provides a docking site for Chk1 and activated Rad3, either
directly or by allowing damaged DNA to be processed into foci where DNA
damage-signaling proteins accumulate.

A similar situation may occur in mammalian cells. Atm exists as an inactive
dimer or oligomer in unstressed cells (100). Atm is phosphorylated at an
autophosphorylation site and dissociates into a monomeric active kinase very
rapidly (within approx 30 s) after cells are exposed to ionizing radiation. This
rapid phosphorylation occurs on approx 50% of the Atm in the cell and hap-
pens at doses of radiation that would create fewer than 20 double-strand breaks
(100). These data suggest that it is unlikely that every Atm dimer must diffuse
to the site of damage to be activated. This suggestion is consistent with litera-
ture on budding yeast showing that Rad3 does not need the damage-sensing
Rad proteins to be activated. An alternative model has been proposed in which
DNA strand breaks cause changes in the higher order topology of chromatin,
which can act at a distance to signal the activation of Atm. This model is sup-
ported by the observation that chloroquine and trichostatin A, drugs that can
alter higher order chromatin topology, can also induce the phosphorylation of
Atm without causing detectable DNA damage (100). Once activated, Atm may
then diffuse to foci in the nucleus that contain damage recognition and repair
complexes like BASC (Fig. 1). At those sites, Atm could phosphorylate some
of its downstream targets that mediate G2 arrest, such as Chk1 and Brca1.

Additional proteins may act as adapters to bring substrate and enzyme
together at damage-induced nuclear foci. For example, the 53BP1 protein
shows regions of homology to Brca1, and is relocalized to damage-induced
foci (101). 53BP1 binds to Chk1 and Brca1 in unstressed cells, and these asso-
ciations are disrupted by ionizing radiation at the same time as Chk1 and Brca1
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become phosphorylated (102). 53BP1 was identified because it binds to p53
(103). Reduction of 53BP1 levels with small interfering RNA molecules reduces
the accumulation of p53 and the phosphorylation of Chk1 that occurs in response
to ionizing radiation (102). One interpretation is that 53BP1 is an adapter that
brings Atm substrates to damage-induced foci, where they are phosphorylated
by monomeric active Atm that has diffused to those same sites.

Biochemical and genetic approaches have uncovered a large amount of
information about how the cell responds to DNA damage. An important branch
of this response ultimately leads to the inactivation of Cdc2 and G2 arrest. As
described above, rapid events lead to the inactivation of Cdc2 through inacti-
vation of Cdc25C. Recent experiments in mammalian cells suggest that the
p53 tumor suppressor participates in pathways that help to maintain G2 arrest
in response to DNA damage.

5. The Function of p53
The p53 tumor suppressor was originally identified as a protein bound to the

large T antigen of the SV40 tumor virus (104). Early studies on p53 function
suggested that it was an oncogene, because the first clones of p53 could
immortalize primary cells and cooperate with other oncogenes such as Ha-ras
to induce neoplastic transformation (105–108). The true function of p53 as a
tumor suppressor was established in a number of landmark studies showing
that (1) transforming p53 alleles contained mutations, and wild-type p53 was
inactive in transformation assays (109); (2) p53 was mutated during the pro-
gression of colorectal cancer (110); and (3) elimination of p53 function in the
mouse greatly increased the frequency of spontaneous tumors (111). Thus, the
elucidation of the function of p53 in neoplasia relied on biochemical
approaches, mapping of disease loci using the methods of human genetics, as
well as mouse studies involving homologous recombination to inactivate the
p53 gene.

The important tumor suppressor function of p53 is illustrated by its wide-
spread inactivation in many types of human cancer (112). Also, germline inac-
tivation of p53 is responsible for the cancer susceptibility syndrome described
by Li and Fraumeni (113,114). The tumor suppressor function of p53 lies in its
ability to induce either cell cycle arrest or cell death by apoptosis in response to
genotoxic stress (reviewed in 115,116). Many types of stress, including DNA
damage, arrest of transcription, arrest of DNA synthesis, hypoxia, and
oncogene activation, can activate p53. Activation of p53 depends on its post-
translational modification in response to stress (reviewed in 117). In particular,
serine and threonine residues are phosphorylated and lysine residues are acety-
lated or sumoylated in response to stress, provoking the activation of p53.
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In unstressed cells, p53 is present at a low level due to its degradation by
Mdm2, which binds to the N-terminus of p53 and catalyzes the transfer of
ubiquitin to lysine residues of p53, generating a signal for degradation by the
proteasome (reviewed in 118). As mentioned above, serine 15 of p53 is phos-
phorylated by Atm and Atr in response to DNA damage (76,79,119). In addi-
tion, Chk1 and Chk2 can phosphorylate p53 on serine 20 (120,121).
Phosphorylation of these and other residues in the N-terminus of p53 blocks
the binding of Mdm2, allowing p53 to accumulate to high levels (122). Once
activated, p53 carries out its downstream arrest or apoptosis functions by acti-
vating the expression of a large number of genes. p53 binds in a sequence-
specific manner to the promoters of its target genes and uses its acidic
N-terminus to activate transcription (115).

Interestingly, the release of Mdm2 correlates with the binding of the CBP/
p300 histone acetyl transferases to the phosphorylated N-terminus of p53 (123).
CBP/p300 acetylates lysine residues in the C-terminal region of p53, stimulat-
ing its ability to bind to DNA (124). These studies have relied on gel shift
assays, where acetylated or non-acetylated p53 is added to radio-labeled oligo-
nucleotides containing the p53 consensus sequence (124). DNA binding is
indicated by a shift in the mobility of the probe and the formation of a novel
band. There is recent evidence that when the probe is complexed with histones,
the stimulation of DNA binding observed after acetylating p53 is abolished
(125). This has led to the suggestion that p53 does not need to be acetylated to
bind to DNA that is packaged into chromatin, a more physiological substrate
than naked DNA. However, acetylation-specific antibodies show that p53 is
acetylated in vivo (123). Because the lysine residues that are acetylated are
also ubiquitinated, simply mutating these residues will not be helpful in clear-
ing up this issue. If CBP/p300 are not needed to acetylate p53, perhaps their
role is to acetylate histones in the vicinity of p53 target genes to aid in their
transcriptional induction.

6. Contribution of p53 to G2 Arrest
The first clue that p53 was important for DNA-damage responses was that

the levels of p53 protein were elevated when cells were exposed to ultraviolet
radiation (126). Proof for this idea was provided by the observation that p53
was required for the G1 arrest that occurred in response to ionizing radiation
(127). Human cells lacking p53 bypass the G1 checkpoint, progress through S
phase, and accumulate in G2, showing that G2 arrest still occurs in cells lack-
ing p53 (127). However, we found that when p53 is overexpressed in the
absence of any other stress, this could also arrest cells in G2 (128). These and
other studies showed that p53-independent pathways are sufficient to induce
G2 arrest, and that p53 is also involved, probably to ensure the long-term sta-
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bility of the arrest (reviewed in 129). In our work using p53 overexpression,
we relied on a number of methods to determine cell cycle position. In our first
studies, cellular DNA was stained with propidium iodide (PI) and cell cycle
distribution assessed using the FACS to measure PI fluorescence (128).
Because p53 is capable of inducing G1 arrest, we used synchronized cells to
investigate its functions in G2. We used mimosine to reversibly arrest cells in
S phase and a cell line containing a tetracycline inducible p53. Cells were
released from the mimosine block and tetracycline was removed to induce p53.
On the basis of DNA content, p53 overexpression did not affect progression
through S phase after mimosine removal but caused approx 60% of the cells to
become arrested with a 4N content of DNA (128). Cells with a 4N DNA con-
tent might be either in G2 or mitosis; however, direct examination indicated
that mitotic cells were rare, suggesting that the cells were in G2. Similar results
were obtained by another group using a temperature-sensitive allele of p53 and
serum starvation/stimulation to synchronize the cells (130).

One possible alternative explanation of the accumulation of cells with a 4N
DNA content was that p53 did not block cells in G2, but somehow altered
progression through mitosis in such a way that cells exited mitosis by
decondensing their chromatin, resulting in p53-dependent arrest in a tetraploid
G1 state. To test this possibility, we released cells from a mimosine block and
removed tetracycline to induce p53. Entry into mitosis was directly observed
using time-lapse microscopy (131). This technique involves maintaining cells
in an environment that allows them to grow (i.e., at 37°C with humidity and
elevated CO2) while on a microscope stage (Figs. 2 and 3). Current approaches
involve capturing images of the cells using digital cameras, with image capture
controlled by computer software. We use Metamorph software to capture im-
ages and to control shutters, which shield cells from light during the interval
between image capture. To analyze cell cycle events, we capture images every
15–20 min. Time-lapse experiments are run for several days to allow an analy-
sis of delayed effects of specific treatments. When we applied this method
to the study of G2 arrest by p53, we found that few cells released from the
mimosine block entered mitosis (131). Many control cells released from
the mimosine block in the presence of tetracycline to repress the p53 transgene
entered mitosis and divided. These studies show that p53 prevents cells from
entering mitosis, causing them to arrest in G2. Additional support for a role for
p53 in G2 arrest was provided by studies of a derivative of the HCT116
colorectal tumor cell line in which p53 was inactivated by homologous recom-
bination (132). These p53-null cells initially arrested in G2 when DNA was
damaged with adriamycin, but the arrest could not be maintained and the cells
eventually did enter mitosis. These studies indicate that p53 is very important
in maintaining G2 arrest in response to DNA damage.
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7. Mechanisms of G2 Arrest by p53
The contribution of p53 to G2 arrest involves some of its transcriptional

targets. p53 activates many genes that encode proteins which carry out its bio-

Fig. 2. Equipment used for time-lapse microscopy. The basic arrangement is shown.
Cells are viewed on an inverted microscope using phase contrast or epifluorescence.
Shutters allow light from the halogen lamp (for phase contrast) or the mercury lamp
(for epifluorescence) to hit the sample. Metamorph software is used to open the shut-
ters for image capture with a low-light digital camera. For a typical experiment in
which phase contrast and epifluorescence are combined, Metamorph is programmed
to open the phase shutter and capture an image, close the shutter, and then open the
epifluorescence shutter, capture an image, and close the shutter. This series usually
takes approx 1–2 s and is repeated every 10 min. The result is a time series of both
phase and epifluorescence images, which can be viewed as separate movies.
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logical functions, including Bax, Puma, Pig3, and Noxa, which are important
in inducing apoptosis, and p21/waf1, Gadd45, and 14-3-3σ, which are induc-
ers of growth arrest (116). p21/waf1 is a major target of p53 that is essential for
G1 arrest. Unlike yeast, in which Cdc2 can control both the G1/S and G2/M
transitions, mammalian cells have a family of kinases with homology to Cdc2.
These kinases require a cyclin subunit for activity, are called cyclin-dependent
kinases (CDKs), and control the major mammalian cell cycle transitions. p21/
waf1 is an efficient inhibitor of CDK2, 4, and 6, which explains its ability to
block cells at the G1/S boundary (133). p21/waf1 can bind only poorly to Cdc2,
yet can arrest cells in G2 when overexpressed (133–136). In addition, HCT116

Fig. 3. Time-lapse images of the mitotic process. Phase contrast images of a human
fibroblast entering and progressing through mitosis are shown. An image was taken
every 17 min. By viewing approx 100 cells at a time, the mitotic activity of a culture
can be assessed over time.
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cells lacking p21/waf1 arrest only transiently in G2 in response to adriamycin,
adding further support for the involvement of this protein in stabilizing G2
arrest (132). One mechanism that has been proposed for G2 arrest by p21/waf1
involves its ability to block the activating phosphorylation of Cdc2 at threo-
nine 161, but the mechanism by which p21/waf1 reduces this phosphorylation
is not known (137). Our work has uncovered an additional mechanism by which
p21/waf1 contributes to the stability of G2 arrest.

Gadd45 has also been implicated in G2 arrest induced by p53. Gadd45 can
bind to Cdc2 and dissociate the cyclin B subunit, thus inactivating the complex
(138,139). The G2 delay that occurs in response to ultraviolet radiation is re-
duced in lymphocytes when Gadd45 is deleted (140). The 14-3-3σ target of
p53 can cause G2 arrest when overexpressed (141). It appears to do so by bind-
ing to the Cdc2–cyclin B complex and anchoring it in the cytoplasm, where it
is unable to induce mitosis (142). Deletion of 14-3-3σ from HCT116 cells
caused the cells to escape from the G2 arrest induced by adriamycin and enter
mitosis in the presence of large amounts of damaged DNA (142). The 14-3-3σ-
null cells were very sensitive to killing by adriamycin, probably owing to the
catastrophic mitosis. Inactivation of both p21/waf1 and 14-3-3σ in HCT116
led to a severe defect in G2 arrest: such cells were killed much more efficiently
by adriamycin than cells lacking either gene alone (143).

7.1. The Role of Transcriptional Repression in G2 Arrest

To understand how the overexpression of p53 could induce G2 arrest, we
focused on the regulation of Cdc2, a likely candidate to mediate this effect. In
cells arrested in G2 by p53, Cdc2 activity was low, but CAK activity was unaf-
fected (131). Thus, our results suggest that the reduction in threonine 161 phos-
phorylation of Cdc2 in response to p21/waf1 is not owing to direct inactivation
of CAK, and other mechanisms must be at play. Immunoblotting also showed
that when cells were just reaching the G2/M boundary (approx 20 h after
removal of mimosine), the phosphorylation of Cdc2 at either tyrosine 15 or
threonine 14 was not increased by high levels of p53, compared to low levels
of p53 (131). However, the level of cyclin B1 was reduced at this time point,
and when cells were arrested in G2 for 48 or 72 h, the amount of Cdc2 protein
was also downregulated. Loss of both proteins was caused by repression of
both promoters by p53 (131). We did not detect 14-3-3σ in these experiments
because it appears not to be expressed in fibroblasts. Combining the available
data, p53 initially reduces Cdc2 activity by inducing Gadd45, by blocking
threonine 161 phosphorylation by way of p21/waf1, and by repressing cyclin
B1. Eventually, Cdc2 protein is also downregulated. Interestingly,
overexpression of cyclin B1 was sufficient to overcome G2 arrest induced by
p53 in an ovarian cancer cell line (144). In our studies, G2 arrest was abrogated
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only if we expressed a Cdc2 mutant protein that could not be phosphorylated at
its inhibitory sites in combination with a cyclin B1 mutant that is constitutively
present in the nucleus (131). Although our studies agree with the conclusion
that Cdc2–cyclin B1 is an important target in G2 arrest induced by p53, the
effects of p53 may be more complicated. The fact that a constitutively nuclear
cyclin B1 was needed to abrogate the arrest suggests that p53 may alter the
nuclear/cytoplasmic shuttling of cyclin B1, although now, there is no direct
evidence to support this idea.

The downregulation by p53 of Cdc2 and cyclin B1, two proteins essential
for cells to enter mitosis, helps to explain the effects of caffeine on the cell
cycle. Caffeine can abrogate cell cycle checkpoints, including the G2 arrest
that occurs in response to DNA damage (145). However, p53 can block the
effect of caffeine on G2 arrest. For example, a breast cancer cell line with wild-
type p53 arrests in G2 in response to DNA damage, and this effect could not be
overcome by caffeine (146). However, when p53 was inactivated by express-
ing the E6 protein of the human papilloma virus, caffeine could abrogate the
G2 arrest (146). These results suggested that p53 has to be inactivated to
unleash the effects of caffeine because it downregulates both Cdc2 and cyclin
B1. We recently reinvestigated this phenomenon and found that the inactiva-
tion of p53 allows caffeine to abrogate G2 arrest induced by etoposide in
HT1080 fibrosarcoma cells, which have wild-type p53 (147). The stable arrest
of the parental cells in the presence of caffeine was highly correlated with the
p53-dependent transcriptional repression of both cdc2 and cyclin B1. To deter-
mine the effects of caffeine on mitosis in HT1080 cells, we used time-lapse
microscopy, as well as Western analysis for histone H3 phosphorylated on
serine 10, a marker for mitosis (147). A major breakthrough in understanding
the effects of caffeine on the cell cycle was the observation that it inhibits both
Atm and Atr by directly binding to these proteins (148–150). In cells lacking
p53 function, G2 arrest still occurs, even though Cdc2 and cyclin B1 are
present, presumably because of the Atm/Atr-dependent inactivation of
Cdc25C. Caffeine can inactivate this pathway, allowing cells lacking p53 to
overcome the arrest.

Although we detected many mitotic cells when caffeine was added to the
cells lacking p53 function, we did not detect major changes in the DNA con-
tent of the cells (147). If cells were entering and completing mitosis, we
expected the number of cells with a 4N content of DNA to decrease and the
number of cells in G1, with a 2N DNA content, to increase. To examine the
fate of cells in more detail, we used a fusion protein comprised of histone H2B
and green fluorescent protein (GFP) (151). This fusion protein associates sta-
bly with chromatin, allowing DNA to be visualized in live cells. We used time-
lapse epifluorescent imaging to analyze chromatin dynamics as cells were
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driven into mitosis with caffeine (Figs. 2 and 4) (147). Interestingly, the cells
spent much more time in metaphase than untreated cells and were able to divide
into two viable daughter cells only infrequently. In some cells, cytokinesis
could not be completed, owing to the presence of chromatin bridges between
partially divided nuclei. In other cells, a prolonged metaphase was immedi-
ately followed by death. These results suggest that, although caffeine can

Fig. 4. Time-lapse analysis of chromatin dynamics. In the cell shown, time-lapse
was used to visualize a defective mitosis, which occurred in the presence of DNA
damage and caffeine. The cell type shown lacks p53 function. It was treated with
etoposide to induce DNA damage and with caffeine to override the G2 checkpoint.
The cells were stably transfected with a histone H2B-GFP fusion protein, which asso-
ciates with chromatin. Images were captured every 10 min (not all frames are shown).
At the 0:10 time point, the cell has just entered prophase and chromatin condensation
has started. The cell is in metaphase for approx 3 h, decondenses its chromatin, and
exits mitosis without dividing and with an aberrant nuclear morphology.
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induce mitosis in cells lacking p53, the cells cannot divide, which explains
why we do not observe newly divided cells in G1.

7.2. The Mechanism of cdc2 Repression by p53

We relied on classical mutation and deletion analyses to find the region of
the cdc2 promoter that mediated repression by p53 (152). This region was nar-
rowed down to the R box, previously identified as a binding site for a transcrip-
tional repressor (152,153). The R box is composed of a cell cycle-dependent
element (CDE) and a cell cycle-homology region (CHR) (153). Both CDE and
CHR are found in a number of cell cycle-regulated promoters and cause
repression of these genes during G1 (154). Derepression occurs as cells enter S
and G2. A repressor that can bind to the CDE/CHR element of the cdc2 pro-
moter contains an E2F subunit and a member of the Rb family of proteins
(155).

E2Fs were originally identified as cellular proteins required for the tran-
scription of the E2 gene of adenovirus during infection (156). There are eight
E2Fs (E2F1 to 6 and DP1 and 2) (reviewed in 157). An E2F forms a
heterodimer with a DP to form a functional transcription factor, with DP1 and
2 relatively interchangeable. E2F1, 2, and 3 bind to promoters in a sequence-
specific manner and activate the transcription of the corresponding genes. E2F4
and 5 bind to the same sequences but are more important in repression. E2F1,
2, and 3 contain transcriptional activation domains, which allow them to induce
transcription. Repression by E2F4 and 5 is mediated by binding to a protein of
the Rb family, which consists of three proteins: Rb, p130, and p107. E2F6
binds to the E2F element but lacks the transcriptional activation and Rb-bind-
ing domains, and thus can block activation as well as repression.

Rb was the first protein identified as a tumor suppressor, and its inactivation
causes retinoblastoma with high penetrance (158). p130 and p107 have signifi-
cant structural and functional homology to Rb. Rb-family proteins bind to E2Fs
and recruit histone-modifying enzymes, which cause repression of E2F target
genes (reviewed in 159,160). Whether an E2F target gene is repressed or acti-
vated depends in large part on the phosphorylation state of Rb family mem-
bers. When highly phosphorylated, all three Rb proteins do not interact with
E2F, and active transcription predominates. When hypophosphorylated, Rb
proteins form a tight complex with E2F4 and 5 to cause repression. The major
kinases that phosphorylate the Rb proteins are CDK2, 4, and 6. In early G1,
when CDK activity is low, Rb proteins are poorly phosphorylated, are bound
to E2F4 and 5 and are engaged in the repression of E2F targets. As cells
progress through the cell cycle and CDK activity rises, the phosphorylation of
Rb proteins reverses repression, clearing the way for E2F1, 2, and 3 to activate
some of the same genes.
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The CDE element of the cdc2 promoter is similar in sequence to an E2F
element (152,155). We reasoned that p53 represses cdc2 by an indirect mecha-
nism involving p21/waf1, which, by inhibiting CDK activity, elevates the level
of hypophosphorylated Rb, which in turn binds to E2F, interacts with the CDE,
and represses transcription. Based on a variety of biochemical assays, we con-
clude that this model is likely to explain the repression of cdc2 by p53. In
particular, we could identify a complex containing E2F4 and p130 that inter-
acted with an oligonucleotide corresponding to the CDE/CHR only in cells
expressing high levels of p53 (152). In addition, Cdc2 was not downregulated
in response to the DNA damage caused by adriamycin in cells lacking p130
and p107, unlike wild-type cells in which Cdc2 was eliminated after 48 h of
treatment (152). Cdc2 was still downregulated in cells lacking either p130 or
p107 alone, suggesting that their functions overlap. We did not detect p107
binding to the cdc2 oligonucleotide in vitro, even though it must be deleted to
abrogate repression (152). It is possible that p107-containing complexes are
important for repression but are present at too low a level to be detected by gel
shift analysis.

Several groups have reported that the long-term maintenance of G2 arrest
after DNA damage requires transcriptional repression mediated by Rb-family
members. The E7 protein from types 16 and 18 human papilloma virus inacti-
vates all three Rb proteins by binding to them and causing their degradation.
Cells expressing E7 can still arrest in G2 in response to adriamycin. If
adriamycin is removed, the parental cells do not enter mitosis, whereas cells
with E7 do enter mitosis, suggesting that Rb is required to stabilize the G2
arrest (161). Also, expression of a mutant E2F that neither binds to Rb proteins
nor activates transcription, but still binds DNA, can reduce G2 arrest after DNA
damage (162). This result suggests that active repression is required for proper
G2 arrest. Our early studies suggested that one of the targets of Rb during p53-
dependent G2 arrest is cdc2, although our recent experiments suggest that the Rb
family has wider effects on the expression of genes required for progression
through G2 and M (Taylor, W. R., and Stark, G. R., unpublished observations).

7.3. Large-Scale Reprogramming of Transcription in Response to DNA
Damage

With the knowledge that p130 and p107 are required to downregulate Cdc2
in response to DNA damage, we used Affymetrix microarrays to compare gene
expression profiles in p130/p107-null and wild-type mouse embryo fibroblasts
(MEFs) (Taylor and Stark, unpublished observations). Untreated cells were
compared with cells treated with adriamycin for either 12 or 24 h. Although the
expression of a large number of genes changed, we focused on genes that were
repressed in the wild-type but not in the p130/p107-null cells, just like cdc2.
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Many genes required for DNA synthesis were repressed similarly to cdc2, in-
cluding MCM genes that encode proteins that initiate DNA synthesis at origins
of replication; ribonucleotide reductase and thymidine kinase, which provide
substrates for DNA synthesis; and others (Taylor and Stark, unpublished ob-
servations). This observation was not surprising, because genes involved in S
phase were previously known to be transcriptional targets of E2F, thus ex-
plaining how E2F encourages progression from G1 into S phase (for example,
see 163). We also observed that many genes required for G2 and M were re-
pressed in a p130/p107-dependent manner, including genes whose products
are required to drive cells into mitosis, such as cdc2, cyclin b1, cdc25c, and
plk1, as well as a large number of genes that do not serve a regulatory role but
nonetheless are required for progression through mitosis (Taylor and Stark,
unpublished observations) (Fig. 5). This latter group includes a number of
kinesin motor proteins (which help to move chromosomes during alignment at
the metaphase plate), proteins required for the assembly of the mitotic spindle,
and proteins required for cytokinesis (Fig. 5). Thus, p130 and p107 are respon-
sible for repressing different classes of genes that are required for cells to enter
and progress through mitosis. This function has presumably evolved to ensure
that mammalian cells are arrested stably in G2 in response to DNA damage.
Interestingly, this control does not exist in unicellular yeast cells, possibly be-
cause the worst consequence of a cell escaping G2 arrest before DNA damage
is repaired is death of a single cell. In mammals, a single cell propagating with
damaged DNA could potentially develop into a neoplasm and threaten the sur-
vival of the entire organism.

Our work showing that p130 and p107 are required to repress genes involved
in G2 and M is consistent with recent reports using microarrays that show that
E2F on its own can activate the transcription of some of these same genes
(164–166). In addition, the overexpression of p21/waf1 has been shown to lead
to the repression of a number of genes required for G2 and M, some of which
are the same as we have uncovered (167). Together, these results suggest a
model in which p53, induced by DNA damage, upregulates p21/waf1, which
inhibits CDK activity to cause the formation of repressive Rb–E2F complexes
(Fig. 5). These complexes repress a large number of genes required for G2 and
M to ensure that arrest is stably maintained. Our work has highlighted the spe-
cific importance of p130 and p107 in this response. In addition, we identified
some genes that, although repressed in wild-type cells, were not downregulated
at all in p130/p107-null cells, indicating an important role for p130 and p107 in
the downregulation of these genes (Taylor and Stark, unpublished observa-
tions). Other mitotic genes were still downregulated in p130/p107-null cells,
but to a lesser extent than in wild-type cells. The genes must be subject to
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p130/p107-independent mechanisms of repression. One likely possibility is that
p105Rb is responsible for the residual repression of these genes.

8. Conclusions
Multiple mechanisms ensure that cells arrest rapidly and stably in G2 when

DNA is damaged. Initiation of arrest results primarily from the inactivation of
Cdc2 by pathways driven by posttranslational modification. Posttranslational
modification is well suited for the initiation of the arrest, because changes in
the activity of the components of the pathway occur rapidly. However, post-
translational modifications can be reversed, and stable arrest requires the tran-
scriptional repression of genes that encode parts of the cell cycle engine.
Downregulation of these components takes more time than the initial pathway,
because it involves posttranslational modification of p53, accumulation of p21/
waf1, dephosphorylation of the Rb family, transcriptional repression of target
genes, and the decay of the encoded mRNAs and proteins. By discouraging

Fig. 5. Downregulation of mitotic genes by p53 and Rb-dependent pathways. p53
induces p21/waf1, which stops CDKs from phosphorylating Rb proteins, leading to
the formation of repressive Rb/E2F complexes. p130 and p107 play an essential role
in downregulating many genes required for multiple steps in mitosis when DNA is
damaged. DNA damage also blocks the activation of Cdc2 and its entry into the nucleus
by p53-dependent and independent pathways.
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inappropriate entry into mitosis, stable G2 arrest helps to protect the genome
and suppress tumorigenesis.
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Analyzing the Spindle Checkpoint in Yeast and Frogs

P. Todd Stukenberg and Daniel J. Burke

Summary
The spindle checkpoint is an evolutionarily conserved regulatory mechanism that ensures
correct segregation of chromosomes at mitosis and meiosis. The kinetochore plays an inte-
gral role in spindle checkpoint signaling by integrating chromosome attachment to the spindle
with cell cycle progression. A single kinetochore can inhibit cell cycle progression in the
absence of proper spindle attachment or tension from bipolar orientation. Recent advances
have shed light on how the kinetochore measures these situations, transduces a signal, and
inhibits the entry into anaphase.

Key Words: Spindle; checkpoint; mitosis; regulation, kinetochore; anaphase.

1. Introduction
The original concept of cell cycle checkpoints, formulated by Hartwell and

Weinert (1), was developed from the genetic analysis of the budding yeast cell
cycle. Hartwell and his students isolated and characterized cell division cycle
(cdc) mutants, and their analysis suggested that the cell cycle was organized as
a series of precursor–product relationships (2,3). Epistasis experiments sug-
gested a linear order of function for the genes involved in DNA replication and
segregation. The model was conceptually simple. DNA replication preceded
mitosis because a substrate for mitosis (e.g., centromeres) had to be synthe-
sized during S phase. The precise timing that assured that mitosis did not hap-
pen until S phase was complete could be realized if the centromeres were the
very last DNA sequences to be replicated. This simple model for how order
was achieved in the cell cycle became less tenable as exceptions to the rules
accumulated. For example, the mutant esp1 was so named because mutant cells
accumulated multipolar spindles owing to extra spindle pole bodies (the yeast
equivalent to centrosomes). Therefore, the mutant cells appeared to uncouple
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spindle assembly from DNA replication (4). It was difficult to reconcile esp1
with the simple precursor–product model.

Some of the cdc mutants appeared to violate their own rules for the precur-
sor–product model of the cell cycle. For example, cdc17 mutants arrest after S
phase, before mitosis (2). However, once the gene was cloned and sequenced,
it was shown to be the α-subunit of DNA polymerase (5). cdc17 mutants should
have arrested in early S phase if the precursor–product model were correct.
Elegant experiments on the timing of DNA replication in yeast showed that
centromeres were among the first sequences to replicate in S phase (6). These
and many other observations made it clear that the simple precursor–product
model was insufficient to explain how order was achieved in the cell cycle.
However, the epistasis experiments were correct and the order of function was
as described. So how could the two be reconciled? The answer was both simple
and brilliant. The epistasis experiments revealed the order of function but said
nothing about the nature of the dependencies. Thus was born the concept of
checkpoints. Hartwell and Weinert envisioned a series of regulatory systems
(checkpoints) that imposed order on the cell cycle by preventing key transi-
tions from occurring until previous steps were properly completed (1). This
chapter focuses on one of them, the spindle checkpoint, which prevents
anaphase initiation until all chromosomes are aligned on the mitotic spindle.
There are several excellent recent reviews on the spindle checkpoint (7–11).
We will outline our current understanding emphasizing the contributions made
by genetic analysis of budding yeast and biochemical analysis using Xenopus
extracts.

2. Experimental Systems
2.1. Yeast

The budding yeast Saccharomyces cerevisiae is a model genetic organism
that has been invaluable in dissecting the spindle checkpoint. Yeast exists as
haploids or diploids and is grown in liquid cultures or on semi-solid media on
petri plates. Stable diploids can be isolated and induced to undergo meiosis so
that the spindle checkpoint can be analyzed in vegetative and meiotic cells. In
addition, meiosis permits a simple method to construct strains of different geno-
types. A myriad of molecular tools makes it possible to precisely manipulate
genes for a complete molecular analysis of any gene product. Cytological tools
are also highly developed, so it is possible to assay the spindle checkpoint in
populations of cells as well as in individuals. Chapter 13 provides details for
assaying the spindle checkpoint in yeast.
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2.2. Xenopus

Upon fertilization, Xenopus embryos undergo twelve divisions to generate a
blastula of approx 4000 cells. The embryonic cell cycles are very rapid and are
devoid of growth phases such that they alternate between S phase and mitosis.
To facilitate these rapid divisions, eggs have soluble stockpiles of kinetochore
and checkpoint components. Therefore, Xenopus extracts are an excellent
source to purify kinetochore subassemblies and identify novel kinetochore pro-
teins. Another advantage of Xenopus extracts is that kinetochores can be
assembled in vitro (12,13). The kinetochores assembled in Xenopus egg
extracts are functional because they align chromosomes in metaphase (14),
segregate chromosomes in anaphase (15), and send spindle checkpoint signals
(13). There are in vitro assays for protein localization to Xenopus kinetochores
as well as kinetochore functions, which allows experimental intervention
including immunodepletion of endogenous proteins and replacement with
recombinant proteins including mutants.

It is also easy to manipulate the cell cycle state of the extracts. Xenopus eggs
are naturally arrested in metaphase of meiosis II by cytostatic factor (CSF).
Spindles and kinetochores form rapidly when demembranated Xenopus sperm
are added to mitotic egg extracts (CSF extracts). Adding calcium, which drives
mitotic spindles assembled in these extracts to complete anaphase and enter
interphase, can then mimic fertilization. The extracts will then replicate chro-
matin and centrosomes and reenter mitosis with a bipolar spindle. A spindle
checkpoint signal is generated in CSF extracts that contain both high levels of
sperm nuclei and nocodazole to depolymerize microtubules. These extracts
remain in mitosis after calcium addition, unless a component of the spindle
checkpoint is inactivated or removed (13). These cell cycle transitions can be
easily followed cytologically and biochemically; mitotic extracts in
nocodazole contain small condensed chromosomes and high levels of his-
tone H1 kinase activity, whereas interphase extracts have decondensed nuclei
and low H1 kinase activity (16–19).

The egg extracts of Xenopus laevis perform a number of in vitro reactions
that cannot be performed by typical somatic cell lysates. Their uniqueness
derives from five main sources. First, extracts are derived from eggs that are
naturally arrested in the same cell cycle state, metaphase of meiosis II. Second,
eggs are almost 1 µL in vol (thousands of times larger in volume than somatic
cells), yet contain only a single genome; therefore, they are almost completely
composed of cytoplasm. Third, the eggs are poised to undergo 12 rapid divi-
sions with little protein synthesis; therefore, they have stockpiled almost all the
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components required for their cell cycles. Fourth, the eggs are full of a dense
energy storage granule known as yolk. Gentle centrifugation of the eggs is
sufficient to send the dense yolk granules through the plasma membranes to
lyse the cells. This cell lysis procedure is extremely gentle, keeping most mem-
brane organelles intact and generating little protein denaturation. Fifth, the
extracts are extremely concentrated and contain almost no exogenous buffer.
Murray and Kirschner improved the initial egg extracts of Lohka and Masui by
adding a “packing spin” containing an oil of intermediate density between
buffer and eggs (16). During this spin the round eggs are distorted, pack ex-
tremely tightly, and the little space between the eggs is filled with oil rather
than buffer. The top layers of buffer and oil are removed and then a 10,000g
crushing spin lyses the eggs and generates four layers: a top lipid layer, a thin
layer of residual oil, a layer of pure cytosol, and a yolk and pigment granule
layer. The intermediate layer, which contains approx 50 mg/mL cytoplasm and
many membrane organelles, is used as the extract, and it is a true cytosol
derived wholly from egg cytoplasm. However, this cytosol also contains stock-
piles of nuclear proteins and nuclear membrane components that are required
for the early divisions.

The experimental details to establish spindle checkpoints in Xenopus
extracts have been previously provided (19,18), and will be expanded in later
chapters. Therefore, we will concentrate on the conceptual details of using
Xenopus extracts here. CSF eggs extracts are generated, and demembranated
sperm and nocodazole are added for 30 min to allow the extracts to assemble
kinetochores and generate the spindle checkpoint signal. Control extracts do
not contain nocodazole. Calcium addition triggers the destruction of CSF and
the cell cycle is monitored for an additional hour. Checkpoint competent ex-
tracts will remain in mitosis for the entire hour, while extracts that are unable
to arrest will exit mitosis within 20 min. The key reagent to address whether a
specific protein is required for checkpoint function is a highly specific anti-
body. Ideally, the antibody will block the function of the protein when added to
the extract and will also immunodeplete the protein. The two uses are comple-
mentary. In an immunodepletion experiment, one adds back recombinant pro-
tein to rescue the effect. The ability to rescue the depleted extract identifies
components that are both necessary and sufficient for checkpoint function. The
inability to rescue the activity usually suggests that the identified protein is
physically associated with other components that are required for checkpoint
function. The advantage of adding function-blocking antibodies is that one can
preassemble kinetochores, initiate the checkpoint signal, and then block the
activity. This has become the standard to address whether a component is
required to maintain a preestablished spindle checkpoint signal (20,21).
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3. Spindle Checkpoint Genes
3.1. Yeast Genes Identified Through Genetic Approaches

The spindle checkpoint was originally defined in yeast by screens for
mutants sensitive to benzimidazole drugs (such as benomyl and nocodazole),
which cause microtubules to depolymerize (22,23). Among the sensitive
mutants were those that were unable to arrest in mitosis. Two nonoverlapping
sets of mutants were identified and named mad1, mad2, mad3 (mitotic arrest
deficient), and bub1, bub2, and bub3 (budding uninhibited by benzimidazoles).
Later analysis of a mutant that affected spindle pole duplication and formed
monopolar spindles, mps1, showed that it had a dual function that included the
spindle checkpoint (24).

Two later studies independently identified Cdc55, the B-type regulatory sub-
unit of phosphatase 2A, as a component of the spindle checkpoint that was
linked to Cdc28 regulation through inhibitory phosphorylation (25,26). It was
shown that Cdc55 regulates the metaphase to anaphase transition in
nocodazole-arrested cells, in one of the first uses of GFP-tagged chromosomes
in yeast (25). A candidate gene approach identified BFA1 (Byr four alike,
because of the homology to a Schizosaccharomyces pombe gene), which
encodes one member of a two-component GTPase activating protein along with
Bub2 (27,28). In addition, the ipl1 mutants (increase in ploidy) have abrogated
checkpoints under certain conditions. The data for ipl1 are confusing because
the mutants arrest in response to nocodazole, which is not expected for a spindle
checkpoint mutant. However, the ipl1 mutant fails to arrest in response to
excess expression of Mps1, which activates the spindle checkpoint (29). Fur-
ther work is needed to clarify the role of Ipl1 in the spindle checkpoint. Finally,
the kinetochore is also required for spindle checkpoint signaling (20,30). There
are proteins at the kinetochore that sense proper microtubule attachment and in
its absence initiate the signal. How the kinetochore performs these roles is still
mysterious, although interesting models have been proposed in the aforemen-
tioned reviews of the spindle checkpoint. Are the genetics saturating and have all
of the genes been identified? It seems unlikely. The original screens found
nonoverlapping sets of genes and were not saturated, as proven by the subse-
quent identification of new genes by candidate gene approaches. Genes with
redundant functions are not identified in standard genetic screens, and there has
been no systematic approach to identify spindle checkpoint mutants among es-
sential genes. We suspect that there are new genes to be discovered in the future.

3.2. Homologs of the Yeast Spindle Checkpoint Genes

The spindle checkpoint is evolutionarily conserved from yeast to man (7–
10). Homologs of most of the spindle checkpoint genes have been identified in
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higher eukaryotic cells, and it is likely that they have conserved functions.
Sequence homology identified the first vertebrate checkpoint proteins, human
and Xenopus Mad2, which were shown to associate with unaligned kineto-
chores, and are required for vertebrate cells to arrest in response to either
nocodazole or taxol (12,31). Purification of Mad2 from Xenopus extracts iden-
tified a tightly associated Mad1 homolog (12). Mad1 homologs have subse-
quently been identified in several organisms, and the protein appears to be
required by checkpoint arrest in all eukaryotes. Analysis of EST libraries was
used to identify homologs of Bub1 and Bub3, which were also shown to local-
ize to kinetochores and interact biochemically (32,33). There are two Bub3
homologs in mice (Bub3 and Rae1), which are both required for mitotic pro-
gression. The vertebrate homolog of Mad3 is called Bub1-related protein 1
(BubR1), as it contains an N-terminal Bub1-like kinase domain and a C-termi-
nal Mad3-like domain. Homologs of the yeast kinase Mps1 were cloned by
homology to the yeast proteins from Xenopus libraries. xMps1 localizes to
unattached kinetochores, and its kinase activity is required for arrest in Xeno-
pus extracts. Loss of xMps1 also prevents association of the Mad1 and Mad2
proteins at the kinetochore, suggesting an order of assembly (21). Xenopus
cells injected with antibodies against xAurora B, the Ipl1 homolog, are unable
to arrest in either nocodazole or taxol. This result was confirmed in Xenopus
extracts (34). Homologs have not been widely found for two yeast proteins
(Bfa1 and Bub2) that are components of the “spindle orientation” checkpoint
that restrains mitosis until the spindle is properly oriented in regards to the
division plane (7,35). This checkpoint appears to be more limited evolution-
arily and will not be discussed here.

3.3. The Kinetochore and the Spindle Checkpoint

The spindle checkpoint is expected to be active during prometaphase
because this is the time when chromosomes are making attachments to the
mitotic spindle. The checkpoint prevents the onset of anaphase until every chro-
mosome is aligned on the spindle and has established bipolar orientation.
Localizing checkpoint proteins to the kinetochore suggests that there is a role
for the kinetochore in the spindle checkpoint. This predicts that mutations in
genes that encode kinetochore proteins will affect the checkpoint. The yeast
kinetochore is a complex of centromere DNA and at least 35 proteins (36).
Most of the proteins were identified in diverse genetic screens or by co-purifi-
cation within protein complexes. Twenty of the proteins are encoded by essen-
tial genes and are defined by temperature-sensitive mutants. The remaining
genes are nonessential, and deletion mutants are viable. To determine whether
the deletion mutants are checkpoint proficient, cells were grown in the pres-
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ence of nocodazole and assayed for their ability to arrest in mitosis (20,30). All
deletion mutants arrest and are therefore checkpoint proficient.

Assaying the temperature-sensitive mutants is more complex because
mutants often retain some residual activity of the protein at the restrictive tem-
perature but are below the threshold of activity required to support viability.
This is an important consideration for assaying the spindle checkpoint, because
a single chromosome is capable of eliciting a response (37–39). Therefore,
mutants may appear checkpoint proficient if they retain one active kinetochore,
but be unviable because the remaining fifteen kinetochores are nonfunctional.
It is important to have the kind of mutant that completely eliminates the protein
and mimics the phenotype that results from a complete deletion of the gene.
Temperature-sensitive “degrons” are epitopes that target fusion proteins for
destruction by the 26S proteasome in a temperature-dependent fashion (40).
Degrons have been used to generate temperature-sensitive kinetochore mu-
tants to assay the essential genes for checkpoint activity (20,30). The result is
that seven different kinetochore proteins are required for the checkpoint. Three
of the proteins are part of a complex that binds cooperatively to DNA and
forms the “core” of the kinetochore (36). In the absence of this complex, the
kinetochore does not assemble, and therefore the effect of the mutants on
checkpoint activity is likely to be indirect (30). The other four proteins are also
part of a complex referred to as the Ndc80 complex (20,36). Mutants lacking
the Ndc80 complex assemble many proteins on kinetochores. The mutants are
unable to attach chromosomes to the spindle and are checkpoint defective, sug-
gesting that this could be the molecular link between spindle attachment and
checkpoint activity in the kinetochore (20). The Ndc80 complex is evolution-
arily conserved, and the Xenopus complex is also required for microtubule
attachment and the spindle checkpoint (20). One tempting model is that check-
point proteins such as Mad and Bub interact with the Ndc80 complex to assess
the state of the kinetochore and determine whether chromosomes have estab-
lished bipolar orientation on the spindle.

Determining the role of a kinetochore protein in the spindle checkpoint in
Xenopus also presents special problems (20,41). Kinetochores that are not prop-
erly assembled will not generate a checkpoint signal. Therefore, a kinetochore
protein that appears to function in the spindle checkpoint could reflect an indi-
rect effect on kinetochore assembly. To separate kinetochore production from
spindle checkpoint functions, it is important to have some measurement of
kinetochore assembly. For proteins whose primary function is checkpoint sig-
naling, this is accomplished by showing that kinetochores are able to segregate
chromosomes in immunodepleted extracts in vitro (42). However, for proteins
that have both essential functions in the kinetochore and checkpoint functions,
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one must assay kinetochore structure. Kinetochore structure is almost impos-
sible to assay rigorously, as the kinetochore contains over 40 known proteins,
and probably many others that have not been identified. It would be a daunting
task to assay for the presence of each protein in the kinetochore. As a compro-
mise, it is reasonable to use immunofluorescence to localize a subset of pro-
teins to kinetochores in combination with spindle checkpoint assays. Because
the kinetochore appears to be made of soluble subcomplexes (CenpA nucleo-
some, AuroraB/INCENP/survivin, Ndc80 complex, Rod/Zw10 complex,
dynactin, dynein, CENP-F, CENP-E, and the checkpoint proteins) that
assemble on kinetochores in mitosis, one should strive to assay the presence of
each subassembly. Assaying kinetochore assembly in extracts or cells that con-
tain function-blocking antibodies is further complicated by the fact that it is
necessary to determine the localization of components with secondary anti-
bodies that do not cross react. Therefore, it is important to generate a collection
of kinetochore and checkpoint antibodies in multiple species. Analysis of the
spindle checkpoint in metazoans suggests that the kinetochore requirement is
more complex than in yeast. In addition to the Ndc80 complex, the AuroraB/
INCENP/survivin and Rod/Zw10 complexes are also required for the check-
point, independent of their roles in kinetochore assembly (20,34,41,43).

Fluorescence recovery experiments show that checkpoint proteins associate
transiently with the kinetochore and cycle through at a very high rate (44,45).
Mad2 association with the kinetochore requires Mad1(12). However, Mad3
binding to the fission yeast kinetochore is independent of Mad1 and Mad2, but
requires Bub1, Bub3, and Mph1, the Mps1 homolog (46). This suggests that
there may be at least two independent binding sites for checkpoint proteins in
the kinetochore, and distinct complexes may form.

4. Tension, Occupancy, and the Source of the Signal
What event is measured at the kinetochore? There are two models that have

been proposed. The first is that tension across the kinetochores, the result of
microtubule binding to opposite spindle poles, is assessed, and cells enter
anaphase only when all chromosomes are under tension. The second is kineto-
chore-microtubule occupancy. This model predicts that there are microtubule
binding sites in sister kinetochores that must be stably bound by microtubules,
and cells enter anaphase only when all sites are occupied. There are data sup-
porting both models (38,39,47,48). There are some proposals that both mecha-
nisms operate and may even be regulated independently (29,49).

There are mutants in budding yeast that enter mitosis in the absence of DNA
replication (48,50). If tension across sister kinetochores were required to ini-
tiate anaphase, then these mutants should be permanently arrested in mitosis.
There is a slight delay in mitosis that depends on the spindle checkpoint, and
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this has been interpreted to mean that there is a tension-sensitive mechanism
operating during yeast mitosis (50). The data are intriguing, but the interpreta-
tion is difficult because yeast kinetochores cannot be visualized and it is
impossible to know when all of them are attached to microtubules. Kineto-
chores that are assembled on unreplicated chromosomes may be different from
those on fully replicated chromosomes and may bind microtubules less effi-
ciently. Furthermore, ipl1 mutants eliminate the delay, which could be further
evidence that Ipl1 is required for the spindle checkpoint (29). However, a sepa-
rate study showed that Ipl1promotes bi-orientation of sister kinetochores by
detaching kinetochores from microtubules if they are not under tension (51,52).
In the absence of DNA replication, Ipl1 clearly detaches chromosomes (52). If
the checkpoint measures microtubule occupancy and not tension, and delays
cells when chromosomes are detached, then you would expect a mitotic delay
in the DNA-replication mutants, because Ipl1 detaches chromosomes under
these conditions and that would activate the checkpoint. Therefore, in the
absence of DNA replication, you would predict a mitotic delay that would be
dependent on the spindle checkpoint and Ipl1. The mutants that perform mito-
sis in the absence of DNA replication may not distinguish between tension and
microtubule occupancy in the yeast spindle checkpoint.

There are similar conflicting data about the existence of both a tension and
occupancy checkpoint in metazoans. Classic experiments have demonstrated a
role for tension in the meiosis I of certain insect spermatocytes (39). In mitotic
cells that have one misoriented chromosome, such that only one of the sister
kinetochores is attached to microtubules, laser ablation of the unattached kine-
tochore abrogates the spindle checkpoint. This result indicates that the unat-
tached kinetochore is required to initiate the spindle checkpoint signal (53).
However, after ablation, the sister kinetochore that was attached could not pos-
sibly have been under tension, yet it did not inhibit cell cycle progression. This
argues that the absence of tension is not the signal that initiates the checkpoint.
Low concentrations of vinblastin can arrest cells without tension between sis-
ters. Under these concentrations, both Bub1 and Bubr1 localize to kinetochores.
However, there is no Mad2 staining, which suggests that there are two check-
point pathways, one responsive to tension and a second measuring occupancy
(49). Small-molecule inhibitors of Aurora kinase activity inhibit taxol-depen-
dent checkpoint arrest in human cell lines, but these treated cells have a con-
siderable delay in nocodazole (Taylor, S., and Peters, J. M., personal
communication). In contrast, injecting antibodies or RNAi to inhibit the activ-
ity of Aurora B eliminates the checkpoint, and cells cannot arrest in the pres-
ence of either nocodazole or taxol.

Why do the different treatments produce different results? One possible
explanation could be the different actions of the drugs. Nocodazole eliminates

03/83-98 4/16/04, 2:27 PM91



92 Stukenberg and Burke

all microtubules; therefore, chromosomes lack attachments and tension. Taxol
eliminates tension but not microtubule occupancy in the kinetochore (47). One
interesting explanation is that Aurora kinase activity is required only for the
tension checkpoint and is abrogated by small molecule inhibitors. In this model,
Aurora kinase activity would induce the kinetochore to release microtubules
and thus indirectly trigger the occupancy checkpoint. Because abrogation of
any one protein in the Aurora complex eliminates the inner centromere local-
ization of all other members, the Aurora B complex may be additionally
required for an occupancy checkpoint, and both functions of the complex may
be eliminated by antibodies and RNAi. Further experiments are needed to dis-
tinguish whether there are two branches of checkpoint signaling or whether
tension regulates occupancy, which then regulates checkpoint signaling.

5. Transducing the Signal
The function of the spindle checkpoint proteins is to transduce the signal

from the kinetochore to inhibit the cell cycle machinery. Two protein kinases,
Bub1and Mps1, are among the spindle checkpoint proteins, and there is a third
kinase in Xenopus and other eucaryotic cells, Bub1R1 (54). The kinase activity
of Bub1 is required for the checkpoint in yeast (55). The Mps1 kinase is essen-
tial in yeast and required for the checkpoint in Xenopus (21). Neither the Bub1
nor the Bub1R1 kinase activities are required for the checkpoint in Xenopus;
however, it is untested whether they have redundant functions. Therefore, some
aspect of transducing the signal requires protein kinase activity in yeast and
Xenopus. Yeast Mad1 is a phosphoprotein that is phosphorylated in response
to checkpoint activation, and Mps1 can phosphorylate Mad1 in vitro (56).
Excess expression of Mps1 can induce yeast cells to arrest in the absence of
apparent spindle damage (56). There is also an allele of BUB1 (BUB1-5) that
can also arrest cells, and epistasis experiments suggest that Bub1 and Mps1 act
interdependently to cause this arrest (57). This suggests that activating the pro-
tein kinases could be an initiating event in checkpoint signaling. However,
excess Mps1 expression can arrest cells independently of kinetochore function
and may not reflect the kinetochore-dependent response to checkpoint activa-
tion (11). The importance of Mad1 phosphorylation is also unclear. Mad1 is
not phosphorylated in Xenopus extracts in response to checkpoint activation
and is not a substrate for the Xenopus Mps1 in vitro (21). Furthermore, Mad1 is
not phosphorylated in response to excess Bub1-5 in yeast, suggesting that phos-
phorylation of Mad1 is not required for mitotic inhibition (57). The role of the
protein kinases and phosphorylation in the spindle checkpoint remains myste-
rious and is an important area of future research. The in vivo substrates for the
kinases need to be found and their role in the spindle checkpoint determined.
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Recent attention has been focused on novel protein complexes that form in
response to checkpoint activation (9,46,58–61). There are at least three differ-
ent constitutive complexes of the spindle checkpoint proteins (62). One con-
tains Mad1 and Mad2, another contains Bub1 and Bub3, and a third contains
Mad3 (BubR1) and Bub3. Upon checkpoint activation, there are new com-
plexes that form. In both yeast and Xenopus, a Mad2–Bub3–Mad3 (BubR1)
complex forms, and in yeast a Mad1–Bub1–Bub3 complex forms. The ulti-
mate goal of the kinetochore-activated spindle checkpoint is to prevent sister
chromatid separation. Mcd1/Scc1 is a cohesin subunit that aids in holding sis-
ter chromatids together and is the substrate of a protease called separase,
encoded by the ESP1 gene in yeast. Pds1 is the anaphase inhibitor (called
securin) that regulates the activity of separase. Therefore, restraining the onset
of anaphase requires regulating securin. Pds1 is a substrate of the APC/C and
is targeted for proteolysis by the specificity factor Cdc20. To inhibit anaphase
onset is to prevent Cdc20-dependent proteolysis of securin. This could be
accomplished if the spindle checkpoint proteins, in response to checkpoint
activation, were inhibitors of Cdc20.

6. Inhibiting the Cell Cycle
Genetic experiments in yeast suggest that Cdc20 is the ultimate target of the

spindle checkpoint. Mutations in Cdc20 cause a dominant resistance to check-
point activation, suggesting that Cdc20 is the effector in the pathway. The
mutations map to a small domain that was later shown to be present in both
Mad1 and Cdc20. Peptides corresponding to that domain are capable of bind-
ing to Mad2 (60,63). There is a conformational change in Mad2 that accompa-
nies binding to the peptide that has led to a model where Mad2 is exchanged
from a complex with Mad1 to a complex with Cdc20, with the consequence
that Cdc20 is inhibited for Pds1 destruction (8,60,63). What is the role of the
kinetochore in the generation of this Mad2–Cdc20 complex? Mad2 localizes to
kinetochores during prometatphase and in nocodazole treated cells, and the
localization is Mad1 dependent (12). Similarly, Cdc20 associates with kineto-
chores, and both Mad2 and Cdc20 association with the kinetochore are tran-
sient, with half-lives less than 25 s (45). Both proteins rapidly cycle through
the kinetochore, and this could explain how kinetochores catalyze the inhibi-
tion of Cdc20. There are two models to explain the inhibition. One is that Cdc20
is bound in some complex that sequesters it from the APC/C, and the other is
that there is an inhibitor that binds to Cdc20 and directly inhibits the APC/C.
Genetic experiments in yeast clearly show that all of the checkpoint genes have
a role in inhibiting the cell cycle in response to checkpoint activation, and any
biochemical model must explain these dependencies. Experiments using
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recombinant Mad2 and Xenopus extracts support the direct inhibition model
and suggest that the inhibitor of Cdc20 is a tetrameric form of Mad2 that binds
to a Cdc20–APC/C complex and inhibits the activity (59). However, high con-
centrations of the tetramer are required for inhibition. Bub1R1 (Mad3 in yeast)
is a potent inhibitor of Cdc20 in vitro and can bind to and inhibit Cdc20 and the
APC/C (58). Bub1R1 is also purified in an inhibitory complex with stoichiomet-
ric amounts of Bub3, Mad2, and Cdc20, named the mitotic checkpoint complex,
or MCC (64,65). This is a potent inhibitor of the APC/C that forms in both yeast
and Xenopus in response to checkpoint activation (61,64). Surprisingly, MCC
complex formation in yeast occurs in an ndc10-1 mutant that eliminates kineto-
chore function, suggesting that this is not the inhibitor that is formed in a kineto-
chore-dependent manner (66). The complex is constitutive in somatic cells, but
made in response to checkpoint signaling in Xenopus extracts (42,65). How MCC
regulates APC is a critical unanswered question. The sequestering and direct
inhibition models are not mutually exclusive. Multiple inhibitors may form in
response to different signals, such as the lack of tension or the lack of occupancy,
and different pools of Cdc20 and the APC/C may exist.

7. Conclusions
We are beginning to understand certain molecular details of how the spindle

checkpoint functions in organisms as diverse as yeast and Xenopus. The kine-
tochore plays an important role in generating the signal and perhaps in the
formation of the protein complexes that transduce the signal. We are beginning
to understand more about APC/C inhibition. Despite these recent advances,
there is much more that is left unanswered. We anticipate that the next few
years will be an important time in spindle checkpoint research and that the
discoveries will be as exciting as they are illuminating. We also anticipate that
both model organisms, yeast and Xenopus, will continue to contribute signifi-
cantly to our understanding of this important cell cycle checkpoint.
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Cell Cycle Checkpoint Control Mechanisms
That Can Be Disrupted in Cancer

Bipin C. Dash and Wafik S. El-Deiry

Summary
Maintenance of genomic integrity is essential to avoid cellular transformation, neoplasia, or
cell death. DNA synthesis, mitosis, and cytokinesis are important cellular processes required
for cell division and the maintenance of cellular homeostasis; they are governed by many
extra- and intra-cellular stimuli. Progression of normal cell division depends on cyclin
interaction with cyclin-dependent kinases (Cdk) and the degradation of cyclins before chro-
mosomal segregation through ubiquitination. Multiple checkpoints exist and are conserved
in the cell cycle in higher eukaryotes to ensure that if one fails, others will take care of
genomic integrity and cell survival. Many genes act as either positive or negative regulators
of checkpoint function through different kinase cascades, delaying cell cycle progression to
repair the DNA lesions and breaks, and assuring equal segregation of chromosomes to
daughter cells. Understanding the checkpoint pathways and genes involved in the cellular
response to DNA damage and cell division events in normal and cancer cells, provides
information about cancer predisposition, and suggests design of small molecules and other
strategies for cancer therapy.

Key Words: ATM-ATR; ATM/ATR; Aurora kinases; BRCA1; Cdc6; Cdc25; Cdc27-
Cdc20/CdhI; Cell cycle; CENP-E; centrosome; checkpoint; Chk1/Chk2; cyclin-Cdk; cyclin-
dependent kinase inhibitors (CKI); hATRIP; Mad/Bub; MCM; MgcRacGAP;
microtubule-associated proteins (MAPs); mitotic exit network (MEN); MpsI; NIMA ki-
nases; ORC; p53; PCNA; PI3K-Akt; Plk; Rad50-Nbs1-Mre11;  Ran-GTP; Ras; RB-E2F;
SMC; Tem1.

1. Introduction
All organisms including eukaryotes use a number of control mechanisms to

safeguard the integrity of their genomes. Cell multiplication and maintenance
of genomic integrity requires precise timing, velocity, spatial distribution, and
arrangement of different substrates and enzymes with respect to their functions
(1–4). In the process of cell division, DNA lesions and double-strand DNA
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breaks occur by spontaneous alterations in DNA, replication errors, or envi-
ronmental mutagens. In this context it is well known that not all mutagens are
carcinogens, but all carcinogens are mutagens. Some of these genotoxic agents
are highly mutagenic and can lead to malignant transformation of cells. On the
other hand, genetic mutations and recombination in germ cells provide the pro-
cess of selection for evolution. However, in somatic cells, constant monitoring
is needed to safeguard the genomic integrity from any genetic change owing to
DNA damage caused by external stimuli or internal reactive stress, such as
replication error or cellular metabolites. Eukaryotic cells have the potential to
adjust to the local environment and to exposure to deleterious substances by
maintaining the cellular and tissue homeostasis through a complex network of
DNA repair pathways and the so-called cell cycle checkpoints (5). The concept
of checkpoints in cell division was first defined by Weinert and Hartwell, with
the isolation of rad9 mutants that are defective for the DNA damage check-
point (5,6). Cell cycle checkpoints are biochemical signaling pathways that
can monitor and identify various types of structural defects in DNA or its func-
tion, and induce a cellular response that activates DNA repair and delays cell
cycle progression. The checkpoint pathways are evolutionarily conserved, and
unlimited growth in cancer cells is a consequence of checkpoint failure (7).
Checkpoint responses are a critical determinant of cell survival or cell death.
So far in the eukaryotic cell cycle there are seven checkpoints identified: qui-
escent checkpoint, G1/S checkpoint, the replicative or S checkpoint, G2 check-
point, the mitotic checkpoint, cytokinesis or C-checkpoint, and the DNA
damage checkpoint. When DNA damage is irreparable, checkpoints eliminate
those cells by permanent cell cycle arrest or cell death. In a similar manner
cells defend themselves till the end through different mechanisms including
intricate survival pathways to overcome genotoxic stresses.

The cell cycle consists of two gap phases intervening between DNA synthe-
sis and the divisional phase (8,9). Eukaryotic cell cycle progression requires
the coordinated activity of proteolytic enzymes and a number of kinase cas-
cades (10,11). However, it is now clear that positive regulation occurs through
the accumulation of cyclins in amphibian eggs and marine invertebrates. Other
cell types control progression by a group of negative regulators to enforce the
sequential order of events and provide optimal timing of phase transitions.
However, the notion has been established that cancer is a genetic disease of
somatic cells, with discovery of oncogenes and tumor-suppressor genes. Pro-
gression of cancer leads to major changes in gene structure and function with
gross chromosomal abnormalities. These changes in cancer cells cause abnor-
mal growth, with checkpoint defects at different phases of the cell cycle (12). It
has been suggested that checkpoints are not only essential for the development
of the normal cell but are also required for preventing as well as maintaining
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the progression of the cancer cell. This has been proven in vitro by introducing
defined genetic elements into normal cells that cause transformation by target-
ing defects in the checkpoint controls (13). Thus, both normal and cancer cells
require checkpoint genes for multiplication and progression to maintain ge-
nomic integrity and survival.

2. Involvement of Genes in Checkpoint Control and Cancer
The cancer cell genotype is a manifestation of at least six alterations in cell

physiology that coordinate malignant growth, including unperturbed growth
signals, decreased response to growth-inhibiting signals, evasion of pro-
grammed cell death, unlimited replication, sustained angiogenesis, tissue inva-
sion, and metastasis. In sporadic cancer at least three to six alterations are
required before a normal cell becomes cancer (14). Cellular immortalization or
escape from senescence represents the first event toward tumorigenesis.
Although human cells have a finite lifespan, exposure to genotoxic agents or
hereditary mutations in a number of genes promotes uncontrolled division (15).
Immortalization is caused by increased telomere length at the ends of chro-
mosomes, caused by the enzyme telomerase (16). On the other hand, trans-
formed cells have characteristics of immortalization, mitogenic and
anchorage independent growth, focus formation in soft agar, and, when im-
planted in nude mice, formation of tumors (17). All transformed cells have
checkpoint defects. Thus, cellular transformation occurs because of selec-
tion pressure, loss of checkpoints, and genomic instability. The process that
leads to oncogenesis results from the deregulations of many cellular path-
ways, including the control of proliferation, differentiation, and pro-
grammed cell death (18). Transformation of cultured cells is a multi-step
process: rodent cells require at least two introduced genetic changes, while
human cells require at least three changes before they acquire their tumori-
genic potential (13). The genes involved in oncogenesis are either proto-
oncogenes, which participate in the activation of cell proliferation, or the
genes involved in growth inhibition (tumor suppressor genes). Primary fi-
broblasts or epithelial cells can be transformed by introduction of
telomerase, SV40 large or small T antigen, and the Ras V12 mutant in cell-
culture systems (13). However, whether all three components are essential
for actual cell transformation is yet to be established. The primary event of
cell transformation may not require all three, and as the cells grow further,
secondary events might occur that cause the cells to acquire the tumori-
genic potential. Although in human tumors many genes get mutated,
whether a particular mutation is the most important event in tumorigenesis
is speculative in many cases. Notable exceptions include the gatekeeper
genes that control cell growth and death, and caretaker genes that maintain
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genomic integrity and can act as oncogenes when activated by gain-of-func-
tion mutations (e.g., ras, Flt-3, c-kit), or as tumor suppressor genes when
inactivated by-loss-of-function mutations (e.g., p53, Rb, APC) (19,20).

Cancer cells escape from a variety of regulatory mechanisms in their persis-
tent attempts to proliferate. In this process, the endpoint is often regulation of
specific sets of genes, including transcription factors, tumor suppressor genes,
oncogenes, different enzymes, cell cycle inhibitors, and so on. The most com-
mon ways that oncogenes generally get activated are: (1) point mutation; (2)
amplification in copy number; (3) gene translocation; (4) insertion of provirus;
or (5) hypo-methylation in the transcriptional control region (21). Similarly,
depending on the localization and function of oncogenes, they can be subdi-
vided into cell surface, cytoplasmic, or nuclear oncoproteins (22). So follow-
ing their activation, some of these oncogenes regulate the cell-division cycle
so that there is no senescence, no interruption in cell division, and/or no cell
death. However, not all oncogenes regulate cell cycle progression directly; they
may act through different downstream substrates. It is beyond the scope of this
article to describe all factors involved in cell cycle regulation and transforma-
tion. However, some of the important genes involved in cell cycle regulation
with respect to checkpoint function will be discussed.

3. Cyclin-Cdk Acts As Regulator of Cell Cycle Transitions and Effector
of Checkpoint Genes in Normal Cell Cycle Progression

The transmission of genetic information from one cell to another requires
complete duplication of chromosomes and finally separation into daughter cells
at the end of mitosis. These two events—synthesis and segregation—are inter-
dependent and oscillate in alternate cycles. The molecular mechanisms by
which the cells divide passing through different phases and subphases are very
complex, but also fascinating. Although reproductive cell division is more com-
plicated, the mechanism of cell divison is almost the same in both germ cells
and somatic cells. So, the focus of this section is on the ways different cyclins
regulate the cell divison process through interaction with different kinases by
involving specific substrates at different stages of the cell cycle.

One question is whether it is the cyclin or the Cdk that plays the major role.
If we consider the expression patterns of different Cdks, they remain the same
throughout the cell cycle. However, cyclin levels oscillate according to the
cell’s phase (1–4). Similarly, in yeast a single Cdk (Cdc28 in S. cerevisiae and
Cdc2 in S. pombe) promotes all the cell cycle transitions (23). In human cells,
there are different Cdks (numbered 1 to 9), interacting with many cyclins to
regulate the progression of the cell cycle (24). However, there is a specific
cyclin(s) for each phase of the cell cycle, interacting with specific Cdks and
leading to different biological actions. In both budding and fission yeast, the
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G1 cyclins can repress the mating pathways and transcriptional activation;
however, the S/G2 cyclins cannot (25). Conversely, the S/G2 cyclins can ini-
tiate S phase and mitosis, whereas the G1 cyclins cannot (26,27). So in lower
eukaryotes, it is possible that single Cdks can control the cell divison cycle
through interaction with different cyclins at different phases. This is again
proven in the G1 transition, where either Cln3p or Cln1/2p cyclins are suffi-
cient for cell cycle progression (28). However, in higher eukaryotes, as a result
of the complexity of the cell cycle, multiple Cdks are required to complete cell
division. A recent report also pointed out that depletion of Cdk2 by RNAi does
not block G1 cells from entering S phase (29). In mammalian cells, a single
cyclin can interact with more than one Cdk and vice versa. However, each
complex has specific and unique functions. Microinjection experiments with
anticyclin D1 antibodies or antisense constructs blocked cells from entry into S
phase (30). However, that does not occur in Rb–/– cells, suggesting a cyclin
D1–Cdk4/6 dependence on Rb in S phase progression (31–32). Further, micro-
injection of anticyclin E antibodies inhibited S phase progression in both Rb–/
– and wild-type cells (32,33). These studies demonstrated that some other
substrate(s) may be necessary for G1/S phase transition. In contrast,
overexpression of cyclin E1, E2, or A resulted in a shortened G1 phase with an
increase in S phase (32–35). In addition, cyclin A plays a role in S phase pro-
gression. Similarly, overexpression of cyclin D1 and E1 showed an additive
effect on G1/S phase progression (33). Thus, in some cases, if one cyclin is
absent, others may substitute, with no drastic difference in cell cycle progres-
sion, but with a difference in timing. This is again supported by the work of
Geng et al. (33), in which cyclin D1 knockout and knockin mice were replaced
with knockin of the cyclin E coding sequence. The results show no remarkable
effect on the G1 cell cycle progression and no new phenotype. Similarly, in
cyclin D1 knockin mice, the cyclin D1 function was bypassed by the ectopic
cyclin E. Thus, cyclin D1 and E act in sequence, and cyclin E is the major
downstream target of cyclin D1. However, the knockout of cyclin E1 and E2
genes does not lead to any major phenotypic changes in mice, which develop
normally (36). The E2–/– males are sterile as a result of incomplete testis de-
velopment. However, E1–/– E2–/– mouse embryos survive until the 10th day
of gestation. In culture the fibroblasts grow for several rounds of culture before
they senesce. The Cdk2 knockout mice also survive, and their fibroblasts pro-
liferate normally, indicating Cdk2 activity is not necessary in mitotic cell divi-
sion. However, the Cdk2–/– mice are sterile because of the block in
spermatogenesis and oogenesis during prophase I. Although the Rb protein
gets phosphorylated after addition of serum, one of the MCM proteins does not
associate with the chromatin, a key step in the origin activation and replication
(36a). E1–/– E2–/– fibroblasts are resistant to oncogenic transformation, sug-
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gesting some role in senescence crisis for cellular transformation (36a). In the
case of knockout experiments on cyclin A or cyclin B1, the mice were not
viable, as these cyclins are important in the G1/S and G2/M progression, re-
spectively (37,38). All of these findings provide evidence that cyclins repre-
sent the major regulatory unit in cell cycle progression through Cdks and act as
the effector of checkpoint genes, so that before passing to the next cell cycle,
the work of the previous one should be completed and the necessary require-
ments for the later phase should be in place.

3.1. Cdk Activation and Inhibition by Phosphorylation

Cdks are closely related in size (35–40 Kd), their peptide sequence contains
about 40% identity, and all are activated by a cyclin regulatory subunit (39–
42). The Cdk catalytic subunit contains 300 amino acids, representing a cata-
lytic core. It is completely inactive when monomeric and unphosphorylated.
Besides cyclin binding, complete Cdk activation requires phosphorylation at
the T loop Thr 172 in Cdk4, Thr 160 in Cdk2, and Thr 161 in Cdc2, by the
cyclin H-CAK (Cdk7) complex (43–45). Cdk 7, like its substrates, also con-
tains a Thr 170 residue in the T loop, and mutation of this amino acid into
alanine greatly reduces the kinase activity (43,44). These findings suggest that
Cdk7  activation requires phosphorylation of Thr 170 residue. This is also true
in starfish and Xenopus Cdk7, which can phosphorylate Cdk2 and Cdc2 com-
plexes with various cyclins (45–47). Cdk4 also gets phosphorylated and acti-
vated by CAK (48). The CAK activity does not change during the cell cycle,
demonstrating that phosphorylation changes do not depend on cell cycle phase.
However, the rise and fall of Thr 160/161 phosphorylation in the normal cell
cycle depends on cyclin binding.

There are many ways the Cdks can be inactivated, either by removing the
cyclins or dephosphorylating Thr 160/161 of the Cdks. Phosphorylation at Thr
14 and Tyr 15 of the amino terminus also makes the complex inactive. At the
N-terminus, both T 14 and Y 15 sites are buried beneath the T loop, and T loop
has to be exposed for phosphorylation and subsequent activation (44–45,48).
This is accomplished through cyclin binding with the PSTAIRE motif of Cdks
through hydrophobic interactions and hydrogen bond formation. The Cdk acti-
vating kinase (CAK) phosphorylates Cdc2 at T 161 (43–48). Cyclin H–Cdk7
complex, along with the assembly factor MAT1, phosphorylates T 161 of Cdc2
in vitro (45). A rise in cyclin B levels also coincides with the activation of
Cdc2 through phosphorylation at T161 (49). Similarly, Cdk2 T 160 can be
phosphorylated by CAK, and the Cdk2-associated phosphatase (KAP) dephos-
phorylates Cdk2 in the absence of cyclin (49a). Wee1 is the kinase that phos-
phorylates Thr 14 and Tyr 15 in S. pombe, but only Tyr 15 is phosphorylated in
vitro, suggesting the existence of a different kinase for Thr 14 (50). Cdk activ-
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ity is also regulated by the phosphatase Cdc25C/Cdc25B/Cdc25A through de-
phosphorylation of Thr 14 and Tyr 15 residues, and this represents a major
mechanism by which the kinase activity increases during mitosis (51).

3.2. Cyclin-Dependent Kinase Inhibitors (CKI) Regulate Cdk Function

Another class of subunits that regulate kinase activity includes the cyclin
kinase inhibitors (CKI). Two CKIs have been reported in S. cerevisiae: the
FAR1 (52–54) and p40 (SIC1/SDB25) (55–57) inhibit CDC28–CLN and
CDC28–CLB complexes, respectively. PHO85–PHO80, a cyclin–Cdk com-
plex involved in phosphatase gene expression, is inhibited by another CKI
called PHO81 (58). The mammalian CKIs are divided into two major classes:
the Waf1/Cip1/Sdi1 (59,60), p27 Kip1, and p57 Kip2 (61,62), which bind with
the LFG residues in the cyclin subunits; and the p16INK4, p15INK4B,
p18INK4C, p19INK4D class, which interact through the ankyrin repeats and
specifically bind Cdk4 and Cdk6 complexes (63–64). The first group prefer-
ably inhibits Cdk2 and Cdc2 kinase, whereas the second group inhibits the
Cdk4/6 kinase complexes. Absence of either cyclin D or Rb makes the INK4
family inactive (59–65). The CIP/KIP family of proteins inhibits Cdk2 kinase
activity specifically in G1 (65). However, MEFs with double knockout of p21
or p27 fail to show Cdk4/6 kinase activity at G1, suggesting these two proteins
assemble the complex of cyclin D1 and Cdk4/6 and do not inhibit the kinase
action at a low stoichiometry (65).

3.3. Cyclin–Cdk Substrate Selection and Cell Cycle Progression

One major role of cyclin–Cdk interaction is substrate selection for phospho-
rylation, and this depends on the particular cyclin to which a Cdk is bound in
the cell cycle. One example is Rb phosphorylation at the G1/S transition. The
Rb family members, including Rb, p107, and p130, repress S phase, promoting
gene expression by binding and inhibiting the E2F transcription factors and
histone deacetylase (66–68). There are differences in substrate selection for
phosphorylation and cell cycle progression by different cyclin–Cdks. For ex-
ample, cyclin A–Cdk1 and cyclin B–Cdk1 phosphorylate histone H1 at differ-
ent sites; cyclin A–Cdk2 can phosphorylate Rb, but Rb is not phosphorylated
by cyclin B–Cdk2. Similarly, cyclin A–Cdk2 can phosphorylate the transcrip-
tion factor DP1, but cyclin E–Cdk2 cannot (69). The recognition of substrate
by cyclin–Cdk also depends on cyclin binding to the Cdk, where cyclin bind-
ing can change the specifity of the catalytic cleft of Cdk for substrate recogni-
tion and activity. However, the crystal structure of cyclin A–Cdk2 shows a
change in the ATP binding site of the T loop but not the catalytic cleft of Cdk2
(70). Cyclin binds to the substrate directly through the conserved hydrophobic
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patch (RxL motif), and it is present in substrates of cyclin types E, A, B, and D
(69,71). This groove is also present in cyclin A-binding proteins, including
p21, p27, p107, p130, E2F, and Rb (71). Cyclin D binds with Rb protein LxCxE
motif, and Rb is phosphorylated by Cdk4/6 kinases (72). Cyclin E contains the
same motif, and binding with Cdk2 also phosphorylates Rb for G1/S progres-
sion (65,71). So this conserved patch does not select substrates but influences
the conformation for substrates selection. Some cyclin–Cdks act through an
assembly factor for substrate action such as cyclin D–Cdk4/Cdk6 through p21
or p27 (65). The conformation of the cyclin–Cdk might change after the as-
sembly factor assembles the complex for substrate selection. Thus, although
some assembly factor is inhibitory to certain kinases at a specific cell cycle
stage, it is also assembling the complex for its kinase action and subsequently
cell cycle progression.

3.4. Centrosome Separation in Early Mitosis Triggers a Checkpoint
Function

Failure to coordinate centrosome duplication with DNA replication leads to
the formation of monopolar or multipolar spindles, which changes the normal
segregation of chromosomes and affects cytokinesis. Centrosomes undergo
duplication precisely once, before cell division at the G1/S boundary (73), and
this is linked to Cdk2 kinase activity with the substrate nucleophosmin (74).
The nucleophosmin associates with the centrosome during mitosis and pre-
vents centriole splitting and duplication until late G1-phase, when Cdk2 activ-
ity rises and phosphorylates nucleophosmin, leading to its susbsequent
dissociation or degradation from the centrosome. The Cdk2 target Mps1p is
also required for centrosome duplication as mouse cells enter S phase (75).
However, Stucke et al. have found that human Mps1 kinase is required for
spindle assembly checkpoint but not for centrosome duplication (76). There is
also growing evidence that centrosomes might be important for initiating S
phase and cytokinesis (77). The duplicated centrosome remains together till
the end of G2 phase. They recruit γ tubulin ring complexes with increasing
nucleation of microtubules (78,79). The maturation of centrosomes requires
the polo-like kinases in both Xenopus and human cells. Drosophila polo regu-
lates a microtubule-associated protein called Asp (abnormal spindle), whose
function is to hold γ tubulin ring complexes at the mitotic centrosome (80,81).
However, the separation of centrosomes requires many kinases. The NIMA
family member Nek2 phosphorylates the centrosomal protein C-Nap1, causing
the duplicated centrosomes to separate from each other (82). A type I phos-
phatase controls both C-Nap1 and Nek2, with inhibition of the phosphatase
activity at the G2/M transition (83). Several kinesin-related motor proteins
(KRPs) and cytoplasmic dynein are required for centrosome separation. One
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of the main proteins is KRP Eg5 (84,85). Cyclin B1–Cdk1 phosphorylates the
KRP Eg5 at the carboxy-terminal end and then recruits it to the centrosome
(85). Although aurora kinase A is seen in the centrosomes, spindle poles, and
spindle microtubules, the functional significance is not clear, because in C.
elegans, interference of aurora kinase A by RNAi does not prevent centrosome
separation (87). After centrosome separation, the nuclear lamina is
hyperphosphorylated, mainly by cyclin B1–Cdk1, and that causes nuclear en-
velope depolymerization (87–89). Polo-like kinases have also been found to
contribute to the activation of cyclin B–Cdc2, and are also involved in cen-
trosome maturation and bipolar spindle formation at the onset of mitosis (90).
Apart from G1/S phase regulatory molecules, in somatic cells centrosome rep-
lication involves NEK2/Cnap1, p53/p21, ZYG-1, aurora kinases, and the
ubiquitin-mediated proteolysis pathway (91). Mutational inactivation of the
p53/p21 pathway or STK15/BTAK/aurora 2 has been shown to induce mul-
tiple rounds of centrosome duplication (92,93). The chromosome condensa-
tion is accompanied by phosphorylation of both histone and nonhistone
proteins. There is also acetylation and methylation, which is correlated with
chromatin condensation (94). The linker histone H1 is a substrate for cyclin
B1–Cdk1. Histone H3 (Ser 10) phosphorylation also correlates with chromo-
some condensation during mitosis and meiosis (95). Histone H3 Ser 28 also
gets phosphorylated during mitosis (96). Aurora Ip11P of S. cerevisiae, au-
rora-B AIR-2 in C. elegans, and in Aspergillus nidulans’s NIMA kinase can
control the H3 phosphorylation by competing with type I phosphatase (Glc7 in
S. cerevisiae) (97). Topoisomerase I and multiprotein complexes (condensin)
also regulate the chromosome condensation when phosphorylated by the cyclin
B1–Cdk1 complex (91).

3.5. Cdk1, the Most Important Among the Mitotic Kinases

Cdk1 controls the mitotic entry of cells. However, the counterpart cyclins
decide the exit from mitosis after degradation (98). Between G2 and metaphase,
there are a number of substrates that can be phosphorylated by cyclin B1–Cdk1
or cyclin A–Cdk1 to control cell cycle progression and perform a number of
activities, including nuclear membrane breakdown, centrosome separation,
chromatin condensation, and arrangement of the chromosomes at the center of
the cells with the spindles and microtubules for anaphase movement (1–
4,10,78,88,91). Mitotic kinases, their respective substrates, and their roles in
mitotic division are shown in Table 1.

4. Quiescent Checkpoint
To ensure proper progression through the cell cycle, cells rely on a number

of checkpoints that prevent them from entering a new phase before the comple-
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tion of the previous one. Once cells divide into two daughter cells, the cells
need some time to again become active and ready to divide, before entering the
G1 phase. This is sometimes called G0, or the quiescent phase. Although there
is no gene identified so far that encodes a checkpoint protein in G0 phase for
the cells to create an environment for the next cell division, the cells must
reach the homeostatic size, and in metazoans the cellular size. This depends on
the cellular nutrients and both external and internal mitotic stimuli. Cell growth
and cell division are sometimes misunderstood, but in real terms cell growth is
measured by the cell size and the protein mass. However, in certain cell types
such as neurons, oocytes, or muscle cells, cell growth might take place without
cell division, whereas in fertilized eggs, cell division may occur without an
increase in cell mass. Thus, if cell divison occurs without the cell mass in-
crease, there will be a decrease in the cell size, causing deleterious effects on
normal cell divison. Thus, for division to occur, cells must reach sufficient cell
mass for the daughter cells before divison gets started. Ribosome biosynthesis
is one of the key processes before a cell is ready to divide (99). The S6 kinase
phosphorylates the ribosomal protein to accomplish this through the insulin
receptor pathways, including PI3K/PDK1 (100,101) (Fig. 1). TOR, a member
of the PI3 kinase family, also regulates the S6 kinase, which maintains actin
organization, transcription, and ribosomal biosynthesis. TOR also affects trans-

Table 1. Cell Cycle-Specific Cyclin/Cdk Complexes, Regulators, and Substrates

Cell cycle Active cyclin/Cdk
Phase complexes Inhibitors Activators Substrates

G1 cyclinD/Cdk4/6 INK4 family CIP/KIP Rb
cdc25A, CAK

G1/S cyclin E/Cdk2 WAF1/KIP1 cdc25A Rb, MCM,
cyclin E,
Cdc6, Mps1p,
Nucleophosmin,
NPAT

S cyclin A/ Cdk2 p21 CKI family cdc25, CAK pre-RC
Cdt1/ Cdc45

G2 cyclin A/Cdk1 p21 CKI family cdc25, CAK E2F1
G2/M cyclin B/Cdk1 p21 CKI family cdc25, CAK MAP4, Eg5.

H1-H3 histones
Lamins. Securin
Integral membrane
Proteins, cdc25C
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lation of cyclin D and Myc by phosphorylating 4E-Bp1 (a translational inhibi-
tor also target by Akt). This causes dissociation from the initiation factor
eIEF4E. ERK, the mitogen-activated protein kinase, phosphorylates MNK1,
which in turn phosphorylates eIEF4E (102,103). The RAS/ERK cascade also
regulates cyclin D or KIP1 to allow progression through G1 (104). p27 levels
are high and maintain an arrested state in quiescent cells. However, once the
cells are exposed to mitogens, p27 gets phosphorylated and subsequently de-
graded by the proteosome system (105). Similarly, acetylation or Ser-15 phos-
phorylation of p53 increases in human fibroblasts undergoing replicative
senescence or Ras-induced premature senescence, suggesting p53 might have
some role in the senescence checkpoint (106). Very recently, the role of p300
as a universal checkpoint function in senescent or differentiated cells has been
described in a tetracycline-responsive p300 expressing in the Rat-1 cell line. In
serum-stimulated cells, p300 is induced, and that causes inhibition of c-Myc

Fig. 1. G0/G1 cell cycle progression and quiescent checkpoint. Ribosome biosyn-
thesis machinery can be activated and deactivated by Ras/PI3K-AKT-TOR-S6K ow-
ing to the availability of nutrients and growth factors. Modification of p53 also
regulates the quiescent checkpoint. Ras also can activate ERK/MNK1 kinase activity
and result in protein synthesis. The RAS/ERK cascade is also known to signal cyclin
D-p27 to induce progression through G1.
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expression as well as entry of cells into S phase (107), while the level of c-Fos
or c-Jun was constant. Overexpression of c-Myc and p300 before serum stimu-
lation reversed the inhibition of S phase induction, indicating the importance
of p300 in G1 exit. In a rat stable cell line that overexpresses a mutant p300
that lacks HAT activity, p300 is not required for the negative regulation of c-
Myc or G1, suggesting that p300 might prevent the untimely onset of DNA
synthesis in senescent or differentiated cells (107). Although some regulatory
mechanisms in checkpoint control in quiescent cells are known, how cells
maintain all these events and how the pathways are interlinked is still unclear.

5. G1/S Checkpoint
During early G1, cells accumulate nutrients that will enable them to respond

to mitogenic stimuli and pass through the divisional phases. The E2F-DP tran-
scription factors bind with p130, which was inactive in G0 cells and now be-
comes partially active (108). The synthesis of the D-type cyclins, activation of
Cdk4/Cdk6–cyclin D complexes, and partial phosphorylation of RB activates
the E2F–DP complex (109–111). Then E2F–DP transcription factor synthe-
sizes the cyclin E molecule. Cyclin E and A activate sequentially the Cdk2
kinase. Probably, at this point Cdk4/Cdk6–cyclin D complexes bind the Waf1–
Cip1/Kip1 complexes, which sequesters the inhibitory function of these mol-
ecules from Cdk2 (112). Simultaneously, the Cdk4–Cdk6 complexes
phosphorylate the RB molecules to activate E2F–DP (Fig. 2). This is again
corroborated in mice by gene targeting (33). Replacing cyclin D1 with cyclin
E1 in mice results in the same defect as in the cyclin D1-null mice. Thus, cyclin
E1 cannot replace the cyclin D1 function (33). The activity of the RB protein is
modulated by the sequential phosphorylation by the cyclin D1–Cdk4/Cdk6 and
cyclin E1–Cdk2 kinases (112). RB can also be regulated by the histone
acetylases associated with p300/CBP. These acetylases are under cell cycle
control and prevent efficient RB phosphorylation by cyclin E–Cdk2 (113). So
the role of Waf1/Cip1 or Kip1 is to activate the cyclin D–Cdk4/Cdk6 complex,
which then activates E2F, which promotes G1/S progression. Downregulation
of Cdk2 activity occurs as a result of the degradation of cyclin E, for which a
specific ligase, Cdc4/Fbw7/Ago, has been identified (114,115). For
ubiquitination to occur, cyclin E must be phosphorylated on multiple serine
and threonine residues by both Cdk2 and GSK3 (116).

6. S or Replication Checkpoint
Entry of cells into mitosis is prevented if DNA replication is incomplete or

if the genome has suffered any type of DNA damage. In all eukaryotes, an
ordered sequence of events regulates the initiation of DNA replication. The
E2F transcription factor complexes are required for the transcription of several
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genes needed in DNA replication. E2F itself can be regulated by its nuclear
import. The E2F 1–5 proteins form heterodimers with one of the three DP part-
ners. The binding depends on the nuclear localization sequences present on the
DP or the pocket proteins RB, p107, or p130, and the association is regulated
by the cyclin A–Cdk2 complex (117–119). Thus, cyclin A–Cdk2 may be able
to regulate cell-cycle-dependent transcription through the subcellular localiza-
tion of E2Fs. In yeast, Cdc46, a protein of the MCM family, is imported into
the nucleus in G1 phase just before DNA replication, and in S and G2 phases it
is in the cytoplasm so that the re-replication of DNA can be controlled (120–
122). The origin recognition complex recruits Cdc6, Cdt1, and the helicase
Mcm2–7 to the origins to form a prereplication complex (pre-RC) in animal
cells (123) (Fig. 3) . Cdc6 is imported into the nucleus at G1 phase; after the
origins fire and cells progress through S phase, Cdc6 is exported into the cyto-

Fig. 2. Regulation of G1 and G1/S transition. In quiescent, G0 cells, E2F–DP tran-
scription factors are bound to p130 and become inactive. In G1, the E2F–DP–Rb com-
plexes predominate. Mitogenic signals increase cyclin D synthesis, formation of active
cyclin D–Cdk4/Cdk6 complexes, and initial phosphorylation of RB, and result in
cyclin E biosynthesis through E2F–DP–Rb complexes. Cyclin E binds to Cdk2 and
activates the kinase, resulting in the hyperphosphorylation of Rb. Rb becomes com-
pletely inactive, which allows induction of E2F-responsive genes that are needed to
drive cells through the G1/S transition and to initiate DNA replication. CIP/KIP and
INK4 proteins can inactivate the Cdk2 and Cdk4/Cdk6 kinases, respectively. CIP/KIP
can also assemble Cdk4/Cdk6 and allow them to become active.
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plasm following a cyclin A–Cdk2-dependent phosphorylation event (124–126).
However, in Xenopus extracts, once Cdc6 is displaced from chromatin, it phos-
phorylates by Cdk2 and becomes degraded by the ubiquitin pathway (124–
126). The protein kinase Cdc7 and Cdk2 phosphorylates Cdc45, which then
interacts with pre-RC to form the preinitiation complex (128). Thereafter, un-
winding of the DNA results in binding of RPA and loading of various poly-
merases onto the DNA (129). Polymerase alpha synthesizes the short
RNA-DNA primers, where replication factor RFC 1–5 loads to the trimeric

Fig. 3. A model showing the chromosome replication sites and S checkpoint. ORC
is bound to the chromosomes through the cell cycle. The order of assembly of
Prereplication complexes is one of the major targets of this checkpoint response. Cdc6,
Cdt1, and MCM bind to the DNA initially to form Pre-RC in late G1-phase. Initiation
of replication requires cyclin Cdk and Dbf4p–Cdc7p activities. Geminin can prevent
the binding of Cdt1 to Pre-RC. Once replication initiates Cdc6 and Cdt1 release from
the Pre-RC at the G1/S transition, Cdc6 gets phosphorylated by cyclin E-Cdk2 and
degraded by ubiquitination pathway. A number of proteins load to the Pre-RC com-
plex independently, such as PCNA, RFC1-5, RPA, ATR, Claspin, and so on. Cdc45 is
also loaded to the complex after it gets phosphorylated by Cdk2/Cdc7. After initiation,
a post RC is formed and cyclin-Cdk activity blocks assembly of Pre-RC. ATR–RPA–
Claspin complexes can act at the S or replication checkpoint.
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PCNA protein. The rereplication event in metazoan cells is controlled not only
by Cdc6 but also in part by the protein geminin. Geminin can bind Cdt1 and
prevent pre-RC complex formation as well as rereplication (130,131). How-
ever, in other systems, ablation of geminin has little effect, suggesting some
other genes are important in the regulation of rereplication (132,133). A recent
report suggested that MCM helicase is inactivated when it associates with
exportin-1/Crm1, and it depends on both high Ran-GTP and Cdk2 kinase ac-
tivity. Lowering Ran-GTP levels in the nucleus allows MCM to reassociate
with the chromatin and induces rereplication. Further, allowing MCM-Crm1
interactions prevents re-replication and does not require export of MCM from
the nucleus, suggesting Crm1 might be acting as a checkpoint protein to pre-
vent rereplication in normal cells (134). Claspin activates the Chk1 kinase
through ATR, and binding to the chromatin depends on the pre-RC complex
and Cdc45, but does not depend on replication protein A (RPA) (135). How-
ever, both ATR and Rad17 require RPA for association with DNA. Thus,
claspin along with ATR and Rad17 might act as a checkpoint regulator by
detecting different aspects of the DNA replication fork. Similarly, Cdc25A
acts in normal cell cycle progression, although it is very unstable in normal
conditions, undergoing ubiquitination through ATR-Chk1 activity. In Xenopus
embryogenesis as well, the role of Chk1 in Cdc25A phosphorylation and deg-
radation for the S phase checkpoint has been noted. Cdc25A Ser 75, which is
constitutively phosphorylated by an unknown kinase, is also important in nor-
mal cell cycle progression and in its degradation (136). Myc also induces tran-
scription of E2F1, 2, and 3. However, the induction of S phase is impaired in
the absence of E2F2 and E2F3 but not E2F1 or E2F4. These experiments sug-
gest that the induction of specific E2F activities is an essential component in
the Myc pathways that control cell proliferation and cell fate decisions (137).
p21 also regulates PCNA function in DNA replication (138). A novel protein
of cyclin E1/Cdk2 that complexes NPAT (nuclear protein mapped to the AT
locus) has been discovered. NPAT is about 210 kd, and cyclin E–Cdk2 phos-
phorylates NPAT. Overexpression of NPAT leads to early entry into S phase,
although the mechanism is not known (139).

7. G2 Checkpoint
G2 is the second restriction point in the cell cycle. This checkpoint assures

that the replication machinery has completed DNA duplication. Simulta-
neously, it also makes sure that, in the replicated DNA, if any deletions or
duplications of bases have occurred, they should be repaired before cells enter
the prophase stage. Cdc25A is stable after phosphorylation by cyclin B–Cdc2
at G2/M in normal cells (140,141). This phosphorylation allows this protein to
remain functional during mitosis and regulates the checkpoint at G2. Simi-
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larly, the role of p21 at the G2 checkpoint has been noted, although there is no
clear evidence how it acts in this process (Fig. 4) (142). p21 action as a univer-
sal inhibitor is also in question, as it activates cyclin D–Cdk4 activity at G1
progression. The role of cyclin A–Cdk2 in G2/M progression is well known

Fig. 4. Mitotic checkpoints and their regulators. During prophase, interphase chro-
matin condenses into well defined chromosomes and previously duplicated cen-
trosomes migrate apart. Consequently, centrosomes begin nucleating into dynamic
microtubules and the nuclear membrane breaks down. During pro-metaphase, micro-
tubules are captured by kinetochores. Interactions of paired sister chromatids with
microtubules emanating from opposite poles result in stable, bipolar attachment. Chro-
mosomes then congress into the equatorial plane, the metaphase plate, and oscillation
owing to tension occurs throughout the metaphase. A sudden loss in sister chromatid
cohesion triggers the onset of anaphase. The sister chromatids are then pulled toward
the opposite poles, and the poles also move apart toward the cell cortex. Once the
chromosomes arrive at the poles, the nuclear envelopes reappear and chromatin de-
condensation begins. Finally an actomyosin-based contractile ring is formed and
cytokinesis is completed. The major checkpoints, which regulate the M phase, are
shown in the figure. Different kinases activate at different points. The checkpoint pro-
teins are indicated with their respective phase transition.
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(143). However, whether cyclin A–Cdk2 acts directly on G2/M progression or
involves a substrate for phosphorylation is not known. Following DNA dam-
age including ionizing radiation (IR), ultraviolet (UV), and some DNA-dam-
aging drugs, not only do cells arrest at G2, but also their levels of p21 increase,
suggesting that p21 might act as a regulator of G2/M arrest after DNA damage.
But in the normal cellular process, whether p21 acts also as an inhibitor at G2/
M remains unclear. In p21-null MEF cells, the number of G2-prophase cells is
increased as compared to the wild-type cells, suggesting that p21 probably acts
as a facilitator of the G2/M checkpoint (141). A recent report demonstrated
that overexpression of human Cdc6 in G2 phase cells prevents entry into mito-
sis (144). However, over-expression of constitutively active cyclin B1–Cdc2
complex or Cdc25B or C abolished the G2 block. Further, a Chk1 kinase in-
hibitor, UCN-01, overcomes HuCdc6-mediated G2 arrest, indicating that the
G2 block is Chk1 dependent. The HuCdc6-dependent G2 block is regulated by
Chk1 phosphorylation as well as its own phosphorylation (144). Thus, the abil-
ity of HuCdc6 to block cells from entering into mitosis indicates that it could
monitor or signal ongoing DNA replication through a checkpoint mechanism.

8. Mitotic Checkpoint
The molecular details of the regulation of mitotic progression are well

understood. After DNA replication, the chromosomes consist of pairs of sister
chromatids, with the help of cohesins. Surveillance mechanisms or the check-
point pathways, ensure the proper order and correct execution of cell cycle
events. After complete DNA replication and repair, next the cells must undergo
orderly chromosome segregation. All the chromosomes must align in the
metaphase plate with condensation of chromatids. During mitosis, the spindle
microtubules attach to the chromatids through kinetochores. The kinetochores
are complex proteins that assemble at the centromeres of each chromosome
while the chromosomes move to the opposite poles. All these events are regu-
lated in a sequential manner by a number of protein kinases and substrates.
Thus, the mitotic checkpoint can be subdivided into three parts:

1. Prophase, or DNA structure checkpoint
2. Spindle assembly checkpoint
3. Spindle positioning checkpoint (Fig. 4)

8.1. Prophase, or DNA Structure Checkpoint

Checkpoints are thought to monitor cell passage through M phase at several
stages. The prophase checkpoint is one of the surveillance mechanisms of the
cell, and is well understood. The DNA structure checkpoint arrests cells at the
G2/M transition in response to the unreplicated or DNA damage checkpoint.
At the prophase stage, the DNA should be in a supercoiled structure so that it
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will be easier to move to the opposite pole at anaphase. This occurs by histone
deposition on chromatids, with different types of modifications on the histone
including acetylation and phosphorylation (94–97). The histones H1 and H3
can be phosphorylated by different kinases, including cyclin B1–Cdk1 and
aurora kinases (90). The linker histone generally gets phosphorylated by cyclin
B1–Cdk1 and makes it more condensed. Three enzymes activate Cdk1: the
phosphatase Cdc25C, and the kinases Wee1 and Myt1. On one hand, Cdc25C
is inhibited by Chk1 and Chk2 kinases, but on the other hand, Wee1 and Myt1
are upregulated by the same pathways (145,146). Plk1 also activates Cdc25C
and simultaneously downregulates Wee1 and Myt1 (147,148). Recently, the
role of chfr as a checkpoint gene in the prophase–prometaphase transition has
been described, although the mechanism is not known (Fig. 4). Absence of the
chfr gene in cells causes early entrance of the dividing cells into the
prometaphase stage as compared to the wild-type cells, suggesting that Chfr
might act as a checkpoint protein (149). Similarly, the passenger protein TD-
60, an RCC1 family member of guanine nucleotide exchange factors (GEFs)
protein, which binds preferentially the nucleotide-free form of the small G pro-
tein Rac1, has checkpoint functions (Fig. 4). Suppression of TD-60 causes
prometaphase arrest of cells, suppresses spindle assembly, and activates the
spindle assembly checkpoint, suggesting a role in the prometaphase to
metaphase progression (150). TD-60 is associated with the inner centromeres
of metaphase chromosomes, is specific to late G2 and mitosis, and migrates to
the spindle midzone in anaphase. TD-60 suppression leads to a general inhibi-
tion of spindle assembly, suggesting that it may play a global role in mitotic
spindle formation and function. Biochemical identification of mitotic chromo-
some-associated factors led to the discovery of condensin and cohesin. The
core of the subunits contains chromosomal ATPases of the structural mainte-
nance of chromosomes (SMC) protein family. However, the two complexes
are structurally and functionally different from each other. Mutational analysis
with respect to functional consequences in cohesin and condensin subunits
shows roles in gene regulation, DNA repair, cell cycle checkpoints, and cen-
tromere structure (151–154). Cohesin is a four-member protein complex, which
holds together the sister chromatids of newly replicated DNA. It contains a
heterodimer of the SMC proteins Smc1 and Smc3 that is associated with the
non-SMC proteins Scc1 and Scc3. The cohesin is loaded to the chromatids at
replication and dissociated at anaphase in lower organisms (155,156). How-
ever, in higher organisms, the bulk of cohesin is released at prophase, and a
smaller amount persists until anaphase at the centromeres (157). Dissociation
of cohesin at anaphase is triggered by the proteolytic cleavage of Scc1 by the
enzyme separase. Separase is inhibited by a protein called securin until the
anaphase-promoting complex ubiquitylates and destroys securin (160). How-
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ever, condensin is a five-member protein complex that is required for chromo-
some organization and segregation. It contains a heterodimer of SMC proteins
(Smc2 and 4) and three associated non-SMC proteins (CAP-D2, CAP-G, and
CAP-H). The five-member protein complex was named condensin because
sperm chromosomes introduced into egg extracts depleted of any subunits form
a diffuse mass rather than a condensed structure (161,162). The molecular
mechanisms by which cohesin attaches sister chromatids and condensin to
cause reconfiguration remain unsolved. However, the mode of action was
recently discovered (154 and references therein). When incubated with relaxed
circular DNA in the presence of topoisomerase I, condensin causes ATP-
dependent positive supercoiling, while in the presence of type II topoisomerase,
condensin coverts nicked circular DNA into positive knots. In contrast, cohesin
catenates nicked circular DNA in the presence of topoisomerase II and causes
DNA protein aggregates in gel shift experiments. Thus, condensin has intramo-
lecular activities while cohesin has intermolecular activities. Atomic-force
microscopy suggests a “loop fastener” model, in which the condensin hinge
binds one region of DNA and then the non-SMC proteins mediate an ATP-
dependent opening and closing of SMC “V” to enclose the loop of DNA. The
electron spectroscopic imaging of condensin suggests an orientated gyre model,
where an ATP-hydrolysis cycle changes the conformation of condensin and
allows it to trap two orientated positive supercoil arms. The embrace model of
cohesin proposes that Smc1 and 3 are linked at one end by hinge interaction
and at the other by interaction with Scc1, so that a large loop forms that
encircles both sister chromatids fastened by Scc1 at one end, until proteolytic
cleavage of Scc1 disrupts the cohesin loop (154). The role of these two pro-
teins in checkpoint control after DNA damage has been discovered, and that is
discussed in the Subheading 9.

8.2. Spindle Assembly Checkpoint

Genetic studies in yeast as well as laser ablation and micromanipulation
studies in animal cells have identified a checkpoint that delays sister-chroma-
tid separation (Fig. 4) (163). To ensure equal segregation of each homologous
chromosome, the kinetochores in each sister chromatid pair must interact with
microtubules, referred to as bipolar attachment. Several mitotic checkpoint pro-
teins, including Mad1, Mad2, Bub1, Bub3, BubR1, Mbs1, and CENP-E have
now been shown to be kinetochore-associated and function as regulators of the
spindle checkpoint (90,163,164). This checkpoint monitors the attachment of
microtubules to the kinetochores and the generation of tension for chromo-
some movement. This is also called the kinetochore attachment checkpoint.
The kinetochores act as a catalytic site for the production of the “wait anaphase
signal.” In both budding and fission yeast, the checkpoint is an accessory sub-
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unit of the anaphase-promoting complex known as Cdc20. Mad2 binds Cdc20,
whereas a Cdc20 mutant that cannot bind to Mad2 loses the checkpoint func-
tion (164a,b).

8.2.1. Kinetochores As the Center of the Spindle Checkpoint

Kinetochores are the site where the chromosome–microtubules interactions
are monitored, and are the source of checkpoint signals that can prevent sister
chromatid separation both locally and globally. The sensory machinery of the
kinetochores has two important functions:

1. Attachment of microtubules to the surface of the kinetochores.
2. Generation of tension after bipolar attachment of chromosomes, which leads to

poleward and antipoleward forces including sister-chromatid cohesion.

Microtubule–kinetochore interactions are highly dynamic. They tether pro-
teins such as cytoplasmic dynein and CENP-E. Mad2 (mitotic arrest defective)
is the first to attach to the kinetochores, followed by Mad, Bub (budding unin-
hibited by benimidazole), and Mps1 proteins (165). Several microtubule-bind-
ing proteins, including CENP-E, dynein, and MCAK/XKCM1, have been
localized to the kinetochores during mitosis (Fig. 5A). CENP-E, a kinesin-
like, plus-end-directed motor, acts in chromosome congression, metaphase
alignment, and in checkpoint signaling (166–168). This is the protein that forms
a complex with BubR1 in HeLa cells and provides the first link between
microtubule attachment and the spindle checkpoint machinery (Fig. 5B) (169).
The dynein, minus-end-directed motor at the kinetochores provides the driving
force toward poleward movement. In metazoans, Zw10 and Rod help localize
cytoplasmic dynein to the kinetochores, and inactivation reduces the rate of
chromosome movement toward the pole (170,171). It has also been discovered
that Zw10 and Rod have spindle checkpoint function (171). The network of
interactions and interdependencies of checkpoint proteins is better defined for
kinetochore localization. Different checkpoint proteins, including Mad2–
Mad1, mammalian Bub1, and BubR1, require Bub3 and Mph1 (the Mps1
homolog). Similarly, Xenopus Bub1 is required for Bub3, Mad1, Mad2, and
CENP-E localization, and Mad1 and Mad2 localization (172–178). Xenopus
BubR1 immunodepletion reduces the levels of Bub1, Bub3, Mad1, Mad2, and
CENP-E at the kinetochores, suggesting that they are interdependent (172–
178). In Xenopus extracts, CENP-E is also required for checkpoint activation
and maintenance, as well as for the translocation of several proteins, including
Mad2, at the kinetochores (178).

8.2.2. Attachment vs Tension

Localization of Mad2 to kinetochores in meiosis occurs during tension, and
the same occurs at the time of attachment to kinetochores in mitosis. The dis-
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appearance of Mad2 is correlated with kinetochore attachment in maize mito-
sis. However, in meiotic cells, the dissociation of Mad2 from kinetochores oc-
curs with the loss of 3F3/2 phosphoantigens, suggesting that tension rather
than occupancy is important (180). Low concentrations of vinblastine preserve
kinetochore–microtubule connections, but activate a Mad2-independent check-
point in HeLa cells with loss of Mad2 at kinetochores (181). In contrast, both
Bub1 and BubR1 remain at kinetochores, suggesting they are involved in a
checkpoint function that senses tension (Fig. 5C) (182). Whether the attach-

Fig. 5. Model showing kinetochores and checkpoint signaling. (A) The dynamic
plus end of the microtubules interacts with the outer corona and outer plate. (B)
Dynamic exchange between proteins at unattached kinetochores. Mad2 and other
checkpoint proteins recruit to the kinetochores with Bub1 and Mad1. The checkpoint
proteins released from the kinetochores, probably with quaternary complexes, act as
an inhibitor for the APC. (C) Bipolar attachment of sister kinetochores leads to stretch-
ing of the centromeric DNA and tension. Aurora kinase senses this tension, but the
mechanism is not known. (D) Checkpoint proteins move from kinetochores through
the microtubules to the spindle poles, where they are released. This pathway requires
dynein and Rod, Zw10, and CENP-E.
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ment of Mad2 to microtubules is sufficient for its localization is still not clear.
For example, in syntelic chromosomes (chromosomes with both sisters
attached to the same pole), Mad2 is present in the kinetochores, suggesting that
attachment may not be sufficient for its localization. In taxol-treated cells,
although Mad2 does not localize to the kinetochores, it is required for main-
taining mitotic arrest (183).

Mutant analysis in yeast identified six genes in the spindle checkpoint:
kinases Mps1p, Bub1p, Bub3p, and three proteins—Mad1p, 2p, and 3p. Mad2
is required in both mitosis and meiosis in budding yeast. Mad1, Rod, and Zw10
(and Mad2) are removed from kinetochores during mitosis (Fig. 5D), whereas
Bub1, Bub3, BubR1, and CENP-E are moderately depleted (163,166,177,181).
Treating with taxol or vinblastine releases the tension with high recruitment of
Bub1 to the kinetochores, asymmetrically distributed in mono-oriented sister
chromatid pairs with decrease on the attached kinetochores. This implies that
Bub1 starts to dissociate from the kinetochores upon attachment and is regu-
lated by both tension and attachment (177,181). Aurora kinase is conserved
and regulates both mitosis and cytokinesis (184). The role of aurora kinase
Ipl1p in phosphorylation of Ndc10p, a kinetochore protein, prevents binding to
the microtubules in S. cerevisiae. The action occurs for the proper bipolar ori-
entation of the chromatid. The complex Ipl1–Sli15 corrects improper attach-
ment by increasing the turnover of microtubule-kinetochore interactions
(185,186). In budding yeast ipl1 mutants, the spindle checkpoint does not re-
spond, suggesting Ipl1 is part of the tension-sensing machinery of the spindle
checkpoint (187). The metazoan B-type aurora kinase is also localized to the
kinetochores/centromeres through CENP-E (188). However, the counterpart
of Ndc10p has not yet been identified in mammalian cells.

8.2.3. Regulation of APCcdc20 by the Spindle Checkpoint

The association of Mad2 with kinetochores is very dynamic—the half-life is
about 24 s in unattached kinetochores, and other checkpoint proteins, includ-
ing BubR1, Bub3, and Cdc20 also have similar stability (189,190). Mad2 is
activated at the kinetochores to inactivate the Cdc20–APC complex (Fig. 6)
(174,191,192). Except for BubR1, there is no other known protein that can
bind directly to Cdc20 at kinetochores and inhibit APC function in vitro (193).
The finding of a Mad2–Cdc20–Mad3–Bub3 complex in interphase cells and
the formation of a Mad2–cdc20–Mad3–Bub3 complex in the ndc10-1 mutants,
which lack the kinetochore structures, suggests that kinetochores may not have
a direct role in formation of this complex (193). Similarly, checkpoint proteins
have to move from the kinetochores once all the chromosomes attach to the
spindle, resulting in checkpoint silencing. Although there are other events that
occur, including securin destruction and cohesin cleavage, the Mad2 proteins
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move from the kinetochores to set the anaphase movement of the chromosomes.
In addition, Zw10 and Rod are required to localize dynein at kinetochores.
Dynein then inactivates the checkpoint proteins (Fig. 5D). However, both
Zw10 and Rod are also required for the activation, as depletion of these pre-
vents the activation of the spindle checkpoint (171,194). Despite these facts,
there is no direct interaction between these two groups of proteins, suggesting

Fig. 6. Regulation of mitosis progression. Cohesins hold together the two copies of
the replicated genome at centromeres in higher eukaryotes. Separase acts through this
cohesin and is degraded by the caspase-mediated cleavage. Association with securin
inhibits separase. The recruitment of separase is the key point in sister chromatid sepa-
ration. Polo kinase as well as cyclin–Cdk phosphorylates separase before it can effi-
ciently cleave cohesin. The protein securin inhibits the action of separase. The level of
securin is also regulated by proteasomes. With the help of Cdc20, the E3 ligase
anaphase promoting complex (APC) degrades the securin. During pro-metaphase,
unattached kinetochores produce a wait anaphase signal, resulting in the formation of
Cdc20–Mad2–Bub1–Bub3 complexes. This interaction prevents the APC from ligat-
ing ubiquitin to securin, thus preventing the activation of separase and loss of cohe-
sion. At metaphase, the bipolar attachment of chromosomes extinguishes the wait
anaphase signal and triggers the polyubiquitin chains onto securin. This leads to
separase activation, proteolysis of cohesion, and finally anaphase onset.

04/99-162 4/18/04, 9:31 AM121



122 Dash and El-Deiry

that there may be two parallel pathways operating to maintain the spindle
checkpoint and checkpoint silencing to generate “the wait anaphase signal,”
although the pathway is not known (Fig. 6).

Mad2 is not only a component of the wait anaphase signal, but also the
catalytic machinery of checkpoint generation. However, the question arises
how these three proteins (Mad2, Mad1, and Cdc20) interact with each other
and regulate function. The interaction of Mad2 with Mad1 is absolutely
required to form the Mad2–Cdc20 complex (163). There are three possible
explanations regarding this:

1.  The Mad1 localizes with Mad2 in kinetochores.
2. The Mad2–Cdc20 complex forms at the kinetochores.
3. The proposed structural model of Mad2 ligand binding reveals the Mad2–MBP1

(Mad2-binding peptide 1) complex, with a change in conformation on the Mad2
carboxy-terminal end providing the locking and unlocking mechanism for them
to accommodate each other (195,196).

The Mad1–Mad2 tetramer also gives information about the mechanism of
ligand binding. Mad1 and Cdc20 share a conserved 10-amino-acid sequence
that interacts with the same pocket on the Mad2 protein (195,196). Thus, Mad1
and Cdc20 ligands are both competitors for Mad2 binding. This also suggests
that Mad1 is a positive regulator as well as a competitive inhibitor of the Mad2–
Cdc20 complex. Many possible explanations can be predicted on the transfer
of Mad2 that from Mad1 to Cdc20. Mad1–Mad2 stability might prevent the
interaction with Cdc20 when the checkpoint is inactive (163,174,197). Mad1-
mediated localization of Mad2 increases the concentrations of Mad2 at the
kinetochores, which might increase the frequency of interactions with Cdc20
(198). Some kinetochore-mediated assembly factor might transfer Mad2 from
the Mad1–Mad2 complex to Cdc20. Bub1–Bub3 forms a complex with Mad1,
and disruption of this results in checkpoint abrogation (199). Another possibil-
ity is a conformational change of Cdc20 leading to Mad2 interaction, as a pep-
tide containing the Mad2 binding site has more affinity than the whole protein.
It is also possible that a conformational change in the tetramer assembly might
be a region for Mad2 release (198). Posttranslational modifications of Mad2/
Mad1, including phosphorylation or dephosphorylation, could be other possi-
bilities in the interaction of Mad2 with Cdc20, as human Mad2 is phosphory-
lated during mitosis and Bub1 phosphorylates Mad1 (196,200,201). In yeast,
Mps1 phosphorylates Mad1. The level of Mad1/Mad2 might be another factor
to regulate the checkpoint (202). This is suggested by a study of Mad2+/– cells
that become aneuploid, and Mad2 haploinsufficient mice form tumors (203).
However, there are contradictory explanations in checkpoint functioning, as
Mad1 might act in cell cycle arrest at low concentrations while at high concen-
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trations it might impair the checkpoint (195,196). Data about complex forma-
tion between Mad2–Cdc20 and APC are also contradictory. The Mad–Cdc20
complex either interacts directly or indirectly with BubR1–Bub3 to form a
larger complex called the mitotic checkpoint complex (MCC) (195,196). The
APC inhibition of the larger complex is more prominent than the Mad2 alone
(178). The quaternary complex (Mad2, Cdc20, Mad3, and Bub3) exists in bud-
ding yeast (163); however, in higher eukaryotes the Mad2–BubR–Bub3 com-
plex does not co-precipitate with Cdc20, although some studies have suggested
they may (172,204,205). The interaction of APC and Cdc20 might be regu-
lated by phosphorylation, as interphase MCC inhibits the APC from mitotic
cells but not from interphase cells (193).

8.3. Spindle-Positioning Checkpoint

The exit from mitosis must not occur before chromosome segregation
between the two daughter cells. The spindle-positioning checkpoint maintains
the correct orientation of the spindle to establish that cleavage occurs at the
right plane, and only after the complete separation of the sister chromatids
(Fig. 4). Although in yeast there is evidence for the existence of this pathway,
in metazoan cells the corresponding pathway still remains to be identified.
However, in S. cerevisiae, the partitioning of the bud occurs with the division
of the nucleus (206). The GTP-binding protein Tem1, a regulator of mitotic
exit, is localized in the spindle pole body and migrates into the bud during S
phase and mitosis. Co-localization of Tem1p with Lte1 in the bud is required
for mitotic exit. Bub2p, a spindle-pole-associated subunit of a two-component
GTPase-activated protein (GAP) downregulates the activity of the small
GTPase Tem1p (207,208). Several kinases work in this complex network,
referred to as the mitotic exit network (MEN), to activate the Cdc14p phos-
phatase (209). Then Cdc14p acts as an activator of APC/Ccdh1. Simultaneously,
it also dephosphorylates the Cdk inhibitor Sic1p and the transcription factor
Swi5p. Similarly, in S. pombe, the MEN pathway is intact and is referred to as
the septation initiation network (SIN) as cytokinesis in animal cells (210). An
understanding of regulation of Cdc14 came with the discovery of a multifunc-
tional protein called regulator of nucleolar silencing and telophase (RENT).
RENT binds Cdc14 in the nucleolus for most of the cell cycle (211,213). How-
ever, Stegmeier’s group described Cdc14 regulation through Cdc fourteen early
anaphase release (FEAR) network, comprising the separase Esp1, Slk19,
Spo12, and the polo-like kinase Cdc5. Cdc14 is released at early anaphase and
not during late anaphase as earlier proposed (212,213). CENP-E could also
deplete Mad2 from attached kinetochores. However, depletion of CENP-E us-
ing antisense oligonucleotides or microinjection of CENP-E antibodies pre-
vents chromosome alignment with the spindles, demonstrating that it might
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have some role in a spindle-positioning checkpoint (214). GTPase Ran not
only acts as a regulator of nuclear transport, but also plays a role in mitotic
spindle assembly (215). Ran regulates the frequency of transition from shrink-
age to growth of microtubules, as well as the capacity of centrosomes to nucle-
ate microtubules (215,216). Wild and coworkers suggested the importance of
the balance of microtubule motor activities, particularly that of Eg5. Ran-GTP
releases some microtubule-associated proteins (MAPs) to participate in spindle
assembly (217). Importin-β sequesters MAP-TPX2 and NuMA, which act as
the Ran effector for spindle assembly. The interaction of importin-β occurs
with the respective MAPs either directly or indirectly through importin-α.
During interphase, Ran-GTP dissociates cargo from importins only in the
nucleus, conferring directionality to nuclear transport (218–221). However, in
mitosis, Ran-GTP interacts with RCC1 (nucleotide exchange factor) around chro-
matin. Thus Ran-GTP dissociates the spindle assembly effector from importins
in a small perimeter around chromatin by acting as a checkpoint protein, thereby
ensuring that they build the spindle in the right place (218–221).

8.4. Cytokinesis or C Phase Checkpoint

When cells undergo mitosis, two processes take place: the division of the
membrane and cytosol, and the regulated segregation of the centrosomes
(spindle pole bodies) and the chromosomes (Fig. 4). These two components
are essential for cell survival. Suppression of aurora and IpI1-like midbody-
associated protein (AIM-1) kinase activity by dominant negative AIM-1 dis-
rupts cleavage furrow formation without affecting nuclear division and without
cytokinesis and subsequent cell death, suggesting that AIM-1 is required for
the proper progression of cytokinesis in mammalian cells (222). The Rho fam-
ily of small GTPases consists of Rho A, Rac, and Cdc42, and regulates many
molecular switches of diverse biological function, including remodeling of
cytoplasmic actin and microtubules (223). The small GTPase Rho localizes in
the cleavage furrow during cytokinesis (223,225). In Xenopus eggs, microin-
jection of either the Rho-specific inhibitor C3, an exoenzyme from Clostridium
botulinum, or a constitutively active mutant RhoAG14V prevents the progres-
sion of cytokinesis, suggesting the importance of Rho in this process (223).
Several guanine nucleotide exchange factors (GEFs) are implicated in Rho’s
activation. One such GEF is ECT2, which co-localizes with the mitotic spindle
in metaphase, transfers to the mid-zone in anaphase and telophase, and moves
to the midbody in cytokinesis. ECT2 activation depends on its phosphorylation
(226). Very recently, the GTPase activating protein (GAP) MgcRacGAP has
been reported to co-localize with the mitotic spindle in metaphase, transfer to
the mid-zone in anaphase, and accumulate at the midbody in cytokinesis (227).
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MgcRacGAP is co-localized with aurora B and RhoA, and not with Rac1/
Cdc42, at the midbody. Aurora B phosphorylates MagRacGAP at Ser 387, and
expression of dominant negative aurora B disrupts MgcRacGAP phosphoryla-
tion and cytokinesis. Similarly, overexpression of the MagRacGAP S387D
mutant arrests cytokinesis at a late stage and induces polyploidy. This provides
evidence for the importance of GAP in cytokinesis, along with the involve-
ment of aurora kinase in the regulatory mechanism (228). In addition, polo-
like kinases also control mitotic exit by regulating the anaphase-promoting
complex, and have been implicated in the temporal and spatial coordination of
cytokinesis (229).

9. DNA Damage Checkpoint Genes
The DNA damage checkpoint is a signal cascade that blocks the cell cycle at

G1, G2, or metaphase, or slows the rate of DNA replication in S phase. Besides
cell cycle blockage, cells respond in different ways, including apoptosis, DNA
repair, and activation of transcription. There are many genes involved in DNA
damage checkpoint pathways that control both repair and cell cycle progres-
sion. However, it is beyond the scope of this article to discuss all their details.
The most important genes and their functional regulation will be covered in
this section. Once cell DNA is damaged, not only are checkpoints activated,
but repair genes are activated at almost the same time. The major DNA damage
checkpoint pathways operate in cycling cells. Again, this can be divided into a
G1 DNA damage checkpoint, a DNA damage replication or S phase check-
point, and a G2 DNA damage checkpoint (230–233). On the basis of their
positions and functions in the pathways, the checkpoint cascades have been
subclassified into DNA damage sensors, signal transducers, and effectors
(234). DNA damage checkpoint proteins are well conserved among different
organisms, although some differences in the signaling pathways have been
identified. A DNA damage checkpoint gene generally performs several func-
tions, including cell cycle delay, activation of DNA repair, maintenance of cell
cycle arrest until DNA repair is complete, and reinitiation of cell cycle pro-
gression. Activation of checkpoint genes leads to changes in gene expression
along with synthesis, degradation, and movement of different proteins.

In mammals, the DNA damage checkpoints can be triggered in any phase of
the cell cycle, which may lead to a cell cycle block, DNA repair, or apoptosis.
Checkpoint activation is required for cells to arrest in G1, S, and G2 phases,
and the substrates include p53, Mdm2, and Chk2 in the G1 checkpoint; Nbs1,
Brca1, FancD1, and SMC1 in the transient IR-induced S phase arrest; and
Brca1 and hRad17 in the G2/M arrest. A schematic diagram of these pathways
is shown in Figs. 7 and 8.
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Fig. 7. DNA damage and replication checkpoint response pathways in eukaryotes.
(A) Components of a checkpoint signaling pathway arising from the replication block
or DNA damage (DSB/SSB) are shown. Rad17–Rad9–Hus1–Rad1 and MRE11–
Rad53–Nbs1–ATM complexes can act as sensors after double-strand breaks. Simi-
larly, Rad17–Rad9–Hus1–Rad1 and ATR–ATRIP complexes act after replication or
other types of DNA damage. BRCA1/claspin can act as adaptors in the DNA damage
response. Chk1/Chk2 act as effector kinases. (B) ATR–Chk1 or ATR–Chk2 can be
activated after replication stress or UV damage and cause phosphorylation of Cdc25
or p53 for checkpoint responses. However, after ionizing radiation, ATM can activate
Chk1/Chk2, which phosphorylate Mus81, p53, or Brca1 to perform checkpoint and
repair responses.

Fig. 8. Cohesin subunits participate in DNA damage checkpoint response. After
irradiation, ATM gets activated and phosphorylates the cohesin subunit SMC1. SMC
is present in the NBS1, BLM, and Brca1 complexes, and free from cohesin after DNA
damage. Phosphorylation of SMC1 is required for the DNA damage S checkpoint.

04/99-162 4/18/04, 9:31 AM126



Checkpoint Controls Disrupted in Cancer 127

9.1. ATM-ATR Kinases in the DNA Damage Checkpoint Response

There are many kinases involved in the DNA damage checkpoint pathways.
The mammalian members of the ATM family at present include five protein
kinases: ATM, ATR, ATX/SMG-1, mTOR/FRAP, DNA-PKCs, and TRRAP
(230–235). These kinases are conserved from yeast to mammals and respond
to various stresses through phosphorylation of downstream substrates. ATM
belongs to a conserved family of proteins having serine/threonine-kinase
activity. ATM and DNA-PK respond to double-strand breaks (DSBs), while
ATR and ATX respond to both UV light damage and DSBs. Simultaneously,
ATR also responds to DNA methylation by methyl methane sulfonate (MMS)
and stalled replication forks by replication inhibitors such as hydroxyurea and
aphidicolin. mTOR/FRAP responds to nutrient levels and mitogenic stimuli
contributing to protein translation, degradation, and growth, but does not have
a role in DNA-damage pathways (233,235).

The ATM gene encodes a 370-kDa protein. The 350-amino-acid carboxy
terminus contains the kinase domain. Exposure of cells to IR triggers ATM
kinase activity, leading to phosphorylation of different substrates. The signals
sensed by ATM and ATR are transmitted through two effector kinases, Cds1
and Chk1 (230–235). These two effector kinases are conserved in eukaryotes.
However, the functional aspects of these kinases are different in lower eukary-
otes. In the fission yeast S. pombe, Cds1 is the effector of the replication check-
point and Chk1 is the effector of the G2 DNA damage checkpoint, and it does
not respond to incompletely replicated DNA. However, in S. cerevisiae, the
Cds1 homolog Rad53 functions as both replication and DNA damage check-
point protein. Chk1 acts at a G2 DNA damage checkpoint in parallel with
Rad53 (230).

ATR is associated with Rad26 and is recruited to DNA damage sites
(231,237–239). Deletion of human or yeast Rad26 from cells makes ATR func-
tionless. In contrast, deletion of S. cerevisiae Ddc2 (Rad26) has no effect on
ATR function in vitro. Although ATR phosphorylates Rad26, the significance
of this phosphorylation is not known. However, ATR activities increase after
Rad26 phosphorylation. Using chromatin immunoprecipitation and GFP fu-
sion protein localization, it has been shown that Ddc2 (Rad26) and Mec1 (ATR)
localize to double-stranded DNA breaks in vivo in S. cerevisiae (239). How-
ever, recruitment of Ddc2 (Rad26) requires Mec1 (ATR), as absence of the
latter does not allow recruitment of Rad26 efficiently to the break sites (240).
Thus, ATR needs an accessory protein for its recruitment to damage sites on
DNA and for its subsequent activation.

ATM may associate with damaged DNA (241–243). A model has been pro-
posed for ATM/ATR activation involving autophosphorylation following DNA
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damage. ATM molecules are in dimer or multimer and blocked by the FAT
domain in an inactive configuration in undamaged cells. Following DNA dam-
age, each ATM molecule phosphorylates another on serine 1981 within the
FAT domain, releases the two molecules from each other, and becomes active
(243). ATM can be found both in the nucleoplasm or bound to the chromatin of
DSBs, revealing that ATM phosphorylates not only substrates bound to a DSB
site but also substrates in the nucleoplasm before it can load onto the chromatin
for DNA repair. hATM does not phosphorylate hATRIP (Rad26) in vitro (238).
On the other hand, hNbs1 present in the Rad50–Mre11–Nbs1 complex appears
to be involved in repair and processing of DNA breaks, and gets phosphory-
lated by ATM (245). Mutations in hATM or hNbs1 cause similar cancer-prone
syndromes. ATM phosphorylates different sites on NBS1, including Ser 343
and Ser 278 (246,247). Similarly Tel1 (ATM) in S. cerevisiae also phosphory-
lates Xrs2 (Nbs1), and the function of Tel1 is detectable only in Mec1 (ATR)
deleted cells (248,249). Tel1 also maintains telomere length associated with
the Rad50 complex, demonstrating that ATM is dependent on the Rad50–
Nbs1–Mre11 complex for its DNA repair and checkpoint effects (250).

Comparison of the action of ATM and ATR demonstrates that ATM activa-
tion is the initial and most rapid phase of the damage response and is complete
within 1–2 h. However, ATR is recruited later and maintains the phosphory-
lated states of specific substrates. Besides the late activation in some break
types, ATR also takes care of specific DNA damage such as UV, stalled repli-
cation forks, and hypoxia by phosphorylating specific substrates such as p53
and BRCA1 (251,252). Thus, although ATM is the first to respond to DSBs,
loss or mutation of ATM does not lead to cell death, while ATR loss leads to
both embryonic lethality in mice and loss of viability in cell culture. The sig-
nificance of ATR is further supported by a study where loss of ATR caused an
increase in the fragility of chromosomes, but this was not observed in ATM-
deficient cells (230–234,253).

9.2. Checkpoint Signaling Through Chk1 and Chk2, the Downstream
Target of ATM/ATR/ATX

Chk1 and Chk2 regulate basic cellular functions such as DNA replication
and cell-cycle progression, chromatin restructuring, and apoptosis (230–234).
Structurally unrelated but functionally related serine/threonine kinases Chk1/
Chk2 are activated in response to DNA damage. Chk2 is a stable protein
expressed throughout the cell cycle, and activated after double-strand breaks
by ATM (254–256). However, Chk1 is labile, S/G2-specific, activated in
unperturbed cells, and also activated by both replication block or DNA dam-
age, and mainly acts through the kinase ATR (255,256). Recent reports sug-
gest that the crosstalk between these kinases makes them more flexible in their
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kinase action (257,258). Thus ATM also can phosphorylate Chk1 by IR that
phosphorylates Tlk kinases and causes chromatin remodeling in response to
various stresses. Similarly, ATM-independent activation of Chk2 has also been
reported (259). In addition, the BRCT repeat, containing proteins including
53BP1, BRCA1, and MDC1, can act as mediators of checkpoint responses
(256,260,261). Chk1 and Chk2 kinases phosphorylate Tlk kinase, PML pro-
tein, PLK3 kinase, or the E2F1 transcription factors, including the known sub-
strates such as p53, BRCA1, Cdc25C, Cdc25A, and so on (230–234,262–266).
Live-cell imaging of Chk2 in mice revealed a distribution of the protein
throughout the cells, not localized in foci, suggesting the action of Chk2 as a
checkpoint signal spreader (267).

Results from the knockout of Chk1 and Chk2 in mice indicate that Chk1 is
essential for mammalian development and viability (268,269), whereas Chk2
is not required (270,271). Despite early embryonic lethality of Chk1-deficient
mice, and also lethality of embryonic cells, some important observations reveal
that Chk1 has a checkpoint function in the S/M and G2/M transitions (272).
Similarly, RNAi-mediated knockout of Chk1 also suggests that it has a role in
Cdc25A stabilization in both normal S phase and the intra-S-phase DNA-dam-
age checkpoint in mammalian cells (273,274). A Chk1 requirement in the G2/
M checkpoint in response to IR or genotoxic agents has also been reported.
However, Chk2-deficient mice are viable, fertile, and not tumor prone
(270,271). Dfp1 is one of the targets of Chk2; along with Hsk1, it phosphory-
lates the substrates of replication origins once there is DNA damage or replica-
tion stress, resulting in blockage at the activation of replication origins (275).
Similar processes were also proposed in budding yeast, in Rad53-dependent
late-firing replication origins (276). However, in S. pombe, Cds1 is necessary
for survival in S phase after arrest but not for mitotic delay (277).

9.3. 9-1-1 Complexes in Checkpoint Initiation

PCNA forms a homo-trimer that acts as a processivity factor by interacting
with DNA polymerase delta at DNA replication sites. The 9-1-1 (Rad9–Rad1–
Hus1) complexes have sequence similarity with PCNA and are present in dam-
aged and undamaged cells, indicating they have a role not only in DNA repair
but probably also in normal replication pathways (278). Deletions of these 9-1-
1 genes have similar checkpoint and damage sensitivity effects in S. pombe or
S. cerevisiae. However, in human cells, the 9-1-1 complex associates with chro-
matin after DNA damage, whereas in S. cerevisiae it localizes to the double-
strand breaks and depends on the Rad1, Hus1, and Rad24 (Rad17) proteins
(279–281). Rad17 is similar in sequence to replication factor C (RFC) 1. RFC
consists of five subunits, recognizes the primer-template junction, and func-
tions to open the PCNA complex for loading onto DNA. S. cerevisiae Rad24
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(Rad17) replaces RFC1 and binds with the other four subunits of RFC. Bacte-
rial RFC-1 (called δ) forms a stable complex with the PCNA homolog (called
β) (282). ATM and ATR phosphorylate Rad17 on two serine residues and regu-
late the G1-S and G2-M transitions (283,284). Depletion of Rad17 by siRNA
also reduces the damage-induced chromatin association of hRad9. Thus, 9-1-1
complexes are loaded onto damaged DNA by the Rad17–RFC complex
(285,286). After DNA damage, the PCNA/RFC complex (Rad9, Hus1, Rad1,
and Rad17) is phosphorylated in yeast and mammals (282–284,287,288). Con-
stitutively phosphorylated hRad9 gets hyperphosphorylated by ATM after ex-
posure to IR (288). Phosphorylation of serine residues in hRad9 and hRad17
produced checkpoint-deficient alleles (283,284,288). However, phosphoryla-
tion is not important for their association, as without DNA damage there is still
complex formation (281). Similar findings have been reported in yeast for Ddc1
(Rad9), which requires ATR for phosphorylation and loading onto DSBs
(289,290). These studies also suggest that Rad24 (Rad17) does not require
Mec1 (ATR) or Tel1 to load Ddc1 (Rad9) onto the DSBs. This is also true in
the case of ATR-deleted mammalian cells (291). Now the question arises
whether all these proteins in replication or DNA damage sites are recruited to
the DNA or loaded onto the DNA–protein complexes. DNA polymerase α
(primase) initiates replication by synthesizing an RNA primer, which is subse-
quently elongated by DNA polymerase α. RFC associates with DNA during
replication. In yeast, checkpoint-defective alleles of primase have been identi-
fied (292). In vitro reconstitution of the checkpoint in Xenopus extracts also
requires RNA primer (293,294). Thus, it will be of interest to discover whether
primase promotes the loading of ATM or ATR or the 9-1-1 complexes at the
damage site, and whether primase has any role in loading these proteins onto
the replication machinery.

9.4. DNA Repair As a Complex Process Coupled With Checkpoint
Function

Before DNA replication in normal cells, DNA lesions are removed either by
nucleotide-excision or base-excision repair (NER or BER) pathways. A third
kind of repair also exists, which corrects bases that are mispaired owing to
faulty DNA replication; this is known as mismatch repair (MMR) (295). If the
DNA is not repaired by the above pathways, replication forks accumulate at
the site of DNA damage and activate the postreplication repair pathways. Two
modes of postreplication repair exist in cellular systems. DNA polymerases
that involve the error-prone mode of repair read through the sites of DNA
lesion, whereas the error-free mode of DNA repair proceeds through a tem-
plate-switching event involving the undamaged sister chromatid. Once DNA
damage is recognized, a checkpoint has to be triggered, followed by DNA re-
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pair (295–298). In BER, a DNA glycosylase binds selectively to an altered
nucleotide and cleaves the N-glycosylic bond between the base and the deox-
yribose sugar. Other enzymes, such as AP lyase, AP endonuclease, and DNA
polymerase, load onto the free ribose overhang and repair the nicked site
(297,298). NER acts on bulky DNA lesions such as DNA adducts, formed by
benzo (a) pyrene, or pyrimidine dimers, formed by UV. This abnormality is
found in Xeroderma pigmentosum and Cockayne’s syndrome patients (299).
Bacteria use the UvrABC complex, whereas eukaryotes have evolved the XPC–
HR23B protein complex, which is homologous to the yeast Rad4–Rad23 com-
plex. Along with XPC–HR23B, other proteins, including XPA, XPE, the
single-stranded DNA binding factor, the replication protein A (RPA), and the
basal transcription factor TFIIA (contains the helicases XPB and XPD), bind
to DNA for recognition and verification of DNA lesions and for recruiting
other NERs. NERs occur in two ways: either on the silent or nontranscribed
strand of the active gene (global genomic repair), or on the transcribed strand
of the gene (transcription coupled repair), where RNA polymerase elongation
is blocked by DNA damage (300,301). Similarly, MMR pathways use the MSH
2, 3, and 6 proteins, which recognize mispaired DNA (302,303). MSH2–MSH6
recognizes the mismatched bases or small insertions or deletion loops, whereas
MSH2–MSH3 detects only larger loops. In E. coli, the MutS homodimer binds
to the DNA mismatch or loop, followed by MutL loading which, in the pres-
ence of ATP, makes an incision on the daughter strand at a d(GATC) site by
MutH. After nick formation, DNA helicase II (UvrD/MutU) displaces the
strand, which is subsequently degraded by one of the four exonucleases: RecJ,
ExoVII, ExoI, or ExoX (304). UV and alkylation damage can be repaired by
direct reversal by O6-alkyguanine alkyl transferase (305). Dioxygenases ABH1
and ABH3 catalyze the oxidation and release of a methyl group from 1-
methyladenine and 3-methylcytosine (306). Methyl transferase can also cata-
lyze the methyl group from O4methylthymine (307). However, in yeast, plants,
and bacteria, UV damage can be repaired by the enzyme photolyase through
photoreactivation (308). RNAPs act as recognition factors for TCR (transcrip-
tion coupled repair) in transcription arrest. Mammalian RNAPs I and III do not
elicit TCR in mammals, but RNAP II does (309,310). These arrested RNAPs
in human cells produce signals for apoptosis (295,311). Thus, the RNAP II
signals DNA repair and also prevents cell death. Similarly, the ssDNA-binding
protein, RPA, is required for the assembly of DNA-polymerase-α with primase
at replication origins for initiation of replication and synthesis of nascent DNA.
It also binds to other types of DNA lesions (295,312). In NER, RPA interacts
through XPA, XPG, and the XPF–ERCC complex (313–315). RPA along with
XPA fully opens the DNA double helix and sites of DNA damage by TFIIH.
RPA also likely positions the repair endonucleases through the interaction with
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XPG on its 3' side and XPF–ERCC on its 5'-facing end. The role of RPA is
complex, and many questions remain to be answered. If RPA is the first to bind
to the DNA damage, how does it normally function in the absence of damage?
How does RPA interact or crosstalk with several repair proteins? Does DNA-
damage-dependent phosphorylation of RPA alter normal cellular growth to a
repair function? Is ATR kinase involved in this process to maintain the check-
point function as well as the repair of damaged DNA? It is possible that the
level of DNA damage in the cell might be an important factor to decide which
complex will be loaded to the chromatin? At low levels of damage, before the
checkpoint proteins act, the repair proteins may repair the damage. However,
if the damage is high, then checkpoint proteins sense the damage and pass
signals to arrest the cells.

The transcription factor BRCA1 not only acts as a co-activator of p53, but
also acts in tandem with the survival and repair pathway, but not with the
apoptosis pathway (316). BRCA1 co-localizes with macroH2A1, H3mK9
(histone methylated at Lys9) at the inactive X (317), and H2AX (γ-H2AX)
phosphorylated at Ser139, after DNA damage (318). H2AX gets phosphory-
lated after DNA damage, showing discrete foci within 10 min of DNA dam-
age. However, BRCA1 loaded to this complex after 30 min followed by
RAD50/RAD51 also co-localizes with DNA damage-induced foci (317–318).
Thus, H2AX is not only upstream of BRCA1 but also may be a DNA damage
sensor (316). H2AX-null cells are hypersensitive to IR and have increased
spontaneous chromosome aberrations (319,320). Similarly, BRCA1-deficient
cells have defects in DNA damage-repair pathways and have defects in tran-
scription-coupled repair, homologous recombination, nonhomologous end-
joining, and microhomology end-joining (321–323). The binding of BRCA1
with the repair genes suggests that either it indirectly regulates the pathways or
may act through transcription or ubiquitination mechanisms.

9.5. DNA Damage-Dependent G1 Checkpoint

G1 phase is a period when cells carry out processes necessary to enter the
next stage for the completion of DNA synthesis and, ultimately, mitotic exit.
This critical point, where the cell can either stop or go to the next phase, is
called the restriction point between mid to late G1 phase (324). However, even
if cells pass the restriction point, a stress signal alarms the cells not to cross the
G1–S transition. There are many transcription factors that can regulate genes
involved in this response. Phosphorylation of Rb by cyclin D–Cdk4/6 kinase is
one of the critical factors in the G1/S transition (112,324). Phosphorylated Rb
is released from the E2F family of transcription factors, which heterodimerize
with the DP proteins and initiate S phase through activation of gene expres-
sion. These heterodimeric transcription factors lead to the expression of
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dihydrofolate reductase, thymidine kinase, thymidylate synthase, and DNA
polymerase alpha (69). In addition, cyclin E–Cdk2 and cyclin A–Cdk2 are ac-
tivated to allow progress through the transition point. However, if there is DNA
damage before the cells transit through the G1/S checkpoint, transcription fac-
tor p53 not only translocates to the nucleus but also activates the downstream
target Cdk inhibitor p21, which inactivates cyclin E–Cdk2 kinase activity and
causes cell cycle arrest at the G1/S transition (20,59,60,325,326). Similarly,
E2F and Myc activate cyclin E, and levels of cyclin E are detectable in late G1
(231). Both Cdk2 and RB are also targeted by the DNA damage checkpoint
(327–329). Thus, the position and its application in the Rb and Myc conver-
gence makes cyclin E–Cdk2 a DNA damage checkpoint target (231). How-
ever, inactivity of cyclin E–Cdk2 also occurs at late G1 in p53- or p21-null
cells, suggesting that there are other ways in which the G1 cell cycle proceeds.
The initial checkpoint is rapid, transient, and p53 independent, after which
p53-p21 sustains and prolongs G1 arrest.

9.6. p53-Independent G1 Checkpoint

In the normal course of cell cycle progression, the phosphatase Cdc25A
dephosphorylates inhibitory residues on Cdk2 and allows cells to proceed to S
phase (231). However, in mammalian cells exposed to UV or IR, the levels of
Cdc25A decrease by ubiquitination and rapid protein turnover by the
proteasomes (327–329). Thus, inactivation of Cdc25A mediates a checkpoint
pathway where Cdk2 inhibitory tyrosine 15 persists and blocks the G1/S tran-
sition. UV or IR exposure results in Cdc25A phosphorylation at serine 123,
either by Chk1 or Chk2, and this is sensitive to caffeine, an inhibitor of ATM/
ATR (329,330). By blocking the degradation of Cdc25A, the rate of DNA dam-
age increases and cell survival decreases (327). The endpoint of this pathway
is the inhibition of Cdk2-dependent loading of Cdc45 to the DNA
prereplication complexes. Thus, the ATM/ATR-Chk2/Chk1-Cdc25A-Cdk2
pathway is independent of p53, and this occurs by a cascade of protein–protein
interactions, phosphorylation, ubiquitination, and proteolysis of the key target,
Cdc25A. IR also results in degradation of cyclin D1, another G1 regulator, but
not the D2 and D3 cyclins. Simultaneously, the assembly factor p21 translo-
cates from the cyclin D–Cdk4/6 complex to the cyclin E–Cdk2 complex to
inhibit G1–S progression. This is an ATM-independent DNA damage G1
checkpoint. However, IR also degrades Cdc25A through ubiquitination, and
this process is conserved from Xenopus to mammals (327–329).

9.7. Posttranslational Modification of p53 and G1 Arrest

DNA damage causes activation of p53, and this causes repression or activa-
tion of more than 150 genes (20,331–333). The action of p53 is increased many
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fold after its modification by phosphorylation at different serine sites, mainly
at Ser 6, 9, 15, 20, 33, 37, 46, and Thr 18 and Thr 81 at the N-terminal end.
Similarly, in the C-terminal regulatory domain, Ser 315 and 392 are phospho-
rylated, Lys 320, 373, and 382 are acetylated, and Lys 386 is sumoylated in
response to DNA damage (334). In contrast, Thr 55 and Ser 376 and 378 are
constitutively phosphorylated in normal cells (335). Thr 55 dephosphorylation
occurs after DNA damage (335). ATM and Chk2 activate p53 in response to
IR, while ATR and Chk1 appear to be required for the response to UV damage
(268,336–338). The DNA damage-dependent G1 arrest is mainly p53 depen-
dent. ATM phosphorylates p53 at serine 15 and enhances the transcriptional
activity of p53, which causes p21 transcriptional activation (336,337). Simi-
larly, ATM targets Chk2, which in turn phosphorylates p53 at Ser 20 (337).
The phosphorylation of p53 interferes with the Mdm2 interaction that leads to
p53 stabilization. Similarly, ATM also phosphorylates Mdm2 on Ser 395 (339).
This interferes with the nuclear export of p53–Mdm2 and hence p53 degrada-
tion through ubiquitination. Although ATM phosphorylates p53 on Ser 9 and
Ser 46 and dephosphorylates it on Ser 376, the functional significance of this is
still unknown (340).

9.8. DNA Damage and Intra-S-Phase Checkpoint

ATM phosphorylates the tumor suppressor protein Brca1 on several sites
(341–343); this process is also involved in the S phase and G2/M checkpoint
(345). The Ser 1387 of Brca1 acts as a regulator of an intra-S phase checkpoint
(346). Chk2 also phosphorylates Brca1 (347). ATM regulates Brca1 function
through phosphorylation of two residues of CtIP, an inhibitor of Brca1 (348).
Besides Brca1, ATM also phosphorylates structural maintenance of chromo-
somes-1 (SMC1) on two serine residues, and blocking these phosphorylations
abrogates the intra-S phase checkpoint (Fig. 8) (349,350). Fanconi’s anemia
syndrome protein (FANCD2), an effector of ATM in the intra-S phase check-
point, is phosphorylated on Ser 222 by ATM and undergoes Brca1-mediated
mono-ubiquitination (351). There is also evidence that to maintain the replica-
tion checkpoint, the phosphorylation of Cdc25 phosphatase by Cds1or Chk1 is
required (352). The role of Chk1 in stabilizing Cdc25A, which activates cyclin
E–Cdk2 activity at multiple cell cycle checkpoints including the S or replication
checkpoint, has been revealed in vertebrate cells (233). Overexpression of
cdc25A abrogates checkpoint-induced S phase arrest (353). Cdc25A is degraded
in response to UV light or drugs that block DNA replication (327). The block in
DNA replication activates ATR-Chk1 activity, and the latter probably phospho-
rylates Cdc25A at Ser 123, resulting in rapid degradation of Cdc25A and S phase
arrest (329). A similar Ser 123 phosphorylation by IR-induced DNA damage and
subsequent degradation of Cdc25A has been reported through ATM-Cds1, but is
not likely by Chk1 (273). However, Chk1-deficient cells fail to show rapid deg-
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radation of Cdc25A, suggesting that both ATM-Cds1 and ATR-Chk1 may medi-
ate phosphorylation of Cdc25A, resulting in the degradation of the protein and
the establishment of an S phase checkpoint (273).

9.9. Serine/Threonine Kinases and DNA Damage G2/M Checkpoint

In mammalian cells, G2 arrest is mainly regulated by the cyclin B/Cdc2
inhibitory phosphorylations, and this can be overcome by the activation of the
phosphatases Cdc25A, B, and C. Cdc25A binds and activates the cyclin B–
Cdc2 kinase, and its absence delays entry into mitosis (1–3,354).
Overexpression of Cdc25A abrogates G2 arrest, while DNA damage results in
degradation of Cdc25A, and Chk1 is required for G2 arrest and degradation
(273,354–356). Interphase cells have the Ser-216-phosphorylated form of
Cdc25. The mitotic form of Cdc25 lacks the Ser 216 phosphorylation, and this
is the active form (354). Following DNA damage, Chk1 or Chk2 phosphory-
lates Cdc25 at Ser 216, which leads to binding of 14-3-3 proteins and seques-
tration in the cytoplasm (234,354–357). This causes Cdk inactivation and G2/
M arrest. Cdc25C phosphorylation by Chk2 acts at the G2/M transition
(254,255). Chk1 is the preferred ATR target in the G2/M pathway, and ATR
also prevents premature chromatin condensation (234,354,355). The evidence
is that a serine 216 to alanine mutant does not completely rescue the G2/M
arrest (355). In addition, Cdc25C localization is not sufficient or necessary for
checkpoint function (356,357). A role of Cds1 in G2/M arrest was proposed on
the basis of fission yeast in which genetic and biochemical analyses demon-
strated the action of Cdc25 in checkpoint regulation (358,359). Further results
from different groups argue that Cds1/Chk1 phosphorylates more residues by
which Cdc25 loses phosphatase activity, and the activity is suppressed until
the checkpoint signals vanish following DNA damage (355). However, a Chk2
role in Cdc25 inactivation has been ruled out partly because Cds1-knockout
mice arrest cells in G2 for 12 h following γ irradiation (259). But at the same
time, it might be acting in the maintenance of the arrest, as Chk2–/– mice do
not maintain well an initial arrest after irradiation (259). Similarly, in somatic
cells, p53 is required to sustain a long-term G2 arrest after IR (259). Phospho-
rylation of Brca1 by ATM on Ser 1432 is one of the targets at the G2/M check-
point, suggesting different sites of Brca1 play a different role in different
checkpoints (360). Brca1-deficient mice fail to arrest cells in G2, fail in tran-
scription-coupled repair, and have impaired homologous recombination repair
pathways following IR, suggesting a major role in G2 checkpoint and repair
pathways (361). Polo-like kinases play multiple roles in DNA damage check-
points in G2 arrest, mitosis, and in mitotic exit (90). Although Plk1 does not
directly control a G2 checkpoint, Cdc5, the homolog of Plk1, can prevent
anaphase entry to mitotic exits in response to DNA damage in budding yeast
(362,363). Plk1 activates Cdc25C, as in Xenopus depletion of Plk1 causes a
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block in Cdc25C activation, and cell cycle arrest. On the other hand,
overexpression of a mutant form of Plk1 can overcome G2 arrest caused by
DNA damage, suggesting a role for Plk1 in the DNA damage checkpoint (365).

10. Checkpoint Defects and Cancer
Genetic instability is one of the hallmarks of cancer, and its links to muta-

tions in a number of checkpoint genes, aberrations in DNA repair machinery,
and the cell cycle checkpoint pathways is well documented (1–10) However,
the defects in checkpoints that result in predisposition to and diagnosis of can-
cer will be discussed elsewhere. Here, we focus on the significance of the
defects with respect to cell cycle checkpoints and cancer. Except for ATR and
Chk1, whose knockout causes embryonic lethality in mice, all the major G1/S
checkpoint transducers and effectors can act as tumor suppressors or proto-
oncogenes, depending on whether they promote or inhibit cell cycle progres-
sion. Genes that are mutated in human tumors are listed in Table 2 (366–375).

A number of genes, including p53, Rb, Ras, and so on, cause abnormal
growth when mutated, either because of loss of tumor-suppressive or gain of
growth-promoting activities. Absence of p53, the most commonly mutated
gene in human cancer, has a major effect on cell cycle checkpoint regulators,
as it transactivates a number of genes, including the growth-inhibitory gene
p21 and a number of apoptotic genes, particularly after DNA damage-induced
G1 block. In a similar manner, G1 restriction-point disruption in some tumors
results in an unlimited growth through overexpression of certain checkpoint
genes, such as cyclin D in parathyroid adenomas or cyclin E in breast cancer.
Cyclin D mutation is also common in some sporadic cancer cases, consistence
with its pivotal role in the G1 restriction point. A new inhibitory protein of
Cdk2, called Cables, has been reported to be inactivated in 50–60% of primary
colon and head and neck tumors (369). Further, hereditary mutations that pre-
dispose to cancer include p53, BRCA1, p16, Rb, Mre11, Nbs1, ATM, and Chk2
(7 ,14 ,20 ,21 ,24 ,72 ,149 ,230–233 ,267 ,269 ,272 ,295 ,316 ,323 ,324 ,
327,331,345,350,361,366). Loss of p16INK4A in different tumors, and also
p15INK4B and p14ARF, a positive regulator of p53, eliminates the action of
cyclin-kinase inhibitors at G1/S progression (7,367). Lower expression, degra-
dation, and mislocalization of the p27 cyclin-kinase inhibitor has been shown
to be important in G1/S regulation (7,368). Deregulation of Rb function by
HPV E7, SV40 T antigen, and adenovirus E1A, observed in different tumor
samples, suggests the importance of Rb in uncontrolled cell division and tumor
formation (24,367). Chk2 mutations occur in Li–Fraumeni syndrome, while
inherited p53 mutations were not observed in these same families (369). The
genomic instability syndromes, including xeroderma pigmentosum,
Cockayne’s syndrome, trichothiodystrophy, Bloom’s syndrome, Werner’s syn-
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drome, Rothmund–Thompson syndrome, and Fanconi’s anemia, affect DNA
damage-response pathways, causing abnormal genomic repair and cell divison,
either directly or indirectly. Some of these have a predisposition to cancer fol-
lowing ionizing/UV radiation or certain chemicals. The HTLV-1 virus for
faster multiplication of the virus targeted Mad1, the mitotic checkpoint gene
(370). Similarly, securin (the pituitary tumor-transforming gene, PTTG) chro-
mosome segregation protein has transformation ability, besides being
overexpressed in cancer cell lines (371). Further, people with Mad2 haplo-
insufficiency have been reported to have checkpoint defects and to be suscep-
tible to lung cancer in later life. Bub1 and BubR1 mutations also cooperate
with the BRCA2 deficiency in the pathogenesis of breast cancer. In addition
(372–374), Bub1 mutants are responsible for a chromosome instability pheno-
type in certain colorectal and lung tumors (375). The prometaphase checkpoint
gene Chfr also seems to be hypermethylated in many cancers, including colon,
brain, bone, and non-small-cell lung carcinoma, and treatment with 5-aza-2'-
deoxycytidine results in partial restoration of a prophase checkpoint, suggest-
ing the importance of this protein in mitotic arrest (376).

Table 2
Defects in Some of the G1/S/G2-M Checkpoint Genes in Different Tumors

Gene/protein Molecular aberrations Tumor type(s)

p53 M, D, VI all cancers
Cyclin D1 A, T, HE many cancers
Cyclin E A, HE breast and ovarian cancer
Rb VI, D, T, F, A many cancers
p16 D, M, PS many cancers
Cdc25A HE breast cancers
BRCA1 M, D, F, T breast, ovarian cancer
ATM D, M, T, LE breast cancer, lymphoma
Chk1 F colon, endometrial cancer
Chk2 M, T, D, LE breast, colon, lung, testis, urinary bladder

carcinoma
Mre11 M, F, T breast, lymphoid tumors
Nbs1 T unknown
hBub1 D, T colon, lung cancer
Chfr Methylation Colon, non-small-cell  lung cancer

Abbreviations: D = deletion; M = missense mutation; F = frame-shift mutation; T = transloca-
tion; T = truncation; A = amplification; PS = promoter silencing; LE = lower expression; HE =
higher expression; VI = virus mediated inactivation.
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11. Conclusion
There are many checkpoint genes regulating the function of cell division.

Even cancer cells establish checkpoint functions to maintain some degree of
genomic integrity. Although checkpoint failures can lead normal cells to a can-
cer phenotype, it is not clear how many checkpoint gene alterations are required
for the occurrence of abnormal growth. Simultaneously, whether a checkpoint
defect causes cellular transformation, or whether some other regulatory genes
after cell immortalization cause the secondary or subsequent effects on abnor-
mal cell divison, has yet to be established. Checkpoint genes can be explored
for diagnostic purposes and simultaneously targeted for the design and synthe-
sis of new drugs or small molecules for cancer treatment. The frequent loss of
G1 regulation in human cancer has revealed targets for possible therapeutic
intervention. This can be accomplished through restoring the G1 checkpoint
by p53 or its activator p21. Similarly, taking advantage of the uncontrolled
proliferation of cancer cells, apoptosis can be facilitated either through cyto-
toxic drugs or p53, as it is a transactivator of different cell death genes. Another
cell-cycle protein, E2F, can be an important target, as it controls transcription
and proliferation. The role of Cdk1 in mitosis and its importance in cell divi-
sion makes it a good target for cancer therapy. Similarly, one can target cyclin
A and cyclin B, either through RNAi or some specific peptide, to control the
function of these two important partners of Cdk. Other kinases could be tar-
geted for cancer therapy as well, including ATR or Chk1. Knockout experi-
ments reveal the importance of these kinases in cell survival. Taking this into
consideration, drugs or small-molecule inhibitors could be tested in cancer
cells, which might lead to the discovery of novel combinations to kill cancer
cells. Although here we have not discussed the role of proteases and
ubiquitinating enzymes in cell cycle regulation, that is another area that can be
explored. Indeed, proteasome inhibitors such as PS-341 are in clinical trials.
The phosphatases (Cdc25A, B, and C) are possible targets for cancer therapy,
as these control the activation of Cdks in different phases of the cell cycle.
There are some promising results in different cancer types using kinase-inhibi-
tor drugs such as indirubin, flavonoid, or UCN-01. The other kinases of impor-
tance are the aurora and Plk families, as they control many substrates through
their activity, particularly during the G2/M and cytokinesis or C checkpoints.

The spindle checkpoint plays a key role in ensuring the fidelity of chromo-
some segregation. In this respect, depolymerizing microtubules by taxanes and
vinca alkaloids, as well as the spindle inhibitors colcimid, colchicines, and so
on, represent promising antitumor drugs. However, a more detailed molecular
understanding of how chromosome segregation occurs with respect to check-
point proteins such as Mad1, Mad2, and Bub1, BubR1, and Cdc20-APC is
required before targeting these molecules for cancer therapy. Mouse knock-
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outs of Mad2/Bub3 have revealed a requirement for embryonic viability in
mammals. However, as a single unattached kinetochore prevents cell division,
it will be important to target spindle checkpoint proteins as a strategy to kill
cancer cells. Simultaneously, it has to be taken into account how normal cells
may or may not be affected by the treatment. The crystallographic structure
analysis of Mad1, Mad2, and Cdc20 provides information about design and
developing new small molecules to block chromosome segregation.
Hypermethylation of the Chfr prometaphase mitotic checkpoint gene could be
another target in restoring normal cell cycle progression. Overexpression of
Chfr might be another way to treat cancer. Genetic analysis of cohesin and
condensing, both wild and mutant types, have shown new roles in a spectrum
of chromosomal processes throughout the cell cycle, including gene silencing,
insulator function, DNA damage sensing and repair, and centromere orienta-
tion and function. The individual subunits of cohesin and condensin associate
with different sets of genes and perform different functions. For example,
SMC1 and SMC3 bind the cohesin complex with a distinct set of proteins, the
RC-1 recombination repair complex, and the ATM DNA-damage-response
complex. Although much information is available about condensin and cohesin,
the molecular mechanism is still under study. Genetic integrity is maintained
by DNA repair through response to different types of genetic lesions. DNA
damage-binding proteins are observed to have different effects on repair and
survival. This also determines the fate of cells—either damage processing, co-
ordinated removal of damage, or initiation of signals for cell cycle arrest or
apoptosis. It may be of use to try to kill tumor cells through multiple targets—
different repair genes and apoptosis-inducing genes, such as Myc.

Global assessment of checkpoint pathways by functional genomics and
proteomics might provide better predictions and insights into future therapies
for cancer. Targeting multiple checkpoint genes might be helpful in cancer
growth inhibition. The signaling pathway and the actual sensor of DNA damage,
and targeting the sensor through inhibitors or blocking its action by drugs, will be
another emerging way to control cancerous growth. It might be safer if the targets
of control are the effectors rather than the sensors or transducers, as the sensors
control many parallel pathways simultaneously. Similarly, it will be of great im-
portance to understand how the sensors, transducers, and effectors work in living
cells, normal and cancerous, with or without different types of DNA damage, as
well as different modifications in the pathway, including phosphorylation.
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Establishment of a Cell-Free System to Study
the Activation of Chk2

Xingzhi Xu and David F. Stern

Summary
The checkpoint kinase Chk2 is activated in response to DNA damage through pathways
requiring protein kinases ATM and/or ATR. The means by which Chk2 is activated by these
kinases still remains to be addressed. Here we describe a cell-free system to study the acti-
vation of Chk2. Chk2 produced by a wheat germ extract in vitro transcription/translation
system is inactive and can be activated by incubating with a rabbit reticulocyte lysate. This
method will be useful for identification of cofactors required for activation of Chk2.

Key Words: Checkpoint kinase; Chk2; kinase assay; ataxia telangiectasia mutated (ATM);
DNA damage; in vitro translation; wheat germ extract; reticulocyte lysate.

1. Introduction
The checkpoint kinase Chk2 is an evolutionarily conserved serine/threonine

kinase. Chk2 has an amino-terminal SQ/TQ cluster domain (SCD), followed
by a forkhead-associated (FHA) domain and a carboxyl-terminal kinase cata-
lytic domain (1–3). In response to ionizing radiation (IR) and other DNA
double-stranded break (DSB)-producing agents, Chk2 is rapidly phosphory-
lated at Thr 68 and other SQ/TQ sites within the SCD by the phospho-inositide
kinase related kinase (PIKK) ATM (ataxia telangiectasia mutated) (4–7). Prim-
ing phosphorylation at Thr 68 by ATM is required, but not sufficient, for Chk2
activation. This priming phosphorylation may promote Chk2 oligomerization,
intermolecular cross-phosphorylation, and then full activation (8,9). In bud-
ding yeast, the ATM/ATR (ATM and Rad3-related) ortholog Mec1 is a master
regulator of cellular responses to DNA damage. In response to DNA damage,
Rad9 is phosphorylated in a MEC1-dependent manner (10–12) and, in turn,
phosphorylated Rad9 apparently recruits the Chk2 ortholog Rad53 (13,14) to
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the Mec1 complex for activation. (Note that budding yeast Rad9 is unrelated to
human RAD9.) Alternatively, phosphorylated Rad9 oligomers may act as a
scaffold to bring Rad53 molecules into close proximity to each other, facilitat-
ing cross-phosphorylation between Rad53 molecules and subsequent release
of activated Rad53 (15). Rad9 also regulates activation of Chk1, another
important effector kinase of Mec1, in the G2/M checkpoint (16). BRCA1 (17),
53BP1 (18–22), and MDC1 (mediator of DNA damage checkpoint protein 1)/
NFBD1/KIAA0170 (23–29) are candidate RAD9 orthologs in mammals. Sub-
strates for Chk2 include p53 (30–32), Brca1 (33), Cdc25A (34), and Cdc25C
(1–3,35). Phosphorylation of these substrates by Chk2 contributes to IR-in-
duced cell cycle arrest and apoptosis. However, the means by which Chk2 is
activated by ATM still remains to be addressed. Efforts to activate mammalian
Chk2 in vitro by phosphorylation with ATM (5) or the PIKK DNA-PK (DNA-
dependent protein kinase) (8) have been unsuccessful. We have established the
first mammalian cell-free system to enable catalytic activation of Chk2 (8).
This will be a useful tool for identification of cofactors required for the ATM-
dependent activation of Chk2.

2. Materials
1. Plasmids: A clone within the expressed sequence tag (EST) database (GenBank

accession no. AA285249) containing the entire coding sequence of Chk2 was
obtained from the Wistar Institute (courtesy of Thanos D. Halazonetis).

2. Primers: T7: 5' taa tac gac tca cta tag gg 3'. CDNA.R: 5' att tag gtg aca cta tag aa
3'. D347A.S: 5' gaa aac ggt att ata cac cgt gcc tta aag cca gag aat gtt tta ctg3'; the
underlined nucleotide is A in wild-type Chk2. R, reverse primer; S, sense primer.

3. High-fidelity DNA polymerase, Pwo (Roche Molecular Biochemicals).
4. TNT® T7 quick-coupled transcription/translation system (Promega). This system

is supplied with TNT® quick master mix, 1 mM methionine, and nuclease-free
water.

5. TNT® T7 coupled wheat germ extract system (Promega). This system is supplied
with TNT® wheat germ extract, TNT® T7 RNA polymerase, TNT® reaction buffer
(25X), and amino acid mixture minus methionine.

6. RNasin ribonuclease inhibitor (Roche Molecular Biochemicals).
7. Antibodies: Rabbit polyclonal anti-T26/S28 or anti-T68 Chk2 antibodies are

commercially available from Cell Signaling Technology. Mouse monoclonal
anti-HA antibody (clone 16B12) is from Covance. Horseradish peroxidase
(HRP)-conjugated rat anti-HA (clone 3F10) monoclonal antibodies are from
Roche. Antigen–antibody complexes are recovered with protein G plus protein A
agarose (CalBiochem). HRP-conjugated secondary antibodies and chemilumi-
nescent reagents are from Pierce.

8. Protease inhibitor cocktail (Roche Molecular Biochemicals).
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9. NETN buffer: 20 mM Tris-HCl, pH 8.0, 0.1 M NaCl, 1 mM EDTA, 0.5% NP-40,
and protease inhibitor cocktail. NETN buffer lacking protease inhibitor cocktail
is stored at 4°C. Protease inhibitor cocktail is added to the buffer fresh.

10. 2X kinase buffer: 40 mM Tris-HCl, pH 7.5, 20 mM MgCl2, 20 mM MnCl2, 2 mM
DTT.

11. [γ-32P] ATP (>5000 Ci/mmol, AA0018, Amersham Pharmacia Biotech).
12. ATP (10 mM, Promega): Stock solution is diluted to a final concentration of 100

µM in H2O. Both stock and diluted solutions are stored in aliquots in –70°C
freezer. Repeated freeze and thaw should be avoided.

13. PBS-T buffer: phosphate-buffered saline (0.2 g/L KCl, 0.2 g/L CaCl2, 8 g/L NaCl,
and 2.16 g/L Na2HPO4·7H2O) with 0.05% Tween-20.

14. Sodium dodecyl sulfate-polyacrylamide gel eletrophoresis (SDS-PAGE) equip-
ment.

15. SDS sample buffer: 62.5 mM Tris-HCl, pH 6.8, 20% glycerol, 2% SDS, 5% β-
mercaptoethanol.

16. Semi-dry immunoblot transfer equipment (BioRad).
17. Nitrocellulose membrane (0.2 µm, BioRad).
18. Benchtop cooler.

3. Methods
The methods described below outline (1) the construction of the expression

plasmids; (2) in vitro coupled transcription/translation assays; (3) immunopre-
cipitations; (4) in vitro kinase assays; (5) activation of Chk2 produced in the
wheat germ extract system; and (6) immunoblotting and monitoring 32P incor-
poration.

3.1. Expression Constructs

3.1.1. Mammalian Expression Vector

pcDNA3HA (the parental plasmid pcDNA3 is from Invitrogen) is a mam-
malian expression vector under the control of a human cytomegalovirus (CMV)
immediate-early promoter with an amino-terminal tag consisting of three cop-
ies of the HA epitope. A T7 promoter/priming site is located between the CMV
promoter and the HA epitope tag. This allows for in vitro transcription in the
sense orientation and sequencing through the insert. The primer CDNA.R is
complementary to a region that is downstream of the multiple cloning sites of
this vector.

3.1.2. Wild-Type Chk2

Chk2-coding sequences were amplified by polymerase chain reaction (PCR)
from the Chk2 EST clone, and cloned into the EcoRI site of pcDNA3HA,
resulting in pcDNA-HAChk2.
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3.1.3. Kinase-Defective Chk2

Kinase-defective Chk2 was generated from pcDNA-HAChk2 using PCR-
based site-directed mutagenesis (36). We mutated sequences encoding the con-
served aspartic acid residue at 347 within the ATP binding pocket to encode
alanine. On the template of pcDNA-HAChk2, the combination of the primers
CDNA.R and D347A.S amplified a fragment of approximately 700 bp. This
resulting fragment, in combination with T7 primer, amplified a fragment of
approx 1.7 kbp on the template of pcDNA-HAChk2. This final PCR product,
which contained the point mutation, was digested with EcoRI and cloned into
the EcoRI site of pcDNA3xHA, resulting in pcDNA-HAChk2(D347A).

The authenticity of the cloned sequences was confirmed by sequencing. The
kinase activity of both wild-type and kinase-defective Chk2 was determined
by in vitro kinase assays (see Note 1).

3.2. In Vitro Coupled Transcription/Translation Assays

The Chk2 constructs (both wild-type and kinase-defective) are used as tem-
plates for in vitro transcription/translation of Chk2. Promega TNT® T7 Quick
Coupled Transcription/Translation reticulocyte lysate system and T7 Coupled
Transcription/Translation wheat germ extract system are used according to pro-
cedures recommended by the manufacturer (see Note 2).

3.2.1. Chk2 Produced in the Rabbit Reticulocyte Lysate System

1. Rapidly thaw the TNT® quick master mix by hand warming and then place on ice.
The other components are thawed at room temperature and then kept on ice.

2. Mix the following components on ice in a sterile 1.5 mL microcentrifuge tube: 40 µL
of TNT® quick master mix, 2 µL of plasmid DNA template (pcDNA-HA vector,
pcDNA-HAChk2, or pcDNA-HAChk2[D347A]) at a concentration of 0.5 µg/µL,
7 µL of nuclease-free water, and 1 µL of 1 mM methionine.

3.  Incubate the reaction at 30°C for 90 min (see Notes 3 and 4).

3.2.2. Chk2 Produced in the Wheat Germ Extract System

1. Rapidly thaw the TNT® wheat germ extract by hand warming and then place on
ice. Keep the TNT® T7 RNA polymerase in a benchtop cooler. Allow other com-
ponents to thaw at room temperature and then store on ice.

2. Mix the following components on ice in a sterile 1.5 mL microcentrifuge tube: 25 µL of
TNT® wheat germ extract, 2 µL of 25X TNT® reaction buffer, 4 µL of plasmid
DNA template (pcDNA-HAChk2 or pcDNA-HAChk2(D347A) (see Note 5) at
the concentration of 0.5 µg/µL, 15 µL of nuclease-free water, 1 µL of RNasin
ribonuclease inhibitor, 1 µL of amino acid mixture minus methionine, 1 µL of 1 mM
methionine, and 1 µL of TNT® T7 RNA polymerase.

3. Incubate the reaction at 30°C for 2 h (see Notes 3 and 4).
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3.3. Immunoprecipitations

1. Combine the in vitro translation product (8 µL from the rabbit reticulocyte lysate
system or 15 µL from the wheat germ extract system) with 300 µL of NETN
buffer.

2. Add 2 µg of anti-HA antibody (clone 16B12) to each sample and incubate on a
roller at 4°C for 3 h.

3. Add 20 µL of 50% protein G plus protein A agarose slurry in PBS to each sample
and incubate on a roller at 4°C for an additional hour (see Note 6).

4. Collect immune complexes by centrifugation at a speed of 5000g for 1 min in a
refrigerated microcentrifuge.

5. Wash precipitates three times by inverting the tubes several times with approx
1.5 mL of NETN buffer lacking protease inhibitors. Collect immune complexes
as described in step 4.

6. Further wash immune complexes twice in approx 1.5 mL of 1X kinase buffer.
7. Keep tubes with pellet on ice until next step.

3.4. In Vitro Kinase Assays

1. Prepare a master reaction mixture: each 50-µL reaction contains 25 µL of 2X
kinase buffer, 1 µL of 100 µM nonlabeled ATP and 10 µCi of [γ-32P]ATP (see
Note 7).

2. Add 50 µL reaction mix to purified immunocomplexes (from Subheading 3.7.,
step 3.) and incubate at 30°C for 5–10 min, intermittently tapping the tubes two
to three times.

3. Terminate kinase reaction by adding 50 µL of SDS sample buffer.
4. Boil 5 min at 95°C and keep ready for SDS-PAGE. For long-term storage (up to

2 wk), keep samples in –20°C freezer.

3.5. Activation of Chk2 Produced in the Wheat Germ Extract System

1. Add 20 µL of TNT® quick master mix from the reticulocyte lysate system to the
immune complexes in Subheading 3.3., step 7, derived from the wheat germ
extract system.

2. Incubate the mixture at 30°C for 30 min, intermittently tapping the tubes three to
four times.

3. Wash the immune complex three times in NETN buffer and then twice in 1X
kinase buffer as described in Subheading 3.3., steps 4–7..

4. Perform in vitro kinase assays as described in Subheading 3.4.

3.6. Immunoblotting and Monitoring 32P Incorporation

1. Resolve the kinase assay products derived from Subheadings 3.4. and 3.5. on an
8% SDS-PAGE (acrylamide:bisacrylamide is 37.5:1) and transfer to a nitrocellu-
lose membrane using a BioRad semi-dry blotting system at 15 V for 42 min (see
Notes 2 and 8).
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2. Expose the air-dried immunoblots on nitrocellulose to x-ray film with an intensi-
fying screen for 30 min to 24 h in –70°C freezer to analyze 32P-labeled proteins
(see Note 9).

3. Block the same immunoblots on nitrocellulose with 5% nonfat milk in PBS-T at
room temperature for 1 h and then wash twice in PBS-T (see Note 10).

4. Incubate primary antibodies diluted with 5% bovine serum albumin in PBS-T
(diluted 1:2000 for anti-T68 antibody and 1:1000 for anti-HA-HRP antibody
(clone 3F10) and anti-T26/S28 antibody) at 4°C overnight or at room tempera-
ture for 1.5 to 2 h (see Note 10).

5. Rinse membrane briefly twice and wash membrane in PBS-T three times (10 min
each). Proceed to step 8 for the immunoblot probed with HRP-conjugated anti-
HA antibody.

6. Incubate membrane with HRP-conjugated goat anti-rabbit IgG antibodies (diluted
1 to 10,000, final concentration 80 ng/mL) in 5% nonfat milk in PBS-T at room
temperature for 1 h (see Note 7).

7. Rinse membrane twice and wash in PBS-T three times (10 min each).
8. Incubate immunoblots with the chemiluminescence substrates for 2–5 min and

then expose to x-ray films (see Notes 1, 8, and 9).

4. Notes
1. Representative results of Chk2 activation in the cell-free systems described above

are in Fig. 2 of ref. 8. Bacterially produced GST fusion of wild-type Chk2, but
not that of the kinase-defective Chk2, has both auto- and trans-phosphorylation
activity. Wild-type but not kinase-defective, Chk2 produced in the reticulocyte
lysate system has autophosphorylation activity. Wild-type Chk2 produced in the
wheat germ system lacks autophosphorylation kinase activity and gains this ac-
tivity after incubation with reticulocyte lysate. This kinase activity is still signifi-
cantly weaker than that of Chk2 produced in reticulocyte lysate system.

2. The yield of in vitro translation product in the reticulocyte lysate system is twice
that of the wheat germ extract system. Neither system in a 50-µL reaction pro-
duces sufficient Chk2 for visualization by Coomassie blue staining.
Immunoblotting ensures that equal amounts of in vitro translation product are
compared.

3. A waterbath with a lid is ideal for enzymatic reactions. This minimizes evapora-
tion and ensures quick heat transmission. An incubator or a heatblock is not rec-
ommended for the assays described above.

4. Freshly prepared in vitro translation products are recommended for kinase assays.
However, the products can be stored at –20°C for up to 2 wks.

5. Linearization of template plasmid by restriction digestion is not necessary for
Chk2 production in the wheat germ extract system. However, the amount of plas-
mid used should be increased to 2 µg per reaction to ensure maximal yield if the
plasmid is not linearized. If the plasmid is linearized, 1 µg per reaction is suffi-
cient, according to the manufacturer’s instructions.
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6. We routinely use Protein G plus Protein A agarose (CalBiochem) for
immunocapture of IgG from different species used for immunoprecipitation
assays. Protein A is strongly reactive to guinea pig IgG, human IgG1, G2, and
G4, and rabbit IgG; weakly reactive to bovine IgG and mouse IgG; and
nonreactive to goat, rat, and sheep IgG. Protein G reacts with a number of immu-
noglobulins with which protein A does not react well. Protein G reacts more
strongly with mouse IgG than protein A.

7. All the procedures including kinase reaction, SDS-PAGE, gel transfer, and
immunoblotting should be performed behind a plexiglass shield.

8. 32P decays quickly, with a half-life of about two wks. Some chemiluminescent
substrates, for example, the SuperSignal® West Pico chemiluminescent substrate
(Pierce), can have a signal duration of more than 6 h. The chemiluminescent
signal can be captured with exposure to HyperFilm® (Amersham) for, in most
cases, less than 10 min. To ensure capture of 32P signal and minimize cross-
interference between the chemiluminescent signal and the 32P signal,
immunoblotting for control of protein loading should be performed after satis-
factory 32P exposures from the kinase assays have been obtained.

9. The intensity of the 32P signal in kinase assays depends on kinase activity, amount
of 32P-γ-ATP incorporated, and specific activity of 32P-γ-ATP. To ensure an
optimal exposure, overnight exposure with an intensifying screen at –70°C is
performed first, and the duration of the next exposure is adjusted if necessary.

10. The immunoblotting procedure described in Subheading 3.6. uses nonfat milk
solution for blocking, and primary antibody incubation in BSA, which interferes
less than milk with binding to their antigen targets. Incubation of phospho-spe-
cific antibodies in BSA solution also prevents nonspecific binding to phosphop-
roteins present in the milk solution.
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Analyzing Checkpoint Controls in Human Skin

Sandra Pavey and Brian G. Gabrielli

Summary
A short-term whole-skin organ culture model has been established to enable the investiga-
tion of cell cycle perturbations in epidermal layer cells following exposure to ultraviolet
radiation (UVR). This model affords the opportunity to manipulate the growth and nutrient
conditions, and to perform detailed biochemical and immunohistochemical analysis of skin
cells in their normal epidermal layer microenvironment. The use of this model is described
in this chapter.

Key Words: Skin; foreskin; organ culture; ultraviolet radiation; immunohistochemistry;
BrdU.

1. Introduction
Much work on UV responses, particularly cell cycle responses, has used

cultured cell lines, many of which are non-epidermal in origin—e.g., fibro-
blasts. The anatomical organization of the skin and penetration characteristics
of different wavelength ultraviolet radiation (UVR) mean that conclusions from
in vitro studies may not be directly transferable to human skin. This is in part
because the mutagenic potential of a particular wavelength in vivo will be a
function of both the dose received by the stem cells in the basal layer and the
effectiveness of the radiation in inducing DNA damage (1,2,4). Studies exam-
ining the effects of UV radiation on primary cultures of melanocytes and
keratinocytes, which are physiological targets for the mutagenic UVB compo-
nent of solar radiation, have overlooked the potential paracrine effects on the
biological and physiological responses of these cells.

Here, we describe a method for establishing short-term whole-skin organ
cultures, and subsequent downstream applications. We have utilized this organ-
culture model to examine cell cycle effects of UV radiation on epidermal layer
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cells, particularly the stem cells in the basal layer of the skin (2–4). The cell
cycle response observed is different from that observed with in vitro cultured
primary melanocytes and keratinocytes, suggesting that the tissue microenvi-
ronment influences cell cycle responses of the basal layer cells.

2. Materials
1. RPMI 1640 medium (Gibco BRL), supplemented with 10% donor calf serum

(Serum Supreme, Biowhittaker), penicillin/streptomycin liquid (100X) (Gibco
BRL containing 10,000 U/mL penicillin G and 10,000 µg/mL streptomycin sul-
fate), garamycin (100X stock concentration of 40 mg/mL), and fungizone (5 mg/mL
1,000X stock solution; Apthecon).

2. MCDB153 medium (Sigma) containing penicillin/streptomycin and fungizone
as in item 1.

3. Sodium hypochlorite (100 g/L available chlorine).
4. Versene: 18.5 g NaCl, 0.4 g KCl, 2.3 g Na2HPO4, 0.4 g KH2PO4, 4.52 g EDTA

(tetrasodium salt); make up to 2 L using MilliQ 4 grade water. Autoclave to sterilize.
5. HEPES (1 M): 238.0 g HEPES; make up to 1 L using MilliQ 4 grade water.

Autoclave to sterilize.
6. Phosphate buffered saline, sterile (PBS): 8.5 g NaCl, 1.48 g Na2HPO4, 0.43 g

KH2PO4; make up to 1 L using MilliQ 4 grade water. Autoclave to sterilize.
Sterile instruments: scissors, fine-nose forceps, scalpel handle (no. 4), scalpel
blade (no. 22).

7. 5-bromo-2'-deoxyuridine (BrdU) (ICN): prepared as a 500 mM stock dissolved
in DMSO.

8. BioRad DC (Detergent Compatible) Protein Assay.
9. Histostain-DS kit (Zymed Laboratories Inc., Cat. No. 95-9999).

10. Double Stain Enhancer (Zymed Laboratories Inc., Cat. No. 50-506).
11. Collection medium: 90 mL RPMI 1640 medium, 10 mL serum supreme, 300 µL

HEPES, 100 µL penicillin/streptomycin solution, 100 µL garamycin, 100 µL
fungizone. Aliquot 5 mL into sterile tubes.

12. Culturing medium: 1 L MCDB153 medium, 1 mL penicillin/streptomycin liquid,
1 mL fungizone.

13. Lysis buffer (NETN): 100 mM NaCl, 1 mM EDTA, 0.5% Nonidet P-40, 20 mM
Tris -HCl pH 8.00 supplemented with 200 mM NaCl, 5 µg/mL aprotinin, 5 µg/mL
leupeptin, 5 µg/mL pepstatin, 10 mM NaF, 0.1 mM sodium orthovanadate, 0.5 mM
phenylmethylsulphonyl fluoride (PMSF), added immediately prior to use.

14. Polytron tissue homogenizer, model PT1200C, with 7.5 mm aggregate
(Kinematica AG, Switzerland).

15. Ultracentrifuge, Beckman TL-100 (Beckman).

3. Methods
The collection and preparation of foreskin tissue has been optimized to main-

tain tissue viability and integrity. It is essential that tissue samples be collected
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and processed with minimal delay and in a manner that does not subject the
tissue to any physical trauma, which may adversely affect subsequent analyses.

3.1. Collection of Tissue and Preparation of Organ Cultures

Neonatal foreskins are immersed in 5–10 mL of cold collection medium
immediately following surgery and are maintained at 4°C during transport (see
Note 1). To prepare the foreskin tissue for organ culture, the tissue is processed
to minimize any risk of bacterial or fungal contamination during subsequent
culturing. For all subsequent manipulation, foreskins are handled by gently
grasping the very edge of the specimen with forceps.

1. Immerse foreskin in 10 mL sodium hypochlorite for approx 1–2 min to reduce
the possibility of fungal contamination. Shake gently.

2. Immerse foreskin in Versene for approx 1–2 min to remove red blood cells and
neutralize hypochlorite. Swirl gently.

3. Wash twice with 30 mL sterile PBS with gentle swirling for 1–2 min.
4. Immerse in 50 mL sterile PBS.
5. Place in 10-cm Petri dish, and remove as much subcutaneous fatty tissue as pos-

sible, ensuring not to damage the tissue by pulling and prodding. Place the tissue
with the epidermis facing downwards, and use fine-nose forceps to grasp a small
amount of tissue from the center of the subcutaneous fatty tissue. Use very sharp
sterile scissors to cut away small amounts of fatty tissue. Repeat the procedure by
picking up small areas of fatty tissue with the forceps, and cutting just below the
forceps with scissors. It is extremely important that the tissue be treated in a very
gentle manner, and that the tissue not undergo any trauma as a result of trimming
the subcutaneous fatty tissue. Removal of this subcutaneous fatty tissue from
along the length of the dermal side of the foreskin will enable the skin to lie flat
in the Petri dish (see Note 2).

6. Briefly rinse in PBS.
7. Place the tissue in a 5-cm petri dish with the epidermis facing upwards, and add

MCDB153 culturing medium until the foreskin tissue appears to float on top of
the medium. The epidermis should remain exposed to the air-liquid interface.

8. Maintain at 37°C and 5% CO2 in a tissue-culture incubator and change medium
on a daily basis.

3.2. Treatment of Organ Cultures

Organ cultures afford the opportunity to perform various manipulations and
detailed analysis of cell cycle progression using techniques usually re-
stricted to cultured cell lines for human studies. For example, the foreskins
can be treated with a range of soluble agents, such as growth factors and
mitogens, or cells can be labeled using 5-bromo-2'-deoxyuridine (BrdU) to
identify those cells that have passed into S phase during the course of the
experiment.
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3.2.1. Ultraviolet Light Irradiation

Foreskin tissue samples can be successfully cultured for a number of days
following low-dose ultraviolet radiation (UVR). Exposure of the tissue samples
to doses above 1 minimal erythemal dose (MED) (see Note 3) causes signifi-
cant trauma to the tissue, and it can be maintained in culture only for up to 12 h,
after which the epidermis separates from the dermis and underlying tissue. Tis-
sue samples treated with sub-erythemal doses can be maintained in culture for
up to 1 wk following UVR. Organ cultures that have not been exposed to UVR
can be successfully maintained for over 1 wk in culture.

1. Aspirate the medium from the Petri dish, and add a minimal amount (300–500 µL)
of prewarmed PBS to the dish to keep the base of the tissue moist. Ensure that the
epidermis remains exposed for irradiation of the tissue sample. If the epidermis is
wet, then excess moisture can be removed by using a sterile swab and gently
patting the surface of the tissue.

2. Irradiate the skin samples (see Note 4). Nonsterile conditions are acceptable be-
cause the short exposure normally does not result in any bacterial infection.

3. Following irradiation, aspirate the PBS and replace it with fresh culturing me-
dium.

3.2.2. Chemical Additives: Incubation in Medium

A range of chemicals can be added to the medium to investigate alterations
in the normal physiological functions of the epidermal cells, or to perturb cell
cycle progression for subsequent investigations. Generally, 10-fold higher con-
centrations of the agents are required to elicit an observable effect in the skin
cultures as compared to cultured cells, and this increase in concentration is
normally well tolerated without inducing any cytotoxic effects. Culturing times
must be adjusted accordingly to allow for diffusion of the agents to the epider-
mal cell layer of interest. We have demonstrated that maximal absorption is
obtained when these cultures are submerged in the medium to facilitate diffu-
sion from the top of the epidermis as well as the subcutaneous side of the tissue
sample. The medium must be changed at least once daily or changed according
to the half-life of the agent being investigated (see Note 5).

We have demonstrated that low-molecular-weight agents such as the pep-
tide α- melanocyte stimulating hormone, and chemicals such as dibutyryl cyclic
AMP (dbcAMP) and BrdU are readily absorbed into the skin samples and the
basal layer melanocytes (3).

3.2.3. BrdU Labeling

BrdU labeling can be effectively undertaken on these skin organ cultures.
Our method has been designed to ensure that BrdU is absorbed throughout the
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tissue sample, enabling the incorporation of BrdU down to the basal cell layer
of the epidermis.

1. Incubate tissue samples in MCDB153 culturing medium supplemented with 25 mM
BrdU. The foreskins tolerate the DMSO without any loss of integrity or viability.
Submerge the epidermis in the medium to facilitate maximal absorption and in-
corporation of the BrdU label.

2. Incubate the tissue in medium containing BrdU for 24-h periods from either 0–24 h
or 24–48 h following irradiation, and harvest the samples at 24 h or 48 h, respec-
tively.

3. Immediately wash the harvested tissue samples in PBS. The tissue is fixed and
prepared for immunohistochemical analysis, staining for the incorporated BrdU
and cell cycle markers, as described in Subheading 3.3.

3.3. Processing of Tissue Samples

Once the skin samples have been treated and harvested, they can be ana-
lyzed using a number of different approaches. These normally include immu-
nohistochemical staining or biochemical analyses to examine cell markers of
particular interest. We have studied the expression of the CDK4 inhibitor pro-
tein p16INK4a after exposure to ultraviolet radiation. The cell cycle stage of
the these p16INK4a-expressing cells was determined using a combination of
immunohistochemical staining for p16INK4a and other cell cycle markers,
such as BrdU, and biochemical analysis of detergent extracts prepared from
the tissue samples for the levels of p16INK4a and other cell cycle regulatory
proteins, and the levels of p16INK4a-containing complexes.

3.3.1. Formalin Fixation and Paraffin Embedding

Tissue samples can be formalin fixed and paraffin embedded for subsequent
analyses including immunohistochemistry. Owing to the nature of the tissue, it
is essential that the tissue samples be pinned out onto a solid support while
undergoing fixation, to minimize any curling of the tissue as a result of fixa-
tion. This can be accomplished by using polystyrene foam, cut to a slightly
larger size than the tissue sample, and stainless steel pins or hypodermic
needles.

1. Remove the tissue sample from the culturing medium, and placed it on the foam
with the epidermis facing upwards. Use fine-nose forceps to gently stretch out
the tissue, and pin in the very corners of the tissue sample to ensure that it lies flat
(Fig. 1). Large samples may require additional pins at the very edge of the tissue
sample to ensure that it lies flat. It is very important that the tissue not be over-
stretched or distorted.

2. Fix the tissue samples in neutral-buffered formalin for 24 h, and then transfer to
70% EtOH prior to embedding, which should be undertaken within 24–48 h (see
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Note 6). It is essential that the fixation times remain constant between samples,
and that all samples be handled in a consistent manner.

3. Prior to paraffin embedding, cut the tissue into longitudinal slices, which will
enable a number of faces of the epidermis to be visualized within each section
(see Note 7).

4. Process the tissue using standard protocols for paraffin embedding. Samples for
light microscopy and immunohistochemistry were processed using a Shandon
Hypercenter XP automated tissue processor or similar automated tissue proces-
sor. Briefly, the process involves the samples being dehydrated through ascend-
ing concentrations of ethanol, from 20% to 100% ethanol, cleared in xylene, and
embedded in Paraplast Plus wax. Three-micron-thick sections for immunohis-
tochemistry were cut and collected on SuperFrost Plus glass microscope slides.

3.3.2. Immunostaining of Tissue Sections

Tissue samples can be immunostained using a single primary antibody, or
double-immunostained using two primary antibodies, as outlined in this sec-
tion. It is not recommended that DAB be used as a chromogen, as the brown
stain is not compatible with endogenous melanin in the skin.

There are a number of companies who supply kits for double
immunostaining on paraffin-embedded tissue samples. A Histostain-DS kit for
double immunostaining can be used to reveal two distinct antigens in a single
tissue. Any combination of mouse, rabbit, rat, or guinea pig primary antibodies

Fig. 1. After harvesting, the foreskin is pinned to a piece of foam before fixing.
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may be used. The Histostain-DS kits use the labeled streptavidin-biotin (LAB-
SA) method, also known as streptavidin-biotin amplification. Two distinct sub-
strate/chromogen/enzyme systems are used: BCIP/NBT/alkaline phosphatase,
which produces a dark purple stain, and hydrogen peroxide/AEC/peroxidase,
which produces an intense red stain. This kit has been designed to eliminate
any interactions between the two staining systems. To enhance staining using
established protocols, there is also a double stain enhancer, which is used after
the first stain, and has been designed to enhance the second staining step.

Use of the double staining protocol allows the user to photograph the sec-
tion after the first antigen has been visualized by mounting the section in water
with a coverslip. This can be undertaken after the double stain enhancer has
been incubated on the section. It is important that the time delay be kept to a
minimum, and that water under the coverslip not evaporate, allowing the sec-
tion to dry out. When using a double-immunostaining system, it is essential
that one use a darker stain as the second stain; otherwise, it is difficult to exam-
ine co-localization of the two antigens. After the second antigen has been
detected, the section can be permanently mounted and photographed.

3.3.3. Biochemical Analyses

The tissue samples can be homogenized for subsequent biochemical analy-
ses. Protein or DNA can be readily extracted from the tissue sample.

1. Tissue is removed from the culturing medium, washed briefly in ice-cold PBS
twice, and removed from the buffer. At this point the samples can be snap frozen
and stored at –70°C.

2. Place the tissue in a petri dish, and use a scalpel to cut the tissue into small pieces.
3. Place the tissue immediately into ice-cold NETN buffer without the Nonidet P-

40 (see Note 8) and homogenize using a polytron tissue homogenizer
(Kinematica). Homogenize the tissue with ten 10-s bursts of the polytron, or until
the sample is reduced to a mixture of even consistency. Throughout this proce-
dure, maintain the sample on ice to minimize heating of the sample.

4. Add 1/20 volume of a 10% Nonidet P-40 solution and mix homogenate for 20 min
with gentle agitation.

5. Centrifuge the sample at 1.35 × 106g in a Beckman TL-100 ultracentrifuge for 1 h
at 4°C. Transfer the supernatant to a clean tube and store on ice.

6. Estimate the protein concentration of the samples using a BioRad DC protein
assay. Aliquot the sample and store at –70°C.

The skin lysates can be used in the same manner as lysates prepared from
cultured cells for a range of normal biochemical analyses, including fraction-
ation, protein kinase assays, immunoprecipitation, Western blotting, and
ELISAs.
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4. Notes
1. It is optimal to obtain foreskins from surgery on the same day; however, they can

be maintained in the collection medium overnight without significant loss of in-
tegrity or viability. We normally would use 5–10 foreskins for each experiment.

2. Foreskins may be cut with a scalpel into multiple pieces and cultured separately
for multiple treatment regimes, or time points. This appears to minimize trauma
and the risk of the epidermis separating from the tissue sample, which may occur
if pieces are cut off the primary organ culture at respective time points later on.

3. Foreskins were irradiated using a single FS20T12 UVB lamp (Light Sources)
with maximal output at 313 nm. The MED was empirically established as the
dose of UVB radiation from this light source required to cause mild erythema 24 h
after irradiation.

4. When using the single-tube UVB light source, the foreskins in individual petri
dishes are placed directly under the tube, the lids are removed, and the samples
are immediately irradiated. The lids are replaced immediately after irradiation
and the samples returned to a tissue culture hood, where the PBS is removed and
fresh medium added. The required irradiation depends on the doses of UVB used,
the intensity of the UVB radiation emitted, and the distance from the light source.
A distance of at least 10 cm from the tube is recommended to reduce any heat
transfer from the tube.

5. The stability of the additives in the medium when exposed to the tissue sample
should be considered. Most additives should be stable for 24 h under these condi-
tions, although we have found that some drugs such as Trichostatin A have a
relatively short half-life in solution (<8 h). This effective reduction in drug con-
centration during the 24-h incubation can result in reduced or lost effect of the
drug before the 24-h sample is taken.

6. The weight of the pinned tissue ensures that it will remain submerged in the
fixation solutions.

7. Fixation of the tissue makes the tissue more rigid, and makes it a lot easier to cut
long, thin slices, which is not possible using fresh tissue. Tissue should be pinned
out prior to fixation to enable multiple slices to be cut, enabling more surfaces of
the epidermis to be examined.

8. It is desirable to use a small volume of buffer (<2 mL) for the homogenization to
achieve a protein concentration of at least 1 mg/mL. However, the relatively small
volume of buffer used can cause foaming when the blades of the polytron are not
covered by the buffer. To reduce the foaming, the homogenization is performed
in NETN buffer without detergent initially; then the detergent is added to the
homogenate and mixed further to ensure compete solubilization of all detergent-
soluble components. The tissue samples are homogenized in 5-mL flat-bottomed
tubes, and the detergent-soluble fraction is transferred to a 1.5-mL
microcentrifuge tube.

06/175-184 4/16/04, 2:30 PM182



Checkpoint Controls in Human Skin 183

Acknowledgments
The authors would like to thank Dr. T. Russell for his contribution to estab-

lishing this organ-culture model. This research was funded by the National
Health and Medical Research Council of Australia.

 References
1.  Campbell, C., Quinn, A. G., Angus, B., Farr, P. M., and Rees, J. L. (1993) Wave-

length specific patterns of p53 induction in human skin following exposure to UV
radiation. Cancer Res. 53, 2697–2699.

2. Pavey, S., Conroy, S., Russell, T., and Gabrielli, B. (1999) Ultraviolet radiation
induces p16CDKN2A expression in human skin. Cancer Res. 59, 4185–4189.

3. Pavey, S. and Gabrielli, B. (2002) Alpha-melanocyte stimulating hormone poten-
tiates p16/CDKN2A expression in human skin after ultraviolet irradiation. Can-
cer Res. 62, 875–880.

4. Pavey, S., Russell, T., and Gabrielli, B. (2001) G2 phase cell cycle arrest in hu-
man skin following UV irradiation. Oncogene 43, 6103–6110.

06/175-184 4/16/04, 2:30 PM183



184 Pavey and Gabrielli

06/175-184 4/16/04, 2:30 PM184



Brca1 Conditional Knockout Mice 185

185

From: Methods in Molecular Biology, vol. 280: Checkpoint Controls and Cancer, Volume 1:
Reviews and Model Systems

Edited by: Axel H. Schönthal  © Humana Press Inc., Totowa, NJ

7

Generation and Analysis of Brca1 Conditional
Knockout Mice

Chu-Xia Deng and Xiaoling Xu

Summary
Germline mutations of the breast tumor suppressor gene BRCA1 predispose women to breast
and ovarian cancers. However, loss-of-function mutations of mouse Brca1 results in reces-
sive embryonic lethality, which obscures the functions of BRCA1 in breast cancer forma-
tion. Cre-loxP-mediated tissue-specific knockout was employed to overcome this obstacle.
We found that the presence of a ploxP-neo-loxP cassette in intron 10 of Brca1 resulted in
severe interference with gene expression. The neo cassette was deleted in either embryonic
stem cells or mice to generate the neo-less conditional knockout allele. Finally, we per-
formed functional analysis of mammary tumorigenesis in Brca1 conditional knockout mice.
The methods to generate and analyze these Brca1 conditional knockout mice are described
in this chapter.

Key Words: Gene targeting; embryonic stem cell; mouse; MMTV-Cre; WAP-Cre; EIIa-
Cre; LoxP; cell culture; chromosome spreads; mammary gland development; tumorigen-
esis.

1. Introduction
Breast cancer is the most common cancer and the second leading cause of

cancer mortality in women (1). Germline mutations of BRCA1 have been
detected in approx 90% of combined familial breast and ovarian cancers, but in
only approx 50% of familial breast cancers (2–4). Full-length BRCA1 is a
nuclear protein of 220 kD containing 1863 amino acids in human and 1812
amino acids in mouse, respectively (5,6). The BRCA1 gene encodes two major
isoforms—the full-length isoform and the ∆-11 isoform, owing to alternative
splicing at exon 11 (7). Exon 11 of BRCA1 is the largest exon and encodes
approx 60% of the protein. This exon contains two putative nuclear localiza-
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tion signals and interacts directly or indirectly with a variety of proteins that
are involved in multiple biological processes (8). Because Brca1-null muta-
tions caused embryonic lethality (reviewed in 9), we have deleted Brca1 exon
11 using a Cre-loxP approach to study the function of Brca1 full-length isoform
during mammary gland development and neoplasia (10).

In the first step toward the generation of a Brca1 conditional allele, we
introduced three loxP sites into the Brca1 locus. The first two loxP sites flanked
a neo gene (ploxPneo) that was inserted into Brca1 intron 10, and the third
loxP was inserted in intron 11. In the second step, we selectively deleted the
ploxPneo from either targeted embryonic stem (ES) cells or mouse germline,
as the presence of the neo gene interrupted the transcription of Brca1. We then
crossed mice carrying a Brca1 conditional allele with mice carrying a Cre
transgene under the control of mammary tissue-specific promoters. In this
chapter, we will describe strategies that were used to generate the Brca1 condi-
tional knockout allele, followed by the phenotypic analysis of the mutant mice.

2. Materials
1. TC1 ES cell line (11), derived from blastocysts of 129SVEV mice (Taconic).
2. 129SVJ-mouse genomic library (Stratagene).
3. pBluescript KS (Stratagene).
4. pMC1-Cre plasmid (a gift from Dr. Hua Gu).
5. ploxPneo-1 (12) (Fig. 1A) and ploxPneo-2 (Fig. 1B).
6. The third LoxP site is included in a double-stranded oligos flanked by an Eco RV

and a HindIII site (Fig. 1C) . This loxP can be inserted into any restriction sites
after they are blunted properly.

7. EIIa-Cre mice (13), MMTV-Cre mice, and WAP-Cre mice (14) can be purchased
from Jackson Laboratory.

8. G418 (Cat. no. 11811031, Invitrogen, Life Technologies). Dissolve the powder
in PBS to make a 100X stock of 30 mg/mL. Store at –20°C.

9. 2'-Fluoro2' deoxy5-iodouracil-β-D-arabinofuranoside (FIAU, Cat no. MC251,
Moracek Biochemicals). Dissolve in ddH2O to make a 1,000X (0.2 M, Mol Wt:
372) stock solution. Store at –20°C.

10. Colcemid stock solution. 10 µg/mL (Cat. no. 15212-012, Invitrogen, Life Tech-
nologies). Store at 4°C.

11. Glass slides (Cat. no. 12-544-7, Fisher Scientific).
12. Trypsin (Cat. no. 25200056, 0.25%, Invitrogen, Life Technologies).
13. Mitomycin C (M-4287, Sigma). 2 mg/bottle, dissolve in 10 mL of PBS and add

into culture medium to make final concentration 10 µg/mL.
14. Bacterial collagenase type III (Cat. no. 17102013, Invitrogen, Life Technologies).
15. Mammary epithelial cell growth medium (MEGM, a combination of basic me-

dium no. CC3151 and growth factors no. CC-4136, Clonetics).
16. DMEM (high glucose, w/o L-glutamine, w/o sodium pyruvate, Cat. no. 11960044,

Invitrogen, Life Technologies), supplemented with 15% Fetal Calf Serum (heat
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inactivated), 10-4 M 2-mercaptoethanol (M-7522, Sigma), nonessential amino
acids (Cat. no. 11140050, 100X, Invitrogen, Life Technologies), penicillin/strep-
tomycin (Cat. no. 15140122, 100X, Invitrogen, Life Technologies), 2% L-
glutamine (Cat. no. 25030081, 60X, Invitrogen, Life Technologies), and leukemia
inhibitory factor (LIF, final concentration: 1000 Unit/mL, ESG1107, Chemicon).

17. Caunoy’s fixative: 100% ethanol:chloroform:acetic acid at 6:3:1.
18. Carmine-aluminum stain: Dissolve 1 g carmine (C1022, Sigma) and 2.5 g alumi-

num potassium sulfate (A7167, Sigma) in 500 mL of dH2O. Boil for 20 min.
Adjust final volume to 500 mL and filter through a piece of 3MM paper. Can be
used for up to 2 mo when stored at 4°C.

Fig. 1. ploxPneo vectors and loxP oligos. (A) ploxPneo-1 contains a PGKneo gene
(32) that is flanked by two loxP sites (represented by triangles). This plasmid has two
polylinkers containing several unique restriction enzyme sites that can be used for
cloning. All the restriction sites shown are unique sites. (B) ploxPneo-2 is similar to
ploxPneo-1, except that a pMC1tk gene (28) is used instead of the PGKtk gene (32). A
difference between pMC1tk and PGKtk is that the former contains a tk promoter,
whereas the latter contains a PGK promoter. (C) Double-stranded loxP oligo. A loxP
site contains 34 base pairs, which are underlined.
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3. Methods
3.1. Generating the Conditional Targeting Vector for Brca1

An 18-kb fragment of genomic DNA containing the Brca1 gene, which was
isolated from a mouse genomic library derived from 129SVJ strain
(Stratagene), is shown in Fig. 2A. The following four steps are used to insert
the third loxP site into the EcoRI site in Brca1 intron 11, and to prepare 3' arm
for the Brca1 conditional targeting vector.

1. Digest the plasmid (shown in Fig. 2A) with XhoI (arrows), followed by self-
ligation. The resulting plasmid is shown in Fig. 2B. This step is necessary to
make the ClaI site unique.

2. Digest the plasmid with ClaI (arrowheads), followed by self-ligation. The result-
ing plasmid is shown in Fig. 2C. This step is necessary to make the EcoRI site
unique.

3. Digest the resulting plasmid with EcoRI (arrow, Fig. 2C) and fill the ends with
Klenow polymerase to blunt the ends. Insert the oligos (Fig. 1B) containing the
third loxP site. Digest the resulting construct with ClaI and NotI, and purify the
fragment from agarose gel.

4. Digest the construct shown in Fig. 2B with ClaI and NotI; Insert the Cla I nd Not
I fagment purified in step 3. The resulting construct (shown in Fig. 2D) contains
a 5.5-kb fragment of the Brca1 genomic DNA and a loxP site in intron 11.

The following three steps are used to prepare the 5' arm and ligate it to the
Brca1 targeting construct.

1. Digest the plasmid (shown in Fig. 2A) with EcoRV and XhoI (as indicated by
asterisks), fill the ends with Klenow polymerase to blunt the ends, and purify the
3.5-kb EcoRV-XhoI fragment from agarose gel.

2. Digest the ploxPneo-1 plasmid (Fig. 1A) with XbaI and EcoRI, and blunt the
ends with Klenow polymerase. Insert the EcoRV-XhoI fragment prepared in the
previous step through blunt-end ligation (see Note 1). Screen clones for correct
orientation using proper restriction enzymes (i.e. XbaI).

3. Digest the resulting construct with Xho I and NotI. Insert the 5.5-kb XhoI -NotI
fragment containing the third loxP (Fig. 2D). The finished targeting construct,
ploxPneoBrca1, is shown in Fig. 2E (see Note 2).

3.2. Generation of Brca1 Conditional Knockout ES Cells and Mice

The targeting vector (Fig. 2E) results in about 10% targeted ES clones (10).
However, we found that the presence of the neo gene in intron 10 completely
blocked normal splicing of the Brca1 gene and caused embryonic lethality at
around E8.5 (15). Therefore, we removed the ploxPneo gene using the follow-
ing two approaches in ES cells and mouse germline, respectively.
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Fig. 2. Construction of the targeting vector for Brca1. (A) A 18-kb genomic frag-
ment of the Brca1 gene that has been cloned into the NotI site of pBluescript. This
fragment was isolated from a 129SVJ-mouse genomic library (Stratagene). The SacI
and SalI sites flanking the NotI sites are from phage arms. The 3.5 kb EcoRV-XhoI
fragment, and the 5.5 kb XhoI-NotI fragment will be used as 5' and 3' arms of targeting
vector respectively. (B) A 5.5-kb genomic fragment of Brca1 generated by XhoI
(arrows in A) digestion followed by recirculation (i.e., self-ligation) of the vector. (C)
A 2.5 kb fragment of Brca1 generated by ClaI (arrowheads in A) digestion followed
by recirculation of the vector. (D) The 5.5-kb fragment of Brca1 containing the third
loxP site (triangle) in intron 11 of Brca1. (E) Brca1 conditional targeting vector,
ploxPneoBrca1. Ec, EcoRI; Ev, EcoRV; Xb, XbaI; Xh: XhoI. Numbered boxes are
exons.
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3.2.1. Removal of the ploxPneo From Targeted ES Cells

As shown in Fig. 3A, the Brca1floxed allele contains three loxP sites. Cre-
mediated recombination could theoretically occur between any two of the three
sites, generating offspring with three possible genotypes (Fig. 3B). Mice with
different genotypes can be identified by PCR analysis using four different
primer pairs specifically designed for each Cre-mediated recombination event
(Fig. 3C). If recombination occurs between loxP sites 1 and 2, the neo gene is
deleted, generating mice that contain loxP sites only in introns. Such an allele
is likely to be true conditional knockout allele (Fig. 3B-II) .

In the original design, a negative marker, the thymidine kinase gene (tk),
was used for selecting the Cre-mediated recombination that deleted the neo
gene (16). Because the targeted Brca1 locus does not contain the tk gene, we
performed the experiment with some modifications.

1. Grow ES cells that are heterozygous for the ploxPneoBrca1 targeted allele
(Brca1neo-loxp/+) (see Note 3).

2. Transfect 5 µg of the pMC1-Cre plasmid (unlinearized) into 107 ES cells using
electroporation (25 µF, 600 mV, Bio-Rad gene pulser II).

3. Plate ES cells at densities of 500, 1000, 2000, and 3000 cells/10-cm plate,
respectively. Change medium every day during the entire period of selection.

4. Seven days after electroporation, change the medium to PBS (10 mL). Draw three
equally spaced parallel lines on the bottom of the plate containing the ES clones.
Draw another three lines perpendicular to the previous lines.

5. Pick ES clones under an inverted microscope using a Pipetman P-200 with its
volume adjusted to 20 µL and transfer the clones into a 96-well plate. A total of
384 clones (four 96-well plates) were picked for the Brca1 project.

6. Add 50 µL of trypsin (diluted 1:1 with PBS) to each well and leave the plates at
room temperature for 5 min. Add 100 µL of medium and pipet up and down 10×
to disperse the cells. Duplicate the ES clones by transferring them (80 µL for
each transfer) to two fresh 96-well plates. The first set of plates contains 100 µL
of regular medium, and the second set of plates contains 100 µL of regular
medium plus G418 at a concentration of 540 µg/mL. This is necessary to make
the final concentration 300 µg/mL after the addition of the 80 µL solution con-
taining ES cells.

7. Three days later, inspect both sets of plates under an inverted microscope and
identify G418-sensitive clones by comparing the two sets of plates (G418-sensi-
tive clones should be absent in the second set of plates and grow well in the first
set of plates). Amplify the G418-sensitive clones from the first set of the plates
by trypsinizing and transferring them to 24-well plates. Three days later, transfer
to six-well plates.

8. After the ES cells have grown to cover most of the well, freeze two-thirds cells of
each well in two vials. Prepare DNA from the remaining one-third cells for
genotyping.
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Our data indicated that 44 out of 384 clones picked from transfected cells
were G418 sensitive. Two out of 44 G418-sensitive clones contained recombi-

Fig. 3. Brca1 conditional knockout allele and identification of Cre-mediated
recombination. (A) Gene structure of the Brca1-floxed allele. Arrows represent PCR
primers and their directions used in the assay. LoxP sites are indicated by numbers.
(B) Three possible genotypes generated by Cre-mediated recombination. Genotypes II
and III require partial excision between loxP 1 and 2 or loxP 2 and 3, while genotype
I is a product from a complete deletion between loxP 1 and 3. (C) Primer pairs used for
the detection of Cre-mediated recombination at all three possible sites. Numbers in
parenthesis are the lengths of DNA fragments amplified by these primer pairs. The
sequences for these primers are shown below:

a, 5'-CTGGGTAGTTTGTAAGCATGC-3',
b, 5'-GATATTGCTGAAGAGCTTGGC-3',
c, 5'-CCAGACTGCCTTGGGAAAAGC-3',
d, 5'-CAATAAACTGCTGGTCTCAGG-3',
e, 5'-CTGCGAGCAGTCTTCAGAAAG-3'.
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nation that removed just the neo gene. While this method has been used suc-
cessfully in generating many strains (reviewed in 17), it does require addi-
tional modification of ES cells and increases the difficulty of obtaining
germline transmission. Moreover, the presence of neo in an intron of an endog-
enous gene can fortuitously create a hypomorphic allele, which may be useful
in studying the function of genes of interest (18–21). In such cases, it will be
beneficial to remove the neo gene in the mouse after its effects are determined.

3.2.2. Excision of neo From Adult Mouse Using EIIa-Cre Transgenic
Mice

We next removed neo from the mouse germline by crossing the Brca1neo-
loxp/+ mice with a transgenic mouse carrying the EIIa-Cre transgene (13).
This is based on our previous finding that although the EIIa-Cre is quite potent
for carrying out recombination in the mouse germline, it often yields partial
recombination/excision between loxP sites (22,23).

1. Cross female mice heterozygous for the floxed allele (Brca1neo-loxp/+) with
EIIa-Cre homozygous male mice (Fig. 4A).

2. Analyze the tail DNA from 52 offspring by PCR to determine the recombination
products present in each mouse (Fig. 3C). PCR analysis indicated that 30% of
offspring carried a recombination between loxP sites 1 and 3, which deleted the
entire region flanked by the loxP sites. Forty percent of the mice contained a
mixture of Brca1 alleles with recombination between loxP sites 1/2, 1/3, or 2/3,
indicating that these mice were mosaics for partial and complete excisions.

3. Set up mating between mosaic F1 offspring to segregate the Brca1 alleles gener-
ated by Cre-mediated recombination at the different loxP sites (Fig. 4B).
For this experiment, we mated three pairs of mosaic F1 mice and found that 8 out
of 43 (19%) F2 offspring had only the neo gene removed to produce a neo-less
conditional knockout (recombination between loxP1 and loxP2, Brca1loxp/+).
Three of these mice did not have the EIIa-Cre gene as a result of segregation.
One normal Brca1loxp/loxp mouse was also generated, indicating that the dele-
tion of neo rescued the embryonic lethal phenotype. Brca1loxp/+ mice were also
generated by crosses between wild-type mice and mosaic F1 mice (see Note 4).

3.3. Mammary Tissue-Specific Knockout of the Brca1 Gene

1. Cross Brca1loxp/+ mice (to simplify the terminology, we have been calling this
allele Brca1Co/+ in our recent publications) with mice that carry either an
MMTV-Cre or WAP-Cre transgene to generate Brca1Co/CoMMTV-Cre and
Brca1Co/CoWAP-Cre mice (Fig. 5A). In our initial study, we also introduced a
Brca1-null allele (Brca1Ko, ref 24) to generate Brca1Co/KoMMTV-Cre and Brca1Co/
KoWAP-Cre mice, so that one copy of Brca1 is already deleted in these mice.

2. Monitor Cre-mediated recombination by PCR, or Northern and/or Southern blots.
The WAP-Cre transgene is expressed almost exclusively in mammary tissue;
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however, the MMTV-Cre transgene is active in many tissues. Northern blot analy-
sis indicated that the Brca1 transcripts were dramatically reduced in mammary
tissue from P11.5 and P16.5 Brca1Co/KoWAP-Cre mice (Fig. 5B). Based on the
intensities of the Brca1 and GAPDH transcripts, the amount of transcripts from
Brca1Co/KoWAP-Cre glands was less than 10% of control levels. This observa-
tion indicates that the Cre-loxP mediated approach disrupted Brca1 in mammary
epithelium with high efficiencies (see Note 5).

Fig. 4. Removal of the ploxP-neo-loxP from mouse germline by crossing with a
transgenic mouse carrying EIIa-Cre gene. (A) Cross-1: Female mice heterozygous for
the floxed allele (BRCA1neo-loxp/+) were crossed with male EIIa-Cre transgenic mice.
The tail DNA from 52 offspring was analyzed by PCR using varying combinations of
primers (see Fig. 3C). The PCR analysis indicated that 40% of the mice contained
mixtures of recombination at loxP sites 1/2, 1/3, and 2/3, owing to partial excision by
Cre recombinase. (B) Cross-2: Crossing of three pairs of mice containing the mixed
recombination indicated that about 19% of offspring had the neo gene removed (re-
combination between LoxP 1 and 2, Brca1loxp/+), while leaving the third loxP site
untouched. One Brca1loxp/loxp mouse was also generated by these crosses, indicating
that deleting the neo gene rescued the embryonic lethal phenotype.
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3.4. Monitor Mammary Gland Development by Whole-Mount Staining

1. Dissect out the fourth gland from each Brca1 mutant mouse. Place it on a glass
slides. Spread tissues using a forceps.

2. Fix the glands by dipping the slides into a 50-mL conical tube containing
Caunoy’s fixative for 1 h at room temperature (can be overnight).

3. Wash the glands with 70% ethanol for 15 min (can be stored after this wash for up
to several months), followed by 50%, 30% ethanol and dH2O for 5 min of each.

4. Stain with the carmine-aluminum stain at 4°C overnight.
5. Wash slides in ethanol baths of increasing concentrations (70-95-100%) for 15

min of each.
6. Transfer into xylene and mount them with Permount (Fisher).
7. Analyze the stained mammary glands under a dissecting microscope. Assess po-

tential effects of the absence of Brca1 on mammary gland development by com-
paring Brca1 mutant glands with control glands prepared under identical
conditions (see Note 6).

3.5. Tumorigenesis in Brca1 Conditional Knockout Mice

Brca1 conditional mutant mice started to develop mammary tumors at
approx 10 mo of age, and by 1.5 yr of age, about 25% of the mice developed
mammary tumors (Fig. 5C). We found that haploid loss of p53 significantly
accelerated mammary tumorigenesis. In a studied population of 56 Brca1Co/
CoMMTV-CreP53+/- mice, over half of the animals had mammary tumors by
8 mo of age, and all developed mammary tumors by 15 mo of age (Fig. 5C).
Immunohistochemical staining detected extensive genetic/molecular alter-
ations, including overexpression of ErbB2, c-Myc, p21, p27, and Cyclin D1,
and downregulation of p16 (25). Further analysis revealed that a majority of
tumors exhibited chromosomal abnormalities, with a pattern of chromosomal
gain and loss that was similar to the pattern in human breast carcinomas (26).

Fig. 5. (opposite page) Targeted disruption of full-length isoform of Brca1 in mam-
mary gland results in tumor formation. (A) Genomic structure of the Brca1 knockout
allele (Ko) and the conditional allele (Co). (B) Northern blot analysis showing a sharp
reduction of the Brca1 transcripts in mammary glands isolated from P11.5 and P16.5
Brca1Ko/Co;WAP-Cre mice. A cDNA probe containing exons 10 and 12 of the Brca1
gene was used for hybridization. Two major fragments of about 7.2 and 3.9 kb were
detected in all samples. We have previously shown that the 3.9-kb transcript is a natu-
ral ∆11 product, which creates an in-frame fusion between exon 10 and exon 12, while
the 7.2-kb band may represent the full-length transcripts (7). Note that both bands are
much weaker in samples with the WAP-Cre transgene. The same filter was also hy-
bridized with a GAPDH probe to provide a loading control. (C) Percentage of mice
that are mammary tumor-free as a function of time for (1) p53+/-; (2) Brca1Co/
Co;MMTV-Cre; and (3) Brca1Co/Co;MMTV-Cre;p53+/- genotypes.
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3.6. Analysis of Brca1 Mutant Tumors

It is essential to establish cell lines from mammary tumors of mutant mice
and perform phenotypic analysis at the cell-culture level. Here we describe the
methods for mammary epithelial cell culture and chromosome spreads.

3.6.1. Derive Cell Lines From Mammary Tumors

1. Wash the tumor tissues with PBS twice. Mince them as small as possible with a
sterile seizes] in a 10-cm plate. Add 10 MEGM media containing 10 µg/mL of
bacterial collagenase type III. After overnight digestion at 37°C in a CO2 culture
incubator, pellet cells and finely minced tissues. Wash cells with PBS once and
culture cells in MEGM media.

2. Monitor cultures for epithelial cell growth and change the medium every 3 d.
When fibroblastic cells are depleted and only adherent epithelial cells remain
(see Note 7), trypsinize the cultures and passage the cells. Once the cell lines are
established, they can be maintained in DMEM supplemented with 5% FBS.

3.6.2. Chromosome Spreads

1. Plate 106 tumor cells into a 10-cm plate. Twenty-four hours later, treat the cells
with colcemid for 1 h by directly adding the stock solution to culture medium at
a final concentration of 0.01 µg/mL (10 mL/plate).

2. Remove the medium, trypsinize the cells, and transfer to a 10 mL conical centri-
fuge tube to pellet the cells.

3. Aspirate the medium and flick the tube to loosen the cell pellet. Resuspend the cells
gently in 2 mL of 0.56% KCl and leave the tube at room temperature for 5 min.

4. Pre-fix the cells by adding 2 mL of ice-cold fixative (3:1 volumes of absolute
methanol to glacial acetic acid, freshly prepared) along the side of the tube. Do
not mix. Leave the tube at room temperature for 10 min.

5. Mix the cells by gently pipeting. Two minutes later, pellet the cells by gentle
centrifugation (500 g, 2 min). Aspirate the supernatant and add 2 mL of fixative,
followed by gently pipeting to suspend the cells in fixative. Leave the tube for 5
min at room temperature.

6. Change the fixative two more times by spinning out the cells. Then, suspend cells
in 0.5 mL of fixative. The suspension can be used immediately to make chromo-
some spreads, or be stored at –20°C. In case of storage, change to freshly made
ice-cold fixative before use.

7. For chromosome spreads, glass slides should be stored in –20°C with or without
soaking in 70% alcohol. Use them quickly after taking out of the freezer.

8. Take a small quantity of fixed cells in a Pasteur pipet. Hold the pipet and position
the end of it approx 20 cm above the slide. Release two or three drops of suspen-
sion at different positions of the slide. The drops spread quickly to reach the sides
of the slides in a few seconds. A gentle blow across the surface of the slide can
facilitate the spreading.
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9. After air dry, the slides can be stained with Giemsa (based on manufacturer’s
instructions) or processed for spectral karyotyping (10,27).

10. Analyze the spreads under the microscope (see Note 8).

4. Notes
1. Owing to the generally poor efficiency of blunt-end ligation, it might be difficult

to insert the blunt-end fragment into ploxPneo. If this happens, the fragment can
be inserted into pBluescript through its polylinker region to facilitate the screen-
ing by using blue/white selection. The fragment in pBluescript can be excised
with proper restriction enzymes and cloned into ploxPneo-1.

2. In the ploxPneo-1 vector, both PGKneo and PGKtk use about 500 bp for PGK-1
promoter and about 450 bp for PGK-1 terminator. These duplications sometimes
generate instability during subcloning. To overcome this problem, we have gen-
erated ploxPneo-2, which uses pMC1tk to replace the PGKtk. The pMC1tk uses a
tk promoter and a synthetic terminator to control tk gene expression (28).

3. ES cells should be grown on mitomycin C-treated feeder cells made from mouse
embryonic fibroblast cells. Culture medium needs to be changed every day for
growing ES cells.

4. We have described two approaches to delete the neo gene. At least three other
approaches have been reported. The first uses a combination of Cre/loxP and
FLP/FRT systems. The neo gene is flanked by two FRT sites, so that the deletion
of the neo gene by FLP recombinase does not affect the loxP-flanked fragment
(29). The second and third approaches inject Cre directly into oocytes and blasto-
cysts, respectively (16,30). They all reportedly work successfully in deleting the
neo gene.

5. The MMTV-Cre transgene is active in many tissues (31). Although it does not
cause an obvious abnormality in other tissues in Brca1Co/CoMMTV-Cre mice, it
does cause skin abnormalities in some other conditional knockout mice (i.e.,
Smad4Co/CoMMTV-Cre mice; our unpublished observation). Therefore, WAP-
Cre should be a better choice if the floxed gene of interest is known to have
essential functions in other tissues/organs.

6. Morphology of mammary glands is different at each phase during mammary cycle
of development. The minimum time points that need to be examined include vir-
gin mice of 3, 4, 5, and 6 wk, pregnancy d 12 and 16, lactation d 1 and 10,
involution d 2 and 10. Pay close attention to branch morphogenesis, alveolar
densities, and mammary tree structures. Suspected abnormal areas should be fur-
ther examined by histological sections.

7. Depletion of fibroblastic cells requires invariably long time (e.g., 1–6 mo).
Because epithelial cells attach to the culture dish much better than fibroblasts,
the gentle treatment of cells with diluted trypsin (1:1 with PBS) for 2–5 min,
followed by a PBS wash, can help to remove fibroblasts. This procedure may be
repeated a few times on different days, until a pure population of epithelial cells
is obtained.
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8. Mouse cells contain 20 pairs of chromosomes. Giemsa-stained slides can be used
for scoring chromosome numbers and grass structural abnormalities. Spectral
karyotyping is a method of choice for providing details on chromosome translo-
cation.
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Analysis of Cell Cycle Progression
and Genomic Integrity in Early Lethal Knockouts

Eric J. Brown

Summary
Owing to their importance in normal cell division, DNA damage checkpoint and repair
genes are often required for the earliest stages of embryonic development. For example,
conventional deletion of ATR (1), Chk1 (2), Mad2 (3), NBS (4), Rad50 (5), BRCA1 (6),
BRCA2 (7), or Rad51 (8) leads to developmental arrest prior to gastrulation. While prior to
arrest the number of cells extant in these embryos is low, procedures allowing rudimentary
analysis of cell cycle checkpoints and genome integrity have been developed through cul-
turing blastocysts in vitro (1). These procedures provide a small number of proliferating
cells that can be analyzed for cell cycle progression, G2/M phase checkpoint responses, and
gross chromosome abnormalities by mitotic spread preparation. Experiments such as these
may help determine the essential functions of these genes in cell proliferation and early
embryonic development. It is interesting to note that recently developed methods to intro-
duce single-copy transgenes into one-cell zygotes via lentiviruses (9) may provide a means
to generate Cre/lox-conditional cell lines from these conventional knockouts.

Key Words: ATR; Chk1; Mad2; BRCA1; BRCA2; NBS; Rad50; early lethality; blasto-
cyst; cell cycle; checkpoints; chromosome spreads; lentivirus; Cre/lox-conditional.

1. Introduction
The earliest stages of early embryonic cell division are driven through

mRNA transcripts and proteins that have been passed on maternally from the
oocyte. Because zygotic gene transcription does not begin until the mid–two
cell stage (27 h postfertilization), maternally derived components are suffi-
cient to govern proliferation and genome maintenance to this stage and, most
often, beyond to blastocyst development. Therefore, the full effects of disrupt-
ing a gene that is ultimately essential for continued cell proliferation will often
not be observed until the blastocyst stage or afterwards.
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Procedures described herein take advantage of this delay in phenotypic
onset. Blastocyst culturing conditions, developed over 20 yr ago, facilitate pro-
liferation of the blastocyst inner cell mass (ICM) and are the predominant meth-
odology for establishing embryonic stem (ES) cell lines (10). By allowing
expansion of the ICM in culture, these conditions may be used as an experi-
mental model to compare proliferation rates, cell cycle checkpoint responses,
and genome integrity between wild-type and genetically modified embryos.

This chapter describes the isolation of blastocysts from heterozygous crosses
and their subsequent culturing to facilitate ICM proliferation in vitro. Prolif-
eration of these ICM cells may then be quantified for M-phase entry by mitotic
“pile-up” in the presence of nocodazole and mitotic spread preparation.
Because these procedures measure a gross rate of M-phase entry, loss of G2/
M-phase checkpoint functions can be assessed. In addition, the effect of check-
point and repair gene deletion on genomic integrity can be determined through
a careful analysis of mitotic chromosomes. These methods and an outline of
the potential usefulness of a lentiviral complementation procedure are
described.

2. Materials
1. Pregnant mare’s serum (PMS): 50 IU/mL in sterile 0.9% NaCl. Store 0.1 mL

aliquots at –20°C.
2. Human chorionic gonadotropin (hCG): 50 IU/mL in sterile 0.9% NaCl. Prepared

by diluting a stock solution (500 IU/mL in H2O) 1:9 with 0.9% NaCl. Stock
solution is stored in 0.1 mL aliquots at –20°C.

3. Microdissecting scissors (Roboz suggested).
4. BIM: M2 medum with 5% FBS. Alternatively, phosphate buffered saline (PBS)

with 5% FBS can be used if M2 medium is not available.
5. Flexible tubing mouth pipet apparatus.
6. Glass coagulation capillary tubes (approx 0.8 mm bore diameter).
7. ×10–20 dissecting microscope.
8. 0.25% trypsin, 1mM EDTA.
9. BCM: DMEM 4.5 g/mL glucose, 15% FBS, 2 mM L-glutamine, 0.1 mM non-

essential amino acids solution (100X stock is 10 mM), 1X penicillin/streptomy-
cin, 0.1 mM β-mercaptoethanol.

10. Nocodazole (10 mM stock in DMSO). Stored at –20°C.
11. Aerosol-resistant micropipet tips.
12. 200-µL capacity PCR tubes in strips or plates (MJ Research brand suggested).
13. 75 mM KCl solution.
14. Fixative: 3:1 v/v methanol/acetic acid.
15. Hoechst 33342 or SYBR green fluorescent DNA dyes (Molecular Probes).
16. 75 × 25 mm glass slides.
17. 60 × 24 mm glass cover slips.
18. An upright or inverted fluorescent microscope.
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19. 2X NSPK: 300 µg/mL proteinase K, 100 mM KCl, 20 mM Tris-HCl pH 8.0, 4 mM
MgCl2, 0.9% NP-40, 0.9% Triton X-100.

20. Nylon DNA transfer membrane, 0.45 µm pore size (Hybond N+ suggested).
21. Denaturing solution: 1.5 M NaCl, 0.5 M NaOH.
22. 10 U/µL T4 polynucleotide kinase (PNK).
23. 32P-γ-ATP, 10 Ci/mmol, 10 mCi/mL.
24. SSDS: 5X SSPE, 0.5% SDS, 5X Denhardt’s solution, 20 µg/mL salmon sperm DNA.

3. Methods
The methods described in this chapter are broken into four sections: (1) blas-

tocyst isolation and culture, (2) nocodazole M-phase “pile-up” and mitotic
spread preparation, (3) PCR genotyping of early embryonic cultures, and (4)
complementation through lentiviral transgenesis.

3.1. Blastocyst Isolation and Culture

The methods used to attain knockout and control blastocysts and the condi-
tions for their culture in vitro are described in this section. For background
reading on mouse anatomy and injections, please refer to reference (11), pages
144–145 and 130–133, respectively.

3.1.1. Heterozygous Crosses

To isolate and culture early lethal knockout blastocysts, heterozygous
crosses must be made. Since only one-quarter of the blastocysts from a het-
erozygous cross will be homozygous knockouts, researchers may choose to
superovulate females before mating to increase the number of blastocytes
attained (two- to fourfold) and to enhance the frequency of successful mating.

1. Superovulate heterozygous females by intraperitoneal (ip) injection of 5 IU PMS
(0.1 mL of a 50 IU/mL solution).

2. After 42–48 h, ip inject 5 IU hCG (0.1 mL of a 50 IU/mL solution).
3. Mate females such that insemination will take place approx 12 h after hCG injec-

tion. Insemination usually takes place at around midnight.
4. Check for postcoitus semen plugs before 10 AM the next day.
5. Isolate blastocysts before noon 3 d after plug detection and culture as described below.

3.1.2. Blastocyst Isolation

1. At d 3.5 postcoitus, sacrifice inseminated females by CO2 asphyxiation (see Note 1).
2. Open the posterior abdominal region of the animal to completely reveal the uterus.
3. Using microdissecting scissors (Roboz), cut the cervix midway between the blad-

der and the intersection of the two uterine horns.
4. Hold the cut end of the cervix with tweezers and pull gently to stretch out the

uterus. Stretching allows better visualization of the intersection between the ovi-
ducts and the ends of the uterine horns. Trim the mesometrium from the uterus.
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5. Cut the uterus approx 1 mm posterior to the oviduct attachment site. Blastocysts
can be within 2–3 mm posterior to this cut site; therefore, limiting the distance
between the cut site and the oviduct to 1 mm can prevent loss of some blasto-
cysts. Perform this procedure for both uterine horns.

6. Place the uterus in a 6-cm sterile tissue culture dish.
7. Equip a 5-mL syringe with a 21-gage needle that is bent at an approx 60° angle

and fill with BIM. For large-scale isolations that will take more than 1 h to com-
plete, BIM containing M2 medium is preferable over that containing PBS. This is
because M2 medium contains glucose and many essential salts that PBS does not.

8. Insert the needle through the cervix into one of the uterine horns. Flush blasto-
cysts out of the oviduct attachment end and into the 6-cm plate with 1–2 mL of
BIM. Repeat for the same horn by flushing in the opposite direction with the
needle inserted into the oviduct attachment end of the uterine horn. Slowly
increasing pressure on the syringe plunger helps prevent “squirting horns.”

9. Repeat steps 6 and 7 for other uterine horn.
10. Remove uterus from the 6-cm plate. Collect, wash, and culture blastocysts as

described below in Subheading 3.1.3..

3.1.3. Washing and Culturing of Blastocysts

The collection and washing of isolated blastocysts is accomplished by serial
transfer into fresh BIM, with a final transfer into BCM (blastocyst culture media).

1. Equip a flexible-tubing mouth pipet apparatus with a glass coagulation capillary
tube that has been flame-drawn and broken to create a bore size between 0.2 mm
and 0.5 mm (estimated by eye). This mouth pipet apparatus is used for the serial
transfer of blastocysts.

2. Pipet 2–3 mL of BIM into each well of a 6-well plate (10 cm2 well area).
3. Fill capillary tube of the mouth pipet approximately halfway with fresh BIM.
4. Using a ×10–20 dissecting microscope, locate and transfer blastocysts from the

6-cm dish to the first well of the 6-well plate (see Note 2).
5. Gently swirl the BIM in the 6-well plate to collect blastocysts near the middle of

the well.
6. Transfer the blastocysts into the adjacent well as described in steps 4 and 5 above

and repeat three to four times (total of five to six washes).
7. Transfer the blastocysts individually into wells of a tissue-culture plate contain-

ing BCM. The type of tissue-culture plate will depend on the type of assay that
will be subsequently performed. For M-phase “pile-up” assays and mitotic spread
preparation, a round-bottom 96-well tissue culture plate containing 50 µL/well
BCM is best, since blastocysts consistently fall to the middle of the well. Be sure
to add sterile H2O to any unused wells on the plate to help prevent evaporation
from media-containing wells. For a description of blastocyst culture on plates to
be used for immunocytochemical procedures, see Note 3.

8. Culture the plated blastocysts in a 5% CO2 humidified incubator at 37°C.
Blastocysts will typically hatch from the zona pellucida after 1 d in culture and
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attach to the plate within 2 d (see ref. 1, Fig. 2). After attaching, ICM cells con-
tinue to proliferate, as would normally occur in vivo. The ICM appears as a
refractory ball of cells that expands upwardly and outwardly from atop a flat-
tened layer of trophoblastic giant cells. Trophoblastic giant cells contain nuclei
that are 5–10 times the diameter of nuclei within ICM cells, making trophoblastic
giant and ICM cells easily distinguishable.
Genetic disruptions that lead to pregastrulation stage lethality almost always pre-
clude the continued expansion of ICM cells at some point in culture (1–8). There-
fore, if blastocyst culture has not previously been performed with the genotype in
question, a thorough time course should be performed to determine whether or
when ICM expansion fails. ICM outgrowth should be observed over the course
of 6–7 d, followed by PCR genotyping of embryos as described in Subheading
3.3.. Failed ICM expansion reflects the full phenotypic effect of genetic disrup-
tion. Understanding the cause of failed expansion is the goal of the procedures
outlined below in Subheading 3.2..

3.2. Nocodazole M-Phase “Pile-Up” and Mitotic Spread Preparation

Failed expansion of the ICM can be caused by an inability of cells to progress
through the cell cycle, by an increased rate of apoptosis, or by a sequential
combination of each. While there are many fundamental defects that could
lead to these effects, one such defect is genomic instability. Genetic instability
is associated with early lethality in ATR knockout mice (1) and is a potential
cause of lethality in Chk1 (2), Mad2 (3), NBS (4), Rad50 (5), BRCA1 (6),
BRCA2 (7) and Rad51 (8) knockout mice. This section describes methods for
use in analyzing ICM cell proliferation and apoptosis rates and for preparing
chromosome spreads to determine whether genomic stability has been com-
promised.

3.2.1 Measuring Apoptosis in the ICM

ICM cells are often lost by an apoptotic mechanism; therefore, whether and
when apoptosis occurs in the ICM should be determined. Numerous kits are
sold commercially to measure the number of apoptotic cells. These kits utilize
TUNEL or Annexin V to stain apoptotic cells for detection by fluorescence
microscopy (1). Issues relevant to blastocyst culture for these procedures, like
culturing blastocysts on low autofluorescence Terasaki-style plates, are dis-
cussed in Note 3.

3.2.2. Use of Nocodazole to Measure the Rate of M-Phase Entry and
Assess Genomic Integrity

Cell cycle arrest is one potential cause of failed ICM expansion. Cell cycle
progression can be assayed in cultured blastocysts by blocking the exit from
one cell cycle phase and measuring the number of cells that accumulate in that

08/201-212 4/16/04, 2:40 PM205



206 Brown

stage over a certain period of time. Small-molecule inhibitors are extremely
effective toward this end. Nocodazole, for example, inhibits microtubule
polymerization, thereby activating the spindle assembly checkpoint and pre-
venting exit from mitosis. Because cells progressing through interphase will
ultimately accumulate in mitosis if nocodazole is present, M-phase “pile-up”
can serve as a broad assay for cell cycle progression.

While M-phase pile-up of cultured blastocyst cells is a feasible approach,
there are several caveats to this procedure that should be kept in mind. First, it
is important to note that complete loss of the ICM cells within 2 d of culture (2)
may preclude analysis of genomic integrity and the cell cycle as described in
this section as a result of insufficient cell numbers. Another issue to keep in
mind is whether the maternally inherited protein has been completely elimi-
nated from the blastocyst cells in the course of culture. Because this possibility
is difficult to exclude, results suggesting that a given genetic disruption has no
effect on cell cycle progression or genome stability should be interpreted care-
fully. Finally, assays such as those described below should be performed only
during periods of culture where increased levels of apoptosis are not observed
(see Subheading 3.2.1.). Nonetheless, if each of the issues described above
can be satisfactorily addressed, then the procedure that follows can prove to be
a useful approach towards understanding the cause of embryonic lethality.

1. Culture blastocysts in a 96-well plate as described in Subheading 3.1..
2. Assign each blastocyst in culture an identification number for subsequent mitotic

spread preparation and PCR genotyping.
3. Select a period of culture in which cell cycle progression will be assessed (e.g.,

42–48 h of culture). A blastocyst that has been cultured for 2–3 d typically has a
sufficient number of proliferating cells to assess cell cycle progression by this
procedure. Please note that all of the caveats described above should be taken
into account for selection of this time period.

4. Add nocodazole to cultured blastocysts to a final concentration of 2.5 µM. Note
that the researcher may wish to compare accumulation in mitosis with and with-
out nocodazole treatment.

5. Return cells to the incubator and allow them to accumulate in mitosis for 6 h.

3.2.3. Mitotic Spread Preparation

1. Six hours after nocodazole addition, remove 40 µL of culture medium and wash
the blastocyst cultures twice with 200 µL 4°C PBS added with an aerosol resis-
tant pipet tip (see Note 4).

2. Trypsinize the blastocyst cultures by adding 30 µL 0.25% trypsin/1 mM EDTA
and incubating at 37°C for 10 min. It is best to use a non-CO2 incubator for
typsinization to prevent acidification; however, if none is available, a 5% CO2

incubator would be adequate.
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3. Resuspend the cells in 150 µL 4°C BCM and transfer the entire resuspension into
200-µL PCR tubes. The strip and plate forms of these tubes, such as those sold by
MJ Research, are especially well suited for this procedure.

4. Remove 50 µL of the cell resuspensions and pipet into separate 200-µL PCR
tubes. These samples will be used for PCR genotyping as described in Subhead-
ing 3.3.1..

5. Cap tubes and centrifuge the cells from step 3 at 200g for 5 min. After centrifuga-
tion, remove all but 15 µL of the supernatant (see Note 5).

6. Add 200 µL 4°C PBS, cap the tubes, and invert two to three times. Repeat step 5.
7. Add 200 µL 75 mM KCl. Do not pipette up and down. This hypotonic solution

causes cells to swell, and vigorous pipetting will cause them to burst.
8. Cap the tubes, invert four times, and incubate for 20 min at room temperature.
9. Centrifuge tubes at 300g for 5 min and remove all but approx 15 µL of the super-

natant.
10. Add 200 µL ice-cold fixative, cap the tubes, invert three to four times, and incu-

bate on ice for 10 min.
11. Centrifuge tubes at 500g for 5 min and remove all but approx 15 µL of the

supernatant.
12. Repeat steps 10 and 11 and keep tubes on ice.
13. Place a folded wet paper towel on a 37°C heating block or on a Pyrex dish that is

set within a shallow 37°C water bath. Prewarm numbered slides (corresponding
to the blastocyst identification numbers) on the wet paper towel.

14. Gently resuspend the fixed cells from step 12 by pipeting up and down in the
remaining approx 15 µL of fixative supernatant. Drop 9 µL onto the appropriate
slide from 5 cm above the slide. Drop any remaining cell suspension onto a dif-
ferent region of the same slide; however, if too little solution is present to allow
the drop to fall from the pipet tip, simply touch the tip to an unused area of the
slide and eject any solution still present in the pipet tip (see Note 6).

15. Allow fixative to evaporate. Store slides at room temperature for up to 2 mo or
stain immediately as described below in Subheading 3.2.4..

3.2.4. Mitotic Cell Quantification and Determination of Chromosomal
Abnormalities

1. Stain slides of mitotic spreads with Hoechst 33342 (2.5 µg/mL in PBS) or SYBR®

green (1X in PBS, pH 7.9) for 10 min, wash with PBS for 1–2 min with agitation,
dip in H2O, and allow to air dry. Protect slides from excessive light.

2. Place three evenly spaced drops of 90% glycerol/10% 1X PBS (pH 7.9 for
SYBR® green) on each slide where cells have been spread. Mount 24 × 60 mm
cover slips onto slides.

3. Use an upright or inverted fluorescent microscope to visualize the stained DNA
(350 nm excitation for Hoechst, 490 nm excitation for SYBR® green).

4. Scan the entire slide by using the platform position control knobs and count inter-
phase nuclei and mitotic chromosome spreads (see Note 7).
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5. Chromosomal abnormalities can also be noted during the scan for mitotic cells.
Analyze each mitotic chromosome spread and score for abnormalities (aneup-
loidy, chromosome breaks, chromosome fusions). Spectral karyotyping methods
can be applied to distinguish different chromosomes and detect translocations
(12).

3.2.5. Cell Cycle and Checkpoint Analysis

Because M-phase accumulation in the presence of nocodazole represents
progression of interphase cells through S/G2, a limited analysis of checkpoint
function may also be possible with the procedures described in Subheadings
3.2.2. through 3.2.4.. Checkpoint functions can be determined by treating blas-
tocysts with DNA-damaging agents or DNA-replication inhibitors and then
adding nocodazole to measure the percentage of cells capable of overriding
checkpoint controls and entering mitosis. Of course, all of the caveats for the
procedure described in Subheading 3.2.2. should also be applied to any
assessment of checkpoint function.

3.3. PCR Genotyping Early Embryonic Cultures

The methods described in Subheadings 3.1. and 3.2. require genotype iden-
tification by PCR. Although genotyping can be problematic given how little
DNA can be isolated, Southern blotting the PCR products to nylon membrane
and probing with a radiolabeled primer specific to internal regions of the
amplified DNA can enhance the signal of the amplified DNA and decrease the
nonspecific signal derived from background amplification events. The internal
primer probe should recognize both the wild-type and mutant PCR products
but should not overlap with any of the primers used for amplification.

3.3.1. DNA Preparation

1. Wash cells from Subheading 3.1.3. or 3.2.3., step 4, three times in PBS (see
Note 8). Be sure to use aerosol-resistant tips for all pipeting. For experiments
using cells from Subheading 3.1.3., use the washing procedures described in
Subheading 3.2.3., step 1. For experiments using cells from Subheading 3.2.3.,
step 4, follow the washing procedure described in Subheading 3.2.3., steps 5
and 6.

2. Carefully remove all but approx 2 µL of the PBS supernatant with a P20 pipet
aid.

3. Add 2 µL of 2X NSPK buffer and vortex gently.
4. To prepare DNA from cells described in Subheading 3.1.3., wrap plates in

parafilm, cover with the lid, and incubate at 37°C for 20 min to lyse/detach cells;
following the incubation, pipet the entire 4 µL into a 200 µL PCR tube. To pre-
pare DNA from cells described in Subheading 3.2.3., step 4, proceed to step 5
below.
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5. Cap tubes and incubate for 4 h at 60°C, followed by a 30 min incubation at 90°C
to inactivate the proteinase K (see Note 9).

6. Freeze DNA at -20°C or proceed to Subheading 3.3.2..

3.3.2. PCR, Southern Blotting, and Oligonucleotide Probing

1. Add primers and PCR mix to the entire DNA preparation from Subheading 3.3.1.
above and run a 25 µL PCR. PCR reactions can and should be run in the same
tubes in which the DNA was prepared (see Note 8). For any given mutant, the
PCR conditions previously developed for tail DNA genotyping of the knockout
in question should be used.

2. Separate PCR reaction products on a TBE/agarose gel containing ethidium bromide.
3. Photograph gel to document ethidium bromide-stained molecular-weight stan-

dards.
4. Incubate gel for 30 min in denaturing solution and Southern blot onto nylon mem-

brane (Hybond N+) by capillary transfer overnight in denaturing solution.
5. Bake the membrane for 2 h at 80°C in a vacuum oven.
6. End-label 60 pmol of a single-stranded oligonucleotide (24–30 bp) that is spe-

cific for an internal region of the PCR product (i.e., does not overlap with ampli-
fication primer sequence) by incubating it with 20 U T4 PNK, 1X reaction buffer,
and 150 µCi 32P-γ-ATP for 30 min at 37°C. Remove unincorporated 32P-γ-ATP
by G-25 column chromatography.

7. Hybridize the filter with 0.5–1 × 106 cpm/mL oligonucleotide probe in SSDS for
3 h at a temperature that is 40°C below the calculated Tm for oligonucleotide
annealing to the PCR products.

8. Wash the filter five times for 15 min each in 1X SSPE/0.1% SDS at the same
temperature used for hybridization.

9. Wrap filter in plastic wrap and expose the hybridized membrane to film or
PhosphorImager (Molecular Dynamics) to identify blastocyst genotypes.

3.4. Complementation Through Lentiviral Transgenesis?

Complemention of one-cell zygotes with the Cre/lox-conditional form of
the disrupted gene’s cDNA could theoretically prevent ICM loss during subse-
quent culture of mutant blastocysts. While conventional transgenesis tech-
niques such as pronuclear injections could be used for such a procedure, the
efficiency of pronuclear injection is low and often results in multiple integrants
that would make Cre/lox-mediated deletion problematic. A method that over-
comes both of these obstacles has recently been developed (9). This method
uses lentiviruses to efficiently transduce one-cell zygotes in culture. Besides
its high efficiency, lentiviral transgenesis offers a particular advantage over
pronuclear injections in that single-copy integrants are possible. This provides
an opportunity to complement knockout zygotes with a Cre/lox-conditional
form of the disrupted gene. Once cell lines have been established from cultured
blastocysts, this floxed transgene could then be conditionally deleted by intro-
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duction of Cre recombinase. A rough outline of this theoretical procedure is
described below.

1. Infect denuded one-cell zygotes, isolated from heterozygous crosses, in culture
with a lentivirus that expresses a floxed version of the full-length cDNA corre-
sponding to the disrupted gene.

2. Culture embryos to the blastocyst stage.
3. Continue to culture blastocysts to generate immortal ES cell lines.
4. Isolate and expand single colonies of ES cells to subclone.
5. Screen these ES cell lines for single-copy transgene integrants by Southern blot.

While an exhaustive description of lentiviral preparation (13), denuded em-
bryo infection (9), and subsequent establishment of cell lines from blastocyst
culture (11, pp. 265–272) is beyond the scope of this chapter, published de-
scriptions of these methods are available. Such a strategy, to produce Cre/lox-
conditional ES cell lines from conventional knockouts, would provide valuable
reagents for future research.

4. Notes
1. Blastocyst isolation requires approximately 0.5–1 h to complete for one supero-

vulated animal. Time between sacrifice of the mother (Subheading 3.1.2., step
1) and initiating blastocyst culture (Subheading 3.1.3., step 8) should be mini-
mized as much as possible. If more than one superovulated mother is to be used,
then sacrifice of these animals and subsequent embryo processing (Subheadings
3.1.2. and 3.1.3.) should be performed independently for each animal.

2. Blastocysts can appear highly refractive or nonrefractive, depending on the posi-
tion of the intensifying mirror and light sources. However, the most distinctive
feature of blastocysts under such microscopes is a diamond-ring-like appearance
caused by the trophectoderm (the ring) encapsulating the ICM (the diamond).
After the first blastocyst has been identified, adjust the intensifying mirror and light
sources to best visualize this feature. “Picking up” blastocysts with the glass pipet is
accomplished by a single gentle sucking (“kiss”) on the mouthpiece, followed by
sealing the end with your tongue. It is important to transfer only one blastocyst at a
time to prevent clogging the capillary tube with multiple blastocysts.

3. For immunocytochemistry, a Terasaki-style microwell plate with 15 µL/well
BCM should be used. After blastocysts have settled to the bottom of the well,
reposition blastocysts with puffs of BCM delivered from the mouth-pipet appara-
tus to roll the blastocyst along the bottom of the well toward the middle. Evapo-
ration is a serious problem with these plates; therefore, all unused wells and the
inner edge of the plate should be filled with sterile water. These plates should
then be placed on top of a wet paper towel in a 15-cm dish and covered with the
plate lid.

4. Always remember to leave 10–30 µL of liquid behind and never pipet from the
center of the well, where the blastocyst is attached. Centrifuge plates at 200g for
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5 min between washes in case cells break away from the ICM during the process
of washing.

5. The cell “pellet” will not be visible to the naked eye, but can sometimes be
observed by holding tubes at the focal plane of an inverted microscope, depend-
ing on the opacity of the PCR tube. Unless otherwise noted, approx 15 µL of
supernatant should always be left behind to prevent accidental removal of cells.

6. The purpose of elevated dropping of fixed cells for mitotic spread preparation is
mainly to cause immediate spreading and evaporation of the fixative solution. If
dropping is not possible, only a slight loss of spreading is observed by placing the
solution directly onto the slide.

7. Counting interphase nuclei and mitotic chromosome spreads is best accomplished
by starting at one end of the slide and scanning “up” the 25-mm dimension of the
slide using the platform control knobs. Interphase and mitotic spreads are counted
during the process of scanning. Upon completion of one pass, move the field
“horizontally” over to the next unscanned region and then scan “down.” Con-
tinue this procedure until the entire slide has been counted.

8. All of the reagents used in Subheading 3.3.1., including PBS, must be kept free
of contamination by mouse DNA or the PCR products from genotyping. As a
result the low amount of template DNA isolated from blastocyst cultures and the
high sensitivity of this assay, even the smallest levels of contaminants can cause
false readings. It is best to have separate stock supplies that are specially dedi-
cated to this procedure.

9. A PCR machine that uses a heated lid (“oil free”) is ideal for the DNA prepara-
tion procedures described, because it prevents condensation onto the cap of the
tube and, therefore, evaporation from the sample.
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Xenopus Cell-Free Extracts to Study the DNA Damage
Response

Vincenzo Costanzo, Kirsten Robertson, and Jean Gautier

Summary
Cell-free systems derived from Xenopus eggs represent a powerful tool, intermediate
between in vitro and in vivo model systems. Here, we describe protocols to prepare cell-free
extracts recapitulating several aspects of the DNA damage response, including the DNA
damage-dependent activation of ATM/ATR protein kinases and several DNA damage
checkpoint signaling pathways that inhibit initiation of DNA replication. We provide proto-
cols to prepare cell-free extracts, DNA templates, protein kinase substrates, and to perform
checkpoint assays. In addition, we describe related methods that provide useful readouts of
the DNA damage response.

Key Words: ATM/ATR; cell-free system; eggs; DNA damage; cell cycle; checkpoint;
double-strand breaks; Xenopus.

1. Introduction
The DNA damage response can be viewed as a network of signals leading to

coordinated DNA repair and cell cycle arrest. Surveillance mechanisms first
monitor genomic integrity and signal through pathways called checkpoints.
Checkpoints are essential to delay cell cycle progression in response to DNA
damage (1,2). These pathways require the coordinated monitoring and sensing
of the damaged DNA with downstream signaling ultimately leading to cell
cycle arrest. Traditionally, the DNA damage response and its checkpoint com-
ponents have been studied mostly using yeast and mammalian cells. Budding
and fission yeasts have been used to identify mutations in genes impaired in
DNA damage cell cycle checkpoints. Genetic screens in yeast have been a
successful approach to the identification of radiation-sensitive (rad mutants)
and checkpoint genes (hus, mad, bub mutants) participating in the maintenance
of genomic integrity (3). However, this approach has several limitations.
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Essential genes might never be isolated in standard genetic screens. The DNA
damage response is more complex in vertebrates than it is in yeast, and critical
regulators of the DNA damage response, such as p53 and BRCA1, are found
only in vertebrates (2). Mammalian cell lines from diverse origins, including
some derived from patients harboring defects in the DNA damage response,
have also been used extensively to study the DNA damage response (4–6).
However, these cell-based systems do not allow for the use of specific bio-
chemical readouts, as they are based on phenotypes resulting from complex
outputs such as cell growth or survival.

DNA replication can be studied in vitro in cell-free extracts derived from
Xenopus eggs. Chromosomal DNA added to these extracts undergoes a com-
plete round of semi-conservative replication (7). Cell-free systems derived
from Xenopus eggs have also been widely used to elucidate the biochemical
bases of cell cycle transitions. They have been especially powerful in probing
the regulation of entry into S phase and into mitosis (8–13). Finally, Xenopus
extracts have been used to study checkpoint signaling following the experi-
mental inhibition of DNA replication. In such systems, G2 cell cycle check-
point activity is monitored by the inhibition of nuclear envelope breakdown
following experimental interference with DNA replication (14–17). These cell-
free systems allow extensive biochemical analysis and are dispensable for stud-
ies of both transcription and protein synthesis.

Here we describe our recent technical advances in designing cell-free ex-
tracts derived from Xenopus eggs that recapitulate several aspects of the DNA-
damage response, including DNA damage cell cycle checkpoints. To date,
these cell-free systems have been instrumental in the analysis of the DNA dam-
age cell cycle checkpoints that prevent initiation of DNA replication (18,19) as
well as the coordination between DNA replication, DNA recombination, and
DNA repair (20). We anticipate that these cell-free systems will allow for the
analysis of poorly understood aspects of the DNA-damage response, such as
the characterization of the aberrant DNA structure(s) that can elicit a DNA
damage response, and the study of the early steps of the response during which
such structures are sensed.

2. Materials
2.1. Animals

Xenopus laevis, females and males.

2.2. Buffers

1. MMR buffer: 5 mM HEPES (pH 7.8), 0.1 mM EDTA, 100 mM NaCl, 2 mM KCl,
1 mM MgCl2, 2 mM CaCl2.
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2. XB buffer: 10 mM HEPES (pH 7.7), 1 mM MgCl2, 0.1 mM CaCl2, 100 mM KCl,
50 mM sucrose.

3. CSF-XB buffer: 10 mM HEPES (pH 7.7), 2 mM MgCl2, 0.1 mM CaCl2, 100 mM
KCl , 5 mM EGTA, 50 mM sucrose.

4. Energy mix: 150 mM creatine phosphate, 20 mM ATP, 20 mM MgCl2 (store at
–20°C).

5. Chromatin isolation buffer: 50 mM KCl, 5 mM MgCl2, 2 mM DTT, 50 mM
HEPES, 0.5 mM spermine 3HCl, 0.15 mM spermidine 4HCl, 1µg/µL aprotinin,
pepstatin, leupeptin, and 0.125% Triton X-100 (made fresh before use).

6. Stop solution: 8 mM EDTA, 80 mM Tris (pH 8.0), 2.5% SDS.
7. LFB buffer: 50 mM KCl, 40 mM HEPES KOH (pH 8.0), 20 mM K2HPO4/

KH2PO4 (pH 8.0), 2 mM DTT, 2 mM MgCl2, 1 mM EGTA, 10% sucrose, 1 µg/µL
aprotitin, pepstatin, and leupeptin (made fresh before use).

8. NPB buffer: 250 mM sucrose, 15 mM HEPES (pH 7.4), 1mM EDTA (pH 8.0),
0.5 mM spermidine, 0.2 mM spermine, 1mM DTT, 10 µg/mL leupeptin, and 0.3
mM PMSF (made fresh each time).

9. Bacteria lysis buffer: 100 mM KCl, 200 µM EDTA, 20% glycerol, 20 mM HEPES
(pH 7.8), 1% triton X-100.

10. Protein kinase buffer: 10 mM HEPES (pH 7.7), 2 mM MgCl2, 0.1 mM CaCl2,
100 mM KCl, 50 µM ATP.

2.3. Other Reagents

1. 6-dimethylaminopurine (6-DMAP) (Sigma).
2. Plasmids: pBR322, pGEX-2T.
3. Restriction enzymes: BamH1, EcoR1, and HaeIII (NEB).
4. Etoposide (Sigma). 300 mM stock solution in DMSO.
5. Caffeine (Sigma). 100 mM stock solution in 10 mM pipes (pH 7.8).
6. Lysolecithin (Sigma).
7. Polyethylene glycol: PEG 6,000 (Sigma).
8. Tautomycin (BioMol). 100 µM stock solution in DMSO.
9. Wortmannin (Sigma). 100 µM stock solution in DMSO.

10. Hormones: human chorionic gonadotrophin (hCG) (Sigma), pregnant mare serum
gonadotrophin (PMSG) (Calbiochem).

11. Glutathione-sepharose (Amersham Bioscience).
12. Tdt transferase (Gibco BRL).
13. Anti-phospho histone H2AX antibodies (Upstate biotech).
14. α-32P- dGTP, γ-32P-ATP (Amersham).
15. dATP; dGTP (Sigma).

3. Methods
The methods described below outline (1) the preparation of different types

of extracts; (2) the preparation of DNA templates; (3) the assay to monitor the
DNA damage-dependent protein kinase activation; (4) the checkpoint assay
protocols; and (5) related assays for the DNA damage response.
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3.1. Preparation of Extracts

The description of extract preparation includes (1) cytostatic-arrested (CSF)
extracts; arrested in M-phase; (2) activated egg extracts; and (3) extracts treated
with 6-DMAP to inhibit protein kinases required for initiation of DNA replica-
tion. These extracts can be further fractionated for checkpoint studies into (4)
fractionated membrane-free cytosol (see Note 1).

3.1.1. CSF Extract

1. Prepare CSF-arrested extracts freshly as previously described (21).
2. Induce Xenopus females to lay eggs with 500 IU of hCG injected the night prior

to egg collection.
3. Collect eggs overnight in MMR (see Note 2).
4. Wash eggs in MMR and remove as much MMR as possible.
5. Dejelly the eggs in 2% cysteine in water (pH 7.8). For that, eggs are incubated in

cysteine with occasional stirring until they are packed.
6. Remove all cysteine solution by pouring off the excess liquid.
7. Wash eggs three times with XB, then remove all XB.
8. Wash eggs three times in CSF-XB and remove as much buffer as possible
9. Wash eggs two times in XB containing protease inhibitors (10 µg/mL leupeptin,

pepstatin, and aprotinin).
10. Transfer eggs into 1 mL of CSF-XB with protease inhibitors and 100 µg/mL

cytochalasin B in 1.5 mL Eppendorf tubes.
11. Pack the eggs by spinning for 1 min at 1000g and remove excess buffer.
12. Crush the eggs at 16°C for 15 min at 10,000g.
13. Collect the extract with an 18-gage needle by puncturing the side of the tube and

gently sucking out the cloudy intermediate cytoplasmic layer. This layer varies
slightly in color from batch to batch and is located between the superficial opaque
lipid yellow layer and the solid pellet of pigments and egg debris (see Note 3).

14. Supplement the cytosolic extract with 1/20 vol of cytochalasin B, 1/20 vol of
energy mix and 1/40 vol of 2 M sucrose.

15. Clarify the cytosolic extract by centrifugation for 30 min at 13,000g in an
Eppendorf centrifuge at 4°C. The clear cytoplasmic layer is then collected for
immediate use (see Note 4).

3.1.2. Activated CSF Extract

For most assays, including DNA replication, chromatin binding (Subhead-
ing 3.5.1.) and checkpoint assays (Subheading 3.4.1.):

1. Supplement extracts with 100 µg/µL of cycloheximide and 0.4 mM CaCl2.
2. Incubate for 15 min at 23°C. This treatment mimics the wave of calcium nor-

mally taking place following fertilization, and triggers the degradation of mitotic
cyclins, the inactivation of Cdc2/Cyclin B, and the subsequent exit from mitosis.

3. Use immediately (see Note 4).
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3.1.3. 6-DMAP Extract

The DSBs-induced checkpoint assay (Subheading 3.4.2.) is performed with
extract treated with 6-dimethylaminopurine (6-DMAP).

1. Incubate CSF extract (Subheading 3.1.1.) for 30 min with 3 mM 6-DMAP at
23°C.

2. Supplement the extract with 0.4 mM CaCl2 and incubate for 15 min at 23°C.
3. Use in Subheading 3.4.2..

3.1.4. Fractionation of Membrane-Free Egg Cytosol

This procedure was originally described (22) to study DNA replication initia-
tion. Interphase extracts (see Subheading 3.1.2.) are subjected to fractionation
by stepwise PEG precipitation to yield fractions referred to as M and B (23).

1. Dilute interphase extracts (see Subheading 3.1.2.) fourfold with cold LFB buffer.
2. Subject diluted extracts to an ultracentrifugation step at 80,000g for 40 min at

4°C in a Beckmann TL100 tabletop ultracentrifuge, using a TLS55 rotor.
3. Carefully pipet supernatants and transfer, avoiding pellet contamination, then supple-

ment with 0.075 vol of a 50% PEG solution to give a final concentration of 3.5%.
4. Incubate samples on ice for 30 min and spin for 10 min at 10,000g at 4°C.
5. Resuspend pellets in a volume of LFB containing 2.5 mM Mg-ATP correspond-

ing to one-fifth of the starting volume of extract. This yields fraction B.
6. Adjust the corresponding supernatant to 9% PEG, then incubate on ice for 30 min

and spin for 10 min at 10,000g at 4°C to yield fraction M (see Note 5).

3.2. Preparation of Templates

Here we describe the preparation of (1) DNA templates containing double-
strand breaks, used to induce a checkpoint response; (2) chromosomal tem-
plates used for DNA replication assay; (3) 6-DMAP chromatin template; and
(4) DNA templates containing single-strand gaps, used for checkpoint assay.

3.2.1. Preparation of Damaged DNA Templates

DNA molecules containing double-strand breaks (DSBs) are generated from
plasmid DNA. Circular pBR322 plasmid is digested to completion with
restriction endonucleases to yield DNA fragments containing DSBs. We tested
different enzymes generating different types of DNA ends (blunt, 3' overhang,
or 5' overhang) and did not observe differences in the DNA-damage response
(18).

1. Digest 0.5 mg of pBR322 with HaeIII (NEB). HaeIII cuts pBR322 plasmid 25
times, thus generating 26 fragments containing 2 DSBs each.

2. Digest DNA and extract twice in phenol/chlorophorm, then precipitate in ethanol
and Na acetate.
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3. Resuspend DBSs-containing DNA in water at a concentration of 1 mg/mL.
4. Dilute the DSBs stock solution into the extracts to the desired concentration.

Alternatively, we have used λ-DNA that was digested with a series of re-
striction enzymes giving rise to different numbers of restriction fragments. λ-
DNA is digested with Xbe I, Nco I, Hind III, and BstE I enzymes that generate
2, 5, 7, and 14 fragments, respectively. This approach enables us to increase
the concentration of DSBs in the extracts while keeping the mass of added
DNA constant (see Note 6).

3.2.2. Preparation of Chromatin Templates for DNA Replication

Chromatin templates for DNA replication are prepared from demembranated
Xenopus sperm nuclei as previously described (21).

1. Inject Xenopus males with 50 U of PMSG 3 d before the experiments.
2. Inject each male with 500 IU hCG the day prior to nuclei preparation.
3. Anesthesize males in 1% tricaine in water for 20 min.
4. Remove testes using surgical scissors and place them in a 35-mm tissue-culture

dish containing cold 1X MMR.
5. Rinse the testes three times in cold 1X MMR and transfer to another 35-mm

tissue-culture dish with 5 mL of cold 1X NPB for 2–5 min.
6. Transfer the testes to a clean 35-mm tissue-culture dish with 5 mL of cold 1X

NPB, and macerate thoroughly with Dumont no. 5 forceps.
7. Centrifuge the sperm suspension at 2500g for 10 min in microfuge tubes.
8. During this step, dissolve 1 mg of L-α-lysophosphatidylcholine (lysolecithin) in

100 µL of water (10mg/mL) at room temperature (RT). Lysolecithin will not
remain in solution below RT.

9. Resuspend the sperm pellet in 1 mL of 1X NPB that has been equilibrated at
room temperature, and add 50 µL of lysolecithin solution.

10. Mix the suspension and incubate for 5 min at room temperature.
11. Add 10 mL cold 1X NPB containing 3% BSA to the suspension and centrifuge

for 10 min at 2500g.
12. Resuspend the pellet in 5 mL cold 1X NPB containing 0.3% BSA and centrifuge

for 10 min at 2500g.
13. Decant the supernatant and resuspend the pellet in 500 µL of 1X NPB containing

30% (w/v) glycerol and 0.3% BSA (sperm storage buffer).
14. Make aliquots (50 µL) and freeze in liquid nitrogen. Aliquots can be kept for up

to 6 mo at –80°C.
15. Calculate the concentration of demembranated sperm nuclei by diluting a small

aliquot of the preparation in NPB containing 1 µg/mL Hoechst 33342 and by
counting the fluorescent nuclei with a hemocytometer. Normal yield should range
between 3 and 10 × 107 nuclei/frog.
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3.2.3. Preparation of 6-DMAP Chromatin

6-DMAP chromatin is prepared as follows.

1. Incubate nuclei (see Subheading 3.2.2.) at a concentration of 40,000 nuclei/µL
for 20 min at 23°C in 6-DMAP extract (see Subheading 3.1.3.).

2. Dilute the chromatin-containing extract (50 µL) 10-fold in chromatin isolation
buffer.

3. Layer carefully the suspension on top of 1.2 mL of chromatin isolation buffer
containing 30% sucrose.

4. Pellet the 6-DMAP chromatin at 6000g for 15 min at 4°C and resuspend in chro-
matin isolation buffer supplemented with 2.5 mM Mg-ATP.

5. Use 6-DMAP chromatin immediately.

3.2.4. Preparation of ExoIII Chromatin

Exonuclease III-treated chromatin is prepared as follows.

1. Vortex nuclei (see Subheading 3.2.2.) at a concentration of 100,000/µL for 30 sec.
2. Incubate 106 sperm nuclei with 100 U DNA exonuclease III (exoIII) (Roche) for

10 min at 37°C in 60 mM Tris-HCl (pH 8.0) and 0.6 mM MgCl2.
3. Stop the reaction by addition of 1 mL of NPB.
4. Process control sperm nuclei similarly with omission of exoIII.

3.3. Monitoring the DNA Damage-Dependent Activation of Protein
Kinases

ATM and ATR are members of a protein kinase family that function at, or
close to, the DNA damage-sensing step of the DNA damage response. Both
protein kinases are activated upon DNA damage (2,24). Assays for ATM or
ATR protein kinase activities are cumbersome and rely on immunoprecipita-
tion of very large proteins (approx 310 kDa and approx 370 kDa, respectively)
that have poor efficiency. In vitro studies using ATM and ATR protein kinases
have helped identify the amino acid consensus for phosphorylation by these
kinases (25). These studies have demonstrated the requirement for a glutamine
(Q) C-terminal of a serine (S) or threonine (T): SQ or TQ. In addition, pre-
ferred adjacent sequences have also been described. We have used these find-
ings to design a rapid kinase assay for ATM/ATR protein kinases in Xenopus
extracts that does not require immunoprecipitation of the protein kinases.

3.3.1. Cloning of the Fusion Peptide

In order to express the sequence corresponding to Serine 1524 of human
BRCA1, we have used the following strategy (see Note 7).
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1. Synthesize the following oligonucleotides: 5'GAG AAT AGA AAC TAC CCA
TCT CAA GAG GAG CTC ATT AAG GTT 3' (oligo 1) and 5' AAC CTT AAT
GAG CTC CTC TTG AGA TGG GTA GTT TCT ATT CTG 3' (oligo 2).

2. Anneal the oligonucleotides. For annealing, equimolar amounts of each oligo-
nucleotide are mixed in 30 µL, heated to 95°C, and cooled slowly to room tem-
perature.

3. Ligate the double-strand oligonucleotide into BamH1/EcoR1 of digested pGEX
vector, transform into DH5α cells, and screen for positive clones.

4. Transform the positive clones into BL21 cells for expression.

3.3.2. Expression and Purification of the Protein Kinase Substrate

1. Inoculate 15 mL of LB supplemented with 10 µg/mL carbenicillin plus 25 µg/
mL chloramphenicol with a single colony of BL21 cells containing the plasmid
encoding for the GST-fusion.

2. Incubate the culture overnight in a shaker at 37°C.
3. The next morning, add the 15 mL overnight culture to 250 mL of fresh LB and

incubate shaking at 37°C until the OD reading at 600 nm is between 0.5 and 0.9.
4. Induce protein expression with 1 mM IPTG and return the culture to a 37°C shaker

for 4–5 h.
5. Harvest cells by centrifugation at 6000g for 15 min, remove the supernatant, and

resuspend the cells in 20 mL of 100 mM KCl, 200 µM EDTA, 20% glycerol, 20
mM HEPES (pH 7.8), 1% triton.

6. Freeze the cells at –80°C, then thaw and sonicate on ice for 3 × 30 s.
7. Centrifuge the lysate at 10,000g for 20 min at 4°C and transfer the supernatant to

a FalconTM tube.
8. Wash 0.5 mL of glutathione sepharose beads slurry three times in PBS, add to the

supernatant, and mix gently at 4°C for 90 min.
9. Pour the slurry into a disposable plastic column and wash with 2 column vol of

120 mM NaCl, 40 mM HEPES (pH 7.8); then 2 column vol of 120 mM NaCl, 40
mM HEPES (pH 7.8), 1% NP40.

10. Elute 4 × 1 mL fractions with 20 mM glutathione, 40 mM HEPES, 5 mM DTT, pH 7.5.
11. Determine the protein content of each fraction by Bradford assay, pool and dia-

lyze against PBS the fractions containing the protein before aliquoting and storing
at –80°C.

3.3.3. Protein Kinase Assay

1. Supplement Xenopus activated CSF extract (see Subheading 3.1.2.) with control
plasmid or DSBs-containing DNA (see Subheading 3.2.1.) at 10 ng/L.

2. Incubate for 20 min, then add 2 µL aliquot of extract to 18 µL of protein kinase
buffer containing 2 g/L of GST protein fused with the BRCA1 peptide containing
an SQ site (see Subheading 3.3.2.) , 0.25 µCi of γ-32P-ATP, and 50 µM ATP.

3. Incubate the kinase reaction for 15 min and process for PAGE and autoradiogra-
phy (see Fig. 1).
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3.4. Checkpoint Assays

We have reconstituted two kinds of DNA damage checkpoint responses in
cell-free systems. In the first assay, the damage is present on the template dur-
ing DNA replication, in “cis.” In the second type of assay, the template used
for DNA replication is not damaged and DNA damage signaling is induced in
“trans” by DNA containing exogenous DSBs.

3.4.1. DNA Damage Checkpoint Induced by Single-Strand DNA Gaps

Cytosolic extracts derived from Xenopus eggs can support semi-conserva-
tive DNA replication of genomic DNA when chromatin templates are added to
extracts (7). We have developed a cell-free system that recapitulates the inhibi-
tion of DNA replication in the presence of single-strand DNA gaps (19).

Single-strand DNA gaps are generated by incubating chromatin (see Sub-
heading 3.2.2.) in cell-free extracts in the presence of etoposide, an inhibitor
of topoisomerase II, or by in-vitro treatment of chromatin by DNA exonu-
clease III (see Subheading 3.2.4.). Etoposide generates lesions in the chroma-
tin templates that are undergoing DNA replication by blocking the activity of
DNA topoisomerase II covalently linked to DNA 5{prime} termini (26).

1. Incubate 20 µL of activated extract (see Subheading 3.1.2.) with 5000
demembranated sperm nuclei/µL in the presence of etoposide at 23°C for 90 min.
Alternatively, supplement activated extract (see Subheading 3.1.2.) with ExoIII
chromatin (see Subheading 3.2.4.) at the same concentration of nuclei.

Fig. 1. A rapid assay for DNA damage-activated protein kinases. Xenopus acti-
vated CSF extract (see Subheading 3.1.2.) is supplemented with control plasmid (-)
or DSBs-containing DNA (+) (10 ng/mL). After 20 min of incubation, a 2-µL aliquot
of extract is added to 18 µL of protein kinase buffer containing 2 mg/mL of GST
protein fused with the BRCA1 peptide containing an “SQ” site (see Subheading
3.3.2.). The kinase reaction is incubated for 15 min at 22°C and processed for PAGE
and autoradiography. DSBs trigger protein kinase(s) that can phosphorylate the GST-
Peptide (compare lanes 1 and 2). This induced phosphorylation is quantitatively inhib-
ited by 5 mM caffeine (lane 3) and by X-ATM antibodies (lane 4).
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2. Concentrations of etoposide ranging from 10 to 50 µM are effective at inducing a
checkpoint response, as seen by the inhibition of genomic DNA replication.

3. Etoposide-induced inhibition of DNA replication is rescued by the addition of 5
mM caffeine, a known inhibitor of checkpoint signaling kinases, including ATM
and ATR (27).

4. Monitor DNA replication by incorporation of 32P-dATP into the chromatin.
5. Add 0.2 µCi of α-32P-dATP to each replication reaction.
6. Stop DNA replication reactions by diluting the samples in 200 µL of stop solution.
7. Incubate the samples with 1 mg/mL of proteinase K for 30 min at 37°C.
8. Extract DNA with 1 vol of phenol/chloroform.
9. Centrifuge the samples for 10 min at room temperature.

10. Recover the aqueous phase and precipitate with 2 vol of ethanol and 10 mM
ammonium acetate.

11. Resuspend the pellet in DNA loading buffer and run on a 0.8% agarose gel in TBE.
12. Fix the gel in 7% TCA. Position the gel between two layers of Whatmann 3MM

paper and stacks of filter paper and dry overnight on the bench.
13. Expose the dried gel for autoradiography.

3.4.2. DNA Damage Checkpoint Induced by DSB

To recapitulate the cell cycle response to DNA damage at the onset of S
phase, we modified a cell-free system designed to study initiation of DNA
replication (22). Activated extracts (see Subheading 3.1.2.) are treated with
either circular plasmid DNA, plasmid DNA containing DSBs, or λ-DNA con-
taining DSBs (see Subheading 3.2.1.). Treatment of the cytosolic extracts with
DSBs-containing DNA activates a checkpoint in trans. In this protocol the dam-
aged DNA that triggers the checkpoint is not carried over during the replica-
tion reaction, and the extract is tested for its ability to replicate intact chromatin
templates (see Subheading 3.2.2.). The damaged template is removed to avoid
any interference with genomic DNA replication, such as titration of essential
factors required in the elongation step of genomic DNA replication.

1. Incubate 100 µL of activated extract (see Subheading 3.1.2.) at 23°C in the pres-
ence of 50 ng/µL of circular plasmid DNA or digested plasmid (DSB) for 15 min
to activate the checkpoint.

2. For rescue experiments, pretreat extracts for 15 min at 23°C with 5 mM caffeine,
200 nM wortmannin, or affinity-purified anti-X-ATM antibodies (28), and then
incubate with damaged DNA.

M and B fractions are prepared from cytosolic extracts treated as described
above (see Subheading 3.1.4.), except that the fractions are prepared from
extracts in which the checkpoint response has been activated by DSBs. Frac-
tions derived from extract treated with DSBs are called M* and B*.

1. For replication assays, mix 0.5 µL of 6-DMAP chromatin (10,000 nuclei/µL)
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with 1 µL each of either M and B or M* and B* fraction obtained from extract
treated with different types of DNA molecules and/or caffeine, wortmannin, and
ATM-neutralizing antibodies.

2. Incubate the reactions for 15 min at 23°C. Add 10 µL of 6-DMAP extract (see
Subheading 3.1.3.).

3. Monitor DNA synthesis by the incorporation of α-32P-dATP for 90 min at 23°C,
followed by agarose gel electrophoresis (see Subheading 3.4.1.).

3.5. Other DNA-Damage Responses

3.5.1. Chromatin Binding

One critical aspect of the DNA-damage response is the damage-dependent
localization of a variety of proteins to the chromatin. This is exemplified by the
formation of damage-induced foci within the nuclei of mammalian cells. Cell-
free systems allow for the rapid mixing and subsequent separation of chroma-
tin, nuclear, and cytoplasmic fractions. To analyze the status of the proteins
that bind the chromatin in a replication or checkpoint-dependent manner, we
routinely perform chromatin-binding assays.

1. Perform chromatin-binding assays in activated extracts (see Subheading 3.1.2.)
or in fractionated extracts (see Subheading 3.1.4.). In the case of activated ex-
tracts, assemble chromatin in 50 µL of interphase extracts in which a checkpoint
has either been activated or not activated (see Note 8).

2. Incubate 10,000 nuclei/µL for 60–120 min, and dilute the extract with up to 800
µL of chromatin isolation buffer.

3. In the case of fractionated extracts (see Subheading 3.1.4.), assemble replication
reactions as above (see Subheading 3.4.2.) with the following modifications:
Scale up reactions 10-fold. Incubate 10 µL of M and B fractions for 15 min with
5 µL of 6-DMAP chromatin (10,000 nuclei/µL).

4. Following incubation, dilute each reaction in 200 µL of chromatin isolation buffer
supplemented with 0.1% Triton X-100.

5. Layer the chromatin onto the same buffer containing 30% sucrose.
6. Centrifuge the chromatin at 6000g for 15 min at 4°C.
7. Resuspend the pellet in Laemmli loading buffer.
8. Run the samples on 10% SDS-PAGE and analyze by Western blotting with spe-

cific antibodies.

3.5.2. Monitoring the Generation of Double-Strand Breaks in Cell-Free
Systems

DNA DSBs can arise as a consequence of normal physiological processes
such as during normal DNA replication (20). DSBs can also occur as a primary
or a secondary consequence of damage inflicted on cells. Therefore, it is im-
portant to have sensitive assays to monitor the occurrence of DNA DSBs when
studying checkpoint signaling.
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We have designed two techniques that monitor the formation of DSBs, and
we have used them successfully to demonstrate that DSBs arise during DNA
replication in the absence of X-Mre11. The first technique is based on the direct
labeling of DNA containing DSBs by terminal transferase, whereas the second
technique uses indirect labeling of chromatin protein using an antibody against
phosphorylated histone H2AX. Terminal transferase covalently adds dNTP to
3'-OH of deoxynucleotides. H2AX is a histone variant that specifically be-
comes phosphorylated in presence of DSBs. Phospho-H2AX is detected in
nucleosomes that are in proximity to the breaks (29,30). Details of these proto-
cols follow.

3.5.2.1. TUNEL ASSAY

1. Incubate 50 µL of control interphase extract (see Subheading 3.1.2.) or extract
in which the occurrence of DSBs will be assessed, with 10,000 nuclei/µL for 120
min at 20°C.

2. Dilute extracts in 1 mL of a buffer consisting of 100 mM KCl, 25 mM HEPES
(pH 7.8), 2.5 MgCl2, and 0.4% Triton X-100.

3. Layer samples onto the same buffer containing 30% sucrose without Triton and
spin for 20 min at 6000g in a HB-6 rotor (Sorvall).

4. Wash pellets and incubate at 37°C for 4 h in a buffer containing 90 U of terminal
transferase, 100 mM potassium cacodylate (pH 7.0), 1 mM CoCl2, 0.2 mM DTT,
25 µCi dGTP, 3,000 Ci/mM, and 50 µM dGTP.

5. Incubate control reactions in the same buffer without TdT.
6. Treat reaction mixtures with 0.1 mg/mL proteinase K and extract the DNA with

phenol-chloroform, then electrophorese on a 0.5% agarose gel at 100 V for 60
min.

7. Fix the gel in 20% TCA, dry, and expose for autoradiography.
8. Excise the labeled band from the gel and quantify by scintillation counting (see

Note 9).

3.5.2.2. PHOSPHORYLATED HISTONE H2AX DETECTION

1. Incubate 50 µL of control interphase extract (see Subheading 3.1.2.) or extract
in which the occurrence of DSBs will be assessed, with 10,000 nuclei/µL for 90
min at 23°C.

2. Isolate postreplicative chromatin by diluting the extracts in chromatin iso-
lation buffer containing 1 mM NaF, 1 mM sodium vanadate, and 0.125%
Triton X-100.

3. Layer samples onto chromatin isolation buffer containing 30% sucrose and lack-
ing Triton X-100, then spin at 6000g for 20 min at 4°C.

4. Prepare a positive control by incubating sperm nuclei for 30 min in interphase
extract to decondense chromatin.

5. Isolate the chromatin and digest for 4 h with NotI.
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6. Reisolate the digested chromatin through a sucrose cushion and incubate in inter-
phase extract for 60 min.

7. Boil chromatin in Laemmli buffer and process for sodium dodecyl sulfate-poly-
acrylamide gel electrophoresis (SDS-PAGE).

8. Use antiphosphorylated H2AX antibody for Western blotting at 1/6000 dilution.

4. Notes
1. The homogeneity of cytosolic extracts is critical to the success of all procedures;

therefore, extracts need to be mixed several times by pipetting very gently but
very thoroughly, to avoid formation of aggregates.

2. Depending on age and size, a female Xenopus will lay between 5 and 10 mL of
dejellied eggs. This yields between 2 and 4 mL of egg cytosol.

3. The cytoplasmic layer can be pipetted by directly sliding a pipet tip against the
wall of the tube through the top lipid layer. Alternatively, the lipid layer can be
removed first using a cotton swab.

4. Cytosolic extracts (CSF or activated) must be used immediately after prepara-
tion. Freezing and thawing the extract triggers apoptosis.

5. For M/B fractionation, the quality of the eggs and the timing of the preparation is
critical to get functional fractions. We perform the fractionation as soon as pos-
sible following the preparation of the extract. The complete procedure should not
take more than 3 h to recover functional fractions. The quality of M and B frac-
tions can also be tested in pilot experiments. M or B fractions do not support
DNA replication by themselves, but only in combination. If background replica-
tion is observed with either M or B fraction alone, the concentration of PEG used
for fractionation can be modified with a 1% window: 3.5 ± 0.5% for B and 9 ±
0.5% for M.

6. The stability of damaged DNA templates can be evaluated following incubation
in cell-free extracts. 5' DNA termini and 3' DNA termini are labeled with T4
kinase and TdT, respectively (Gibco labeling kits).

7. The GST-peptide fusion protein described in Subheading 3.3. can be modified
and replaced by any SQ-containing peptide known to be phosphorylated follow-
ing DNA damage.

8. Some antigens tested for chromatin binding can be very abundant in the cyto-
solic fraction, as well as in the chromatin-bound fraction. It is therefore criti-
cal to avoid cytoplasmic contamination during the chromatin isolation step.
To reduce background owing to cytoplasmic contamination of chromatin pel-
lets, we further centrifuge interphase extract for 30 min at 13,000g at 4 °C.
Furthermore, the chromatin pellets are isolated after freezing the bottom of
the Eppendorf tube in liquid nitrogen by cutting the tip of the tube with scis-
sors. We recover the pellet from the tip of the tube, resuspending it in
Laemmli buffer.

9. For TUNEL assay, it is critical to check whether the extract has supported DNA
replication. An aliquot of replicating extract can be incubated with α-32P-dATP,
processed, and run on the gel to monitor the DNA replication.
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A Xenopus Cell-Free System for Analysis of the Chfr
Ubiquitin Ligase Involved in Control of Mitotic Entry

Dongmin Kang, Jim Wong, and Guowei Fang

Summary
The checkpoint protein Chfr delays entry into mitosis in the presence of mitotic stress. We
have analyzed the Chfr checkpoint pathway in the Xenopus cell-free system. We showed
that Chfr is a ubiquitin ligase that targets polo-like kinase (Plk1) for degradation, leading to
delayed activation of the Cdc25C phosphatase and prolonged inhibitory phosphorylation of
Cdc2 at the G2/M transition. In this chapter, we will describe biochemical methods we
developed to analyze the Chfr auto-ubiquitination activity and the ubiquitination of its sub-
strate Plk1, as well as functional assays to investigate the Chfr pathway in Xenopus extracts.

Key Words: Chfr; Plk1; Cdc2; Cdc25C; Wee1; cyclin B; mitotic entry; ubiquitin ligase;
proteolysis; Xenopus cycling extracts.

1. Introduction
Entry into mitosis is controlled by a checkpoint pathway involving the

ubiquitin ligase Chfr (1,2). In normal human cell lines, this checkpoint path-
way functions at the G2 to M transition to delay condensation of chromosomes
in response to drugs, such as Taxol and nocodazole, that disrupt microtubule
structure (3). A key component of the checkpoint is the Chfr (checkpoint with
FHA and ring finger) protein, which delays chromosome condensation and
nuclear envelope breakdown in response to mitotic stress induced by Taxol or
nocodazole. In several human tumor cell lines examined, the Chfr gene is either
mutated or not expressed, and the Chfr checkpoint does not function. Ectopic
expression of Chfr in these cells restores the cell cycle delay, indicating that
Chfr is required for the checkpoint control (1). Expression of Chfr is also abol-
ished in several types of primary tumors as a result of methylation of the gene
promoter, suggesting that inhibition of Chfr expression provides proliferative
advantage to tumor cells (4–6).
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The Chfr protein contains three separate domains: an N-terminal forkhead-
associated (FHA) domain, a central ring finger (RF) domain, and a C-terminal
cysteine-rich (CR) domain. Based on mutagenesis analysis, both the FHA and
CR domains are required for the checkpoint function (1). We found that Chfr is
a ubiquitin ligase, and that the RF domain is both necessary and sufficient for
its auto-ubiquitination activity (2). We have developed a cell-free system to
analyze the biological function of the Chfr ligase. When added to Xenopus
extracts, recombinant Chfr delays the activation of the Cdc2 kinase during the
G2 to M transition, and this delay is caused by a prolonged inhibitory phospho-
rylation of tyrosine 15 on Cdc2. The target of the Chfr ligase is the polo-like
kinase 1 (Plk1), and ubiquitination and degradation of Plk1 delays mitotic
entry. Thus, Chfr represents a novel ubiquitin ligase involved in cell cycle regu-
lation, and our biochemical analysis of Chfr function in Xenopus extracts pro-
vides a molecular mechanism for Chfr-mediated checkpoint control at the G2
to M transition (2). In this chapter, we will describe detailed methods for (1)
expression and purification of the Chfr protein and other ubiquitination
enzymes required for analysis of the Chfr ubiquitin ligase activity; (2) prepara-
tion of Xenopus cell cycle extracts; and (3) analysis of Chfr function in Xeno-
pus extracts.

2. Materials
2.1. Expression and Purification of Recombinant Proteins

1. Bac-to-Bac Baculovirus Expression System and Sf9 cells (Gibco).
2. BL21, BL21(DE3), and BL21(DE3)pLys cells (Novagen).
3. Ni-NTA agarose (Qiagen).
4. Glutathione agarose (Pharmacia).
5. Resource Q column (Pharmacia).
6. Ubiquitin-Affigel (BioRad).
7. Phenylmethylsulfonyl fluoride (PMSF) (Sigma).
8. Creatine phosphate (Sigma).
9. Phosphocreatine kinase (Sigma).

10. Chfr lysis buffer: 20 mM Tris-HCl, pH 8.5, 100 mM KCl, 1% NP-40, 2 mM
PMSF, plus leupeptin, chymostatin, and pepstin, each at 10µg/mL.

11. Chfr/Ubc4 dialysis buffer: 10 mM Tris-HCl, pH 7.7, 100 mM KCl, and 1 mM DTT.
12. E1 lysis buffer: 50 mM Tris-HCl, pH 8.0, 1 mM EDTA, 0.2 mM DTT.
13. E1 wash buffer: 50 mM Tris-HCl, pH 8.0, and 500 mM KCl.
14. E1 elution buffer: 50 mM Tris-HCl, pH 9.0, and 10 mM DTT.
15. E1 dialysis buffer: 50 mM Tris-HCl, pH 7.5, and 1 mM DTT.
16. Thioester reaction buffer: 5 mM Tris-HCl, pH 7.7, 10 mM MgCl2, 1 mM ATP,

and 0.1 mM DTT. Store at 4°C.
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17. Thioester sample buffer: 120 mM Tris-HCl, pH 6.8, 4% SDS, 4 M urea, and 20%
glycerol. Store at 4°C.

18. ∆90CycB lysis buffer: 10 mM Tris-HCl, pH 8.0, 50 mM NaCl, 1 mM EDTA, 5
mM DTT, 0.05% NP40, and 2 mM PMSF. Store at 4°C.

19. ∆90CycB refolding buffer: 50 mM Tris-HCl, pH 8.0, 100 mM KCl, 5 mM MgCl2,
and 5 mM DTT. Store at 4°C.

20. QuikChange® Site-Directed Mutagenesis Kit (Stratagene).
21. Slide-A-Lyzer® (Pierce).
22. CentriPrep-10 (Pharmacia).

2.2. Preparation of Xenopus Extracts

1. Ca2+ Ionophore (A23187) (Calbiochem).
2. Human chorionic gonadotropin (hCG) (Sigma).
3. Pregnant mare serum gonadotropin (PMSG) (Calbiochem).
4. Cytochalasin B (1000X = 10 mg/mL) (Sigma).
5. Cycloheximide (100X = 10 mg/mL) (Sigma).
6. Protease inhibitor mix (leupeptin, chymostatin, and pepstin; 1000X = 10 mg/mL

each) (Sigma).
7. Nyosil-M25 oil (ANDPAK-EMA).
8. MMR buffer: 100 mM NaCl, 2 mM KCl, 2 mM CaCl2, 1 mM MgCl2, 0.1 mM

EDTA, and 5 mM HEPES, pH 7.7.
9. XB buffer: 10 mM HEPES, pH 7.7, 100 mM KCl, 0.1 mM CaCl2, 1 mM MgCl2,

and 50 mM sucrose.
10. Energy regenerating system: 150 mM creatine phosphate, 20 mM ATP, pH 7.4,

and 20 mM MgCl2.

2.3. Analysis of the Chfr Ubiquitin Ligase

1. HEK293T cells (ATCC).
2. [35S]-methionine (Pharmacia).
3. [32P]-γ-ATP (Pharmacia).
4. [125I]-Ubiquitin (NEN).
5. Ubiquitin (Ub) (Sigma)
6. Histone H1 (Calbiochem).
7. Chloramine T (Sigma).
8. Mouse anti-Myc antibody (9E10 clone) (Santa Cruz Biotechnology, Inc.).
9. HEK293T lysis buffer: 50 mM Tris-HCl, pH 7.7, 150 mM NaCl, 0.5% NP-40, 1 mM

DTT, 10% glycerol, 0.5 µM okadaic acid, and 10 µg/mL each of leupeptin,
pepstatin, and chymostatin.

10. EB buffer: 80 mM β-glycerophosphate, pH 7.4, 15 mM MgCl2, 10 mM EGTA,
and 0.1% NP-40.

11. TNT Coupled Transcription/Translation System (Promega).
12. PhosphorImager (Molecular Dynamics).
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3. Methods
3.1. Expressing and Purifying Recombinant Proteins

3.1.1. Expressing and Purifying the Chfr Ligase From Sf9 Cells

1. Clone human Chfr gene by PCR amplification into the pFastBac vector.
2. Package the Chfr gene in the pFastBac vector into baculovirus following

manufacturer’s instructions.
3. Express the Chfr ligase in insect Sf9 cells as a His-tagged recombinant protein

(see Note 1). Infect 6 L of Sf9 cells at a MOI of 5 with the Chfr baculovirus, and
harvest cells 72 h postinfection. His-Chfr protein expressed in Sf9 cells is soluble.

4. Lyse Sf9 cells on ice in 5 vol of Chfr lysis buffer. Incubate lysates on ice for 30
min, sonicate for 2 min at 80% of maximal power output, and centrifuge at
20,000g for 30 min at 4°C.

5. Fractionate cleared supernatants over a 45-mL Resource Q anion exchange col-
umn (Pharmacia) at a flow rate of 5 mL/min. Elute bound proteins with a 300-mL
linear salt gradient of 100 mM to 600 mM KCl and collect 14-mL fractions. Iden-
tify the peak of the Chfr protein by SDS-PAGE electrophoresis.

6. Purify the recombinant Chfr protein in peak fractions by Ni-NTA beads (Fig.
1A).

7. Dialyze the purified protein against the Chfr dialysis buffer, aliquot, and store at
–80°C. The yield of purification is usually 1 mg Chfr protein per L of Sf9 cells.
The purified Chfr protein is stable for over 3 yr at –80°C.

To analyze the minimal domain of Chfr sufficient for its auto-ubiquitination,
three deletion mutants were constructed by PCR subcloning. ChfrF1 (aa 1–
360) contains both the FHA domain and the RF domain. ChfrF2 (aa 142– 360)
contains the RF domain and the spacer between the FHA and RF domains.
GST–ChfrF3 (aa 267–360) has the RF domain fused to GST at its N-terminus
(see Note 2). These recombinant proteins were expressed in BL21(DE3) (for
ChfrF1 and 2) or in BL21 (for GST–ChfrF3). His–ChfrF1 and His–ChfrF2
were purified by Ni-NTA beads and GST–ChfrF3 was purified by glutathione-
agarose beads.

To analyze the requirement of the ring-finger domain for Chfr ligase activ-
ity, two variants, ChfrI306A and ChfrW332A, with mutations in the conserved
residues in the ring-finger domain, were constructed by QuikChange® Site-
Directed Mutagenesis Kit. Mutant proteins were expressed and purified simi-
larly to the wild-type protein.

3.1.2. Expressing and Purifying the Ubiquitin-Activating Enzyme

Ubiquitin-activating enzyme (E1) was purified through a ubiquitin-affinity
column by the formation of the E1-ubiquitin thioester conjugate (see Note 3).
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1. Clone the E1 gene into a pET vector and express the E1 protein in 6 L of
BL21(DE3). Spin down cell pellets.

2. Resuspend pellets from each liter of cells in 20 mL of E1 lysis buffer and lyse
cells by sonication for 2 min at 80% of maximal power output. Immediately after
sonication, add PMSF to 2 mM and MgCl2 to 5 mM.

3. Centrifuge cell lysates at 12,000g for 30 min and then add ATP, creatine phos-
phate, and phosphocreatine kinase to supernatants at 2mM, 10 mM, and 5 U/mL,
respectively.

4. Incubate cleared cell lysates with 3 mL of Ubiquitin-Affigel (6 mg ubiquitin/mL
beads) for 2 h at room temperature, with gentle mixing at 30 rotations per min.
Wash the ubiquitin column with 5 column vols of E1 wash buffer and elute the
E1 protein with 3 vols of E1 elution buffer at a rate of 1 mL/min.

5. Concentrate eluted E1 by CentriPrep-10 and dialyze in a Slide-A-Lyzer against
the E1 dialysis buffer. Aliquot the E1 protein and store at –80°C. The expected
yield is about 0.5 mg E1 per L of E. coli culture.

Fig. 1. Auto-ubiquitination of Chfr. (A) Purified recombinant Chfr protein assayed
by 12% SDS-PAGE. Recombinant Chfr (B) and GST–ChfrF3 (C) were incubated with
radioactive ubiquitin in the presence of E1 and Ubc4. The kinetics of the formation of
the Chfr–ub conjugates was assayed by 12% reducing SDS-PAGE. The arrow points
to the wells of the stacking gel and the arrowhead indicates the junction between stack-
ing and separating gels.
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3.1.3. Expressing and Purifying the Ubiquitin-Conjugating Enzyme
(Ubc4)

1. Clone human Ubc4 into the pET28a vector by PCR amplification from human
fetal thymus cDNA.

2. Express recombinant proteins in BL21(DE3) and purify by Ni-NTA beads. Iden-
tify the peak of the Ubc4 fractions by SDS-PAGE electrophoresis.

3. Further purify the peak of Ubc4 fractions over a 1-mL HiTrap Q column and
dialyze purified protein against the Ubc4 dialysis buffer.

The activity of Ubc4 was assayed in a thioester assay.

1. Incubate the Ubc4 protein at room temperature for 5 min with 30 µg/mL labeled
ubiquitin, 200 µg/mL recombinant E1, and 1 mM ATP. Perform the reaction in a
total vol of 10 µL in the thioester reaction buffer with the final concentration of
Ubc4 at 20 µg/mL.

2. Stop the reaction by addition of 10 µL of thioester sample buffer.
3. Analyze the reaction product by nonreducing 15% SDS-PAGE.

3.1.4. Expressing and Purifying the Nondegradable Cyclin B

Deletion of the N-terminal 90 amino acids from Xenopus cyclin B1 prevents
its degradation by the anaphase-promoting complex pathway during mitosis
(7). This non-degradable form, ∆90CycB, stably arrests Xenopus extracts at
mitosis upon its addition to interphase extracts.

1. Express the ∆90CycB protein in BL21(DE3)pLys as inclusion bodies (7).
2. Resuspend the pellet from 1 L of cells in 25 mL of ∆90CycB lysis buffer. Lyse

cells by sonication for 2 min.
3. Centrifuge cell lysates at 17,000g for 15 min. Wash cell pellets/inclusion bodies

in the ∆90CycB lysis buffer plus 500 mM NaCl. Centrifuge again.
4. Resuspend cell pellets/inclusion bodies in 15 mL of ∆90CycB lysis buffer plus 8

M urea and 5 mM DTT, and incubate for 1 h at room temperature. Add 15 mL of
∆90CycB refolding buffer dropwise and centrifuge refolded ∆90CycB protein at
23,000g for 5 min at 4°C.

5. Dialyze cleared supernatant three times against ∆90CycB refolding buffer and
concentrate by CentriPrep-10. We usually make a stock of ∆90CycB at 1 mg/mL.

3.2. Preparing Xenopus Extracts

Xenopus cell-free extracts are a powerful system to investigate the function
of Chfr in the cell cycle. Xenopus laid eggs are normally arrested at meiotic
metaphase II. Upon activation by calcium influx, eggs exit from meiosis and
enter mitotic cycles. Cytoplasmic extracts can be easily prepared from acti-
vated eggs by a two-step centrifugation protocol, and such extracts cycle be-
tween interphase and mitosis multiple times in vitro. The following protocol is
adapted from Murray et al. (8).
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3.2.1. Priming and Inducing Frogs to Lay Eggs

1. Prime frogs with pregnant mare serum gonadotropin (PMSG) 3 to 7 d prior to the
day of your experiment. Inject each frog with 50 U of PMSG (100 U/mL) subcu-
taneously into the dorsal lymph sac using a 27-gage needle.

2. One day prior to your experiment, inject 500 U of human chorionic gonadotropin
(hCG) (1000 U/mL) to induce ovulation. Place each frog in a 4-L container with
2 L of MMR and keep at 16°C overnight.

3.2.2. Preparing Cycling Extracts

1. Prepare 500 mL of MMR and 500 mL of XB per frog, and preequilibrate to 16°C.
2. Collect laid eggs 15–16 h after injection of hCG and wash eggs with MMR once

(see Note 4).
3. Freshly prepare 200 mL of 2% cysteine, pH 7.6, per frog.
4. Dejelly eggs in 2% cysteine solution for 5 min. During this process, swirl eggs

around gently to mix well. Dejellying is complete when eggs are closely packed
and the volume of eggs is reduced to 20%.

5. Wash eggs with MMR three times, 100 mL per frog each time.
6. Activate eggs with 1 µg/mL of calcium ionophore (A23187) for 3–5 min. As

soon as eggs become activated, the pigmented animal pole contracts. Do not over-
activate (see Note 5).

7. Wash eggs with MMR once and with XB three times, 100 mL per frog each time.
8. Incubate activated eggs in XB for 20 min at room temperature. This incubation

allows eggs to exit from metaphase arrest (see Note 6).
9. Set up 16 × 102 mm Beckman clear centrifuge tubes on ice and add 1 mL XB

containing 10X protease inhibitor mix and 10X cytochalasin B to each tube.
10. Wash eggs once with small volume of ice-cold XB containing 1X protease in-

hibitor mix and transfer eggs to the centrifuge tubes prepared previously.
11. Aspirate off any excess buffer and add 1 mL of Nyosil-M25 oil to each tube (see

Note 7).
12. Spin tubes at 2000g for 1 min in an HB-6 rotor to pack eggs.
13. Remove excess buffer and oil on top of tubes.
14. Crush eggs at 16,000g for 10 min at 4°C in a HB-6 rotor. During the centrifuga-

tion, set up a 3-mL syringe and 19-gage needle on ice to chill. Set up 13 × 51 mm
Beckman clear centrifuge tubes and 17 × 100 mm polypropylene culture test
tubes on ice for the second spin.

15. Collect the middle layer from tubes with needle and syringe. Place extracts in
chilled Beckman tubes and add protease-inhibitor mix, cytochalasin B, and en-
ergy-regenerating system to 1X final concentrations. Insert the Beckman tube
into the culture test tube.

16. Spin tubes at 8000g for 10 min at 4°C in the HB-6 rotor.
17. Collect the middle layer with a needle/syringe by poking on the side of tube and

place extracts in chilled Eppendorf tubes. Use extracts immediately. Otherwise,
add sucrose to 200 mM and freeze and store extracts at –80°C (see Note 8).
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The yield of extracts is usually 0.5–1 mL per frog. Fresh extracts prepared
with this protocol will cycle between interphase and mitosis two to three times
once the temperature of extracts is raised to room temperature (8). To generate
interphase extracts, cycloheximide can be added to extracts at a final concen-
tration of 10 mM to inhibit protein synthesis, and such extracts will stay at
interphase. Interphase extracts can be induced to enter mitosis and arrest at
anaphase upon addition of nondegradable ∆90CycB. Thus, the G2-to-M tran-
sition can be recapitulated by addition of ∆90CycB to interphase extracts (8).
Interphase and mitotic extracts can be frozen and stored at –80°C for 1 mo, but
cycling extracts have to be prepared and used fresh.

3.3. Analyzing the Chfr Ubiquitin Ligase

3.3.1. Auto-Ubiquitination of Chfr

3.3.1.1. ASSAYING LIGASE ACTIVITY OF RECOMBINANT CHFR PROTEIN

As a ubiquitin ligase, Chfr auto-ubiquitinates in the presence of E1, E2,
ubiquitin, and ATP, but in the absence of a substrate (Fig. 1B). Auto-
ubiquitination can be assayed in vitro as described here.

1. Label ubiquitin with 125I to a specific activity of 100 µCi/µg using the chloram-
ine T procedure (9).

2. Perform auto-ubiquitination reactions in a total volume of 10 µL. The reaction
mixture contains an energy-regenerating system, 400 µg/mL labeled ubiquitin,
20 µg/mL recombinant E1, 10 µg/mL Ubc4, and 800 µg/mL Chfr, Chfr1, Chfr2,
or GST–Chfr3. Incubate reactions at room temperature for varying times and
quench with SDS sample buffer.

3. Analyze reactions by reducing 12% SDS-PAGE and scan gels with a
PhosphorImager.
Through deletion analysis (ChfrF1-3), we found that the RF domain is sufficient
for auto-ubiquitination activity (Fig. 1C). In addition, point mutations in the RF
domain (ChfrI306A and ChfrW332A) abolish the auto-ubiquitination activity.
Thus, the RF domain is both necessary and sufficient for auto-ubiquitination
activity.

3.3.1.2. ASSAYING LIGASE ACTIVITY OF CHFR FROM TRANSFECTED CELLS

The Chfr ligase activity can also be analyzed in mammalian tissue culture
cells.

1. Transfect Myc–Chfr gene, Myc–ChfrI306A, and Myc–ChfrW332A (10 µg each)
into HEK293T cells in a 10-cm dish using the calcium phosphate method. Har-
vest cells 72 h posttransfection.

2. Lyse cells with 500 µL of the HEK293T lysis buffer and sonicate lysates for 2
min. Centrifuge at 200,000g for 30 min at 4°C to make S100 supernatants.
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3. Covalently couple the mouse anti-Myc antibody (9E10 clone) to Affi-Prep Pro-
tein A beads at a concentration of 1 µg of the antibody per µL of beads. Wash
beads twice with 10 vol of 100 mM glycine, pH 2.5, to preelute uncrosslinked
antibody, and then neutralize antibody beads with 10 mM Tris-HCl, pH 7.5.

4. Incubate 3 µL of antibody beads with 500 µL of S100 supernatant overnight at
4°C and mix antibody beads gently on a shaker. Wash antibody beads by gently
mixing five times with 20 vol of XB buffer containing 500 mM KCl and 0.5%
NP-40, and three times with XB alone. Elute proteins bound to beads with SDS
sample buffer, separate eluted proteins by SDS-PAGE, and analyze by Western
blotting using an anti-ubiquitin antibody (Fig. 2A,B) .

5. For ubiquitination assays with Myc–Chfr complexes from HEK293T cells (Fig.
2C), transfect Myc–Chfr in a 15-cm dish of HEK293T cells. Purify Myc–Chfr by
anti-Myc antibody beads and incubate anti-Myc immunoprecipitates in 5 µL with
400 µg/mL labeled ubiquitin, 20 µg/mL recombinant E1, 300 µg/mL Ubc4, and 1
mM ATP at room temperature for 1 h. Quench reactions with SDS sample buffer
and analyze by reducing 10% SDS-PAGE.

3.3.2. Ubiquitinating the Chfr Substrate

Polo-like kinase, Plk1, is a substrate of Chfr at the G2/M transition. Plk1
phosphorylates Cdc25C phosphatase at the G2/M transition, leading to activa-
tion of Cdc2 and entry into mitosis. Ubiquitination and subsequent degradation
of Plk1 by Chfr delays the activation of Cdc2 and mitotic entry.

Fig. 2. The Chfr ligase activity from transfected cells. Myc–Chfr (lanes 2), Myc–
ChfrI306A (lanes 3), Myc–ChfrW332A (lanes 4), and control vector (lanes 1) were
transfected into HEK293T cells and immunoprecipitated by an anti-Myc antibody.
The immunoprecipitates were analyzed by Western blotting with an anti-Myc anti-
body (A) or with an anti-ubiquitin antibody (B). In addition, immunoprecipitates were
incubated with radioactive ubiquitin in the presence of recombinant E1 and Ubc4 and
assayed for ubiquitin ligase activity (C).
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Ubiquitination of Plk1 by Chfr can be demonstrated in vitro.

1. Synthesize Plk1 in a coupled transcription and translation reaction in reticulocyte
lysates in the presence of [35S]-Met.

2. Incubate labeled Plk1 with recombinant 20 µg/mL E1, 10 µg/mL Ubc4, 400 µg/
mL Chfr, 400 µg/mL ubiquitin, and an energy-regenerating system at room tem-
perature for varying times.

3. Quench reactions with SDS sample buffer and analyze by reducing 12% SDS-
PAGE (Fig. 3A). Scan gels with a PhosphorImager. Formation of Plk1–Ub con-
jugates were detected in a Chfr-dependent manner (Fig. 3A).

Formation of the Plk1–Ub conjugates can be detected in Xenopus extracts.

1. Incubate recombinant GST-Ub protein (1 mg/mL) with Xenopus interphase ex-
tracts with or without recombinant Chfr (400 µg/mL) for 30 min at 4°C.

2. Add glutathione beads (2 µL bead/10 µL extracts) to the extracts and incubate for
varying times at 4°C.

3. Collect aliquots of extracts with glutathione beads in cold XB buffer at various
time points and purify GST–Ub conjugates by glutathione beads.

4. Detect conjugates of GST–Ub and Plx1 (the Xenopus homolog of Plk1) by West-
ern blot analysis using an antibody against Plx1 (Fig. 3B). The formation of Plx1–
GST–Ub conjugates depends on the addition of Chfr ligase.

Chfr-dependent degradation of Plx1 at G2/M transition can be monitored in
Xenopus extracts, since entry into mitosis in this cell-free system can be in-
duced by addition of nondegradable ∆90CycB to interphase extracts.

1. Incubate Xenopus interphase extracts with 2 mg/mL ubiquitin either in the pres-
ence or absence of 400 µg/mL recombinant Chfr.

2. Add ∆90CycB to 50 µg/mL and take aliquots of extracts at various time points.
Detect the formation and degradation of Plx1–Ub conjugates kinetically by West-
ern blot analysis using an antibody against Plx1 (Fig. 3C).

At the G2/M transition, active Chfr ligase mediates the formation of Plx1–
Ub conjugates in Xenopus extracts, leading to the degradation of Plx1.

3.3.3. Effect of Chfr Ligase on Entry into Mitosis

Xenopus extracts are an excellent system to study the biological function of
Chfr on cell-cycle progression, since this cell-free system can cycle between
interphase and mitosis in vitro.

1. Incubate recombinant Chfr at 400 µg/mL with Xenopus cycling extracts.
2. Take 2 µL of extracts at various time points by quickly freezing in liquid nitrogen.
3. When all the samples are collected, measure the Cdc2 kinase activity using his-

tone H1 as a substrate in 10 µL of EB buffer in the presence of radioactive γ-
ATP. Assay reaction products by 12% SDS-PAGE and analyze by
PhosphorImager (Fig. 4A).
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In control extracts without Chfr, extracts cycle between interphase and
mitosis twice within the first 120 min, whereas the Chfr-treated extracts enter
the first mitosis only after 130 min. Thus, Chfr ligase causes a profound cell
cycle delay (Fig. 4A).

Fig. 3. Ubiquitination of Plk1 by the Chfr ligase. (A) In vitro ubiquitination of Plk1.
In vitro-synthesized Plk1 was incubated with recombinant E1, Ubc4, ubiquitin, and
ATP, either in the presence or absence of recombinant Chfr, and ubiquitination of
Plk1 was analyzed by SDS-PAGE. (B) Isolation of Plx1–ubquitin conjugates from Xe-
nopus extracts. Xenopus interphase extracts were incubated with GST–Ub plus a buffer
or Chfr. Samples were collected at various time points and GST–Ub conjugates were
purified with glutathione beads and assayed by Western blot analysis using the anti-Plx1
antibody. (C) Degradation of endogenous Plx1 at the G2/M transition in a Chfr-depen-
dent manner. Xenopus interphase extracts were incubated with recombinant ubiquitin (at
2 mg/mL) plus a buffer or Chfr for 5 min. ∆90CycB was then added and the level of
endogenous Plx1 at the G2/M transition was assayed by Western blotting with an anti-
Plx1 antibody. Arrowheads point to nonspecific, cross-reacting bands.
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To determine the exact cell cycle transition the Chfr pathway regulates, one
can examine the G2 to M transition in detail by inducing the interphase to
mitosis transition with addition of ∆90CycB to interphase extracts.

1. Incubate interphase extracts with recombinant Chfr at a final concentration of
400 µg/mL for 20 min.

2. Add ∆90CycB at a final concentration of 50 µg/mL. Take 1 µL samples at vari-
ous time points by quickly freezing in liquid nitrogen.

3. When all the samples were collected, measure the Cdc2 kinase activity as de-
scribed above (Fig. 4B). In addition, determine the level of Tyr-15 phosphory-
lated Cdc2 by Western blot analysis using an antibody specific to phosphorylated

Fig. 4. Chfr controls the activation of Cdc2 at the G2-M transition. (A) Xenopus
cycling extracts were incubated with either buffer (indicated as –Chfr) or Chfr and the
kinetics of entry into mitosis were measured by the Cdc2 kinase activity assay using
histone H1 as a substrate. (B) Xenopus interphase extracts were incubated with either
buffer (–Chfr) or Chfr. ∆90CycB was then added and the activation of the Cdc2 kinase
was determined. The kinetics of entry into mitosis were also measured by the phos-
phorylation state of Cdc2, Cdc25C, and Wee1 in Western blot analysis. Arrowheads
point to nonspecific, cross-reacting bands.
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Cdc2, but not to the unphosphorylated form. Determine the degrees of phospho-
rylation on Cdc25C phosphatase and on Wee1 kinase by their mobility shift on
SDS-PAGE in Western blot analysis.

We conclude that active Chfr delays the entry into mitosis as measured by
the activation of Cdc2 kinase at the G2/M transition. This delay correlates with
the prolonged inhibitory phosphorylation on Tyr 15 of Cdc2. Consistent with
this, active Chfr delays the phosphorylation of both Cdc25C and Wee1 at the
G2/M transition (Fig. 4B).

Based on data presented here, we propose the following model for the Chfr
pathway at the G2/M transition. During the normal G2/M transition, Wee1
mediates the inhibitory phosphorylation of Tyr 15 and Thr 14 on Cdc2, while
Cdc25C dephosphorylates and activates Cdc2. Plk1 regulates both the Wee1
kinase and the Cdc25C phosphatase, which in turn control the Cdc2 kinase
activity (10). Wee1 is phosphorylated by Plk1 as well as by Cdc2/cyclin B, and
phosphorylation inhibits its kinase activity. On the other hand, the N-terminal
regulatory domain in the Cdc25C protein is also phosphorylated by Plk1 and
Cdc2/cyclin B. However, phosphorylation enhances the phosphatase activity
of Cdc25C (11–14). Thus, the activation of Cdc25C and Cdc2 and the inhibi-
tion of Wee1 at mitosis constitute an auto-activating feedback loop that allows
activation of the Cdc2 kinase in an all-or-none fashion (10). The initial activity
of the Plk1 at the G2/M transition can determine the status of the auto-activat-
ing loop and the level of the Cdc2 kinase activity. Upon activation of the G2/M
checkpoint, active Chfr ligase targets Plk1 for ubiquitination and degradation,
leading to delayed activation of Cdc25C and Cdc2.

We expect that Xenopus extracts reflect certain aspects of regulation of Plk1
in mammalian somatic cells. The expression of Plk1 is regulated in mamma-
lian cells; Plk1 begins to accumulate in G2 and its level peaks in mitosis (15).
Activation of the Chfr pathway by mitotic stress leads to ubiquitination and
degradation of Plk1 and blocks the entry into mitosis. Once mitotic stress is
relieved and defects are repaired, the Chfr ligase is inactivated and de novo
synthesis of Plk1 drives cells into mitosis. Thus, over-expression of Chfr in
Xenopus extracts allows us to investigate checkpoint signaling from active Chfr
to Cdc2. Using the Xenopus cell-free system, we have elucidated the molecular
pathway leading from activation of Chfr to the delay in mitotic entry.

4. Notes
1. Chfr failed to express as a full-length recombinant protein in E. coli. When ex-

pressed in Sf9 cells, His–Chfr is soluble, but cannot be purified with Ni beads di-
rectly from cell lysates, presumably as a result of the inaccessibility of the His tag.
However, we were able to quantitatively purify His–Chfr using Ni beads after prior
fractionation of total cell lysates over a Resource Q anion exchange column.
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2. ChfrF3 contains only the RF domain (93 amino acids). When expressed by itself
in E. coli, no expression was detectable. Fusion of ChfrF3 to GST stabilizes the
RF domain, leading to a high-level expression.

3. Although His-tagged E1 can be expressed in E. coli and purified by a Ni column,
the purified prep contains a large number of truncated proteins. Purification by
the Ni column tends to give a higher yield than that by the ubiquitin-affinity
column. However, protein purified by Ni column is not active, presumably due to
misfolding of E1 and the dominant-negative effect of the truncated proteins.

4. Frogs continue to lay eggs up to 24 h post hCG injection, but eggs tend to be less
healthy after 20 h in MMR buffer. We usually collect eggs 16 h post hCG injec-
tion. To ensure the highest quality of laid eggs, it is important to pre-equilibrate
MMR to 16°C and to keep frogs and eggs at 16°C all the time.

5. Prolonged incubation with calcium ionophore will cause extracts to fail to cycle
and undergo apoptosis. It is critical to stop activation as soon as the animal pole
begins to contract.

6. The 20 min incubation between activation and centrifugation ensures that mei-
otic regulators, such as c-mos, are completely down-regulated. Otherwise, ex-
tracts are able to cycle through interphase into mitosis, but fail to exit from
mitosis.

7. Nyosil-M25 oil has a density higher than aqueous buffer, but lower than eggs.
Upon low-speed packing centrifugation, Nyosil oil will sediment between eggs
and the aqueous buffer, thereby allowing complete removal of buffer from eggs.
For extracts to cycle, it is important to prepare extracts as concentrated as pos-
sible.

8. Sucrose stabilizes extracts. We usually add 200mM sucrose to interphase or mi-
totic extracts before freezing extracts and storing at –80°C. It is less important to
include sucrose in cycling extracts, since cycling extracts are used immediately
after preparation.
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Control of Mitotic Entry After DNA Damage
in Drosophila

Burnley Jaklevic, Amanda Purdy, and Tin Tin Su

Summary
In the presence of DNA damage, cells delay the entry into mitosis, presumably to allow time
for repair. Methods to detect the delay of mitosis in a multicellular model organism, Droso-
phila melanogaster, are described here. These include the collection of embryos and larvae,
irradiation with x-rays to damage DNA, and fixing and staining of tissues with an antibody
to phosphorylated histone H3 to measure the mitotic index. These methods should be useful
in identifying potential mutants that are unable to regulate mitosis following DNA damage.

Key Words: Drosophila; embryo; larvae; cell cycle; mitosis; DNA damage; checkpoint.

1. Introduction
Cell proliferation is essential for growth and maintenance of all organisms.

Equally important is the need to inhibit cell proliferation in response to extra-
cellular and intracellular conditions such as the lack of nutrients or damaged
and incompletely replicated DNA. Inability to regulate cell division in the pres-
ence of damaged DNA can compromise the genetic integrity of daughter cells.
As such, mutational loss of checkpoint mechanisms that sense the presence of
DNA defects and regulate the cell-division cycle as needed can increase
genome instability and predisposition to cancer (1). This chapter describes
methods to assay for regulation of mitosis in the presence of damaged DNA in
Drosophila melanogaster. Ionizing radiation (x-rays) is used to induce DNA
damage, but the methods described here could also be used in combination
with other DNA damaging radiation such as γ-rays and ultraviolet (UV). A
commercially available antibody to a phosphorylated serine on histone H3
(PH3 [2,3]), a mitosis-specific antigen, is used to identify mitotic cells. These
methods can be used to test potential checkpoint mutants for their ability to
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regulate mitosis. Methods for detection of mitotic regulation in two different
developmental stages, embryo and larvae, are described. Thus, maternal effect
lethal or embryonic lethal mutants (i.e., when mutations prevent development
beyond embryonic stages) can be assayed as embryos, while larval lethal mu-
tants (i.e., when mutations permit development to larval stages) can be assayed
at either stage. In summary, this chapter describes methods for collection of
embryos and larvae, irradiation to induce DNA damage, and fixing and stain-
ing to detect changes in mitotic index.

2. Materials
1. Food for fly culture (4–6):

a. Molasses agar bottles.
b. Baker’s yeast.
c. Grape juice–agar plates.

2. Containers for fly culture:
a. Collection cages—large plexiglass containers sealed at one end with insect

screen. These hold flies during egg collection.
b. Egg collection baskets—plexiglass cylinders sealed at one end with nylon

netting.
3. A soft paint brush.
4. Small (35 × 10 mm) plastic petri dish.
5. Large (100 × 15 mm) plastic petri dish lid.
6. Two pair fine forceps, e.g., no. 5 Watchmaker.
7. Dissecting microscope.
8. Nutator or other rocking device to mix samples during incubation.
9. Phosphate buffered saline (PBS): 140 mM NaCl, 2.6 mM KCl, 10 mM Na2HPO4,

1.8 mM KH2PO4, pH 7.4.
10. Fix solution for larval tissues: 1X PBS, 5% formaldehyde, 0.3% Triton-X-100

(made fresh).
11. Fix solution for embryos: 1X PBS, 10% formaldehyde (made fresh).
12. PBTx: 1X PBS, 0.3% Triton-X-100.
13. Block solution; PBTx plus 10% Normal Goat Serum.
14. Rabbit anti-PH3 antibody (Upstate Biotech), diluted 1:1000 in block just prior

to use.
15. Anti-rabbit secondary antibodies conjugated to FITC or rhodamine.
16. Flouromount-G (Southern Biotechnology Associates, Inc.).
17. Hoechst 33258 for staining DNA.
18. Microscope slides and coverslips.
19. Compound fluorescence microscope.
20. Heptane.
21. 50% bleach (made fresh in water).
22. Methanol.
23. X-ray source.
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3. Methods
Subheadings 3.1.–3.4. apply to embryos and Subheadings 3.5.–3.8. apply

to larvae. Methods outline (1) embryo collection and irradiation; (2) fixation;
(3) staining to visualize mitotic cells; (4) data collection and interpretation; (5)
collection and aging of embryos to reach appropriate larval stages; (6) irradia-
tion; (7) dissection to obtain imaginal discs; and (8) fixation, staining, and in-
terpretation of data.

3.1. Embryo Collection and Irradiation

A working knowledge of Drosophila culture is assumed but may be found
in (4,6). Flies and embryos are kept in a humidified incubator at 25°C through-
out the procedure except for the brief interval needed for irradiation. Time
intervals are adjusted for embryo development at 25°C and should be adhered
to faithfully.

1. Collect embryos on a grape-agar plate for 60 min and discard (see Note 1). This
precollection removes embryos that are abnormally older because adult females
hold their eggs in the absence of fresh food. Next, use a fresh grape-agar plate to
collect embryos for 10 min. These are the embryos you will use. Let embryos age
for 325 min; this will allow cells of the dorsal epidermis to reach interphase of
embryonic cell-division cycle 16 ((7); Fig. 1).

2. Cut the agar slab (with embryos) in half. Expose one half to 570 rads of x-rays,
which is the LD50 for this stage in embryogenesis; keep the other half, which
serves as the unirradiated control, in the incubator (see Note 2).

3. Return irradiated embryos to the incubator and let experimental and control
samples incubate for 10–20 min. The duration of this step depends on how fast
the following steps can be performed. The key is to place embryos in the fix at
exactly 20 min after irradiation.

3.2. Fixation

This step is carried out at room temperature (RT).

1. Squirt dH2O onto embryos and loosen them from agar using a soft paint brush.
Pour water with embryos into the egg collection basket and rinse with dH2O to
remove yeast. Blot with tissue paper to remove excess dH2O.

2. Dechorionate embryos (remove the chorion) by placing basket in 50% bleach for
2 min. Swirl embryos occasionally. Remove basket and rinse embryos exten-
sively with dH2O to remove all bleach. Blot to remove excess dH2O.

3. Transfer basket to a petri dish containing heptane. Prewet 1 mL plastic pipet tip
by pipeting heptane up and down a few times; this prevents embryo from sticking
to the side of pipet tips. Trim the end of the pipet tip to enlarge the opening; this
prevents tissue damage. Use a Pipetman® to transfer embryos to 20-mL glass vial
containing 3 mL of fix solution. Add 3 mL heptane to glass vial and rock the vial
for 20 min at RT.
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4. Remove most of the lower phase (aqueous fix layer). Add 10 mL MeOH to glass
vial and shake vigorously for 30 s to remove the vitelline membrane that encloses
the embryo. Let embryos settle (see Note 3).

5. MeOH and heptane will separate into two phases; embryos trapped at the inter-
face did not lose the vitelline membrane and are not useful for antibody staining.
Collect embryos only from the bottom of glass vial and transfer to a new
microfuge tube. Wash embryos 3 times with MeOH. These can be stored at
–20°C in MeOH for several months or processed for antibody staining directly.

3.3. Antibody Staining

All steps are performed at RT. Starting with step 6, samples should be kept
in the dark by wrapping in foil.

1. Using a Pipetman with a cut off tip, transfer embryos to a new 1.5-mL microfuge
tube. Remove excess MeOH.

2. Rehydrate embryos with three rinses of PBTx. Rock embryos in the last rinse for
5 min.

3. Replace the last PBTx rinse with block solution and incubate for at least 1 h
while rocking.

4. Replace block solution with the primary antibody (1:1000 rabbit anti-PH3 in
block) and rock for 2 h.

5. Wash three times for 15 min with block solution.
6. Add secondary antibody solution, diluted 1:500 in block solution, and rock for 2

h (see Note 4).
7. Wash three times for 15 min with PBTx.

Fig. 1. Timetable for mitosis in embryonic cell cycle 15 and 16 (M15 and M16,
respectively). The approximate time of mitotic entry for the dorsal and ventral epider-
mis (de and ve, respectively) is diagrammed. The time after egg deposition (AED) is
shown for 25°C.
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8. Replace the last wash with 1 mL Hoechst solution (10 µg/mL in PBTx) and rock
for 4 min.

9. Wash three times for 15 min with PBTx.
10. Mount embryos in Fluoromount-G and analyze.

3.4. Data Collection and Interpretation

1. Use a fluorescent microscope with a ×10 or 20 objective to identify embryos of
the correct orientation and correct age. It is easiest to use Hoechst staining to
identify morphological markers (Fig. 2).

2. Using a higher power objective (×40–100), quantify the total number of PH3-
positive cells within the entire dorsal epidermis (de) of the embryo. It is easiest to
begin counting mitotic cells just below the last gnathal lobe (gl) and continue
around the amnioserosa to include the entire dorsal epidermis (Figs. 2 and 3).

3. Count at least 10 embryos each from unirradiated and irradiated samples. Wild-
type embryos typically show about 85% reduction in mitotic index at 20 min
after irradiation (reduction from111 ±14 to 17 ±11 mitotic cells in Fig. 3).

3.5. Collecting and Aging to Obtain Third Instar Larvae

A working knowledge of fly culture is assumed but may be found in (4,6).
1. Place Drosophila adults in a molasses agar bottle seeded with yeast and allow

egg deposition for 2–4 h; adjust collection time to avoid a high density of em-
bryos (see Note 5).

2. Remove adults from bottle.
3. Age embryos for 4 d at 25°C to reach late third instar stage of larval development,

during which larvae crawl out of the food and up the bottle wall (see Note 6).

3.6. Irradiation

In wild-type larvae, inhibition of mitosis is apparent at 1 h after irradiation
in both wing and eye-antennal imaginal discs (8). This is because cells in mito-
sis at the time of irradiation have exited mitosis, and further entry into mitosis
is prevented by irradiation. Mitoses resume by 6 h after irradiation, indicating
that the activation of the DNA damage checkpoint is transient.

1. Use a soft paintbrush wetted with water to transfer larvae into a petri dish con-
taining water (see Note 7).

2. Irradiate larvae in petri dish with 4000 rads of x-rays, which is the LD50 for this
stage in development (see Note 8).

3. Allow larvae to recover at 25°C. The recovery time will depend on how fast the
following dissection steps can be performed. The key is to be able to incubate
tissues in fix solution by 1 h after irradiation.

3.7. Dissection

This step is performed at room temperature. During fixing and staining, lar-
val tissues remain in microfuge tubes. To prevent tissue loss, allow adequate
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Fig. 2. Stage 11 embryo. This embryo was stained with Texas Red–conjugated
Wheat Germ Agglutinin (Molecular Probes) to visualize major morphological mark-
ers. The dorsal and ventral epidermis (de and ve, respectively) are marked. The gnathal
lobes (gl) and trachael pits (tp) are characteristic of this stage embryo. as =
amnioserosa. Embryo staging is as in (13).

Fig. 3. Stage 11 embryos were irradiated with 0 (–IR) or 570 rad (+IR) of x-rays
before fixing and staining with an anti-PH3 antibody to visualize mitotic cells. Quan-
tification of PH3-stained cells in the dorsal epidermis (shown enclosed by brackets)
from similar embryos show a reduction in mitoses in irradiated embryos.
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time for tissues to settle to bottom of tubes and use a Pipetman instead of
vacuum aspiration to remove all solutions.

1. Place larvae in a drop of PBS on the underside of a petri plate lid.
2. Extricate imaginal discs. This is best done by first grabbing the protruding mouth

hooks with one pair of forceps and holding the larva approximately two-thirds
down the body length with the other pair of forceps. Once forceps are in place,
pull the mouthhooks away from the larval body. In addition to the translucent
imaginal discs, salivary glands, optic lobes, fat, and the gut will come out at-
tached to the mouthooks (Fig. 4 [9]). Use forceps to remove salivary glands, fat,
and gut tissue. Eye-antennal imaginal discs sit atop the optic lobes and are at-
tached via the optic nerve stalk; leave all attached to mouthooks. Use forceps to
grab mouthooks and transfer tissues to a fresh drop of PBS.

3. Using this method of dissection, it is difficult to consistently obtain wing discs.
Another method of dissection more conducive to obtaining wing discs involves
pinching the larvae in half with forceps, then turning the anterior portion of the
larvae inside out by using forceps to push the anterior mouth hooks through the
new opening.

4. Repeat to obtain imaginal discs from 5 to 10 larvae.

3.8. Fixation and Staining

1. Transfer all dissected tissues to a 1.5-mL microfuge tube containing 1 mL fixing
solution. Gently rock for 20 min.

2. Allow tissues to settle to the bottom and use a pipet to remove fix solution (see
Note 9). Wash for 10 min with 1 mL of PBTx while gently rocking. Repeat the
washing step twice (see Note 10).

3. Replace wash solution with the primary antibody (rabbit anti-PH3 diluted 1:1000
in block solution; at least 300 µL/tube); incubate at 4°C for 12 or more h with
rocking.

4. Replace the primary antibody with 1 mL PBTx and wash for 10 min with rock-
ing. Repeat wash twice.

5. Dilute secondary antibody 1:500 in block solution (see Note 4). Add at least 300 µL/
tube and incubate for at least 2 h at RT. Remove and discard secondary antibody.
This and all subsequent incubation steps are carried out in the dark by wrapping
samples in foil.

6. Replace secondary antibody solution with 1 mL PBTx and wash for 10 min with
rocking. Repeat wash twice.

7. Add 1 mL of PBTx with 10 µg/mL of Hoescht 33528 and incubate for 2 min with
rocking.

8. Replace Hoechst solution with 1 mL PBTx and wash for 5 min with rocking.
Repeat twice.

9. To mount tissues onto microscope slide, use a wide-mouthed 200-µL pipet tip to
withdraw a mouth hook with attached discs and place on microscope slide.

10. Remove most of PBTx on slide using a pipet.
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11. Drop 50 µL of Flourmount-G onto tissues. Use forceps or tungsten needles to
pull eye-antennal and wing discs away from the other tissues. To free eye-anten-
nal discs, sever the optic stalk, which attaches each eye-antennal disc to each
optic lobe of the brain. This step needs to be performed quickly because
Flourmount-G will thicken fast.

12. Cover with coverslip and seal with clear fingernail polish.
13. Image discs using a compound fluorescence microscope. The eye-antennal and

wing discs are sac-like epithelial structures that are comprised of two cell layers:
an apical peripodial layer composed of large squamous cells, and a basal colum-
nar layer (10,11). The columnar cells contribute to adult structures, but peripodial
cells do not contribute to the adult. Both cell types show inhibition of mitosis
after DNA damage. Thus, the number of mitotic cells showing PH3 stain can be
quantified for the whole disc and compared with irradiated and non-irradiated
larvae (see Notes 11 and 12).

4. Notes
1. Several drops of yeast paste in water are placed onto grape-agar plates to induce

egg laying. Yeast paste should be blotted dry with a paper towel in order to pre-
vent flies from sticking to it.

2. If the x-ray generator has not been properly calibrated, Lethal Dose 50 (LD50)
should be empirically determined for an individual x-ray machine as “the dose

Fig. 4. Schematic representation of a third instar larva (A) and larval tissues (B):
mh = mouthhooks; sg = salivary glands; fb = fat body; cns = central nervous system
(optic lobes and ventral nerve cord, shaded); os= optic nerve stalk; e = eye-antennae
imaginal disc; l = leg imaginal disc. Only two representative masses of fat body are
shown.
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that yields 50% mortality.” LD50 for various developmental stages of Drosophila
can be found in (4).

3. When adding MeOH at the end of fixation, make sure there is still a heptane
layer; this helps to trap embryos that did not lose their vitelline membrane at the
interface. If there is not a discrete heptane layer, add 1–2 mL of heptane and
shake for 30 s; this should restore the heptane layer. It is possible to lose up to
50% of embryos at the interface between MeOH and heptane during the fixation
step.

4. Secondary antibodies are preabsorbed to remove nonspecifically binding anti-
bodies. This is done by diluting the secondary antibody in block solution at 1:10
and incubating with an equal volume of fixed embryos for at least 2 h. The anti-
body solution is then removed and stored in a separate tube for up to 6 mo. It
should be diluted 50-fold just before use to give a working dilution of 1:500.

5. Sparse embryo collections might result from adults either too young or old. Con-
versely, competition for resources will slow Drosophila development such that
few larvae will be in the wandering stage on d 4. To avoid overcrowded condi-
tions, adjust embryo collection time based on female fecundity, or use a spatula
to transfer a small section of agar along with embryos to a new bottle.

6. At 25°C, the wandering third instar larval stage lasts approx 24 h and is followed
by pupariation, where larvae become immobile. Third instar larvae undergoing
pupariation will move slowly and should be avoided if dissecting eye-antennal
discs to assay for the mitotic checkpoint. Eye-antennal discs from older animals
begin folding and are difficult to image.

7. Oxygen deprivation (hypoxia) can halt cell cycle proliferation; take care not to
submerge larvae in water during and after irradiation. Easy to recognize, hypoxic
larvae move sluggishly and die if unable to move from water. Conversely, crawl-
ing third instar larvae move rapidly, and care should be taken to prevent escape,
which might ensue if there is too little water in the petri dish.

8. LD50 for various developmental stages of Drosophila can be found in (4). Al-
ways irradiate wild-type larvae along with mutant larvae to control for a func-
tional x-ray source.

9. Problems with antibody staining (i.e., little or no signal) can often be traced back
to over-fixing. Remove fix promptly.

10. Imaginal tissues are incredibly fragile. After fixation, tissues can be left at 4°C
for up to 24 h if necessary; incubating longer can lead to excessive tissue degrada-
tion. If at all possible, antibody staining should begin immediately after fixation.

11. Detailed description of imaginal discs can be found in (4). Both the eye-antennal
disc and the wing disc are large, easy to identify, and useful in assaying for the
mitotic checkpoint. These discs contribute to the Drosophila adult by forming
the eye-antennae and the wing, respectively, during metamorphosis. During third
instar larval development, eye-antennal discs have a well defined region of mi-
totic cells posterior to the morphogenetic furrow (Fig. 5; (12)), as well as asyn-
chronous mitoses. Wing disc mitoses occur randomly during the larval third
instar. The wing imaginal disc is loosely attached to the cluster of imaginal discs
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Fig. 5. Mitoses in eye-antennal and wing discs with and without irradiation. All
imaginal discs have been incubated with an antibody against PH3 to detect cells in
mitosis. (A,B) Eye-antennal and (C,D) wing imaginal discs from larvae that were not
irradiated (A,C), or irradiated with 4000 rads of x-rays (B,D) and allowed to recover
for 1 h.

and brain that leave the body with the mouthhooks, and is easily lost during dis-
section and subsequent incubation steps. Allowing ample time for tissues to settle
to the bottom of the tube helps prevent the loss of wing discs. The eye-antennal
disc, on the other hand, which is attached to the brain and the mouthooks, is
difficult to lose.

12. If the background fluorescence is too high, try incubating larval tissues in block
solution for 1 h before adding primary antibody, or reduce the amount of time the
tissues are in secondary antibody. If the signal is too low, try incubating tissues in
primary antibody overnight at room temperature instead of 4°C.

11/245-256 4/16/04, 2:42 PM254



Mitotic Entry After DNA Damage in Drosophila 255

Acknowledgments
We thank Maria Pagratis and Mark Robida for critical reading of the manu-

script, and Anita Wichmann for technical assistance with Fig. 5. Work in the
Su lab is supported by grants from the American Cancer Society (RPG-99-
166-01-CCG) and the National Institutes of Health (RO1-GM66441). A. P.
and B. R. J. are supported by a NIH pre-doctoral training grant.

References
1. Zhou, B. B. and Elledge, S. J. (2000) The DNA damage response: putting check-

points in perspective. Nature 408, 433–439.
2. Hendzel, M. J., Wei, Y., Mancini, M. A., et al. (1997) Mitosis-specific phospho-

rylation of histone H3 initiates primarily within pericentromeric heterochromatin
during G2 and spreads in an ordered fashion coincident with mitotic chromosome
condensation. Chromosoma 106, 348–360.

3. Su, T. T., Sprenger, F., DiGregorio, P. J., Campbell, S. D., and O’Farrell, P. H.
(1998) Exit from mitosis in Drosophila syncytial embryos requires proteolysis
and cyclin degradation, and is associated with localized dephosphorylation. Genes
Dev. 12, 1495–1503.

4. Ashburner, M. (1989) Drosophila: A Laboratory Handbook. Cold Spring Harbor
Laboratory, Cold Spring Harbor, NY.

5. Sullivan, W., Ashburner, M., and Hawley, R. S., eds. (2000) Appendix 3. In:
Drosophila Protocols. Cold Spring Harbor Laboratory, Cold Spring Harbor, NY:
pp. 655–659.

6. Sisson, J. C. (2000) Culturing large populations of Drosophila for protein bio-
chemistry. In: Drosophila Protocols (Sullivan, W., Ashburner, M., and Hawley,
R. S., eds.). Cold Spring Harbor Laboratory, Cold Spring Harbor, NY: pp. 541–
551.

7. Foe, V. E., Odell, G. M., and Edgar, B. A. (1993) Mitosis and morphogenesis in
the Drosophila embryo. In: The Development of Drosophila melanogaster (Bate,
M. and Martinez Arias, A., eds.). Cold Spring Harbor Laboratory, Cold Spring
Harbor, NY: pp. 149–300.

8. Brodsky, M. H., Sekelsky, J. J., Tsang, G., Hawley, R. S., and Rubin, G. M. (2000)
mus304 encodes a novel DNA damage checkpoint protein required during Droso-
phila development. Genes Dev. 14, 666–678.

9. Wolff, T. (2000) Histological techniques for the Drosophila eye. Part I: Larva and
pupa. In: Drosophila Protocols (Sullivan, W., Ashburner, M., and Hawley, R. S.,
eds). Cold Spring Harbor Laboratory, Cold Spring Harbor, NY: pp. 201–227.

10. Fristrom, D. and Fristrom, J. W. (1993) The metamorphic development of the
adult epidermis. In: The Development of Drosophila melanogaster (Bate, M. and
Martinez Arias, A., eds). Cold Spring Harbor Laboratory, Cold Spring Harbor,
NY: pp. 843–897.

11/245-256 4/16/04, 2:42 PM255



256 Jaklevic, Purdy, and Su

11. Wolff, T. and Ready, D. F. (1993) Pattern formation in the Drosophila retina. In:
The Development of Drosophila melanogaster (Bate, M. and Martinez Arias, A.,
eds). Cold Spring Harbor Laboratory, Cold Spring Harbor, NY: pp. 1277–1326.

12. Thomas, B. J., Gunning, D. A., Cho, J., and Zipursky, L. (1994) Cell cycle pro-
gression in the developing Drosophila eye: roughex encodes a novel protein re-
quired for the establishment of G1. Cell 77, 1003–1014.

13. Campos-Ortega, J. A. and Hartenstein, V. (1985) The Embryonic Development of
Drosophila melanogaster. Springer-Verlag, Berlin.

11/245-256 4/16/04, 2:42 PM256



Checkpoint Responses in C. elegans 257

257

From: Methods in Molecular Biology, vol. 280: Checkpoint Controls and Cancer, Volume 1:
Reviews and Model Systems

Edited by: Axel H. Schönthal  © Humana Press Inc., Totowa, NJ

12

Methods for Analyzing Checkpoint Responses
in Caenorhabditis elegans
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Summary
In response to genotoxic insults, cells activate DNA damage checkpoint pathways that stimu-
late DNA repair, lead to a transient cell cycle arrest, and/or elicit programmed cell death
(apoptosis) of affected cells. The Caenorhabditis elegans germ line was recently estab-
lished as a model system to study these processes in a genetically tractable, multicellular
organism. The utility of this system was revealed by the finding that upon treatment with
genotoxic agents, premeiotic C. elegans germ cells transiently halt cell cycle progression,
whereas meiotic prophase germ cells in the late pachytene stage readily undergo apoptosis.
Further, accumulation of unrepaired meiotic recombination intermediates can also lead to
the apoptotic demise of affected pachytene cells. DNA damage-induced cell death requires
key components of the evolutionarily conserved apoptosis machinery. Moreover, both cell
cycle arrest and pachytene apoptosis responses depend on conserved DNA damage check-
point proteins. Genetics- and genomics-based approaches that have demonstrated roles for
conserved checkpoint proteins have also begun to uncover novel components of these
response pathways. In this chapter, we will briefly review the C. elegans DNA damage-
response field, and we will discuss in detail the methods that are being used to assay DNA
damage responses in C. elegans.

Key Words: C. elegans; C. elegans germ line; C. elegans methods; apoptosis; programmed
cell death; DNA damage responses; ced genes; germ line; checkpoint responses; p53; cep-
1; cell cycle arrest; RNAi; RNAi feeding; co-suppression; meiosis; recombination.

1. Introduction
The correct maintenance and duplication of genetic information is constantly

challenged by genotoxic stress. Such stress may result from exogenous insults,
such as exposure to ionizing radiation or genotoxic chemicals, or may arise by
endogenous means—e.g., mistakes in DNA replication, or oxidative damage
as a result of intracellular reactive oxygen species. In response to genotoxic
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stress, cells activate checkpoint pathways that lead to (1) DNA repair; (2) a
transient cell cycle arrest in order to allow for time to repair compromising
genetic lesions; or (3) apoptosis to trigger the demise of genetically damaged
cells that might potentially become harmful to the entire organism.

1.1. Organization of the Nematode Germ Line

To investigate DNA damage-induced apoptosis and cell cycle arrest in a
multicellular, genetically tractable model organism, we began to employ the
germ line of the nematode worm Caenohrabditis elegans as an experimental
system (1). In contrast to classical studies of apoptosis in C. elegans that exam-
ined developmentally programmed, somatic cell deaths, DNA damage
responses are best studied in the germ line, which is the only proliferative tis-
sue in the adult worm. The germ line proliferates both during larval develop-
ment and adulthood, and comprises about half of the cell nuclei in the adult
worm (2). The adult hermaphrodite gonad consists of two separate arms, each
with a tubular structure. Throughout most of the length of each gonad arm,
germ cell nuclei are present in a monolayer at the periphery of this tube, par-
tially separated from each other by plasma membranes but retaining access to a
common syncytial cytoplasmic core known as the rachis (2). Further, germ
cells are organized in a temporal/spatial gradient along the distal-proximal axis
(Fig. 1). The most distal end of the germ line contains a mitotic stem cell com-
partment, which is followed by nuclei in premeiotic S phase and progressively
later substages of meiotic prophase; the most abundant group of meiotic cells
are in the pachytene stage, during which homologous chromosomes are fully
aligned and synapsed. The simultaneous presence of germ cells at different
cell cycle and developmental stages indicates that adjacent germ cells are sub-
stantially insulated from their neighbors despite the syncytial organization of
the germ line (2).

1.2. Programmed Cell Death in the C. elegans Germ Line

Two key findings paved the way for using the nematode germ line to inves-
tigate DNA damage checkpoint responses. The first crucial observation was
that programmed cell death in C. elegans occurs not only in the developmen-
tally determined somatic cell lineages, but also in the germ lines of hermaphro-
dite worms (3). Gumienny et al. noticed the presence of approx 0–4 germ cell
corpses at any given time in the late pachytene region in the germ lines of
normal adult hermaphrodites (3). The first morphologically visible step of pro-
grammed cell death in the germ line is the complete cellularization of the cell
that is destined to die; other stages closely resemble programmed cell deaths
that occur during somatic development.
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Within the germ line, only cells in the late pachytene stage of oocyte meiotic
prophase are competent to die by apoptosis. Because dead cells are removed
by phagocytosis, only a small number of dying cells or cell corpses will be
visible at any given time; however, it has been estimated that as many as half of
all potential oocyte precursors may be eliminated by programmed cell death
during the reproductive life of an adult hermaphrodite. Since these deaths oc-
cur apparently independently of environmental stimuli, they have been termed
“physiological” germ cell deaths. Similar to somatic apoptosis, physiological
germ cell death is dependent on ced-3 and ced-4, which encode the homologs
of mammalian caspases and Apaf-1, respectively, and is suppressed by a gain-
of-function mutation in Bcl2 ortholog ced-9. Further, the engulfment of germ
cell corpses requires the same machinery used for engulfment during somatic

Fig. 1. Spatial organization of the C. elegans adult hermaphrodite germ line. Dia-
gram shows one gonad arm, with individual germ line nuclei represented by black and
gray circles; black areas represent the approximate appearance of chromatin as visual-
ized by DAPI staining. The region adjacent to the distal tip contains premeiotic germ
line nuclei, most of which are continuing to undergo mitotic cell cycles (mitotic fig-
ures are indicated); nuclei just distal to the “transition zone” region are in premeiotic S
phase. Nuclei enter meiotic prophase in the transition zone, where a major nuclear
reorganization that coincides with homologous chromosome pairing results in cluster-
ing of chromosomes toward one side of the nucleus; this organization imparts a cres-
cent-shaped appearance to the DAPI-stained chromatin. The transition zone is followed
by nuclei at the pachytene stage of meiotic prophase, in which chromosomes are orga-
nized in parallel pairs and are widely dispersed about the periphery of each nucleus.
Apoptotic cell corpses (indicated by larger ovals with compact DAPI signals) are typi-
cally located in the late pachytene region, near to the bend of the gonad arm. Oocyte
nuclei in diakinesis, the last stage of meiotic prophase, have greatly enlarged nuclei,
and chromosome pairs have become highly condensed.
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cell death. However, the somatic cell death trigger egl-1 is not required for
physiological germ cell death (3).

1.3. Germ Line Responses to Ionizing Radiation

A second key finding was that genotoxic stresses such as ionizing radiation
(IR) can induce elevated levels of programmed cell death in the C. elegans
germ line (1). Upon irradiation, C. elegans germ cells activate checkpoint path-
ways that lead to either a transient cell cycle arrest or to programmed cell death
(Figs. 2 and 3). These two DNA damage responses are spatially separated
within the gonad: whereas germ cells in the mitotic region halt cell cycle pro-
gression, germ cells in the late pachytene region undergo apoptosis. Cells out-
side the germ line show neither of these responses (1).

As is the case for physiological germ cell death, radiation-induced apoptosis
appears to be restricted to female germ cells, requires ced-3 (caspase) and ced-
4 (Apaf4), and is suppressed by a ced-9 (Bcl2) gain-of-function mutation (1).
Unlike physiological germ cell deaths, however, radiation-induced apoptosis
is partially dependent on egl-1. The DNA-damage checkpoint can be activated
not only by exogenous genotoxic insults, but also by meiotic defects that result
in accumulation of unrepaired meiotic recombination intermediates. As part of
the normal meiotic program, double-strand DNA breaks (DSBs) are generated
by the meiotic endonuclease SPO-11 to initiate meiotic recombination (4).
These DSBs are resected to generate single-strand 3' overhangs, which invade
the DNA duplex on the homolgous chromosome via a reaction mediated by the
conserved RAD-51 strand-exchange protein. Worms lacking RAD-51 are
thought to accumulate unrepaired resected DSBs, which are recognized at least
in part by the very same checkpoint pathways that sense radiation-induced
DSBs, thereby triggering elevated levels of germ cell apoptosis (1,5).

In the mitotically proliferating region of the germ line, a transient halt in cell
cycle progression is the second defining output of checkpoint activation (1).
Under normal growth conditions, the total number of syncytial germ cell nuclei
increases steadily over time. After ionizing irradiation, however, the number
of germ cell nuclei does not increase over a time window of 12 h as cell prolif-
eration is transiently halted (Fig. 3). In addition to arrest of cell proliferation,
the volume of mitotic germ cell nuclei as well as their surrounding cytoplasm
becomes greatly enlarged following irradiation (Fig. 3), presumably because
cellular and nuclear growth continues during radiation-induced cell-prolifera-
tion arrest. This phenomenon parallels classical descriptions of cell cycle arrest
phenotypes in yeast and Drosophila systems (6,7).

1.4. Germ Line Responses to Replication Block

Hydroxyurea (HU) depletes cellular dNTP pools through its specific inhibi-
tion of ribonucleotide reductase, and thus has been widely used as a potent
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Fig. 2. Morphology of apototic germ cell corpses. (A) Example of massive germ
cell death at the bend of the germ line. The morphologies of normal pachytene-stage
meiotic prophase nuclei and of “early corpses,” “corpses,” and “late corpses” are indi-
cated by arrows. (B) Time course of programmed germ cell death, following the fate
of a dying cell over a period of approx 1.5 h. The arrow in each panel indicates the
same cell at progressively later time points. Adapted from (1).
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indirect inhibitor of DNA synthesis. Numerous studies using HU to inhibit
DNA replication have uncovered evidence for a checkpoint that monitors S
phase progression in eukaryotic cells (8–10). Not surprisingly, chronic expo-
sure of mature C. elegans hermaphrodites to HU elicits a block to germ cell
proliferation, presumably as a consequence of inhibiting DNA replication (11).
Compared with untreated control germ lines, HU-treated germ lines that have
been stained with DAPI to label DNA (1) lack condensed mitotic figures repre-
senting nuclei undergoing M phase of the cell cycle; and (2) contain a reduced
density of oversized nuclei with abnormally diffuse DAPI signals in their pre-
meiotic regions (Fig. 4B). Both in DAPI-stained preparations and when viewed

Fig. 3. Proliferation arrest phenotype of mitotic germ cells in response to check-
point activation by IR, viewed with Nomarski microscopy. Note the enlargement of
nuclei and the surrounding cytoplasm in response to irradiation in the WT animal.
Checkpoint-defective animals like rad-5 worms do not respond to ionizing irradiation.
The arrowhead points to the distal tip cell.

Fig. 4. (opposite page) Assessment of HU-induced germ cell proliferation arrest.
(A) Quantitation of numbers of germ cell nuclei in wild-type and chk-2 mutant worms
chronically exposed to HU, compared with untreated controls. Germ line nuclei in
“optically bisected” gonad arms were counted 12 or 24 h after initiating the exposure
of L4 larvae to 25 mM HU. Each data point represents the average value from 4 to 10
germ lines; error bars indicate standard deviations. Whereas germ cell numbers
increased substantially between the 12- and 24-h time points in untreated control germ
lines, no increase in numbers was observed in HU-treated germ lines, indicating arrest
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of germ cell proliferation; this checkpoint response was not abrogated in the chk-2
mutant. (B) Morphological changes in premeiotic nuclei of chk-2 mutants after 12 h of
HU exposure; the response of wild-type germ lines is identical. Shown is the distal
germ line region, which primarily contains premeiotic nuclei. In HU-treated germ
lines, nuclei are substantially enlarged, reduced in number, and DAPI signals appear
abnormally diffuse. Bar, 4 µm. (A) and (B) are reprinted with permission from (11).
(C) Diagram illustrating “optical bisection” of the germ line. The nucleus-free core
(rachis) of the germ line is depicted in gray in the enlarged cross-section (R). The
straight line bisecting the germ line at the midpoint along the Z axis represents the
lower boundary for counting; nuclei in the half-volume of the germ line at or above
this line should be included in counts. (e), observer eye, (ob), objective lens.
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by Nomarski microscopy in live animals, the appearance of nuclei in the pre-
meiotic region of HU-treated germ lines is reminiscent of that exhibited by
premeiotic nuclei arrested by ionizing radiation ([12] and AJM, unpublished
results). Germ line nuclei already in meiotic prophase appear largely unaffected
by HU treatment.

HU-induced cell cycle arrest in C. elegans germ line nuclei appears to be
reversible in a majority of affected germ cells, since mitotic figures reappear
and many premeiotic nuclei exhibit normal size and morphology by 24 h after
removal from HU (AJM, unpublished). Even 36 h following removal from
HU, however, a handful of nuclei continue to exhibit arrest morphology. The
apparent inability of a subset of nuclei to recover from arrest might reflect
general cellular toxicity of the HU treatment, or it might reflect a difference
between nuclei that were in S phase vs other phases of the cell cycle when
dNTPs were depleted below critical levels. Alternatively, there might be dif-
ferences in recovery potential between nuclei that were in pre-meiotic S phase
at the time of depletion and those still undergoing proliferative cell cycles.

1.5. C. elegans Checkpoint Genes and Checkpoint Responses

Screens for C. elegans mutants defective in DNA-damage-induced apoptosis
lead to the identification of mrt-2, rad-5, and hus-1 as genes encoding potential
checkpoint components (1,12,13). Mutations in these genes result in abroga-
tion of IR-induced cell-cycle arrest and resistance to IR-induced apoptosis, and
render the worms hypersensitive to DNA damage. mrt-2 was found not only to
be required for the DNA-damage checkpoint but also for the regulation of te-
lomere replication (14). Positional cloning revealed that mrt-2 encodes the
worm ortholog of the Schizzosaccharomyces pombe rad1 and Saccharomyces
cerevisiae rad17 checkpoint genes. rad1/rad17 has previously been shown to
be involved in yeast DNA damage checkpoints (14). The demonstrated role of
this conserved checkpoint gene in IR-induced proliferation arrest and apoptosis
confirmed the previously tentative conclusion that these are indeed bona fide
checkpoint responses. Further, this result prompted experiments testing
whether similar checkpoint defects could be elicited by RNAi of the C. elegans
orthologs of other known yeast checkpoint genes. It was found that RNAi for
worm orthologs of mammalian ATM and ATR, Rad-17, and p53bp1 indeed
abrogated IR-induced proliferation arrest, further confirming the operation of
conserved checkpoint pathways in this response (13). However, defects in IR-
induced apoptosis could be elicited only at a low penetrance, most likely be-
cause these checkpoint genes could only be partially inhibited in meiotic
pachytene cells by RNAi (13).

rad-5 was the first conserved checkpoint gene whose function in a DNA
damage checkpoint was defined in the C. elegans system. rad-5 is an essential
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gene, and the two known rad-5 mutations result in temperature-sensitive le-
thality (12). Cloning of C. elegans rad-5 revealed that this gene is related to S.
cerevisiae TEL-2, an essential gene shown to be involved in telomere-length
regulation (15).

HU-induced cell cycle arrest in the proliferating population of C. elegans
germ cells also appears to be a bona fide checkpoint response, since the arrest
is abrogated in the rad-5 mutants (12). The checkpoint pathway triggered by
HU treatment is distinct from that triggered by IR treatment, however, since
neither mrt-2 nor hus-1 appears to be required for HU-induced arrest.

In addition to checkpoint genes involved in both IR-induced proliferation
arrest and cell death responses, one gene product has been demonstrated to
play a role in triggering IR-induced apoptosis yet appears to be expendable for
the proliferation-arrest response. Although it initially evaded detection by con-
ventional homology searches, bioinformatics approaches using generalized
profiles revealed that the worm genome encodes a distant homolog of the mam-
malian p53 tumor ssuppressor gene, termed cep-1 (C. elegans p53-like)
(16,17). Sequence alignments revealed that many of the p53 residues impli-
cated either in DNA binding or in oncogenesis are conserved in cep-1. Unlike
mammalian p53 but similar to Drosophila p53, cep-1 is not required for DNA
damage-induced proliferation arrest (16,17). The transcriptional activation of
the cep-1 target gene egl-1 contributes in part to IR-induced germ cell death;
thus the transcriptional induction of egl-1 can also serve as a marker for DNA-
damage checkpoint activation (18).

2. Materials
1. M9 buffer: 3 g KH2PO4, 6 g Na2HPO4, 5 g NaCl, H2O to 1 L, 1 mM MgSO4

(added after sterilization); pH should be between 6.9 and 7.0.
2. NGM agar: 3 g NaCl, 17 g agar, 2.5 g peptone, 1 mL cholesterol (5 mg/mL in

EtOH), 975 mL H2O. Autoclave, and then add the following sterile solutions,
mixing after each addition: 1 mL 1 M CaCl2, 1 mL 1 M MgSO4, 25 mL 1 M
potassium phosphate (pH 6.0). Pour plates. Store in plastic boxes with covers at
room temperature for a couple of days before use to allow the plates to dry.

3. 1X egg salts buffer: 118 mM NaCl, 48 mM KCl, 2 mM CaCl2, 2 mM MgCl2, 5 mM
HEPES (pH 7.4).

4. PBT: 1X PBS (137 mM NaCl, 2.7 mM KCl, 10 mM Na2HPO4, 2 mM KH2PO4)
plus 0.1% Tween-20.

3. Methods
3.1. Checkpoint-Mediated Germ Cell Apoptosis

The DNA damage checkpoint response during meiotic prophase is measured
by scoring numbers of apoptotic germ cell corpses in the meiotic prophase
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region of the adult hermaphrodite germ line. Checkpoint mutants exhibit less
germ cell death than wild-type worms, whereas repair mutants tend to exhibit
increased levels of germ cell death (1). C. elegans germ cell deaths are similar
to the programmed cell deaths that occur during somatic development of the
nematode, and can be readily observed in living animals using standard
Nomarski differential interference contrast (DIC) microscopy. Live worms are
mounted for microscopy as follows (adapted from 19).

3.2. Preparing Slides for Nomarski Microscopy

Prepare an agar pad as follows:

1. Place a slide between two spacer slides onto which you have put two layers of lab
tape.

2. Put a few drops of hot 4% agar (in H2O) on the slide.
3. Rapidly cover the hot agar with another slide and press down.
4. Let the agar solidify, then slide the top slide off the pad. Don’t try to lift it off, but

rather slide it off laterally.
5. Cut off excess agar on sides with razor blade.
6. Add 5 µL of 30 mM sodium azide in M9 buffer.
7. Add 5–30 worms.
8. Add coverslip.
9. Observe apoptotic corpses.

3.3. Morphology and Identification of Apoptotic Corpses in the C.
elegans Germ Line

The method for quantifying the apoptosis response of the DNA damage
checkpoint that requires the fewest experimental manipulations is direct obser-
vation in live animals by Nomarski microscopy. In order to use this approach,
it is necessary to learn to identify apoptotic corpses in the germ line (1). Scor-
ing is aided by the fact that germ cell apoptosis occurs mostly during the late
pachytene stage, mainly at the bend region of the germ line (Figs. 1 and 2).

The first morphological sign of impending germ cell death is a decrease in
the refractivity of the cytoplasm that occurs concomitant with an increase in
refractivity of the nucleus (Fig. 2B, parts 1 and 2). In addition, a distinct bound-
ary between dying cells and the surrounding germ line becomes visible (Fig.
2A “early corpse,” and Fig. 2B, part 3); soon thereafter, both nucleus and cyto-
plasm become increasingly refractile and start to blend with each other until
they resemble a flat, round, highly refractile disk (Fig. 2A “corpse,” and Fig.
2B, part 4). After about 10–30 min, this flat disk often gets distorted and finally
starts to disappear (Fig. 2B, parts 5 and 6). In late-stage corpses, the nucleus of
the dying cell decreases in refractility, begins to appear crumpled, and finally
vanishes within less than 1 h (Fig. 2B, parts 5 and 6). Late corpses often accu-
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mulate granular structures at their rim (Fig. 2A “late corpse”). The morphol-
ogy of corpses as well as the kinetics of their disappearance is similar between
somatic and germ cell apoptosis. However, as germ cells are only partially
surrounded by a plasma membrane, the first step in germ-cell death is the full
cellularization of the apoptotic cell. Under conditions where massive germ-
cell death occurs, corpses tend to accumulate next to each other (Fig. 2A).
Sometimes, when massive germ cell death occurs, “late apoptotic corpses” also
accumulate at more proximal positions in the germ line and tend to align next
to developing oocyctes (see Note 1).

3.4. Visualization of Germ Cell Corpses by Acridine Orange Staining

An alternative means for assessing germ cell apoptosis takes advantage of
the fact that apoptotic corpses can be stained in live animals by acridine orange
(AO) and visualized by fluorescence microsopy. Although this approach
requires additional manipulation of the samples compared with Nomarski
microscopy, it is preferred by some investigators.

1. Use 5 µL of AO stock (10 mg/mL) per mL of M9 as a staining solution; AO is
light sensitive, so stock solution should be stored in dark tubes (AO: Molecular
Probes Inc. A3568).

2. Add 0.5 mL of staining solution to 60-mm plate of worms.
3. Rotate plates to make sure that the staining solution is distributed evenly, and

store plates in the dark for approx 1 h at RT.
4. Wash worms off plate with 1.5 mL M9 and transfer to a 1.5 mL tube. Spin worms

down for 2 s at approx 800g; remove supernatant and wash three times in M9 by
spinning for 2 s at 800g and removing the supernatant by aspiration.

5. Replate washed worms on new 60-mm plate and keep in the dark for approx 45
min.

6. Score worms with a fluorescence microscope within 1 h for the presence of fluo-
rescent bodies indicative of apoptosis.

3.5. Regimens for Quantifying IR-Induced Germ Cell Death

To quantify apoptosis in response to IR treatment, the number of germ cell
corpses is assessed following a range of radiation doses, at a range of time
points following treatment. Two different regimens can be used; a most thor-
ough investigation of potential mutants will employ both strategies. For both
regimens, it is important that worms be closely age matched, which is accom-
plished by selecting hermaphrodite worms at the late L4 larval stage.

1. Irradiate late L4 animals with 0, 30, 60, and 90 Gy; score apoptosis after 12, 24,
and 36 h (see Note 2).

2. Pick late-L4 animals, age 24 h, then irradiate with 0, 60, and 120 Gy; score
apoptosis 2, 4, 6, and 12 h after irradiation (see Note 3)
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Approx 15 germ lines should be scored for each time point and for each radiation
dose. When different strains are to be compared, it is important to assess whether
germ lines are of approximately equal size and proliferate similarly; in practice,
egg-laying rates can be measured and used as a very rough surrogate for prolif-
eration behavior (which is difficult to assess directly).

3.6. Assessing Checkpoint Activation by Scoring for Induction of egl-1

3.6.1. Transcripts

Induction of transcripts from the pro-apoptotic gene egl-1 can also be used
as an indicator of checkpoint activation (18).

1. Synchronize worms and irradiate 24 h after the L4 stage.
2. Isolate total RNA 0.5–36 h postirradiation with RNAzol B (AMS Biotechnol-

ogy) according to the manufacturer’s protocol, treate with DNAseI, and further
purify using the Rneasy kit (Qiagen).

3. For cDNA synthesis, reverse-transcribe purified total RNA with 250U of
MultiScribe Reverse Transcriptase (Applied Biosystems) using random hexamer
primers.

4. Estimate relative amounts of egl-1 cDNA by quantitative PCR in an ABI Prism
7700 sequence detector system. For egl-1 amplification, use the following two
primers: 5'-CAGGACTTCTCCTCGTGTGAAGATTC-3' and 5'-GAAGTCATC
GCACATTGCTGCTA-3', which span the single egl-1 intron (18). As an alterna-
tive to quantitative PCR, induction of egl-1 transcription can be assessed qualita-
tively by using an egl-1 GFP reporter(18).

3.7. Assessing Mitotic Germ Cell Cycle Arrest Upon Ionizing Irradiation

1. To assess the proliferation arrest response to IR, worms are irradiated with 0–120
Gy at the late L4 larval stage.

2. 12 h postirradiation, mount worms for Nomarski microscopy and score the distal
region of the germ line for the presence of sparsely spaced, enlarged nuclei.

3. Count the number of nuclei within a defined field (1,12). The defined field used
in several published studies corresponds to an area 3.125 µm × 6.25 µm in the
most distal (premeiotic) region of the germ line (Fig. 3); germ-cell nuclei in all
focal planes are counted. Using this approach, <5 germ lines should be scored for
each genotype and dose tested (see Note 4).

3.8. Assessing HU-Induced Germ Cell Proliferation Arrest

1. Prepare fresh plates (one plate/genotype assayed) for each chronic exposure ex-
periment.

2. On standard 60 × 15 mm worm culture plates containing approx 12 mL of NGM
agar (20), spread a lawn of E. coli OP50 that fills most of the plate area. Prepare
plates at least 2 d prior to applying HU (hydroxyurea), and let them dry on a
benchtop (not in a humid box) at room temperature. For negative control, prepare
plates without HU.
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3. Overlay each plate with 250 µL of a solution containing 92 mg/mL HU (Sigma)
in M9. Cover plates with their lids and allow solution to soak into plates over-
night; use plates within 1 d (see Note 5).

4. Pick and add at least 40 L4 larvae of a given genotype to a single, freshly pre-
pared HU plate. (As several worms in each experiment may die owing to a low
level of general toxicity of HU, it is important to plate a number of worms in
excess of the number to be dissected.) For controls, add L4 larvae of each geno-
type to non-HU-treated plates.

5. At 12 and 24 h following plating of worms on HU and control plates, prepare
worms for DAPI staining. Transfer 10–20 worms into 30µL of 1X egg salts buffer
on a 22 × 40 mm coverslip; sodium azide (15 mM) can be used as an anesthetic to
immobilize worms, if desired. Use a single or a pair of 25-gage needles to quickly
nick the worm, either in the vicinity of the posterior bulb of the pharynx, or in the
vicinity of the anus. A successful nick will result in extrusion of one of the two
gonad arms. Often a nick will only partially release the gonad arm; since full
gonad release is required for the method of quantifying germ cell proliferation
described below, at least five animals with a fully released gonad arm are
required. Dissections must be performed quickly; dissected worms should spend
no longer than 5 min in buffer prior to fixation.

6. Allow worms to settle briefly and carefully remove 15 µL of the buffer. Add 15
µL of fixation solution (7.4% formaldehyde [diluted freshly from a 37% solu-
tion] in 1X egg salts). Incubate dissected worms in fixative for 5–10 min.

7. Carefully remove 15 µL of the liquid, and sandwich worms/buffer/fix between
the coverslip and a slide. SuperFrost Plus slides (Fisher) or lysine-coated slides
should be used, as the internal tissue released from the worms sticks best to posi-
tively charged slides. Immediately immerse the slide, coverslip side up, in liquid
nitrogen to freeze. Alternatively, place the slide on an aluminum block precooled
to –70°C on dry ice. When frozen (approx 20 s), crack the coverslip off with a
single downward slice of a razorblade situated between the edge of the coverslip
and the slide itself. Immediately transfer the slide to 95% ethanol, prechilled to
–20°C. Slides can be stored in this condition for at least 1 wk.

8. Warm slides to room temperature, then rehydrate through a series of 3-min PBT/
ethanol washes containing increasing levels of PBT (1X PBS plus 0.1% Tween-
20): for example, 25:75, 50:50, then 75:25 (PBT: 95% ethanol) followed by three
washes in 100% PBT.

9. Incubate in 2 µg/mL 4', 6-diamidino-2-phenylindole (DAPI) for 5 min, then rinse
five times for 5 min in PBT. Hold in the dark for 30 min to 1 h at 4°C in PBT;
mount in 60% glycerol or alternative aqueous mounting media.

10. For scoring select only intact, fully released germ lines for analysis.
11. For consistent quantitation, germ lines should be “optically bisected” along the

longitudinal axis of the gonad. Focus the microsope up and down through the Z-
axis to reveal the rachis, the nucleus-deficient central cytoplasmic core of the
germ line; the position of the rachis defines the bisection boundary. As it is often
difficult to resolve nuclei on the side of the rachis farthest from the objective
lens, it is best to restrict counts to nuclei in the half-volume of the germ line that
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is closest to the objective lens (Fig. 4C). In the X and Y dimensions, count nuclei
from the distal tip through the end of the pachytene region of the germ line, end-
ing at the point where nuclei expand markedly in volume as chromosome con-
densation increases, reflecting transition into the morphologically distinct
diakinesis stage of meiotic prophase (during which six separate highly condensed
DAPI-stained bodies can be resolved in each nucleus). If properly age-matched,
individual control animals should exhibit little variation (approx 15%) in the num-
ber of nuclei per gonad arm (e.g., Fig. 4A) (see Note 6).

3.9. Scoring for Radiation Sensitivity (Rad Assay)

Germ lines of worms defective either in checkpoint pathways or repair path-
ways typically exhibit hypersensitivity to IR. One easily assayed manifestation
of such sensitivity is a severe drop in the production of viable progeny follow-
ing genotoxic insult; this can be reflected in a drop on the number of zygotes
produced, the fractional viability of the zygotes produced, or both. To enhance
the accuracy of the assay the experiment is done in duplicates.

1. Irradiate late L4 larval worms with 0 Gy, 30 Gy, 60 Gy, and 120 Gy.
2. 24 h later, when the germ line is already fully developed, place five worms on

worm plates that contain a freshly seeded bacterial lawn approx 1 cm in diameter
at the center of the plate.

3. Remove adult worms from plates after 10–12 h, and determine the percentage of
hatched embryos 24 to 36 h later.

4. Determine, the rate of egg-laying per worm per hour by adding the number of
dead embryos and hatched larvae.

In a typical experiment, the lethality of wild-type animals is approx 30%
and 70% after irradiation with 60 and 120 Gy, respectively.

3.10. Using RNAi and Co-Suppression to Inhibit the Function
of Candidate Checkpoint Genes

Whereas detailed analysis of the role of a gene involved in the DNA damage
response is best conducted using a permanent chromosomal mutation, in prac-
tice the potential involvement of candidate checkpoint genes will most often
be assessed initially using posttranscriptional gene silencing (PTGS) methods
to inhibit candidate gene function. Two approaches are available for use in the
C. elegans germ line: RNAi methods, which deliver dsRNA molecules that
direct the degradation of corresponding target mRNAs (21), and transgene-
mediated co-suppression, whereby a high-copy transgene array elicits PTGS
of the corresponding endogenous gene (22,23). (In the latter method, transgenes
are not designed explicitly to express dsRNAs; the mechanisms of RNAi and
cosuppression appear to be mechanistically related in that they have overlap-
ping genetic requirements, but there are also distinctions.) Empirically, we have
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found that some genes respond more robustly to RNAi whereas others respond
more robustly to co-suppression (13); because the reasons for this are obscure
at present, researchers particularly interested investigating the roles of a few
specific genes are encouraged to try both approaches.

3.10.1. RNAi of Checkpoint Genes

dsRNA can be delivered to C. elegans by a variety of routes, including
injection, soaking, and feeding. For the RNAi injection and soaking proce-
dures, dsRNAs are produced by in vitro transcription and annealing of the
complementary RNA strands. In the injection procedure, dsRNA is injected
into the gonad or into the gut of adult worms (21). In the soaking procedure,
worms are incubated in a solution of dsRNA (24). In the RNAi feeding proce-
dure, the gene to be inactivated is cloned into an E. coli vector that allows for
the inducible transcription of both DNA strands (25). In practice, we have found
that the delivery of RNAi by feeding has turned out to be the most successful
technique for inactivating DNA damage checkpoint genes (Anton Gartner,
unpublished observation). Further, it is easier to block IR-induced prolifera-
tion arrest than to block IR-induced apoptosis.

1. For RNAi by feeding, clone a cDNA or approx 1 kb of an exon-rich sequence
into the L4440 RNAi feeding vector, which allows for inducible transcription of
both strands of the insert, and transform into the HT115 E. coli strain.

2. Spread transformed E. coli on an LB amp plate overnight (2–3 cm2). Resuspend
the E. coli lawn in 200 µL LB, and use 50 µL of the resuspended culture to seed
a NGM Amp (100 µL/mL) plate containing 6 mM IPTG.

3. Add, after a plate has dried, approx 3 P0 worms to the plate and incubate at 15°C
for 3–4 d.

4. Three F1 worms (at the early L4 stage) are transferred, individually, each to its
own plate freshly seeded by bacteria, and allowed to lay eggs for approx 24 h.

5. F1 worms are then removed and F2 worms are allowed to grow up to the L4
stage, treated with IR, and analyzed for radiation-induced cell cycle arrest as
described above.

3.10.2. Co-Suppression of Checkpoint Genes

1. For checkpoint gene inactivation by co-suppression, amplify the promoter se-
quence and the first two exons of a target gene by PCR.

2. Phenol-chloroform extract PCR product and rol-6 transformation marker (23).
3. Coinject 50 ng/µL PCR product with an equal concentration of rol-6 transforma-

tion marker (23).
4. Select stable transformants according to standard procedures in the next two gen-

erations, and animals harboring the transgene array are analyzed for checkpoint
responses as described above.
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4. Notes
1. For quantification purposes, one does not follow the appearance and disappear-

ance of corpses, but instead records a “snapshot” of the number of corpses present
at a given time in each scored germ line (see below for dose/timing regimens). In
practice, there is some subjectivity in scoring; whereas, the highly refractile
corpses are readily recognized, “early corpses” and “late corpses” may not be
recognized as consistently by all investigators. Thus, it is crucial that all geno-
types, time points, and doses to be compared in a given analysis be scored by the
same individual. Further, a novice in the field has to confirm that the structures
being scored as corpses are indeed apoptotic corpses by verifying that they are
not present in worms defective for the cell-death genes ced-3 and ced-4, and/or
that they stain with the dye acridine orange.

2. The advantage of this counting regimen is that it is easier to perform, and higher
levels of germ-cell death are generally obtained. For example, upon irradiation
with 120 Gy, an average of up to 25 corpses per germ line bend can be scored 36
h after irradiation. There is a potential complication in interpreting the results
from this regimen, however. Whereas corpses scored 12 h after IR exposure (and
likely most scored 24 h after exposure) would already have entered meiotic
prophase at the time of irradiation, those scored at the 36 h timepoint would
likely have been premeiotic at the time of exposure; these may have first under-
gone a transient cell cycle arrest, then recovered from arrest before entering mei-
otic prophase. Thus, differences in the kinetics of recovery, proliferation, or
meiotic entry could potentially contribute to observed differences between strains
in levels of programmed cell death.

3. Under this second counting regimen, it is clear that the programmed cell deaths
scored directly reflect the response of cells that were already in the pachytene
stage at the time of exposure. However, the numbers of apoptotic corpses de-
tected are considerably lower when this regimen is employed. To sensitize detec-
tion of IR-induced cell death, germ cell apoptosis can be scored in strain
backgrounds (e.g., ced-1) that are defective in the engulfment of apoptotic
corpses; corpses persist for prolonged periods in such mutants, increasing the
numbers of corpses that can be detected at any given time.

4. As an alternative to Nomarski, IR-induced proliferation arrest can also be visual-
ized and quantified in fixed DAPI-stained germ lines as described below for the
assessment of the response to HU-induced proliferation arrest. Although this
approach requires several processing steps, it facilitates the scoring of experi-
ments involving many samples, since fixation prevents asynchrony. Furthermore,
the DAPI staining procedure permits detection of chromatin bridges and/or evi-
dence for unequal mitotic chromosome segregation in mutants.

5. The final concentration of HU should be approx 25 mM. If plates contain more or
less than 12 mL of NGM agar, adjust the amount of HU added accordingly.

6. If toxicity is observed with HU treatment, a lower concentration of HU (or a
shorter exposure time) that still elicits arrest should be explored.
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Assaying the Spindle Checkpoint in the Budding Yeast
Saccharomyces cerevisiae

Christopher M. Yellman and Daniel J. Burke

Summary
The spindle checkpoint is assayed in Saccharomyces cerevisiae using several criteria. Sen-
sitivity to benzimidazole drugs is assayed in cells grown in liquid medium and cells grown
on solid medium on petri plates. Cell cycle delays are measured using cells synchronized by
treatment with mating pheromone α-factor, and the population is monitored by flow
cytometry measuring DNA content in cells. There are two different transitions that are moni-
tored, and cytological assays for individual cells and biochemical assays for populations of
cells are presented. The metaphase to anaphase transition is assayed by monitoring sister
chromatid separation using GFP-tagged chromosomes, Pds1 stability using immunofluo-
rescence, and Mcd1/Scc1 association with chromatin using chromosome spreads. Pds1 and
Mcd1/Scc1 stability is measured in populations by Western blots. The exit from mitosis is
monitored by Cdc14 immunofluorescence and Clb2 Western blots.

Key Words: Mitosis; spindle; checkpoint; regulation; genetics; cytology; biochemistry;
flow cytometry.

1. Introduction
The spindle checkpoint is a regulatory mechanism, conserved from yeast to

humans, that monitors chromosome–microtubule attachment and prevents pre-
mature onset of anaphase (1–5). The spindle checkpoint is introduced in Chap-
ter 3 of this volume by Stukenberg and Burke, and readers should consult that
chapter for a more thorough discussion of the spindle checkpoint. The purpose
of this chapter is to provide an experimental framework for analyzing the es-
sential elements of the spindle checkpoint in the yeast Saccharomyces
cerevisiae. Spindle checkpoint mutants were originally identified as sensitive
to benzimidazole drugs such as benomyl and nocodazole (6,7). Sensitivity to
the drugs is an important phenotype of checkpoint mutants. Although muta-
tions in a large number of genes result in benomyl sensitivity, a small subset of
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the mutants is unable to arrest the cell cycle in response to the drugs. Wild-type
cells will arrest in mitosis as large budded cells with undivided nuclei, and
retain high viability in response to the benzimidazoles, but checkpoint mutants
lose viability rapidly and will continue into the subsequent cell cycle.

The assay for the spindle checkpoint in yeast is to determine whether cells
arrest in response to benzimidazoles, to excess Mps1 expression, or to muta-
tions that activate the spindle checkpoint. The benzimidazoles cause cells to
arrest in the cell cycle because of two separable checkpoints—the kinetochore-
dependent spindle checkpoint and the spindle orientation checkpoint. The
kinetochore-dependent checkpoint arrests cells at the metaphase to anaphase
transition, and the spindle orientation checkpoint arrests cells after anaphase is
completed, when cells exit mitosis. There are different assays for the two tran-
sitions. The kinetochore-dependent spindle checkpoint arrests cells by inhibit-
ing the activity of Cdc20, a specificity factor for the anaphase-promoting
complex (APC/C). Mad2 binds Cdc20 to prevent the proteolysis of the mitotic
inhibitor, Pds1 (securin), which is bound in a separate complex to a thiol pro-
tease, Esp1 (separase) (5). When Cdc20 is active, separase is released as a
result of proteolytic destruction of securin by the APC/C. Separase cleaves
Mcd1/Scc1, a subunit of the cohesin complex that is responsible for maintain-
ing cohesion between sister chromatids. The sister chromatids separate and
cells enter anaphase. The metaphase to anaphase transition is assayed by deter-
mining the stability of Pds1, determining whether cohesion is maintained and
whether sister chromatids separate. The exit from mitosis is assayed by deter-
mining the subcellular localization of Cdc14 and the stability of Clb2, a B-type
cyclin that must be proteolyzed to assure DNA replication in the subsequent
cell cycle. The Cdc14 phosphatase remains sequestered in the nucleolus, a kid-
ney-shaped organelle associated with the nucleus, until the exit from mitosis.
The release of Cdc14 triggers the APC/C-dependent proteolysis of Clb2. All
reagents described in this chapter, especially strains containing mutations and
epitope-tagged proteins, are readily available from individual researchers. The
yeast research community is especially good at sharing strains and reagents.
Complete methodologies for culturing yeast and for the essentials of yeast ge-
netics are explained in (8). Readers are referred to this source for information
needed for constructing and propagating strains.

2. Materials
All materials are available from Sigma unless noted.

1. Anti-HA antibody: 12CA5 Mouse monoclonal anti-HA (Boehringer). Store
at –20°C in 50% glycerol.

2. Anti-Myc antibody: 9E10 Mouse monoclonal anti-Myc (AbCAM). Store at
–20°C in 50% glycerol.
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3. Anti-mouse CY3-conjugated antibody: Goat anti-mouse IgG (Heavy and Light
Chains) CY3-conjugated (Jackson ImmunoResearch).

4. Anti-mouse FITC-conjugated antibody: Goat anti-mouse IgG (Heavy and Light
Chains) FITC-conjugated (Jackson ImmunoResearch).

5. Anti-mouse HRP-conjugated antibody: Peroxidase-conjugated AffiniPure Goat
anti-Mouse IgG (Heavy and Light Chains) (Jackson ImmunoResearch Laborato-
ries, Inc.), 0.8 mg/mL. Dilute 1:30,000 for use.

6. Benomyl (methyl 1-[butylcarbamoyl]-2-benzimidazole carbamate): Stock solu-
tion is 1.5 mg/mL in DMSO. Store at –20°C.

7. Bovine Serum Albumin Fraction V (BSA).
8. Chemiluminescent HRP detection reagent: SuperSignal Chemiluminescent Sub-

strate for detection of HRP (Pierce).
9. Formaldehyde 37% solution.

10. Mating pheromone α-factor: WHWLQLKPGQPMY, molecular weight 1684.
Prepare a 1 × 10-3 M peptide stock solution in water. Store aliquots at –20°C.

11. Media for yeast: YPD (Undefined) Medium (Yeast Extract, Peptone, Dextrose),
SC (Synthetic Complete) Medium, SD (Synthetic Deficient) Medium.

12. MES: 0.5 mM MgCl2, 1 mM EDTA, 1 M sorbitol.
13. Mounting medium: containing 1.5 µg/mL DAPI (Vector Laboratories, Cat. no.

H-1200).
14. Multiwell slides (Carlson Scientific).
15. Nocodazole (methyl-[5-{2-thienylcarbonyl}-1h-benzimidazol-2-yl] carbamate:

stock solution is 1.5 mg/mL in DMSO. Store at –20°C.
16. Normal Goat Serum (Vector Laboratories).
17. Paraformaldehyde-sucrose solution: 4% paraformaldehyde, 3.4% sucrose. Stable

for several mo when stored at 4°C.
18. Phosphate-buffered saline (PBS): 10 mM sodium phosphate (pH 7.2), 0.9% NaCl.

PBS/5% milk includes 5% nonfat dry milk, PBS/1% BSA includes 1% bovine
serum albumin, PBS/normal goat serum includes 5 or 10% normal goat serum.

19. Pepsin solution: 50 mg pepsin, 550 µL 1 N HCl, 9.45 mL water.
20. Photo-Flo 200 (Kodak): working solution is 0.4% in water.
21. Poly-L-Lysine: solution is 0.1% in water. Store at room temperature.
22. Pronase: stock solution is 10 mg/mL in water. Store aliquots at –20°C.
23. Protein sample buffer: 0.06 M Tris-HCl (pH 6.8), 2% SDS, 5% glycerol, 0.0025%

bromophenol blue, 4% β-mercaptoethanol. Prepare a 2X sample buffer, and just
before use dilute with water and add β-mercaptoethanol.

24. Ribonuclease A (RNase A): use pancreatic RNase type 1-A, 5 times crystallized.
The stock solution is 10 mg/mL RNase in 10 mN HCl. Boil for 30–60 min. Store
at –20°C.

25. SCE: 1 M sorbitol, 20 mM EDTA, 10 mM Tris-HCl (pH 7.4).
26. Snap-cap 5-mL polystyrene tubes (Falcon).
27. Sodium citrate: 0.5 M sodium citrate in water, filtered. Dilute to 50 mM working

stock.
28. Sonifier with micro tip (Branson Scientific).
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29. Sorbitol-phosphate buffer: 1.2 M sorbitol, 0.1 M potassium phosphate buffer (pH
7.4).

30. SYTOX Green: 5mM in DMSO (Molecular Probes). Store in the dark at –20°C.
31. Zymolyase 100T: prepare 10 mg/mL stock in PBS. Store aliquots at –20°C

(Seikagaku).

3. Methods
3.1. Assaying Response to Benzimidazoles

Benomyl is used in solid agar-containing medium and nocodazole in liquid
medium (see Note 1). Dissolve both benomyl and nocodazole in DMSO and
dilute to 1% DMSO in the medium.

1. Use medium containing benomyl at the sublethal concentration of 15 µg/mL to
score sensitivity of strains. Spot serial 10-fold dilutions of cells onto plates and
incubate at 23°C for 3–5 d. Wild-type cells have 95–100% plating efficiency.
Mutants have less than 1% plating efficiency.

2. Medium containing 70 µg/mL of benomyl is fully restrictive for wild-type
growth. Spread sonicated cultures of cells onto the surface of the plate and incu-
bate at 23°C for 8 h. Over 90% of wild-type cells will arrest as large budded cells
with two or four buds. Checkpoint mutants do not arrest and will re-bud, forming
microcolonies of approx 10 cells.

Nocodazole is used in liquid medium at a concentration of 15 µg/mL in 1%
DMSO. Wild-type cells will arrest as large budded cells. Cells can be assayed
cytologically, biochemically, or by flow cytometry as described below.

3.2. Flow Cytometry

Flow cytometry is used to determine the status of DNA replication in a popu-
lation of cells (Fig. 1). It is especially powerful when combined with cell syn-
chrony to determine the kinetics of DNA replication and the length of cell
cycle delay. Checkpoint-arrested haploid cells will accumulate with a G2/M
content of DNA and are distinctly different from cycling cells that have ap-
proximately equal proportions of cells with 1C and 2C contents of DNA. Cells
lacking both kinetochore function and checkpoint function, or checkpoint mu-
tants treated with nocodazole, will progress to the next cell cycle in the ab-
sence of DNA replication. Failure to segregate chromosomes will produce a
distinctive population of cells with a 4C content of DNA.

Checkpoint mutants delay in the cell cycle in response to nocodazole
(6,7,9,10). The delay is eliminated in double mutants that lack both the kineto-
chore-dependent spindle checkpoint and the spindle orientation checkpoint
(9,10). This simple double mutant (epistasis) analysis is used to help determine
whether a mutant belongs to one checkpoint pathway or the other.
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1. Grow wild-type and mutant cells in liquid medium such as YPD to 107 cells/mL.
If cell synchrony is required, arrest the cells with α-factor as described below.
Add nocodazole to 15 µg/mL from a 1.5 mg/mL stock in DMSO. Add DMSO to
control cells to give a final concentration of 1%.

2. Collect 1-mL samples of cells over time in plastic 5-mL snap-cap tubes, and fix
by adding ethanol to a final 70%. Leave the samples at room temperature for 1 h.
Cells can be stored for at least 1 wk in the 70% ethanol fixation solution at 4°C.

3. Wash the cells twice in 50 mM sodium citrate. Sonicate them in this buffer and
resuspend in 2 mL of the same buffer containing 0.1 mg/mL of boiled pancreatic
RNase.

4. Incubate the cells in the sodium citrate/RNase for 2 h at 37°C, then overnight at 4°C.
5. Centrifuge the cells (see Note 2) and resuspend them in 1 mL of pepsin solution

for 5 min at room temperature.
6. Centrifuge the cells as before and resuspend them in 0.5 mL of 50mM sodium

citrate containing 1 µM Sytox Green. Stain the cells for 1 h at room temperature,
then overnight at 4°C.

7. Analyze the cells by fluorescence microscopy, using a filter that emits in the red
range (emission wavelength of approx 630 nm), to determine the efficiency of
nuclear staining and RNase treatment (see Note 3).

8. Perform the flow cytometry analysis.

Fig. 1. Flow cytometry. (A) Wild-type cycling cells. (B) Wild-type cells arrested
with α-factor. (C) Wild-type cells treated with nocodazole for 3 h. (D) Checkpoint
mutant treated with nocodazole for 3 h.
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3.3. Cell Synchrony Using α-Factor

There are several ways to synchronize yeast cells, but the simplest, which
does not require special equipment, is to use α-factor. MATa cells will arrest at
START in the cell cycle in response to the 13-amino-acid polypeptide mating
pheromone α-factor. MATa cells produce a protease (Bar1p) that destroys the
peptide; therefore, successful use of α-factor in cell-synchrony experiments
requires that you accommodate for Bar1p activity (see Note 4). The degree of
synchrony can be determined by the unique pear-shaped (schmoo) morphol-
ogy that α-factor-arrested cells adopt. There are three approaches.

1. Use low concentrations of cells (104/mL) and high concentrations of α-factor (3
× 10-6 M).

2. Use a higher concentration of cells (106/mL) in low-pH (3.5) growth medium,
which inhibits the Bar1 protease, and use α-factor at 3 × 10-6 M. Adjust the pH of
the medium with concentrated HCl.

3. Use bar1 mutants that lack the protease. Cells can be used at a higher concentration
(107/mL), with a low concentration of α-factor (3 × 10-8 M) (see Note 5).

Use complete (SC), synthetic (SD), or undefined (YPD) medium in all cases.
Grow cells to the appropriate density and add the peptide directly to the me-
dium (methods 1 and 3), or concentrate the cells, wash them in water, and
resuspend them in fresh low-pH medium (method 2). Treat the cells with α-
factor for sufficient time for the cells to complete approximately one and one-
half cell cycles (approx 2 h at 30°C or approx 3 h at 23°C) (see Note 6). Assay
cell morphology by phase-contrast microscopy to determine the arrest fre-
quency. The presence of a schmoo, or mating projection, indicates arrest. Re-
lease the cells from α-factor arrest by washing them twice in water and
resuspending them in medium containing 50 µg/mL pronase. Follow cell-cycle
progression by noting the appearance of small buds, which occurs synchro-
nously after approx 30 min of growth at 30°C. Greater than 80% of the cells
should be arrested by pheromone and should be synchronous upon release (see
Note 5).

3.4. Monitoring the Metaphase-to-Anaphase Transition

The spindle checkpoint inhibits two major transitions in the cell cycle:
metaphase to anaphase and the exit from mitosis. There are simple molecular
markers that are useful for distinguishing these events.

3.4.1. Sister Chromatid Separation

Follow the metaphase-to-anaphase transition cytologically by GFP tagging
of individual loci on chromosomes. Two systems are employed.
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1. Tet operator and GFP tet repressor fusion. An array of 112 Tet operators cloned
into a yeast integrating plasmid, PRS306, are integrated at URA3. A Tet repres-
sor–GFP fusion engineered for expression in yeast is integrated at LEU2 (11–
14). Wild-type cells treated with nocodazole will have a single spot of GFP
fluorescence in the nucleus after arrest, corresponding to sister chromatids that
remain in proximity owing to cohesion. Checkpoint mutants will have two dots
of fluorescence, corresponding to separated sister chromatids. Synchronous cul-
tures are used to determine the timing of sister chromatid separation.

2. Lac operator and GFP-lacI repressor fusion (Fig. 2). A similar approach is used
with 256 tandem copies of the lac operator integrated on the arm of a test chro-
mosome. A GFP-lacI fusion is integrated at a second locus (11–14). If the fusion
is under the control of the HIS3 promoter, it can be induced by preincubating the
cells in medium that lacks histidine for 1 h prior to the beginning of the experi-
ment to induce expression of the GFP-lacI fusion (see Note 7). As above, wild-
type cells treated with nocodazole will arrest with a single spot of GFP
fluorescence in the nucleus, and checkpoint mutants will have two dots, corre-
sponding to separated sister chromatids.

3.4.2. Pds1 and Mdc1/Scc1 Turnover

Epitope-tagged Pds1 and Mcd1/Scc1 are routinely used to determine pro-
tein stability (see Note 8). Both proteins are molecular markers for the
metaphase-to-anaphase transition because both are proteolyzed immediately
before entry into anaphase. Pds1 is a substrate of the APC/C and is proteolyzed
in a ubiquitin-dependent manner. The cohesin subunit Mcd1/Scc1 is a sub-
strate of separase (Esp1). There are two approaches: the detection of protein
turnover in individual cells by microscopy, or in populations of cells by West-
ern blot. Both approaches are well suited for use with synchronous popula-
tions.

3.4.2.1. PDS1 TURNOVER BY MICROSCOPY

Detect Pds1 in cells by immunofluorescence following formaldehyde fixa-
tion. It is advantageous to have a strain with multiple epitopes fused to the pro-
tein of interest (such as 13-Myc or 6-HA) for optimal sensitivity (see Note 8).

1. Collect 1 mL of cell culture in mid-logarithmic growth (approx 1 × 107/mL). Add
formaldehyde to cells in growth medium to a final concentration of 3.7% and incu-
bate the samples at room temperature for 15–30 min to fix the cells (see Note 9).

2. Pellet the cells (30 s in a microcentrifuge, approx 11,000g), wash once with SCE,
and resuspend in 1 mL of SCE. Briefly sonicate the cells (5–10 pulses) with the
Branson sonifier using the 30% duty cycle, output level 2.

3. Add 5 µl of β-mercaptoethanol, 10 µL of 10 mg/mL zymolyase 100T, and incu-
bate at room temperature for 10–35 min, assaying by phase-contrast microscopy
(see Note 10).
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4. Prepare a multiwell slide for the samples. Wash the slide in 1 N HCl for 15–30
min. Rinse the slide with distilled water, then ethanol. Air-dry the slide and put a
10µL droplet of poly-L-lysine on each well. Allow the slide to sit at room tem-
perature for 10–20 min, and remove the excess poly-L-lysine with a micropipet
or aspirator, leaving a thin liquid film across the well. Dry the slide thoroughly at
37°C (see Note 11) protected from dust, rinse it briefly in distilled water, and
allow it to dry thoroughly again.

5. Pellet the zymolyase-treated cells in a microcentrifuge, approx 1300g (see Note
2), wash once in SCE, pellet again, and resuspend in SCE at 10–25% of the origi-
nal cell culture volume.

Fig. 2. Monitoring anaphase with LacI-GFP. DAPI stained cells (A and C) and
GFP imaging (B and D). Wild-type cells (A and B) arrest in nocodazole with a single
undivided nucleus and a single spot of GFP fluorescence because the sister chromatids
are in proximity and cannot be resolved. A spindle checkpoint mutant does not arrest,
and sister chromatids separate to produce two spots of GFP fluorescence.
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6. Place 10 µL of cells in each well and allow 15 min for the cells to adhere. Re-
move loose cells with a micropipet or aspirator off to the side of the slide well
and rinse the slides in PBS in a Coplin jar.

7. Place 10 µL of PBS/10% normal goat serum (see Note 12) on each well. Incubate
the slide for 15 min at room temperature and remove excess solution with a mi-
cropipet.

8. Add 10µL of the appropriate primary antibody diluted in PBS/5% normal goat
serum (see Note 13), to each well. Place the slide in a humidified chamber (such
as a petri dish with a wet filter paper) for 1 h at 37°C, 2 h at room temperature, or
overnight at 4°C.

9. Remove the antibody solution with a micropipet and rinse the slides in a Coplin
jar for 5 min with PBS.

10. Add 10 µL of the secondary antibody, diluted in PBS/5% normal goat serum, to
each well, and place the slide in a petri dish as in step 8. Incubate the slide for 1 h at
37°C.

11. Remove the antibody solution and rinse the slides with PBS for 5 min in a Coplin
jar. Repeat this step.

12. Put a small droplet of mounting medium on each slide well, add a coverslip, and
seal the edges of the coverslip with nail polish.

3.4.2.2. CHROMOSOME SPREADS FOR DETECTION OF MCD1/SCC1

Mcd1/Scc1 is associated with chromosomal DNA from S phase until
anaphase and then dissociates from the chromatin. To detect the dissociation,
standard immunofluorescence is not appropriate, and chromosome spreads are
used instead. The cells are simultaneously fixed, spread onto a glass slide, and
cellular debris is extracted. The remaining DNA is subjected to immunofluo-
rescence analysis. Therefore the assay is immunofluorescence colocalization
of Mcd1/Scc1with DAPI-stained DNA (see Note 14).

1. Collect 1 mL of cells in mid-logarithmic growth (approx 1 × 107/mL). Pellet the
cells, wash them once in sorbitol/potassium phosphate solution, and pellet again.

2. Resuspend the cells in 0.5 mL of the sorbitol/potassium phosphate buffer con-
taining 5 µL of β-ME and 10 µL of fresh 100T zymolyase (10 mg/mL) per mL.
Incubate the samples at room temperature. Monitor the zymolyase digestion by
adding 1 µL of cells to 10 µL of 0.1% SDS and check for lysis by phase-contrast
microscopy (see Note 10). Stop the reaction when 75–90% of the cells are sphero-
plasts (lacking cell walls) by gently spinning the cells (approx 1300g). Remove
the digestion solution and resuspend the cells (gently) in 1 mL of cold MES.
Gently pellet the cells again and resuspend them in 100 µL of MES.

3. Place 1 µL of spheroplasts on a clean, dry multiwell slide. Add 2 µL of paraform-
aldehyde/sucrose solution. Add 4 µL of 1% Lipsol, then 4 µL of paraformalde-
hyde/sucrose again. Allow a few seconds between each addition, vibrating the
slide gently to mix the contents. At the end, spread the mixture gently across the
entire well with a pipet tip. Let the slides dry overnight at room temperature.
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4. Rinse the slide with 0.4% Photo-Flo 200 by brief immersion for 1 min. Submerge
the slides in a Coplin jar with PBS for 10 min. Aspirate away the excess liquid
and add a droplet of PBS/1% BSA to each slide well. Incubate at room tempera-
ture for 10–20 min.

5. Remove the PBS/1% BSA with an aspirator (off to the side of the wells), add
droplets of primary antibody solution diluted in PBS/1% BSA (see Note 13), and
incubate in a humidified chamber at room temperature for 1–2 h.

6. Rinse off the primary antibody with PBS and submerge in PBS in a Coplin jar for
5 min. Add the secondary antibody solution (in PBS/1% BSA) and incubate for 1
h in the humidified chamber at room temperature. Rinse off the antibody with
PBS and wash twice in PBS in the Coplin jar for 5 min each wash.

7. Aspirate away excess liquid and add a small droplet (approx 1 µL) of mounting
medium to each slide well, add a cover slip, and seal the edges with nail polish.

3.4.2.3. PDS1 AND MCD1/SCC1 TURNOVER BY WESTERN BLOTS

Analysis of Pds1 and Mcd1/Scc1 turnover is done with synchronous cells.
Pds1 levels fall as cells enter anaphase as a result of proteolysis by the APC/C
(Fig. 3). Pds1 degradation is assayed in individual cells by immunofluores-
cence, and in a population of cells by Western blot (see Note 15). Mcd1/Scc1
is proteolyzed by separase, and two breakdown products, 18 Kd N-terminal
and 28 Kd C-terminal fragments, are generated (see Note 16). The final size
that will be detected is dependent on the localization and nature of the epitope
tag (15,16). The size of the resulting peptide will be the sum of the Mcd1/Scc1
fragment and the epitope tag (Fig. 4).

1. Collect 1.5 mL of cells in mid-logarithmic growth at a density of approx 1 × 107/mL.
Pellet the cells (30 s in a microcentrifuge, approx 16,000g).

2. Add 500µL of 0.1 N NaOH, vortex to resuspend the cells, and keep at room
temperature for 5 min. Pellet the cells (30 s, approx 16,000g), and remove all of
the NaOH solution (see Note 15).

3. Resuspend the cells in 100 µL of protein sample buffer, and heat the sample at
98°C for 5 min.

4. Pellet the cell debris (30 s, approx 16,000g), remove and save the supernatant.
5. Load approx 25 µg of total protein per lane on an SDS polyacrylamide gel.
6. Block nonspecific protein binding sites on the membrane with PBS/5% milk for

60 min at room temperature. Rinse the blot in PBS.
7. Dilute the primary antibody as required (see Note 13) in PBS/5% milk. The opti-

mal concentration of primary antibody must be determined empirically. Incubate
for 2 h at room temperature.

8. Wash the blot three times for 4 min each time in PBS, making sure to remove the
PBS as thoroughly as possible after the last wash.

9. Add the HRP-conjugated secondary antibody, diluted in PBS/5% milk, and incu-
bate for 1 h at room temperature.
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10. Detect HRP with a chemiluminescence kit such as Pierce SuperSignal, following
the manufacturer’s instructions.

Fig. 3. Pds1-13Myc stability. Wild-type cells (lower row) and a spindle checkpoint
mutant (upper row) were arrested with α-factor (0) and released into the cell cycle in
the presence of 15 µg/mL of nocodazole. Samples were taken at the indicated times
(minutes); proteins were extracted and processed for anti-Myc Western blots. Pds1 is
absent in α-factor arrested cells but is stable and continues to accumulate in the wild-
type cells. The checkpoint mutant cannot stabilize Pds1 and it turns over at 90 min.

Fig. 4. Mcd1/Scc1 stability. Wild-type cells were synchronized with α-factor,
released into the cell cycle, and samples were removed every 15 min and processed for
Western blots. Full-length Mcd1/Scc1 (arrow) is detected in all samples, for example
at 75 and 90 min after release into the cell cycle (lanes 1 and 2). The breakdown
product is detected (arrowhead) only when the cells enter anaphase at 90 min (lane 2).
Units are kD (kilodaltons).
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3.5. Monitoring the Exit From Mitosis

The exit from mitosis is monitored by the subcellular localization of Cdc14.
The protein is localized in the nucleolus prior to the exit from mitosis. The
protein can be detected in individual cells by immunofluorescence as described
above for Pds1. A carboxy-terminal epitope-tagged version of Cdc14 with thir-
teen tandem Myc epitopes is used, and the protein is detected with the 9E10
monoclonal antibody. In addition, degradation of Clb2 protein indicates exit
from mitosis. Clb2 stability is monitored using a 3-HA-tagged version of Clb2
and Western blots to follow populations of cells, as described for Pds1. The
HA epitope is detected using the 12CA5 monoclonal antibody.

3.6. Obtaining Reagents

Request reagents such as strains and plasmids from individual researchers.
Contact information is available at SGD, the Saccharomyces Genome Data-
base (http://www.yeastgenome.org/).

4. Notes
1. Nocodazole loses efficacy as temperature is raised. Microtubule depolymeriza-

tion, and consequently spindle checkpoint arrest, is fully effective for up to 3 h at
23°C. At 30°C, this effective arrest period is reduced to approx 2 h, and at 36°C
to about 1 h. For experiments that must be done at the higher temperatures, one
should perform spindle microtubule immunofluorescence and/or assay bud mor-
phology to determine the effectiveness of the arrest.

2. Centrifugation at up to 16,000g for 30 s is appropriate for pelleting cells in all the
protocols described here. Yeast cells can generally be pelleted by centrifugation
at 1000–16,000g without negative consequences. This corresponds approxi-
mately to 3K–14K rpm in a typical microcentrifuge such as the Eppendorf 5415C.
The only exception is that cells that have had their cell walls weakened by diges-
tion with zymolyase should be pelleted at no more than 1500g.

3. Before performing the cytometry analysis, look at the samples with respect to the
following: If the sonication and pepsin treatment worked properly, the cells
should move individually and not be adherent to each other. If the RNase treat-
ment and DNA staining have worked, the nucleus will be a distinct mass and
there will be no cytoplasmic staining.

4. Depending on the nature of the experiment, give consideration to the use of bar1
or BAR1 wild-type strains. bar1 strains arrest easily and efficiently (approx 95%
G1 cells), but release from the arrest less rapidly than BAR1 strains. BAR1 strains
arrest with approx 85% G1 cells, but they reenter the cell cycle rapidly. Both the
arrest frequency and the release efficiency will affect the synchrony of the popu-
lation. Assay bud morphology to determine arrest and release efficiencies. The
schmoo is the characteristic elongated cell projection induced by exposure to
mating pheromone. If the cell is unbudded or has a schmoo, it is in G1 phase, and
the initiation of budding indicates exit from G1.
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5. When beginning to work with a batch of α-factor, determine the minimum effec-
tive concentration of the peptide under the desired experimental conditions. Make
serial dilutions of α-factor in water, use them to arrest cells, and determine arrest
frequency. Cells will release from arrest most efficiently when the peptide is
used at the minimum effective concentration. If release from arrest is inefficient,
perform an extra wash before releasing the cells into growth medium.

6. It is useful to determine the cell cycle or doubling time of strains when beginning
to work with them, particularly if they are mutants. This fundamental informa-
tion will allow accurate prediction of the kinetics of growth, arrest, and release
under specific experimental conditions. To make a growth curve, count cell den-
sity over a time course of logarithmic growth. Yeast cells will grow logarithmi-
cally in YPD (undefined medium) up to a density of 2 × 107 cells/mL and reach
stationary phase at 2 × 108 cells/mL. Cells should be counted on a hemacytom-
eter following sonication.

7. To optimize GFP signal from the LacO LacI-GFP chromosome tag, it is neces-
sary to induce the HIS3 promoter carefully. If necessary, increase induction time
by keeping the cells in SC-His medium for up to several hours. Induction works
well during a 2–3-h α-factor synchronization period. Adding 3-aminotriazole to
the medium inhibits activity of the His3 enzyme imidazoleglycerol-phosphate
dehydratase, inducing HIS3 expression. 3 aminotriazole can be used at concen-
trations from 5 to 20 mM as required for adequate production of LacI-GFP. When
using ade2 mutants, supplement the SC-his medium with adenine to a final con-
centration of 20 mg/L to prevent the accumulation of a fluorescent product pro-
duced by the mutant. In an α-factor-arrested population, the frequency of cells
with only one discernible GFP dot can be used as an indicator of arrest effi-
ciency. Cells with two dots must have replicated that locus and are therefore not
arrested in G1. It is best to release α-factor-synchronized cells into rich medium,
as this will promote rapid, consistent re-entry into the cell cycle. The amount of
LacI-GFP fusion protein produced during induction is sufficient to give a detect-
able GFP signal throughout a time course of 5 h after release from the arrest.

8. The construction of epitope fusion proteins is a standard technique in yeast
genetics (8). These proteins are expressed from in-frame gene fusions of the
epitope DNA sequence to the gene of interest. The number of immunoreactive
epitopes present in the tag directly affects the sensitivity of detection of the fusion
protein.

9. Fixation time is a key variable in yeast immunofluorescence. Some proteins, such
as Pds1-13Myc, are best detected following 15–30 min of fixation, while others,
such as tubulin, require 60–90 min of fixation for best detection. It may be neces-
sary to optimize this parameter by trying various fixation times.

10. Zymolase digestion of cells must be done carefully for best immunofluorescence
results. As cells progress through a time course of zymolyase treatment, the cell
wall is broken down and made permeable, they lose their bright yellow appear-
ance and become a dull light gray, then progress to darker gray. Cellular mor-
phology also breaks down, and finally the cells become ragged and misshapen.
Most procedures, such as Pds1 immunofluorescence, work well if the cells have
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only been lightly digested. This also preserves cell morphology, which may be an
important aspect of the data collection. Other procedures, such as chromosome
spreading, benefit from longer digestion, as this allows more cellular debris to be
removed by the subsequent extraction. If necessary, leave out the β-
mercaptoethanol from the zymolyase reaction to make the digestion gentler.

11. To work properly, the poly-L-lysine must be allowed to dry completely on the
slide. This will promote adhesion of the cells to the glass surface. When cells
adhere properly, it should be possible to find anywhere from 10 to 100 cells in a
single field of view on the microscope.

12. The PBS/10% goat serum or PBS/1% BSA are used to block nonspecific anti-
body binding. Goat serum is ideal for immunofluorescence applications in which
the anti-mouse secondary antibody was generated in a goat host. Centrifuge all block-
ing and antibody solutions for 2–4 min at maximum rpm (approx 16,000g) to remove
aggregates and debris. Pipet from the top of the solution to avoid the debris.

13. Monoclonal antibodies to the HA and Myc epitopes both work very well for this
type of immunofluorescence, as well as for Western blot analysis, although de-
tection of Myc is sometimes better. Other antibodies, including antibodies to en-
dogenous yeast proteins, also work. It is important to determine, by performing a
dilution series, the optimal antibody concentrations to use for immunofluores-
cence or Western blotting. Here are some guidelines to begin with: For immunof-
luorescence, use the 12CA5 anti-HA at 4 µg/mL, and the 9E10 anti-Myc at 2 µg/
mL. For Western blotting, use the 12CA5 anti-HA at 100 ng/mL, and the 9E10
anti-Myc at 50 ng/mL. The working antibody solutions should be diluted into the
appropriate blocking buffer. For immunofluorescence, use PBS/5% normal goat
serum or PBS/1% BSA. For Western blots, use PBS/5% milk.

14. This chromosome spread protocol is a scaled-down version of a previously de-
scribed method (17). This allows a time course of up to 12 samples to be mounted
on a single multi-well slide. Since the samples are not fixed upon collection, it is
important to take each time point sample through the zymolyase digestion pro-
cess without delay, thereby preserving the kinetics of the time course. To be able
to make meaningful comparisons of immunofluorescence signal strengths, opti-
mize two key variables of the procedure: the time of zymolyase digestion, and
fixation. Both affect the eventual distribution of the nuclear material on the slide
surface. These variables should be optimized so that the nuclear material is spread
evenly but not overly stretched along the slide surface. If the DNA mass is too
widely spread, fluorescence signal will be weakened and difficult to quantify.
Intensity of the fixation treatment will strongly affect the ability of the DNA to
spread on the slide. Optimize fixation intensity by adding slightly more or less
paraformaldehyde solution during preparation of the sample.

15. The protein sample preparation method used in the assay of Pds1 and Mcd1 sta-
bility was previously described (18) as a general method for preparation of S.
cerevisiae protein extracts. It is important to remove the sodium hydroxide as
completely as possible before adding protein sample buffer. This can be accom-
plished by thorough removal with an aspirator or by an additional brief wash in
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PBS. Pds1 level is a reliable indicator of population synchrony during α-factor
arrest. The protein is absent from G1 cells, appearing only as the cells reenter the
cell cycle.

16. Intact Mcd1 protein is abundant and easily detectable on a Western blot. How-
ever the degradation products, which indicate Esp1-dependent proteolysis,
require longer exposures to be visible. If you are using chemiluminescence de-
tection, be certain to rinse membranes thoroughly before adding the chemilumi-
nescent reagent to remove all traces of sodium azide that might be in the antibody
or blocking solutions.
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Purification and Analysis of Checkpoint Protein
Complexes From Saccharomyces cerevisiae

Catherine M. Green and Noel F. Lowndes

Summary
The DNA damage-dependent checkpoint of Saccharomyces cerevisiae is a para-
digm for eukaryotic checkpoint pathways that regulate cell cycle progression in the
presence of insults to the genetic material. In order to better understand this path-
way, we undertook a biochemical study of the proteins implicated in its functioning.
Analysis of the hydrodynamic properties of a protein in a crude mixture can give
insights into possible tertiary organization such as participation in high-molecular-
mass protein complexes. We here describe the determination of Stokes radius and
sedimentation coefficients for the Rad24 protein, which enabled us to predict that
this protein was a component of a protein complex in crude yeast extracts. This led
us to develop a protocol to purify this complex to homogeneity in order to determine
the component proteins. The methods described here should be applicable to the
hydrodynamic analysis and subsequent purification of any soluble protein from or-
ganisms amenable to genetic manipulation, such as yeast, as long as the function of
that protein is not perturbed by the addition of an epitope tag.

Key Words: S. cerevisiae; DNA damage; checkpoint; purification.

1. Introduction
The DNA damage-dependent checkpoint pathway of Saccharomyces

cerevisiae was the first to be identified (1). This pathway delays the initiation
of S phase, causes the slowing of S phase, and prevents the initiation and/or
completion of mitosis if DNA damage is detected in the G1, S, or G2 phases of
the cell cycle, respectively (2,3). Activation of the checkpoint pathway also
results in the transcription of DNA damage-responsive genes (4). Initially,
genetic approaches were used to identify components required for the func-
tioning of this pathway, and many of the genes are highly conserved (2,3).
However, in order to fully dissect the pathway and to perhaps identify proteins
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involved that also have other, essential cellular roles and so cannot easily be
identified by genetic means, we undertook a biochemical study of the check-
point proteins. We were encouraged to do this by our hydrodynamic analyses
of these proteins in crude cell extracts, which suggested that they exist as com-
ponents of multimeric complexes (unpublished observations).

We present methods for the determination of Stokes radius and sedimenta-
tion coefficients and for purification of checkpoint protein complexes in their
native form from S. cerevisiae. These use a combination of traditional and
affinity separations, and should be generally applicable. In particular, we have
focused on the complexes containing Rad24 or Rad9 (5,6). These proteins are
present at low copy number in growing S. cerevisiae cells (we estimate be-
tween 200 and 1000 molecules of each per haploid cell—unpublished observa-
tions) and so we engineered an epitope-tagged version of the protein of interest
into the yeast genome under the control of the endogenous promoter. A sche-
matic (not to scale) of the tagged Rad24 used and the main steps of the hydro-
dynamic analysis and purification procedure for Rad24 are outlined in Fig. 1.
This purification has allowed identification of the components of these com-
plexes and analysis of their biochemical functions. These methods could theo-
retically be adapted for other low-copy-number proteins in yeast, as long as
they tolerate the addition of an epitope tag somewhere on the surface of the
molecule, typically at the amino or carboxyl terminus. It can also be adapted to
purify proteins from crude extracts prepared from cells treated with physical or
chemical agents, for example DNA damaging treatments, or from cells arrested
at different points of the cell cycle.

2. Materials
All chemicals were from Sigma (Ultrapure) unless otherwise noted.

1. Yeast strain expressing the protein of interest with HIS and HA epitope tags (see Note 1
and Fig. 2).

2. YPD medium: 1% yeast extract, 2% peptone, 2% glucose; sterilized by autoclav-
ing. Store at room temperature.

3. Cell counter (e.g., Multisizer II, Beckman-Coulter).
4. BioFlo 5000 Fermenter (New Brunswick Scientific).
5. CEPA Z41 Continuous flow centrifuge (Carl Padberg).
6. Polyethylene 305-mm lay-flat tubing and heat sealer (Jencons).
7. Liquid nitrogen.
8. 2X lysis buffer: 300 mM KCl, 100 mM HEPES (pH 7.5), 20% glycerol, 8 mM β-

mercaptoethanol, 2 mM EDTA, 0.1% Tween-20, 0.01% Nonidet P40; in H2O. Store
at 4°C. Add 4X protease inhibitors and 2X phosphatase inhibitors just prior to use.

9. 100X protease inhibitors: 25 µg/mL leupeptin, 125 µg/mL pepstatin A, 20 µg/mL
PMSF, 30 mg/mL benzamidine, 125 µg/mL antipain, 80 µg/mL chymostatin
(from a stock solution in DMSO); in ethanol. Store in aliquots at –80°C.
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10. 50X phosphatase inhibitors: 2 mg/mL NaF, 10 mg/mL β-glycerophosphate, 2
mg/mL Na3VO4, 20 mg/mL EGTA, 100 mg/mL sodium pyrophosphate; in H2O.
Store in aliquots at –80°C.

11. Ceramic pestle and mortar with 6.5-L capacity (Fisher Scientific).
12. Beckman 45 Ti rotor and Optima XL ultracentrifuge or similar.
13. Superose 6 PC 3.2/30 column and Smart chromatography system (Pharmacia).

Fig. 1. Schematic showing the epitope tag requirements and an overview of the
analysis and purification. (A) A yeast strain should be engineered to produce the pro-
tein of interest tagged with 10 histidines, an HA epitope, and an optional TEV cleav-
age site. The choice of N-terminal or C-terminal positioning will depend on the protein
of interest. (B) The anticipated purification scheme. In the case of Rad24, the TEV
protease cleavage step was not utilized, but this may be useful for other proteins.
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Fig. 2. The tagged protein retains biological function. (A) Western blot analysis
was performed on equal quantities of crude extracts made from W303, HTHRAD24, or
rad24∆ strains using an anti-Rad24 polyclonal antibody. The tagged protein is ex-
pressed at levels equivalent to the wild-type (WT) protein. (B) Analysis of the survival
of HTHRAD24 after UV irradiation compared to W303 and rad24∆ strains. As
determined by colony formation after UV irradiation, the HTHRAD24 is not
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14. Standard proteins of known Stokes radius and sedimentation coefficient (e.g.,
Gel Filtration LMW and HMW calibration kits [Amersham Pharmacia Biotech]).

15. 5-mL linear gradient former (Jencons).
16. 1X lysis buffer containing 20% glycerol: 150 mM KCl, 50 mM HEPES (pH 7.5),

20% glycerol, 4 mM β-mercaptoethanol, 1 mM EDTA, 0.05% Tween-20, 0.005%
Nonidet P40; in H2O. Store at 4°C. Add 2X protease inhibitors and 1X phos-
phatase inhibitors just prior to use.

17. 1X lysis buffer containing 35% glycerol: as above with 35% glycerol.
18. SW55 Ti swinging-bucket rotor (Beckman) or similar.
19. 400 mL heparin sepharose resin (Amersham Pharmacia Biotech).
20. Chromatography pump and fraction collector with UV and conductivity monitor

(Biorad econosystem or similar) set up in cold room.
21. 30-cm column with 5-cm internal diameter and adapter (Bio-Rad).
22. 1X lysis buffer with 300 mM KCl and without EDTA: 300 mM KCl, 50 mM

HEPES (pH 7.5), 10% glycerol, 4 mM β-mercaptoethanol, 0.05% Tween-20,
0.005% Nonidet P40; in H2O. Store at 4°C. Add 2X protease inhibitors and 1X
phosphatase inhibitors just prior to use.

23. 1X lysis buffer with 500 mM KCl and without EDTA: as above with 500 mM
KCl.

24. 10 mL Ni-NTA superflow resin (Qiagen).
25. 20-cm column with 1-cm internal diameter and adapter (Bio-Rad).
26. 500 mM EDTA.
27. 1 M imidazole.
28. PBS (phosphate-buffered saline): 0.14 M NaCl, 3 mM KCl, 2 mM KH2PO4, 10

mM Na2HPO4; pH 7.4. Sterilize by autoclaving and store at 4°C.
29. Protein G sepharose (Amersham Pharmacia Biotech).
30. 12CA5 monoclonal antibody (Roche).
31. 0.1M borate buffer (pH 9.0): prepare a buffer from 0.1 M boric acid and 0.1 M

sodium borate solutions, mixed in a ratio of 7:4, to give a buffer with pH 9.0.
32. Dimethyl pimelimidate (DMP). Purchased in 0.5 g aliquots, which should be

stored desiccated at –20°C.
33. 1 M Tris buffer (pH 9.0): 0.76g Tris-HCl, 5.47g Tris base, in 50 mL H2O.
34. 12CA5 competitor peptide (sequence KKKRILKMYPYDVPDYARIL).

3. Methods
The protocols below describe the production of crude cell extracts from

large-scale S. cerevisiae cultures (Subheading 3.1.), followed the determina-

Fig. 2. (continued) significantly more sensitive to UV than WT, suggesting that
HTHRad24 retains normal biological function. (C) Hydrodynamic analyses of Rad24 in
extracts from W303 and HTHRAD24 strains. The hydrodynamic behaviors of the tagged
and untagged proteins are not significantly different, suggesting that the tag does not
perturb protein complex formation. Adapted from (6) with permission from Elsevier.
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tion of hydrodynamic parameters (Stokes radius and sedimentation coefficient)
of proteins within such extracts, using Rad24 as an example (Subheading 3.2.).
This allows a determination of the molecular mass of the protein in its tertiary
complexes. We then describe a procedure to purify Rad24 to homogeneity,
which should be generally applicable to epitope-tagged proteins (Subheading
3.3.). Repetition of the hydrodynamic analysis on the purified material con-
firms that purification has not perturbed any protein complexes, and that deter-
mination of the polypeptide components of the purified material is relevant to
the situation in crude extract.

3.1. Preparation of Large-Scale Yeast Whole-Cell Extracts (see Note 3)

1. Early in the day, pick a large, single colony of the required yeast strain (e.g.,
HTHRAD24, a W303 derivative containing epitope-tagged RAD24, see Note 1)
and grow for 10 h in 5 mL YPD medium in a 50-mL conical flask in an incubator
at 30°C with agitation at 200 rpm.

2. Count the cell density (number of cells per mL) using a Coulter counter. Use this
culture to inoculate 100 mL YPD in a 500-mL-capacity flask at the appropriate
density so the culture will have a density of 1 × 107 cells/mL early the next day
(see Note 4).

3. From this 100-mL culture, grow an 80-L culture to late log phase in a fermenter
in YPD medium at 30°C (see Note 5).

4. Harvest the yeast cells by continuous-flow centrifugation (see Note 6). Wash the
pellet twice in ice-cold water, and remove the liquid after each wash by centrifu-
gation at 1000g in a standard large-capacity centrifuge. Weigh the pellet and note
the weight (normally approx 600 g).

5. Make a bag from 30-cm polyethylene tubing double-sealed with a heat sealer.
Leave one end open.

6. Transfer the yeast pellet to the bag using a flexible spatula or palette knife.
7. Cut a point from the end of the bag with scissors to leave a hole of approx 4 mm

diameter. Fill a large, clean, plastic container with liquid nitrogen and extrude
the yeast into the liquid nitrogen by squeezing the bag slowly. Continue until all
the yeast is frozen as “spaghetti,” topping up the liquid nitrogen as required (see
Note 7).

8. Fill a 6.5-L-capacity ceramic mortar with liquid nitrogen (see Note 8). Add the
yeast spaghetti. Use the mortar, wearing eye protection and insulating gloves, to
carefully break up the spaghetti into smaller pieces.

9. Grind the yeast spaghetti until it is an extremely fine powder, similar to the consis-
tency of talcum powder. This can take up to 2 h depending on the mortar, pestle,
and starting quantity of yeast (see Notes 9 and 10). At all times maintain a small
quantity of liquid nitrogen in the mortar.

10. An estimation of the amount of cell lysis can be obtained by smearing a little of
the powder onto a slide, allowing it to defrost, and inspecting it with a micro-
scope. The lysis is satisfactory when only a small proportion (10–20%) of intact
cells remain, relative to ghosts (lysed cells) and debris (see Note 11).

14/291-306 4/16/04, 2:44 PM296



Purification of Checkpoint Proteins 297

11. To the mortar containing the yeast talc-like powder, add a volume of 2X lysis
buffer equivalent to the initial mass of yeast used (i.e., 600 mL for 600 g). Add
this in 50 mL batches, grinding into the yeast powder with the pestle.

12. When all the buffer has been added and a smooth powder obtained, the extract
can be defrosted (or it can also be stored at –80°C for at least 2 wk prior to
thawing). Transfer the powder to a clean beaker and let stand at room tempera-
ture until the extract is fully liquid (see Note 12). After defrosting, the extract
should be maintained on ice at all times.

13. Remove unlysed cells and large debris by centrifugation at 1000g in a standard
large-capacity centrifuge for 10 min at 4°C.

14. Clarify the extract by centrifugation of the supernatant from the low-speed spin
at 186,000g in a Beckman 45 Ti rotor (or equivalent) for 1 h at 4°C.

15. Using a 25-mL pipet, remove and retain the supernatant from this step as clari-
fied crude extract. It is important to exclude the upper lipid layer and the cloudy
zone over the pellet (see Note 13). Determine the protein concentration using the
Bradford assay. It should be between 20 and 40 mg/mL. We normally obtain
approx 500 mL of clarified crude extract from one fermenter batch of yeast. This
extract can be used directly for hydrodynamic analyses (Subheading 3.2.) or as
the load for the heparin column (Subheading 3.3.), or frozen as 45-mL aliquots
in 50-mL tubes in liquid nitrogen and stored at –80°C until used.

3.2. Hydrodynamic Analysis of Crude and Purified Complexes

3.2.1. Determination of Stokes Radius

1. Equilibrate a Superose 6 column on a Pharmacia “Smart system” with 1X lysis
buffer with 300 mM KCl at a flow rate of 50 µL/min.

2. Pass 1 mL clarified crude cell extract (Subheading 3.1., step 15) though a 0.2-
µm filter to remove particulate matter.

3. Inject 50 µL of this filtered extract onto the Superose 6 column using a 50-µL
loop. Retain the rest for determination of the sedimentation coefficient (Sub-
heading 3.2.2.).

4. Fractionate this material by running a further 3.2 mL of 1X lysis buffer with 300
mM KCl through the column. Collect 100-µL fractions. This procedure will sepa-
rate the proteins in the extract according to their Stokes radius; proteins and pro-
tein complexes with a large Stokes radius will elute earlier from the column than
those with a small Stokes radius. Remove a 10-µL aliquot of fractions 8 to 22 for
analysis by Western blotting (an example is given in Fig. 2); flash-freeze the
remainder and store at –80°C.

5. If the column is to be reused immediately, for example to calibrate with protein
standards of known Stokes radius, or to determine the Stokes radius of the purified
material (Subheading 3.3.), reequilibrate the column in 1X lysis buffer with 300
mM KCl. Otherwise wash thoroughly in water, then 20% ethanol, before storage.

6. The Stokes radius can be determined by comparing the elution position of the
protein of interest to that of a selection of protein standards of known Stokes
radius that have been fractionated on the same column in the same manner (see
Note 14).
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3.2.2. Determination of the Sedimentation Coefficient

1. Prepare two 5-mL linear 20–35% glycerol gradients in 1X lysis buffer containing
300 mM KCl.

2. Prepare a mixture of standard proteins of known sedimentation coefficient at a
concentration of 1 mg/mL each in 1X lysis buffer (see Note 14).

3. Carefully layer 50 µL of the filtered, clarified crude extract (Subheading 3.2.1.,
step 2) onto of one of the gradients, and 50 µL standard protein mix (step 2) onto
the second.

4. Centrifuge the gradients at 214,000g for 16 h in a swinging-bucket rotor (e.g.,
SW55 Ti [Beckman]).

5. Remove 200-µL fractions manually from the top of the gradients down to the
bottom, using a pipet. Save 10 µL for analysis by Western blotting (an example is
given in Fig. 2); flash-freeze the rest in liquid nitrogen and store at –80°C.

6. The sedimentation coefficient of the protein of interest can be determined by
comparison with the sedimentation of proteins of known sedimentation coeffi-
cient under the same conditions (see Note 14).

7. Determination of both Stokes radius and sedimentation coefficient of the protein
of interest allow an accurate estimation of the mass of the protein complex that it
is a part of (see Note 14).

3.3. Purification of Checkpoint Protein Complexes

3.3.1. Heparin Sepharose Column

1. Throughout the purification on heparin sepharose, all materials should be pre-
cooled and maintained at 4°C. Ideally the chromatography apparatus should be
set up in a cold room.

2. Throughout the washing, loading, and elution from the column, monitor the con-
ductivity and UV absorbance of the flow from the column, using an inline con-
ductivity meter and spectrophotometer connected to a chart recorder.

3. Pack 400 mL heparin sepharose resin into a column attached to a low-pressure
chromatography system at 4°C (BioRad Econosystem or similar). Be careful not
to trap air between the top surface of the resin and the flow adapter. Wash the
column with water at 6 mL/min to allow packing; if necessary, adjust the height

Fig. 3.(opposite page) Analysis of the different stages of the purification. (A) The
load (L) and eluted material from a heparin sepharose column was analyzed by conduc-
tivity, UV absorbance, and Western blot for Rad24. (B) The load (L) and eluted material
from a Ni-NTA column was analyzed by UV absorbance and Western blot for Rad24.
(C) Marker proteins (M) and samples from the load (L), flow through (FT), and eluted
material (E) from an immunoaffinity purification of HTHRad24 were separated on an 8–
15% gradient gel and stained with silver. The proteins indicated to the right were de-
duced to be the major components of the bands indicated by mass spectrographic analysis
of the excised bands. Adapted from 6 with permission from Elsevier.
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of the flow adapter as the column packs, leaving the smallest volume possible of
buffer between the resin and the adapter.

4. Wash the column with 1 L of 1X lysis buffer with 150 mM KCl without protease
or phosphatase inhibitors.

5. At a flow rate of 6 mL/min, pass 1 L of 1X lysis buffer with 500 mM KCL
without protease or phosphatase inhibitors through the column to wash and pack.

6. Wash the column with 500 mL of 1X lysis buffer (150 mM KCl) without protease
or phosphatase inhibitors.

7. Pass 500 mL 1X lysis buffer (150 mM KCl) plus protease and phosphatase in-
hibitors through the column at 6 mL/min.

8. Load 500 mL of the clarified extract onto the equilibrated column at 6 mL/min. Col-
lect the flow through in case the protein does not bind to the column (see Note 15).

9. Wash the column at 6 mL/min with 500 mL lysis buffer containing 300 mM KCl
and protease inhibitors but no EDTA (see Note 16). Collect 15-mL fractions
throughout the wash.

10. Elute the protein at 6 mL/min with 1X lysis buffer containing 500 mM KCl and
protease but no EDTA. Collect 15-mL fractions. After the purification the hep-
arin sepharose should be regenerated (see Note 17).

11. Remove 50-µL aliquots from each fraction collected during steps 9 and10 for
analysis. Freeze the rest in liquid nitrogen and store at –80°C.

12. Analyze 5 µL of each fraction for the presence of the required protein by Western
blotting and immuno-chemiluminescent detection. An example is given in Fig. 3
(see Note 18).

3.3.2. Nickel Agarose Column

1. Pool the fractions from the heparin column containing the protein of interest, as
the load for the nickel affinity column.

2. Transfer 10 mL bed volume of Ni-NTA resin (20 mL of a 50% slurry) to a 1-cm-
diameter glass column, and wash with water at a flow rate of 1 mL/min to allow
packing.

3. Equilibrate the resin with 50 mL 1X lysis buffer containing 300 mM KCl but no
EDTA at a flow rate of 1 mL/min.

4. Add imidazole to the pooled heparin fractions to a final concentration of 20 mM.
5. Load the pooled heparin fractions (100–200 mL total) onto the nickel column at

a flow rate of 1 mL/min. Retain the flow through. Monitor conductivity and UV
absorbance throughout.

6. Wash the column with 20 mL 1X lysis buffer containing 300 mM KCl and 50 mM
imidazole. Collect 1-mL fractions.

7. Elute the protein with 25 mL 1X lysis buffer containing 300 mM KCl and 250 mM
imidazole but no EDTA. Collect 1-mL fractions.

8. Add EDTA to the fractions to a final concentration of 5 mM (see Note 19).
Remove a 10-µL aliquot of each for analysis and flash-freeze the rest in liquid
nitrogen before storage at –80°C.
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9. Analyze each fraction for the presence of the required protein by Western blot-
ting and immuno-chemiluminescent detection. An example is given in Fig. 3
(see Note 20).

3.3.3. Preparation of Immunoaffinity Resin (see Note 16)

1. Resuspend 400 µL of a 50% protein G slurry in 15 mL PBS, centrifuge at 2000g,
discard the supernatant, and repeat the PBS wash two more times.

2. Transfer the beads to a 1.5-mL microcentrifuge tube.
3. Add 0.625 mL purified 12CA5 antibody solution (see Note 22) and allow bind-

ing to occur for 30 min at 4°C with agitation.
4. Centrifuge the beads at 2000g, discard the supernatant, and wash the beads with

15 mL PBS, and then with a further 2 × 15 mL PBS.
5. Wash the beads twice in 15 mL of borate buffer, pH 9.0.
6. Remove a 0.5-g dimethylpimelimidate aliquot (DMP) from the freezer and dis-

solve in 50 mL 0.1M sodium borate. Check that the resulting solution has a pH
above 8.5; if not, discard and remake with freshly made 0.1 M sodium borate.
This DMP solution should be used immediately.

7. Covalently couple the antibody to the protein G beads by resuspending the
washed beads in 15 mL of the DMP solution and incubating for 1 h at room
temperature in a tube fixed onto a rotating wheel.

8. Wash the beads three times in pH 9.0 borate buffer.
9. Wash the beads once with 1 M Tris buffer pH 9.0, then incubate the beads in 15

mL 1 M Tris buffer pH 9.0 for 15 min at room temperature to block unreacted
coupling sites.

10. Wash the beads twice in PBS and resuspend in PBS as a 50% slurry (see Note 23).

3.3.4. Immunoaffinity Purification

1. Defrost and pool the fractions from the nickel column that contain the protein of
interest as determined by Western blot (Subheading 3.3.2., step 9).

2. Transfer 400 µL of the 50% 12CA5 bead slurry (Subheading 3.3.3., step 10)
into a 15-mL tube and add 10 mL 1X lysis buffer with 300 mM KCl, including
protease inhibitors and EDTA.

3. Centrifuge at 1000g for 3 min, remove supernatant, and resuspend beads in 10 mL
1X lysis buffer with 300 mM KCl, including protease inhibitors and EDTA.
Repeat this wash.

4. Centrifuge the washed beads at 1000g and discard this final wash.
5. Resuspend the washed beads in the pooled peak fractions from the nickel column.
6. Allow binding to occur for 2 h at 4°C on a rotating wheel.
7. After binding, centrifuge at 1000g, remove and retain the supernatant, and wash

the beads five times in 1 mL 1X lysis buffer with 300 mM KCl, including pro-
tease inhibitors and EDTA. Transfer the beads to a 1.5-mL microcentrifuge tube.

8. Elute the protein from the column by removing the final wash and incubating the
beads at 30°C for 15 min in 200 µL 1X lysis buffer containing 300 mM KCl and
2 mg/mL 12CA5 competitor peptide.
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9. Centrifuge the beads at 1000g, remove and retain the supernatant, which will
contain the protein of interest; take a 5-µL aliquot for analysis, and flash-freeze
the remainder in liquid nitrogen before storing at –80°C.

10. Repeat the elution step with a further 200 µL 1X lysis buffer containing 300 mM
KCl and 2 mg/mL competitor peptide. Again, remove an aliquot of the superna-
tant and freeze the remainder.

11. Analyze the elution fractions for the presence of required protein by Western
blot; if both contain protein they can be pooled. The protein can be used directly
for functional assays and for hydrodynamic analysis to verify that the purifica-
tion procedure has not disrupted the protein complex (Subheading 3.2.). How-
ever, if the protein concentration is too low for functional assays, or the final
volume too great (e.g., if the entire sample is to be loaded onto an SDS-PAGE gel
for mass spectrographic analysis), then continue with step 12.

12. To concentrate the protein, pool the elution fractions and add 20 µL Ni-NTA
resin (previously equilibrated in 1X lysis buffer with 300 mM KCl, including
protease inhibitors but no EDTA), and allow to bind for 1 h at 4°C. Proceed with
either steps 13–15 or step 16.

13. For functional assays and determination of hydrodynamic parameters, the pro-
tein can be eluted with up to 50 µL 1X lysis buffer containing either 150 or 300
mM KCl, protease inhibitors, and 250 mM imidazole. Small aliquots (1–5 µL) in

Fig. 4. Purification did not perturb the HTHRad24 complex. Comparison of the
elution position from a Superose 6 gel filtration column of the crude material (upper
panel—Western blot) and the purified material (lower panel—silver-stained gel)
shows that the purified protein behaves like the starting material. In this case, the
purification was from a yeast strain expressing a tagged version of RFC3 as well as
HTHRad24, which explains why the pattern of bands seen in the purified material
(lane 15) differs from that in lane E of Fig. 3.
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siliconized microcentrifuge tubes can be flash-frozen in liquid nitrogen and stored
at –80°C.

14. Add 100 µL 1X lysis buffer with 300 mM KCl to 5 µL purified complex. Centri-
fuge at maximum speed at 4°C in a benchtop microcentrifuge.

15. Use 50 µL of the supernatant for determination of the sedimentation coefficient
(as in Section 3.2.2.). Inject a further 50 µL of the supernatant onto a Superose 6
column and fractionate in 1X lysis buffer, to determine the Stokes radius, as for
the crude extract (Subheading 3.2.1.). If the purification has not disrupted the
protein complex, the hydrodynamic parameters should be unaltered. For an
example see Fig. 4.

16. For a preparative gel before analysis by mass spectrometry, wash the beads from
step 12 three times in 1 mL 1X lysis buffer with 300 mM KCl. The proteins of
interest can then be removed from the nickel column simply by boiling the resin
in 20 µL acrylamide gel loading buffer (see Note 24). An example of a silver-
stained gel showing the purified Rad24 material is given in Fig. 3.

4. Notes
1. The protocol described here is optimized for purification of Rad24 from the

HTHRAD24 strain. This strain was engineered from W303 by homologous re-
combination (7) of a pRS303-based plasmid (8), resulting in a tagged version of
Rad24 being expressed from the endogenous Rad24 promoter (Fig. 1). Because a
C-terminal tag had a destabilizing effect on Rad24 protein (Jorge Vialard, per-
sonal communication), the epitope tags were engineered at the N-terminal end of
the polypeptide chain. Briefly, complementary oligonucleotides encoding ten
histidine residues after a start codon were cloned into pRS303. The 1-kb genomic
region immediately 5' of the RAD24 start codon (this was assumed to contain the
Rad24 promoter) was amplified by PCR and cloned before this His-encoding
cassette. The first 1 kb of the RAD24 open reading frame (ORF) (the smallest
fragment that contained a unique restriction site in the resulting plasmid) was
then amplified by PCR and cloned 3' of and in frame with the histidine encoding
sequence. Complementary oligonucleotides encoding a linker sequence and a
cutting site for the TEV (tobacco etch virus) protease (9) (see Note 2) and an HA
epitope (10) were then cloned between the histidine encoding sequence and the
Rad24 ORF. This plasmid was linearized with BsgI enzyme and used to trans-
form W303. Integration events were selected on plates lacking histidine. Correct
integration was verified by diagnostic PCR. The normal expression and presence
of the epitope tags was verified by Western blotting (Fig. 2). The biological
activity of the tagged protein was verified by analyzing the UV sensitivity of the
HTHRAD24 stain compared to W303 (Fig. 2).

2. In the final purification procedure, the TEV cleavage step was omitted. There
were many problems with this step in the case of Rad24, but it may be a useful
addition if this procedure is attempted for the purification of other proteins (the
protease is available from Gibco Life Technologies).
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3. The protocol uses large quantities of yeast cells, as the proteins being investi-
gated are of low abundance and furthermore are difficult to extract in soluble
form. For more abundant proteins, the quantities can be scaled down accord-
ingly. If a fermenter apparatus and continuous-flow centrifuge are not available,
the large-scale protocol can still be performed by pooling batches of yeast cells
grown on different occasions and processing them together at the extract prepa-
ration stage.

4. For example, using a strain with a doubling time of 90 min, a total of 2 × 106 (200 µL
of a started culture with density 1 × 107 cells/mL) should be used for inoculation
at 7:00 PM; the culture should then reach 1 × 107 cells/mL at 8:30 AM the next
morning.

5. Late log for the HTHRAD24 strain in this fermenter is around 7 × 107 cells per
mL in YPD with extra glucose (4% final w/v). This strain has a doubling time of
90 min. The final density is achieved after around 22 h growth, starting from the
appropriate quantity of seed culture. During the growth period, pH is maintained
at 5.8 by the addition of 1 M NaOH as required.

6. The bowl of the centrifuge rotates at 20k rpm (17,000g). An 80-L culture is har-
vested in 35 min. The bowl is cooled by chilled water at 10°C.

7. The spaghetti can be stored at –80°C for many months if the purification is not to
be performed immediately.

8. The mortar (not the pestle) is precooled at –80°C overnight.
9. A few muscular friends and some loud rock and roll are recommended at this

stage!
10. Lysis of yeast cells in a coffee grinder in the presence of solid carbon dioxide has

been described as an efficient way of producing high-quality extracts (11). This
method was found to result in severe aggregation artifacts for Rad24, but may be
useful for other proteins.

11. Do not attempt to obtain complete lysis of the culture. Not only is this difficult,
but we have found that it is possible to over-lyse the cells, leading to lower qual-
ity extracts with a much higher proportion of aggregated protein material.

12. It is essential to wait until the extract is completely thawed prior to centrifuga-
tion, as if ice pellets remain they will rise to the surface during the centrifugation.

13. Care should be taken at this stage. The clarified extract should be translucent and
not at all turbid; if the strain used is ade- the resulting extract will be pink in
color. It is preferable to discard a small proportion of the clarified extract than to
contaminate it with lipids or material from the pellet. There is often a looser layer
just above the main pellet, which should also be avoided.

14. The use of glycerol gradient sedimentation and gel filtration analysis gives both
the sedimentation coefficient (SC) and Stokes radius (SR) of the protein complex
when these procedures are performed with the appropriate size standards (e.g.,
ovalbumin SC 3.66 × 10-13 s, SR 3.05 nm; BSA SC 4.3 × 10-13 s, SR 3.55 nm;
aldolase SC 7.35 × 10-13 s, SR 4.81 nm; catalase SC 11.3 × 10-13 s, SR 5.22 nm;
thyroglobulin SC 18 × 10-13 s, SR 8.5 nm). The formula M = (6πηNas)/1-υρ
(where M = molecular weight, a = Stokes radius, s = sedimentation coefficient, υ
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= partial specific volume, η = viscosity of medium, ρ = density of medium, and N
= Avogadro’s number) then allows estimation of the molecular mass of the com-
plex. An assumed partial specific volume of 0.725 cm3/g is accurate for most
proteins (15). The viscosity and density of the medium are taken to be those of
water, 1.002 × 10-2 g/cm*s and 0.998 g/cm3, respectively. From our data the
mass of the Rad24 complex is estimated to be approx 250 kDa.

15. A small aliquot of this material should be removed for analysis and the rest fro-
zen in liqid nitrogen and stored at –80°C. After verification that the purification
has been successful (e.g., by Western blot to check the protein of interest was
properly retained on the column) it can be discarded.

16. EDTA was omitted, as the fractions may be used for the next step of the purifica-
tion and this chelating agent is not compatible with nickel agarose.

17. Heparin sepharose should be regenerated after use by washing with 20 column
vol of 0.1 M Tris-Cl (pH 8.5), 500 mM KCl; followed by 20 column vol of 0.1 M
sodium acetate (pH 5.0), 500 mM KCl; followed by 20 column vol of 1X lysis
buffer without protease inhibitors but with 0.02 % sodium azide. The column can
be stored in this buffer at 4°C.

18. An approximately eightfold increase in the concentration of Rad24 relative to the
total protein concentration was achieved on this column (data not shown).

19. This is in order to avoid nickel-mediated oligomerization (12).
20. An approx 50-fold increase in the concentration of Rad24 relative to the total

protein concentration was achieved on this column (data not shown).
21. This protocol is adapted from (13) and pp. 522–523 of (14).
22. The stock concentration is 1.6 mg/mL. This results in a final ratio of 5 mg anti-

body to 1 mL beads.
23. With the addition of sodium azide at 0.02%, the beads can stored for up to 2 wk

at 4°C.
24. This has the added advantage of removing a substantial proportion of the com-

petitor peptide, which could otherwise interfere with the mass spectrographic
analysis.
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