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Introduction  

 

 

Recent large natural and anthropogenic disasters have clearly shown various 
shortcomings and failures in existing technologies and policies for efficient early 
warning and emergency response. Many barriers exist to making data available, 
providing the most appropriate data and allowing systems to work together. Most 
currently available geodata are designed, stored and managed by organisations 
that normally have distinct mandates. Under normal circumstances, these organi-
sations operate largely independently of each other. The presentation of data is 
adapted to the needs and tasks of particular groups of users. Early warning and 
emergency management requires different types of systems.  

Emergency management begins with an alert for a disaster, continues with 
management of the critical situation by taking care of people, properties, the envi-
ronment, etc., and finishes when people, assets and animals are out of danger. 
There are always specifics in the management of different emergencies: a terrorist 
attack differs from natural disasters, such as floods, fires, earthquakes, or indus-
trial failures such as a fire in a nuclear plant or the release of dangerous sub-
stances. Many aspects remain similar, however: time is critical; the primary emer-
gency responders are the same; the systems share characteristics, etc. In contrast, 
early warning is more of a monitoring activity that is performed continuously. 
Data coming from various sensors are constantly evaluated, interpreted, analysed 
and estimated. The responsible specialists (or early warning systems) alert citizens 
and the responsible emergency specialists only if anomalies are observed. In a 
way, early warning is still undervalued by society as national and local govern-
ments invest in the development of early warning systems only after large disas-
ters (e.g., tsunamis, earthquakes) have taken place.  

Geoinformation techniques have already proven that they can significantly fa-
cilitate early warning and emergency response. Nowadays, we can acquire and 
supply enormous amounts of geoinformation, which underwrite making better 

sources, in environmental protection or fighting disasters or dealing with their af-
termath. The maintenance and accessibility of spatial information has improved as 
well. Spatial data infrastructures (SDIs) are being developed in many countries, 
which may be responsible for an increased use of spatial data. There is a growing 

decisions throughout the disaster management cycle: in the use of natural re-
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Clearly, the various systems for early warning and emergency response differ, 
but they serve the same purpose – saving human lives and reducing property 
losses. Therefore, the systems must be user-centred and ensure that every person 

models, the same sensor data products, and the same visuals. While early warning 
specialists will rely on the analyses/estimates of in situ sensor information to alert 
the population, emergency responders will use the predictions and simulations to 
support better decision making. Although this is not the case at the moment, the 
editors of this book firmly believe that this will happen in the very near future. 

It is often discussed that timely information (able to create a good situational 
awareness), fast access, unified standards, user-friendly interfaces and appropriate 
visualisations are some of the factors for success for precise decision making in 
emergency situations. To be able to develop such systems, many disciplines and 
technologies must be integrated: sensors, communication and localisation, data-
base management, modelling and analysis, semantics, visualisation and simula-
tion. The role of cartography in particular is very important.  

Cartography is one of the disciplines that provides tools and models to improve 
user perception, orientation, knowledge acceptance and understanding. Visualisa-
tion of information is not an isolated element of the information transfer process; 
it depends not only on the type of data but also on the type of user (gender, age, 

defined models and visualisations. Methods and approaches used in cartography 
can greatly help in presenting data by adapting the visualisation with respect to the 
context of the user, and enhance the decision-making process with visual analytics 
and simulations. The data must fit user concepts, serve the tasks to be performed 
and represented with respect to the emergency level. Moreover, a larger range of 
users must be supported. In addition to systems for specialists (emergency re-
sponders in the field and decision makers), the general population should also be 
taken into consideration. Citizens must be educated in how to use this data (maps 
and models), whether in analogue or digital form.  

understanding of the importance of SDIs for early warning and emergency re-
sponse at very high political levels. Various examples can be found at national and 
international levels, including GMES (Global Monitoring of Environment and Se-
curity) and INSPIRE (Infrastructure for Spatial Information for Europe) in 
Europe, the activities of the Department of Homeland Security in North America, 
the International Charter and activities of international institutions such as the 
World Bank and United Nations (for example the United Nations Office for Outer 
Space Affairs). International geospatial organisations are contributing to this proc-
ess by organising conferences and working meetings to discuss new challenges 
and establish new research agendas. The Ad Hoc Committee on ‘Risk and Disas-
ter management’ of the Joint Board of Geospatial Information Societies has taken 
the responsibility for preparing a booklet compiling the best practices for using 
geo-information in disaster management, which is due for publication by July, 2010.   

receives the information that will help her/him live and minimise damages to criti-
cal infrastructure. Furthermore, it is critical that the two phases use the same in-
formation. Both phases should be able to benefit from using the same maps and 

disability, behaviour, preference, habit, task responsibilities and so on). Many pre-
sent systems for crisis management use static cartographic tools based on pre-
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 We note that cartography can support emerging technologies and the possibili-
ties for customising geoinformation to individuals. Specialists who are developing 
early warning and emergency response systems often overlook centuries-old car-
tographic principles (which are aimed at usability and perception) and concentrate 
too much on technical aspects. They think that as long as the data is displayed on a 
computer screen, their task is complete. This approach often leads to reduced 
readability and sometimes to confusion and even misunderstanding. For example, 
the data may be too dense and unclear on the display, or the symbols and colour 
composites may be inappropriate and convey the wrong message. Frequently, the 
tools provided to manipulate maps or 3D models can be clumsy and not suitable 
for work under stress conditions. Users in emergency response need useful support 
by maps and not just displays of copious amounts of data that are difficult to see 
and understand.  

The editors believe that change is necessary to encourage the standardisation of 
symbols for emergency response, context-aware visualisations, visual analytics 
and tools for interaction and immersion with data. Future maps for emergency 
management must be better adapted to the individual user. Extended research 
should concentrate on map usability in both map content and visual controls to 
make map use more intuitive. The effect of advanced technology is lost when the 
end users do not understand the information on the display and cannot place it in 
their mental map.  

New cartographic areas are evolving, for example ubiquitous or pervasive 
mapping including context and adaptive mapping, which are expected to be 
largely applicable for emergency response. These are based on investigating the 
personal skills, abilities and preparedness of users to understand and use maps in 
emergency situations. They can be adapted for all layers of human society: geo-
professionals, emergency responders in the field and in command and control cen-
tres, emergency managers at various levels, and citizens, young and old, disabled 
and healthy. The development of digital cartography is strongly influenced by ICT 
and vice-versa. Digital cartography is enhancing efforts to ensure that cartographic 
products play a more important role in providing current information and knowl-
edge to society. There is clear cooperation between cartographers and users. A 
tremendous shift from analogue maps to ubiquitous mapping has been observed. 
Ubiquitous mapping aims to realise technical solutions for map creation and usage 
- anytime, anywhere and by/for anyone. Moreover, ubiquitous mapping aims to 
evaluate and predict the effect that the provision of maps in a ubiquitous manner 
has on society.  

This volume is inspired by, and addresses many of, the topics discussed above. 
The volume consists of 29 peer-reviewed chapters. These were selected from 
among the 79 papers presented at the Symposium on Cartography and Geoinfor-
matics for Early Warning and Emergency Management: Towards Better Solutions, 
held in Prague, Czech Republic, in January 2009. The symposium was jointly or-
ganised by the International Cartographic Association Working Group on Carto-
graphy in Early Warning and Crises Management (CEWaCM), the Ad-hoc Com-
mittee on Risk and JBGIS and the International Society for Photogrammetry and 
Remote Sensing WG IV/8 3D – Spatial Data Integration for Disaster Management 
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and Environmental Monitoring. The authors of the papers were encouraged to re-
vise, extend and adapt their papers to fit the goal of the book.  

The chapters in this volume are organised in three parts: Geoinformation proc-
essing and modelling, GeoInformation Services and Advanced cartographic visu-
alisation. A short overview of the chapters follows. 

Geoinformation Processing and Modelling: The 12 chapters in Part I discuss 

proaches for modelling data. In the first chapter, Annoni et al. provide an exten-
sive discussion of existing data collection and data access technologies and their 
applicability for early warning and emergency response. Several examples from 
Europe are used to illustrate the use of these technologies. Altan and Kemper 
elaborate on the use of geoinformation in all phases of the disaster management 
cycle, providing appropriate examples from the earthquake - vulnerable area of 
Istanbul. The remaining nine chapters concentrate on methods and approaches for 
modelling data. The analysis and preparation of information are particularly criti-
cal for early warning and emergency management. Four chapters reflect this as-
pect. Two chapters present methods for gathering information about a population 
immediately after a disaster strikes (Zeug et al.) or in advance of a disaster, for 
better risk estimation and preparation (Freire). Kemec et al. present a framework 

water bodies (in the case of flooding). Maugeri et al. elaborate on an approach for 
estimating the hazard to pipelines as a result of earthquakes. Vu and Matsioka pre-
sent a prototype for quick damage detection based on a Geo Grid system. The pro-
totype has been successfully tested using a QuickBird image of Yingxiu, Sichuan, 
China. Kranz et al. conclude this Part I with a very detailed overview of the rapid 
mapping techniques applied for monitoring the evolution of several camps in Dar-
fur between 2002 and 2008. 

Geo-information Services: Part II consists of nine chapters that discuss system 

activities of the Open Geospatial Consortium (OGC) towards interoperable solu-
tions.  Reznik continues the theme on interoperability of data and services and dis-
cusses the results of a comparative study on metadata as described in INSPIRE, 
ISO and OGC specifications. Two chapters present approaches for enhancing and 
adapting Web services and systems architectures for emergency management. 
Based on several existing services, Muller et al. present the results from a success-
ful experiment with a multicriteria evaluation service.  Maiyo et al. elaborate on 

images. The next three chapters are devoted to systems for early warning for tsu-
namis (Raape et al.), managing sensor data (Casola et al.) and landslides (Ortlieb 
et al.). Muler et al. present an approach to integrate multicriteria evaluation 

general aspects of using geoinformation in disaster management and address ap-

to help risk managers select data models (3D) in order to better estimate the vul-
nerability of a given area. Breuning et al. introduce a 3D/4D geodatabase that aims 
at efficient geodata retrieval. The model developed is tested on landslides. The 
next two chapters (Condorelli and Mussumeci, and Voženílek and Zajíčková) dis-
cuss safe (fast) navigation approaches to support fire fighters. The last four papers 
present methods for damage estimation. Hahmann et al. use SAR images to detect 

architectures and applications based on open services and the Web. Reichardt and 
Reed discuss the heterogeneous challenges in geoinformation and elaborate on the 

the relevance and importance of Geo Web services for detecting damage and 
present an appropriate Geo Web service architecture that makes use of satellite 
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analysis (a kind of a common process model) in SDI. Annunziato et al. express 
doubts about the success of GSDI for world-wide emergency response activities 
and present an alternative georeporting system (not intended for SDI). Kozel et al. 
conclude Part II by reporting their experience in the development, configuration 
and testing of the Contextual Map Service.  

Advanced Cartographic Visualisation: Part III concentrates on research and 
experiments related to map usability, map perception and map context issues. In 
the first chapter, Fraser analyses the role of the cartographer and suggests that ‘the 
cartographer leading the mapping for early warning and emergency management 
must be highly trained, educated and skilled’. The chapter investigates the design-
ers and users of the cartographic products that are developed in six cases: a forest 
fire and a landslide (Australia), mining (China), a hurricane (USA), a tsunami 
(Thailand) and a volcanic eruption (Montserrat). Kubicek et al. investigate the 
structure and tasks of the primary emergency responders (fire fighters, medical 
service and police) in the Czech Republic and specify data and visualisation tools 
needed. The authors conclude that the only appropriate approach to meet all of 
their needs is adaptive mapping, which can be achieved by context-aware services. 

This book is intended for professionals, researchers and students who have in-
terest in access to and visualisation of information. Research areas such as data 
collection approaches, sensor networks, data processing, 3D reconstruction, data-
base management, spatial analysis and decision support systems are covered in a 
minor way or not addressed. This book reflects recent challenges, research, and 
developments in European countries. We hope that this focussed publication will 
make it even more interesting for colleagues and professionals working in this 
area of endeavour in other parts of the world.  

We are grateful to the contributors for their commitment and hard work. We 
highly appreciate the support obtained by all of the members of the Scientific 
Committee and are thankful for their time and valuable comments, which contributed 

Two chapters concentrate on cognitive issues. Stachon et al. focus on require-
ments for users working under stress. The authors present the investigation of dif-
ferent map representations among 74 participants. Bandrova et al. study the know-
ledge of young people about emergency response procedures, maps and symbols 
and conclude that they need special maps and symbols. The research was per-
formed in four countries - Austria, Bulgaria, the Czech Republic and Slovakia. 
The last four chapters present various approaches for improved cartographic vi-
sualisation and visual analysis. Jern et al. demonstrate the power of visual analyt-
ics through a set of tools developed for the interactive exploration and analysis of 
data. The authors are confident that such tools will greatly improve the perception 
and understanding of data. Krisp and Špatenková present an enhanced visualisa-
tion (based on kernel density estimation) of fire density. The authors conclude that 
such approaches give a better overview compared to the traditional dotted ap-
proach. Lienert et al. present a framework to support flood management. The 
framework generates Web-based, real-time visualisations of hydro-meteorological 
data. The last chapter concentrates on the appropriate symbology for emergency 
response. The author, Friedmannová, elaborates on the need for specially prepared 
maps for emergency management and presents a set of symbols designed with re-
spect to user context.   
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Earth Observations and Dynamic Mapping: Key 
Assets for Risk Management 

Alessandro Annoni, Massimo Craglia, Ad de Roo and Jesus San-Miguel 

 

Abstract 

The timelines and the accuracy of information provided and used are recognized 
as being critical when dealing with emergencies. The traditional ways to display 
much of the information in maps had many limitations, which are now being over-
come with major progress in the way data are collected, organized, accessed, and 
communicated. This chapter provides an overview of current Earth Observation 
capacity with some examples in relation to forest fires and floods that serve to il-
lustrate the main characteristics including governance and existing limitations. 
The chapter also discusses how new developments in the way individuals can con-
tribute georeferenced information may be of considerable value in addressing 
some of the limitations identified, particularly when time is of the essence, as is 
the case in emergencies.  

 

1 Introduction 

The methods used to produce traditional cartography seem insufficient when deal-
ing with emergency response that requires a higher level of dynamism in the crea-
tion and dissemination of maps. In order to be really effective in an emergency 
situation those maps should contain, as far as possible, real-time information and 
up-to-date data.  

Timeliness is crucial and the definitions of ‘trust’ and ‘accuracy’ significantly 
differ from those adopted in traditional cartography. In the emergency phase in 
fact also data of unknown quality and with a low level of accuracy can play an 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_1, © Springer-Verlag Berlin Heidelberg 2010 
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essential role, often higher than pre-qualified data and maps. A new framework is 
therefore necessary to be able to quickly integrate real-time observations including 
those coming from automatic and human sensors.  

The situation is slightly different when dealing with risk prevention or early 
warning. In these two phases there is more time for the preparation of risks maps. 
Most of early warning maps are based on models and observations. Their quality 
is mainly influenced not only by the quality of the static data used, but also by the 
accuracy of the model and the reliability of the space and in situ observations.  

In this specific case an additional element that has to be taken into considera-
tion is the sensitiveness of such maps and in particular those that have a direct im-
pact on citizens (e.g., false alert and panic) and on market (e.g., loss of property 
value). This obliges mapmakers to take into consideration a wide range of com-
munication aspects (with specific attention to how to visualize/represent sensitive 
issues). This issue becomes particularly critical when the maps are produced under 
the framework of a specific legislation and therefore are considered, by definition, 
a legally certified document.  

In this chapter we address some of these aspects focusing mainly on real 
European experiences. The two examples on forest fires and floods facilitate the 
understanding of current problems and contribute to identifying future challenges 
in relation to the production and use of maps in different phases of the risk man-
agement cycle.  

2 Multiple sources of data to support the different 
phases of the risk management cycle  

There are several aspects that should be considered for the production of maps 
needed in the different phases of the risk management cycle, including (a) access 
to static data; (b) availability of earth observations from space or in situ; (c) qual-
ity of models to be used for risk evaluation, early warning, and damage assess-
ment; (d) trust and confidence (of observations, data, models, and products); 
(e) timeliness; and (f) communication. 

This chapter focuses on data collection and data access providing an overview 
of current earth observation capacity with some examples to illustrate its main 
characteristics including governance and current limitations.  

The importance of better information to underpin public policy, business, and 
social interactions has gained considerable recognition during the last decade. 
Many governments worldwide have been investing in Internet-based infrastruc-
tures to support the sharing and effective use of spatial information and data.  

Parallel to these initiatives, private sector-led developments in geobrowsers 
(e.g., Google Maps, Google Earth, and Microsoft Virtual Earth) have brought ge-
ography to hundreds of millions of users as a way to explore the Earth, find and 
visualize information, and become active participants and producers of data.  

The opportunities for increased interactions among citizens, governments, and 
businesses, as well as the development of a spatially enabled information society 
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have never seemed greater. However, despite billions of sensors collecting data 
today, data availability and usability still remains a major obstacle together with 
the difficulty of integrating data from multiple sources. The challenge is in har-
nessing the many initiatives into a framework that is inclusive and open to new 
developments, i.e., from one-way interactions from government to citizens, to a 
participatory framework in which all stakeholders take part in developing a shared 
understanding and in addressing key issues together. As the interdependencies be-
tween governmental and social infrastructures become more complex, their gov-
ernance requires new ways of thinking and new approaches. We should be pre-
pared to manage the heterogeneity of emerging dynamic systems and be able to 
transform increasing amount of real-time available data into reliable, accurate, 
timely, and openly accessible information at the relevant geographic and temporal 
scales. Risk management is a key test case for this new approach given the com-
plexity of interactions among activities and decisions at multiple levels, local to 
global, that affect us all. 

With these considerations in mind, the following sections review some of the 
key developments in the way we collect, organize, and share information relevant 
to risk management. We start from a review of the current state of the art in 
Europe in relation to fires and floods and then explore some of the new develop-
ments that may move us forward. 

3 Increasing preparedness and response to forest fires 
in Europe through the European Forest Fires 
Information System  

The first steps for the development of a European Forest Fire Information System1 
(EFFIS) go back to 1998 when the Member States of the European Union re-
quested the support of the European Commission for the development of a harmo-
nized system for the assessment of forest fire risk in Europe and for the estimation 
of forest fire damages (San-Miguel-Ayanz et al. 2000).  

EFFIS became operational in the year 2000. Since then, EFFIS has been the ba-
sis for decision making regarding forest fire prevention and fighting at the Euro-
pean Union level. Comparable fire danger information supports decision making 
when international collaboration on fire fighting is needed. On the political arena, 
EFFIS has become the reference system for forest fire information in Europe. It 
was the basis of European Parliament resolutions following major fire events in 
the Mediterranean region (e.g., EP Resolutions 2006a, and b), and supported the 
European Commission Communications on Disaster Reduction and Disaster Pre-

On average, 60,000 fires occur every year in the European territory burning 
over half a million hectares of forest area. The development of EFFIS built on the 
efforts of the European Commission and the Member States in the collection of 

                                                           
1 http://effis.ec.europa.eu 

vention of 2008 (European Commission, 2008c) and 2009, respectively. 
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harmonized forest fire information (EC 1992, 1994). EFFIS, which was the basis 
of the Forest Focus regulation (EC 2003) in relation to forest fire monitoring, 
works around a network of 26 European countries which provide base data for the 
calibration of existing modules and the development of new ones (EC 2007a). The 
following sections describe two of these modules dealing with the early warning 
for fire danger and the rapid assessment of fire damages.  

3.1 Early warning for fire danger 

These modules support the operations of preparedness for forest fire fighting and 
the intervention to mitigate forest fire damages. They feed the Monitoring and In-
formation Centre2 of the European Commission which coordinates mutual assis-
tance in forest fire fighting operations in Europe. 

 

 
 

Fig.1. Typical fire danger forecast produced by EFFIS (source: JRC) 
 
Fires are a regional phenomenon that affects most of the European countries. 

Although some countries set up information on forest fires in the early 1990s, this 

                                                           
2 http://mic.website.env 
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information was not fully harmonized. Furthermore, national administrations rec-
ognized the need to assess fire risk at the pan-European level and to assess the ef-
fect of fires throughout Europe in a comparable manner. In those years, the im-
provements on fire fighting technologies led to an increased cooperation on forest 
fire fighting, especially in the Mediterranean region. Thus, there was a need to 
have a comparable assessment of fire risk among the countries which would allow 
national administrations to decide on the provision of aerial means for fire fighting 
in other countries. In 2000, EFFIS provided the first harmonized fire danger maps 
at the pan-European level. In the phase of early warning, EFFIS produces the fire 
danger forecast up to 6 days in advance(Fig. 1).  

This is computed on the basis of calibrated Fire Weather Index with a spatial 
resolution of approximately 35 km (0.36 degrees). The information is provided as 

which allows the incorporation of this information into the national systems. Since 
EFFIS works on the European ETRS89 Lambert Azimuthal Equal Area coordinate 
reference system (LAEA 89) (Annoni and Luzet 2001; Annoni 2005), the incorpo-
ration into the national systems requires the re-projection of the original images 
into the national projection systems.  

At the pan-European level, fire danger forecast supports operations of mutual 
assistance and increases preparedness for fire fighting at the European Union 
level, as the 6-day forecast helps in increasing preparedness when tackling large 
fire event crisis such as the megafires in Portugal in 2003 or the catastrophic fires 
in Greece during the summer of 2007. 

3.2 Rapid damage assessment of fire damages 

Rapid damage assessment of fire damages is critical for quick response to mitigate 
impacts of the fire events. Information on state of fires and their impact is re-
quested by policy makers and media during and after the fire events. This informa-
tion is routinely provided to very diverse users. This ranges from the European 
Parliament and European Commission Institution to national ministries and ad-
ministrations, including, e.g., the Greek Ombudsman in the case of the casualties 
in Greece in 2007 where over 60 people were killed. Information is provided to 
the media whenever agreed by the European Commission institutions and the na-
tional administrations.  

In the phase of crisis management or rapid response, EFFIS produces up to two 
daily updates of the perimeters of the fires and the subsequent forest fire damage 
assessment on the basis of MODIS satellite sensor data with a ground spatial reso-
lution of 250 m. Data are provided through the EFFIS web mapping and web fea-

mately 40 ha or larger are mapped through a semi-automatic method that includes 
seed-based identification of hotspots complemented with region-growing algo-
rithms. These fire perimeters are subsequently made available at the EFFIS web 
interface. This interface permits the overlay of a number of information layers 

images to the Member States through email and is made available as GeoTIFF data, 

ture services as either images or GeoTIFF data. The perimeters of fires of approxi-
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which vary according to the spatial resolution at which the information is viewed 
in the system.  

The system initially provides the perimeters overlaid on the MODIS data. 
When the user zooms in the area of interest the perimeters are overlaid on Landsat 
TM data of 25 m spatial resolution. Further zooming enables the display of the 
burnt areas on Google Earth imagery which allows a high level of detail in most 
areas in Europe (Fig. 2). Info tools in EFFIS provide online information on the 
date, the size of the fire, the cover types that were affected by it, and the precise 
location of the fire in the country/province/commune. This information is updated 
up to two times a day for active fires, until the burnt area reaches its final perime-
ter.  

 

   
Fig.2. Display of burnt areas on Google Earth imagery (source: JRC) 

 
After years of testing (EFFIS is operational since 2000) in which several solutions 
for data production and storage were tested (description of the storage of data in 
lat-long for ulterior conversion to a given projection) all the data are currently pro-
jected into the LAEA projection. This facilitates the integration with European 
data sets and the production of harmonized estimates at the European Union level. 
It should be noted that the EFFIS system is primarily aimed at providing European 
products. In the case of major events and ad hoc support to the national services, 
the cartographic products are converted into the national projection systems 
(Annoni and Luzet 2000; Annoni et al. 2001). 

3.3 Communication issues 

Information in EFFIS is unique both in the early warning stage and in the rapid 
damage assessment, as there is no other system providing this at the European 
level. Information of forest fires is of very sensitive nature. The forecast of extreme 
danger conditions that were followed by critical fire situations can be inter-
preted at the national or regional level as a lack of preparedness and can have 
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political implications. The provision of online open information on fire danger 
was achieved after years of cooperation and negotiations with the EFFIS network. 
Even now, the provision of fire danger is seen by some as an incentive for arsonists 
who may use it to produce disastrous fires. However, the knowledge of the level 
of fire danger by the general public is considered by most as a means to increase 
awareness and preparedness in the countries.  

In the case of the rapid damage assessment provided by EFFIS, the information 
is as sensitive as in the case of early warning. Although figures are provided 
online, aggregated estimates of fire damages that are published in the EFFIS news-
letters during the fire campaign are only made available to the general public after 
agreement with the national administrations. In some cases, contradictory figures 
of damages were utilized by political parties to blame the existing regional or na-
tional government and destabilize the political situation. In those cases, EFFIS 
was used as the neutral source of information that provided reliable estimates 
across Europe. In major fire events in which countries request the support of the 
European Commission to mitigate the effects of fires through the European Union 
Solidarity Fund, EFFIS is used on the European Commission side to provide inde-
pendent estimates of the areas affected by the fires and the eligible damages. 

Next to the existing modules in EFFIS, two important improvements will be 
available in the near future. One is aimed at the estimation of forest fire emissions 
and the modeling of smoke dispersion to the nearby populations that can be affected 
in large fire events. A second improvement refers to the estimation of socio-
economic impacts of forest fires. Fires alter drastically the living conditions of the 
populations and have a direct and strong impact on the local and regional econo-
mies. They can alter markets such as those of timber, tourism, and environment-
related industries. 

4 Increasing preparedness and response to floods in 
Europe  

The following sections illustrate some examples of activities carried out at 
European level in relation to flood risk prevention, early warning and damage 
assessment.  

4.1 Flood early warning: the European Flood Alert System (EFAS) 

Following the devastating floods in the rivers Elbe and Danube in August 2002, 
the European Commission initiated the development of a European Flood Alert 
System (EFAS) to increase the flood warning time for transnational river basins 
(Thielen et al. 2009). EFAS aims at increasing preparedness for floods in transna-
tional European river basins by providing local water authorities with medium-
range and probabilistic flood forecasting information 3–10 days in advance, 
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complementing national and regional flood forecasting systems that typically fo-
cus on a 1–2 day forecast. 

The European Commission Joint Research Centre (JRC) develops EFAS, in 
close collaboration with the national hydrological and meteorological services. 

high-resolution data sets have been collected for the Elbe and Danube river basins, 
allowing the potential of the system to be assessed under optimum conditions and 
at a higher resolution.  

Flood warning lead times of 3–10 days are achieved through the incorporation 
of medium-range weather forecasts from the German Weather Service (DWD) and 
the European Centre for Medium-Range Weather Forecasts (ECMWF).  

On a protected website3 the water authorities can check online the pan-
European flood forecasts up to 10 days in advance, which are updated twice a day. 
Successful alerts are mostly in the range of 4–6 days in advance of the flood. 

The flood early warning maps produced (Fig. 3) consist of a gridded map 
showing which flood alert level is exceeded, e.g., if a moderate/high or ma-
jor/severe flood is expected. EFAS does not aim to provide accurate flood extent 
forecasts, but only the location within a river system where problems are to be ex-
pected. 

 

 
 
Fig.3. Typical flood early warning maps produced by EFAS (source: JRC) 

 

                                                           
3 http://efas-is.jrc.ec.europa.eu/index.php 

The prototype covers the whole of Europe on a 5 km grid. In parallel, different 
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Cartographic problems encountered during the setup and testing of EFAS are nu-
merous, but can be summarized as below: 
• Unavailability of an accurate and consistent river network in Europe; this issue 

is partially solved by the Catchment Characterization and Modeling system 
(CCM) (Vogt et al. 2007) and the Catchment Information System (CIS) 
(Hiederer and De Roo 2002) initiatives of the JRC, where now a pan-European 
network is available, but improvements are still needed. 

• Inconsistencies in overlaying Land Cover data (CORINE) with available data 
on soils from the European Soil Bureau, e.g., open water locations, urban areas; 
both data sets are necessary data input layers to EFAS. 

• Difficulties with obtaining national meteorological and hydrological measure-
ments for calibration, initial conditions, and verification of EFAS. Ongoing 
JRC initiatives (the EU-FLOOD-GIS project and the ETN-R project) are a step 
forward (De Roo et al. 2007). 

4.2 Flood risk mapping related to European Flood Directive 

Another activity carried out by the JRC is pan-European flood hazard and flood 
risk mapping, partially to be used to compare flood hazard and risk maps to be 
produced by the European Member States under the obligations of the European 

Recent work using higher-resolution DEMs, e.g., the NEXTmap Europe4 data 
(Fig. 5) that aim at pan-European availability, seem to yield much more accurate 
results, allowing a comparison with maps produced at the national and regional 
level. Obviously, data quality as obtained with Lidar techniques is the optimum, 
but this cannot be achieved at Pan-European scale within the next few years. 

 

                                                           
4 www.intermap.com  

Directive on Flood Risk Management (European Commission 2007). One of the 
main cartographic issues in flood hazard mapping is the accuracy of the Digital 
Elevation Data used for the flood hazard mapping. Early attempts carried out with 
GTOPO30 (1 km resolution) and SRTM elevation data (approximately 100 m 
resolution) prove to be inaccurate for detailed flood hazard assessment. They can 
serve as a very general overview (Fig. 4).  
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Fig. 4. Pan-European potential flood hazard map based on GTOPO30 elevation 

data (source: JRC) 
 

 
Fig. 5. Flood hazard map for a section of the Po River obtained with NEXTmap 

DEM data (source: JRC; DEM data: Intermap) 
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4.3 Flood damage mapping related to European Solidarity Fund 

Again following the disastrous flooding in the Elbe and Danube in 2002, the 
European Union established the European Solidarity Fund (EUSF), where coun-
tries can request financial assistance from the European Commission following a 
major disaster in their country, with damages exceeding a certain percentage of 
the GDP of the country. JRC plays a role in evaluating the requests, by performing 
a flood damage assessment on the particular flood and comparing it with the 
claimed damage (Fig. 6). The benefit of this evaluation is in securing correct 
spending of the EUSF budget and avoiding abuse. 

Typical problems encountered here are again the data quality of the DEM used, 
since that plays a crucial role in estimating water depth. We have used the SRTM 
DEM, but obviously higher-resolution DEMs would be better. Other problems are 
the availability of a satellite image showing the flood extent at the right time, e.g., 
the time of the peak of the flood. In addition, information of flood damage in rela-
tion to the water level (‘depth-damage-curves’) is often of poor quality. To ad-
dress these issues the following section reviews some recent developments at 
European and global levels. 

 

 
Fig. 6. Flood extent map from the Tisza flood in 2006 (source: JRC) 
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5 Recent developments in geographic information  

5.1 Spatial data infrastructures 

Many initiatives since the early 1990s have aimed at increasing the availability 
and accessibility of data through the development of ‘Spatial Data Infrastructures’ 
(SDIs). These involve typically the sharing of core data sets of general use, the 
documentation of existing spatial data sets and services via metadata and related 
catalogues, and access via distributed Internet-based services under agreed rules 
and protocols.  

In Europe a major recent development has been the adoption of the INSPIRE 
Directive (EC 2007b), establishing an infrastructure for spatial information in 
Europe to support community environmental policies and policies or activities 
which may have an impact on the environment. INSPIRE is based on the infra-
structures for spatial information established and operated by the 27 Member 
States of the European Union. The Directive addresses 34 spatial data themes 
needed for environmental applications, with key components specified through 
technical implementing rules.  

INSPIRE provides the legal framework and infrastructural layer upon which 
two other initiatives are being developed: SEIS and GMES. 

The Shared Environmental Information System (SEIS)5 is a collaborative initia-
tive of the European Commission and the European Environment Agency to es-
tablish with the Member States an integrated and shared European Union-wide 
environmental information system linking existing information flows related to 
European Union environmental policies and legislation (EC 2008a).  

The Global Monitoring for Environment and Security (GMES)6 initiative aims 
to provide operational information services based on earth monitoring data from 
satellites and in situ observations on water, air, and land (EC 2008b). While all 
three initiatives (INSPIRE, SEIS, GMES) pertain to the environmental domain, 
their complementarities can be portrayed as focusing on data, information, and 
services respectively.  

Linking existing systems and networks to achieve comprehensive, coordinated, 
and sustained observations of the Earth system is the objective of the Global Earth 
Observation System of Systems (GEOSS)7. 

GEOSS is a coordinating and integrating network of Earth observing and in-
formation systems, contributed on a voluntary basis by 77 nations, the European 
Commission, and 56 participating organizations of the intergovernmental Group 
on Earth Observations (GEO), to support informed decision making for society, 
including the implementation of international environmental treaty obligations. 

                                                           
5 http://ec.europa.eu/environment/seis/ 
6 http://www.gmes.info/ 
7 http://earthobservations.org 
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tions of the earth system, in order to improve monitoring of the state of the earth, 
increase understanding of earth processes, and enhance prediction of the behavior 
of the earth system. GEOSS has several targets, one of them explicitly refers to 
natural disasters: 

Before 2015, GEO will aim to enable the global coordination of observing 
and information systems to enable the global coordination of observing and 
information systems to support all phases of the risk management cycle 
associated with hazards (mitigation and preparedness, early warning, response, 
and recovery). 
GEOSS will contribute to reducing losses associated with disasters by provid-

ing data and information to policy and decision makers for actions associated with 
disaster preparedness, response, and recovery. One of the best examples of 
GEOSS in practise is described below.  

5.1.1 Argo 

There is an increasing concern about global change and its regional impact. Sea 
level is rising at an accelerating rate of 3 mm/year, Arctic sea ice cover is shrink-
ing, and high-latitude areas are warming rapidly. Extreme weather events cause 
loss of life and enormous burdens on the insurance industry. Globally, 8 of the 10 
warmest years since 1860, when instrumental records began, were in the past dec-
ade.  

These effects are caused by a mixture of long-term climate change and natural 
variability. Their impacts are in some cases beneficial (lengthened growing sea-
sons, opening of Arctic shipping routes) and in others adverse (increased coastal 
flooding, severe droughts, more extreme and frequent heat waves, and weather 
events such as severe tropical cyclones). 

Understanding (and eventually predicting) changes in both the atmosphere and 
ocean is needed to guide international actions, to optimize governments’ policies, 
and to shape industrial strategies. To make those predictions we need improved 
models of climate and of the entire earth system (including socioeconomic fac-
tors). However, lack of sustained observations of the atmosphere, oceans, and land 
have hindered the development and validation of climate models.  

In 1999, to combat this lack of data, an innovative step was taken by scientists 
to improve greatly the collection of observations of the oceans. Initiated in 2000, 
Argo is an international effort to implement a global array of 3,000 free-drifting 
profiling floats that measures the temperature and salinity of the upper 2000 m of 
the ocean (Fig. 7). This allows, for the first time, continuous monitoring of the 
temperature, salinity, and velocity of the upper ocean, with all data being relayed 
and made publicly available within hours of collection. 

GEOSS aims to achieve comprehensive, coordinated, and sustained observa-
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Fig. 7. Argo floats (source: Argo web site http://www.argo.ucsd.edu/)  

Besides float deployment, Argo has developed two separate data streams: real 
time and delayed mode. A real-time data delivery and quality control system has 
been established that delivers 90% of profiles to users via two global data centers 
within 24 hours. A delayed mode quality control system (DMQC) has been estab-
lished and 50% of all eligible profiles have had DMQC applied.  

Argo is a key example of multinational collaboration to deploy, monitor, and 
analyze floats and their data. The multinational Argo array is made up of 23 dif-
ferent countries’ contributions that range from a single float, to the US contribu-
tion, which is roughly 50% of the global array. Funding mechanisms differ widely 
between countries and involve over 50 research and operational agencies. Each 
national program has its own priorities but all nations subscribe to the goal of 
building the global array and to Argo’s open data policy.  

5.2 Geo-browsers 

While the initiatives outlined in the previous section are largely by government 
organizations, recent developments in the private sector have had a major influ-
ence in making geography popular and allowing new forms of data provision. 
These developments go generally under the name of geo-browsers (e.g., Google 
Earth, Microsoft Virtual Earth, NASA Worldwind, ESRI ArcGIS Explorer) which 
use the globe as mechanism to pan, zoom, and fly over the earth’s surface to areas 
of interest. Associated to these 3D representations of the earth are also 2D applica-
tions (Google Maps, Microsoft Live Search Maps) that allow users to add and 
share information via simple application programming interfaces (APIs).  

These have enabled a turnaround of the traditional approach in which govern-
ment agencies (or the private sector) produce data, and citizens (or scientists) are 
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the users, to one in which users themselves become producers. Moreover, the 
widespread success of these platforms and applications, with hundreds of millions 
of users, has had the major benefit of popularizing geography among wide strata 
of the population, as well as enabling companies to add a spatial perspective to 
their business processes.  

5.3 Geosensors 

Geosensors can be defined as devices receiving and measuring environmental 
stimuli that can be geographically referenced. As such they include satellite-based 
sensors providing multispectral information not only about the Earth’s surface 
(imagery, land cover, vegetation indices, and so on), air-borne sensors for detailed 
imagery but also for laser scans of physical or man-made structures (LIDAR), and 
sensors near, on, or under the Earth’s surface measuring anything from physical 
characteristics (pressure, temperature, humidity) and phenomena (wind, rain, 
earthquakes), to the tracking of animals, vehicles, and people.  

Large-scale networks of sensors have been in existence for several decades. 
What is novel is the web-enablement of these sensors and their networks so that 
individual sensors can be discovered, tasked, and accessed through web standards 
(sensor web), and that the networks can exchange information through interopera-
bility arrangements.  

A new breed of sensor networks, called wireless sensor networks (WSN), has 
demonstrated the potential to revolutionize the way we acquire geospatial data. 
Different from the traditional, large-size, complex, and costly sensor stations, a 
WSN typically consists of miniature, battery-powered nodes with power-efficient 
CPUs, short-range radios, and low-cost sensors. The software that runs on the 
WSN nodes allows them to self-assemble into ad hoc networks, such that the net-
work can be easily deployed (e.g., sensors can be seeded from a low-flying air-
plane throughout hazardous areas) and data can be relayed across multiple hops 
and from long distances. This new class of sensing platform will provide an un-
precedented volume of real-time geosensor data, along with high spatial and tem-
poral resolution. 

5.4 People as sensors 

A special type of ‘sensors’ is that of citizens volunteering geographic information. 
Goodchild (2007) argues that there is a long tradition of non-specialists contribut-
ing to the collection of scientific information such as the case of the Christmas 
Bird Count8 or the collection of weather information in the GLOBE programme9, 
but that only recently the convergence of greater access to broadband connections, 
the availability of Global Positioning Systems at affordable prices, and more 

                                                           
8 http://www.audubon.org/bird/cbc 
9 http://www.globe.gov 
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participative forms of interaction on the Web (Web 2.0) have enabled vast num-
bers of individuals to create and share geographic information.  

 

Fig. 8. Reports of instances of illegal logging and forest clearances 

Platforms such as Google Maps and Microsoft Live Search Maps have made it 
possible to publish and make geographically searchable user-generated content to 
an unprecedented rate. Initiatives such as Wikimapia10 and OpenStreetMap11 show 
how organized volunteered information can challenge traditional data suppliers 
with good-quality products that are openly accessible to all. As observed by 
Goodchild, the potential of up to 6 billion human sensors to monitor the state of 
the environment, validate global models with local knowledge, and provide infor-
mation that only humans can capture (e.g., emotions and perceptions like fear of 
crime) is vast and has yet to be fully exploited. An excellent recent example of the 
opportunities is provided by the Brasilian TV network Globo that opened in 

                                                           
10 http://www.wikimapia.org 
11 www.openstreetmap.org 
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September 2008 an interactive website based on Google Maps to monitor the state 
of the Amazon forest, and provide the opportunity to citizens to report instances of 
illegal logging and forest clearances (Fig. 8). While having a ‘modest’ target of 1 
million users in the first year, the site12 already received 41 million reports by in-
dividuals in the 3 months to December 2008, making it one of the most successful 
web sites in Brazil, and obtaining real impact through follow-up legal initiatives 
and parliamentary enquiries.  

Against developments such as the ones described above, current SDIs, and 
GEOSS, do seem well equipped neither to handle rapidly changing data, nor to 
consider the major contribution of the public as producers of relevant geographic 
and environmental data. Aside from technological considerations, there is also a 
cultural barrier in the perception that only ‘official’ information, i.e., from certi-
fied government sources is reliable, while citizens’ information is not. Of course 
issues of validity, reliability, and trust are crucial, but it is also worth noting here 
for example that during the forest fires in California in November 2008, in which 
230 houses were burned, images and voluntary reports uploaded within minutes 
on Flickr (Fig. 9) were a key vehicle to alert people of incoming danger and sup-
port evacuation, while official information was way too slow, and even Google 
could not index the relevant information fast enough (Goodchild 2009).  

 

 

Fig. 9. Tea House Forest Fire: images and voluntary reports uploaded on Flickr 

6 Conclusions 

This chapter has shown where we are now in respect to risk assessment and fore-
casting, and highlighted some of the critical cartographic issues including the 
availability of accurate and timely data.  

Governmental or legal initiatives such as the INSPIRE Directive, SEIS, GMES, 
and GEOSS will be useful mechanisms to unlock existing information under 
responsibility of public authorities and improve on the gaps and barriers iden-
tified. Argo in particular is an excellent example of collaborative efforts at the 

                                                           
12 www.globoamazonia.com 
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international scale among different governmental and research organizations to 
sustain a global operational system.  

Despite the progress made, and these examples of best practise, there is a real 
opportunity to make more of the other recent developments associated with new 
sensor networks, geo-browsers, and social networks (Web 2.0) allowing individu-
als to become ‘sensors’ and providers of timely information as shown in the case 
of the Tea Fire in California.  

A priority therefore is to increase the dialogue and collaboration between gov-
ernment-led and citizens-led initiatives, between ‘official’ information infrastruc-
tures for policy and science, and social networking at the grass roots. It is incon-
ceivable to build an effective and modern risk management system without the 
active contribution of the citizens who can be affected. Of course quality of the in-
formation provided is an issue, but the success of Wikipedia or OpenStreetMap 
show that if volunteered information is managed through a robust methodology 
and editorial process, it can achieve the required level of quality. 

We must therefore improve our capacity to manage the heterogeneity of emerg-
ing dynamic systems and to be more effective in transforming the increasing 
amount of real-time available data into reliable, accurate, timely, and openly ac-
cessible information for risk management and the well being of society.  
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Spatial Information for Disaster Management 
Using Examples from Istanbul 
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Abstract 

With the passing of each day, the catastrophe risk for urban regions of the world is 
increasing. Recent events in Northridge USA (1994), Kobe Japan (1995), Marma-

strikes directly under a densely populated area. Massive human casualties and loss 
of resources have occurred as a result of the tsunami in South-East Asia. Mega ci-
ties created by the rapid urbanization and development in unsafe areas have led to 
far greater losses than have been experienced in the past. Rapid response in gain-
ing reliable and quick data in these cases is most important for aid management. 
The Anatolian peninsula is one of the well-known areas endangered by earth-
quakes. During history many dramatic examples have occurred. In these earth-
quakes, many people either died or were injured and a lot of damage occurred. In 
the Sea of Marmara, these earthquakes have also initiated tsunamis which hit the 
coastline and caused secondary damage. Modern technologies in combination with 
remotely sensed data in the GIS environment open a wide field for assisting in 
crisis management. The most important component of any crisis-management 
system is a crisis preparedness plan where especially our disciplines of photo-
grammetry, remote sensing, and spatial information science can contribute in 
many ways. Crisis preparedness plays a key role in protecting the population 
against disasters. All crisis-management efforts need interdisciplinary cooperation 
to provide sustainable help for all citizens. We aim to highlight possible contribu-
tions by examples of earthquake- and tsunami-risk for Istanbul. Some elements are 
referred to existing applications already installed or under construction, others are 
part of our own studies in Istanbul. Crisis-management systems, e.g., can be 
founded on three columns, the Crisis Preparedness Plan, the Early Warning 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_2, © Springer-Verlag Berlin Heidelberg 2010 
 

ra Sea, Turkey (1999) and more recently in Sumatra (2004) and Yogyakarta, Indone-
sia in 2006 are typical examples of what can happen when a major earthquake 
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System, and Rescue and Management Action. International efforts are established 
to combine and integrate all available data obtained during and after disasters. In-
ternational cooperation has led to the newly established entity called DMISCO 
(Disaster Management International Space Coordination), which will be explained 
in this chapter. 

1 Risk-level 

2 Earthquakes near Istanbul 

The reason for earthquakes and tsunamis are the movement of geological plates. 
The North Anatolian fault is one of the biggest and most active tectonic lines. 
Monitoring of the earthquake history along this fault shows that the epicenters moved 
from east to west towards the Sea of Marmara. The last strong shock hit Turkey on 
August 17, 1999 and caused a dramatic disaster. Measured at 7.4 on the Richter scale 
the tremor was centered between Izmit and Bursa, about 80 km east of Istanbul. This 
was the most powerful earthquake to ever hit Turkey. More than 15,000 people died, 
23,000 were injured, and finally 500,000 were make homeless. Izmit is situated on the 
North Anatolian fault in the Izmit Bay. This fault leads through the Sea of Marmara 
just 50 km south of Istanbul’s center. The main shockwaves shook and destroyed 
buildings especially those that were built ignoring rules for safe construction. 
Most buildings were damaged or destroyed by the S-waves coming a few 
seconds after the primary ones. The combination of heavy load, big slope, undercut 

Big events like earthquakes and tsunamis do not necessarily cause a high risk po-
tential. Risk for human life depends on the natural conditions in combination with 
the activities of the population and their society (Heitner, 1969). There are many 
places where we meet high activity and rapid changes of the environment due to 
earthquakes, volcanism, tsunamis, weather disasters, and many more. Natural dis-
asters often occur unrecognized in areas apart from the population. Other places 
bear a high risk to human life. Population growth and the need for agricultural or 
urban use force  populations to make use of these areas. The coastlines are places 
where fisherman work and live, even though a high risk for tsunamis might exist. 
Today mainly the urban sprawl has raised the risk level. In the middle ages, Istan-
bul was situated on the European side of the Bosporus, which is safer than the 
south-eastern part. Today the city covers the coastline along the Sea of Marmara 
for a few dozen kilometers and is situated now much closer to the North Anatolian 
fault. In addition, the densities of urban fabric with houses of several layers enhance 
the risk level. Strong earthquakes and tsunamis do not appear very frequently. In our 
fast lifestyle, we forget or ignore such risks. Balancing a risk level is an interdiscipli-
nary task. In the case of earthquakes and tsunamis, we have to cooperate with special-
ists such as geologists and hydrologists and bring them into contact with city planners 
and decision makers. 
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basis of the hills, e.g., by roads and sometimes liquid in the sediments, can lead to 
landslides as a secondary disaster. A similar effect is liquifaction of the ground 
that can happen even in flat terrain. A tsunami flew after the earthquake into Izmit 
bay. With a maximum run-up of 2.5 m along the northern coast of the bay and 1– 2 m 
on the southern coast, it was a small one and just flooded the area. However, the 
Sea of Marmara bids a high potential for creating small-and medium-sized tsuna-
mis. Besides the above mentioned, the following usually aggravate the situation. 
Broken gas-pipelines causing fires that spread quickly in a destroyed city. Industry 
can initiate environmental disasters like burning oil tanks and petrol leakage. Be-
sides that, criminal activities might begin (see Fig. 1).  

 

 
Sometimes the secondary effects are more destructive than the primary ones. 
Inside the city of Istanbul many buildings have been destroyed and 3,000 
people killed, mainly in the southern part of the mega city and mainly in so-
called Gececondo–Districts. Within the last 50 years, Istanbul has grown to a 
mega city with more than 16 million inhabitants. Rough terrain, forests, and 
the Black Sea limit the sprawl to the north, so Istanbul expanded to the south 
on both sides along the coastline of the Marmara Sea. The strongest urban 
sprawl vector leads to the southeast and already has met the Izmit bay (Altan, 
and Kemper, 2008).  The terrain of Istanbul is hilly and especially along the 

Fig. 1. Damage from the earthquake 1999, tectonic subsidence, ground liquifica-
tion and the tsunami. The ship in the foreground thrown onshore by tsunami wave 
action. (Kandilli Observatory and Research Institute, www.drgeorgepc.com/ 
Tsunami1999Turkey.html, accessed on 14.04.08) 
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Bosporus there are big slopes, a high risk for hang slide as a secondary disaster. The 
geological survey intensively observes the fault to detect potentially vertical 
movements. Only strong vertical acceleration might initiate a tsunami wave that 
grows by approaching the beach. The initial amplitude depends on the shock-
intensity, the vertical movement, and the water column over the fault. The path 
then defines where, at which height, and when a tsunami runs up the coastline. 
The situation along the Bosporus is critical since the wave can grow by entering 
this narrow “canyon”. The situation as a funnel might increase the height of the 
waterfront by a factor of 2–3. Reports about tsunamis in Istanbul demonstrate the 

3 Crisis preparedness  

A good crisis preparedness plan is the turnkey for any operational crisis-
management system and needs highly interdisciplinary work. Usually an inventory 
of natural and artificial structures and their potential for risk is obligatory and 
builds its basis. To be effective, they must be part of the city planning in order to 
take natural risks into account. Like that, it is an important input for the adminis-
tration. Figure 2. shows a potential run-up analysis of an estimated big tsunami 
and the population affected. Areas detected as risky have to be treated primarily 
since we must expect the biggest hit of an earthquake or tsunami there. Organiza-
tions that are going to help after the disaster (first aid, fire-fighters, technical 
Teams…) should be organized without being endangered themselves. GIS data 
help to detect paths and roads to enter these areas or to evacuate the people. Im-
portant for the city and the risk managers is information about the stability of the 
buildings. To develop a crisis preparedness plan for Istanbul means to cooperate 
with many disciplines with the assistance of foreign specialists. The integration of 
all data into a geo-server is essential and must be prepared in a way that decision 
makers can easily access them for the safety of the society. In a crisis management 
system, this preparedness plan needs a large amount of data. A good database is 
the most important criteria for sustainable city planning with respect to risk man-
agement as well as the foundation for strategies and management of disasters. On-
ly a complete data collection enables US to set up an early warning system and to 
organize disaster management. It is important to find acceptance at the population 
level and to practice behavior in case of earthquake and/or tsunami events. 

4 Geo-scientific research 

The natural disaster potential must be evaluated by geological and hydrological 
research. Beside the determination of the potential earthquake centers, the path of 
the wave-energy must be modeled. In case of an earthquake, the geological struc-
ture transports the various waves. In the event of a tsunami, the bathymetric condi-
tions, the vertical water column and the run-up-path are of interest. Geological and 

risk throughout the history (Alpar et al. 2004). 
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hydrological data build the basic layers in a geo-database. Remotely sensed data 
can assist in detecting significant changes from the air or orbit. Radar data can 
monitor even very small changes in the terrain that indicate stress in the geological 
structures. Hyper spectral sensors can assist to in detecting anomalies in the envi-
ronment, e.g. the emission of thermal heat, gas, or other indicators. This informa-
tion can also be part of an early warning system. For modeling tsunamis, terrain 
models of the seafloor, the shore and the coastline must be established. Beside 
classical hydrological methods e.g. via echo sounder, LIDAR technologies, using 
water penetrating laser, assist in the off-shore areas for bathymetric measurements. 
DTM (digital terrain models) and DSM (digital surface models) which include ar-
tificial structures are important to compute reliable hydrodynamic run-up simula-
tions. This is very important for tsunami modeling. Aerial surveys use airborne 
cameras and/or airborne LIDAR sensors and are able to deliver a high-density 
DTM and DSM. In combination with land use data, risk estimations and generali-
zation of the city into certain risk-levels can be done. Tsunamis cannot be com-
pared with “normal” waves since their energy is extremely high even though the 
amplitude might be small from the beginning. On the open sea you might not rec-
ognize them but their energy shows up when approaching the beach. A typical in-
dicator for a tsunami is the sudden and sustainable falling of the water level where 
a high front of the tsunami follows. Water can transport material that is then used 
as “weapons” and increases the destructive force of the wave. Run-up simulation 
becomes complex when objects or the terrain presses the water into specific direc-
tions. The Bosporus builds a funnel within which the water-level can increase sev-
eral times. The water then runs in a direction not perpendicular to that is the beach; 
it runs along the shore and hits the objects from the side or even the back. The better 
the input data the more precise the final model and the results it produces.  

5 Risk mapping 

Data from the geoscientific survey and research, hydrological models and land use 
data must be combined with the 3D data in order to achieve spatial risk estimation. 
The combination of demographic data with urban structural analysis gives a good 
approximation of a tsunami risk level as shown in Fig. 2. This map was generated 
using data of the MOLAND Project (Monitoring Land Use/Cover Dynamics) com-
bined with demographic data and terrain models classified for tsunami run-up simu-
lations (Kemper et al. 2005). Even though these estimations are simple, they high-
light the risk level. The shown area of Büyükcekmece is covered by residential areas 
on low terrain 30,000 people can be affect by a tsunami. Such risk maps help city 
planners and are the basis defining rules for constructing objects in these areas. 
Those maps support the Crisis Management Team to detect sensitive parts of the 
city and assist in defining paths for helping the people. Many scientists use GIS 
combined with remotely sensed data and/or aerial photos to extract the land use 
map, commonly in combination with spatial or non-spatial ancillary data. Terrain 
models have various possibilities to contribute to risk mapping. Risk maps help the 
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6 Engineering and architecture 

Istanbul has to deal with a difficult “heritage,” the so-called Gecekondu areas. 
These Gecekondu’s are illegally built-up areas of residences that were not con-
structed by engineering rules. Depending on the political situation, they were lega-
lized and then often enlarged by additional stories. These buildings typically are 
not stable against earthquake shocks and sometimes collapse anyway. Also the 
foundation anyway is weak especially if the building was enlarged. The technolo-
gy to construct shockproof buildings is well known in Turkey but only rarely ap-

planning of the former Gecekondu areas takes place, a good chance for planning 
new residential areas that consider the risk and make live more safety. There is a need 
to obtain data of buildings static-stability, their use and their infrastructure. It is good 

decision makers to understand the needs for sustainable planning and support an in-
tegrated crisis management. Crisis management and the need to redefine city struc-
tures more easily can find more acceptance in the population by presenting these 
risk maps than any other arguments can do. Like that, these maps are of major im-
portance for conveying political decisions needed for a successful crisis manage-
ment. 

Fig. 2. Areas of a certain run-up risk for Tsunamis overlaid with land-use data and 
population density of residential areas (Kemper et al. 2005) 

plied. To validate all buildings in Istanbul is an enormous work. The over-
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to know how many people remain inside the building at different times of the day. 
Are emergency exits available and do they really lead to a safer place? Field map-
ping is very limited for collecting these data. Oblique imaging technologies can 
assist in the same way as they do for home security analysis. Those images can 
help engineers and other specialists to validate the building since they enable one 
to view typical constructive elements of it. 

7 City planning and data processing 

All information must be integrated in sustainable planning. City planners, admin-
istration and decision makers must validate the natural and artificial facts to design 
a sustainable and long-lasting safer city. City planners deal with various informa-
tion and must build the interface between geoscientists and the decision makers. 
They have the knowledge and right feeling about: what can be modified, what is 
possible in the legal frame and what the right way is to motivate politicians for 
investing in a “city for tomorrow.” As part of the crisis-management system, 
they are dependent on data other disciplines produce. These data are heterogenic 
and not ready for easy decision making. Besides traditional development and 
planning, an entire risk-analysis must be part of enhanced master plans. Other dis-
ciplines must be deeply integrated, e.g., geographers, computer scientists and 
others. Photogrammetry and remote sensing contribute to the GIS application; 
3D data and animation in a virtual reality environment contribute to understanding 
sustainable city development. To simulate different scenarios in 3D helps all in-
volved getting a better understanding of the need for changing existing structures to 
procedure a safer city. Infrastructural objects such as roads, bridges, pipelines, and 
dams must be part of a master plan that aims to reduce the risk and show ways to 
access areas in case of a disaster. Dealing with such amounts of various data needs a 
powerful server or a server farm with a spatial database. A centralized data server is 
needed for modeling data and for managing crises. Spatial information sciences use 
geo-data servers to store these data and to give access to specialists for analyzing, 
modeling, and to produce new data sets. A geo-data warehouse with a geo-portal man-
ages the access of administrative, scientific, and public parties. GIS and computer 
scientists continuously optimize the data handling of big data volumes and a large va-
riety of data types via geo-data warehouses. Such data collection enables one to set up 
an early warning system and to organize a disaster management plan. 

8 Decision making and organization 

A weak point in all activities is rendering the developed concepts and ideas into real 
activities and master plans. Good ideas and concepts are lost due to changes of politi-
cal leadership or through lack of money in the related budget. However, it is easier for 
decision makers to begin new activities, if the concept is transparent, understandable 
and meets all aspects in a well-balanced way. Scientists are not good presenters even 
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though they have nice tools to build scenarios and simulations. Too often, we believe 
that simulations and animations are tools only to attract non-scientists. This technolo-
gy is able to open doors to the administration and by that; it also hands over a key 
for accessing the public. If the population is aware of the needs for planning and 
reorganization of the city, rendering of the plans becomes easier and becomes 
apart from political competition. This is really sustainable! However, funding is an 
issue that is on a basis that the scientist can hardly influence. 

9 Rescue plans 

The Crisis Preparedness Plan must contribute to the rescue planning. Crisis prepa-
redness means to simulate the disaster and to adjust the rescue plans. The geo-
scientific data deliver models e.g. estimation of possible destroyed infrastructure 
by shock waves. Other simulations might deliver run-up simulations and their ef-
ficiency on the urban structure. Results are maps that points out where help is 
needed. The geo-database can then assist in planning the best access to these 
areas. Where are the roads to access these places, which hospital is the closest, 
how to get machines and other material there? Where will people go when in pan-
ic? What infrastructures can create additional disasters? This extremely interdis-
ciplinary cooperation might result in a “rescue plan” which also can be used to 
manipulate input variables to improve the city planning and to define rules. A 
good rescue plan must include the population. They need guidelines on how to be-
have in a disaster situation and must get training. How should they behave, where 
should they go and can they assist the rescue teams? Warning must be simple and 
easily understandable for foreign people. People must be rescued but can become 
part of the rescue system. Knowing what to do and knowing how to help people 
reduces panic and makes the rescue easier. Part of this training is the sensitization 
and information of the citizens. Interactive maps, oblique images and 3D city 
models with virtual reality simulations assist in learning. Part of the training is to 

10 Prediction and early warning   

On the basis of the crisis preparedness system described above, prediction and early 
warning systems need additional information derived from measurements, moni-
toring or automated sensors. Perfect communication plays the key role. An opera-
tional communication, e.g., special channels in the GSM or satellite phones, are 
essential since wire-based communication technologies frequently are destroyed. 
Pre-designed data are needed to give in the right alerts at the right time on the right 
place. Sensors have to communicate with a central organization, but in some cases 

understand natural signatures like pre-earthquake tremors and vibrations or the 
water run-off at the shore. In addition, there must be a common alarm system. 



Spatial Information for Disaster Management Using Examples of Istanbul      31 

direct access to the warning is more efficient, e.g., in Japan, fast trains are stopped 
automatically by an alarm sign and gas pipelines are closed immediately. A pre-
pared alarm-chain has to be activated by the sensors. We have to be aware that 
theses things have to be tested and trained by the crisis-management teams and by 
the population to know what must be done if a disaster happens. In 2005, the tsu-
nami disaster at Bandah Aceh had neither a sufficient alarm system nor did the 
population know how to behave. A big problem of this tsunami disaster was the 
transport of “weapons” by the water. The transported wooden boards, cars, and 
many other things made even a 2-m flood extremely dangerous and destroyed 
more buildings than expected by water only. It must be part of an early warning 
system to fix such “weapons”, e.g., group can it to road blocks, close shops, re-
move dangerous things inside… An early warning or forecast system must be 
based on a good preparedness plan. Early warning is a difficult task for earthquake 
shocks since the reaction time is extremely short and the activity must be designed 
as an automatic procedure. For Istanbul also the tsunami warning needs an auto-
mated workflow since the wave can hit the beach already after 10–30 minutes. 
Early warning surely has limits by these short timeframes, a good preparedness 
however can give at least a chance to save lives and prepare for a rapid rescue. 
Forecast is difficult but can assist to set a first alarm level. 

11 Prediction  

Earthquake prediction by existing ground-based facilities are unreliable and the 
earthquakes in recent years point to the need for scientific progress in solving this 
problem and in employing additional evidence for earthquake prediction. Geodetic 
science plays an important role in earthquake research (Aksoy 1995). By means of 
long-term measurements, deformations caused by deformations in the Earth’s 
crust caused by the movement of tectonic plates can be examined. In a recent 
study Murai and Araki (2005) used data from GPS stations to study the daily 
change ratio and sudden changes of signs over triangular networks. The big Suma-
tra earthquake could have been detected and predicted from this data. The evi-
dence of the likelihood of the earthquake was found in the daily change ratio of 
the triangular area (Singapore–Lhasa–Kunming) in the northing and height coor-
dinates lane 8 days before the earthquake and on the (Indonesia–Singapore–Lhasa) 
in easting and height coordinates plane 2 and 5 days respectively before the earth-
quake. Sergey and Kirill (2003) have proposed a concept for a geo-space system to 
predict and monitor earthquakes and other natural disasters, which is based on moni-
toring the ionosphere and magnetosphere of the Earth for short-term forecasting of 

ciated with seismic activity detected by means of ground-based and satellite 
monitoring. Remote sensing tools can assist too and support geologists to detect 
stress in the rocks. Radar-sensors in airborne or space-borne platforms can detect 

earthquakes. It involves the investigation of the interaction between the ionosphere’s 
F layer variations and variations occurring in the circum-terrestrial environment asso-

even small changes in the surface and indicate stress by using interferometer 
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show ongoing structural changes. Beside that, “biological sensors” frequently give 
a short-term prediction for an upcoming event. These “sensors” might assist as a 
redundant warning system especially in remote areas (see Fig. 3). 

12 Early warning  

Real-time observation needs mechanic or electronic devices. Various innovative sen-
sors, already applied in many areas are seismographs, which detect small rumors and 
vibrations that might indicate an upcoming shock. They are useful to set a pre-alarm 
but must be handled carefully. Even if the population is trained; every warning creates 
fear and panic. The main shock must be detected immediately and the alarm chain 
started automatically. Sensors based on acoustic, accelerative, or other detectors can 
clearly identify these shocks and validate their strength. In case of an earthquake 100 
km south of Istanbul, the P-wave might arrive within 15 seconds, while the S-wave 
would approach 10 seconds later. A real-time communication is essential in combina-
tion with an automated reaction system. Tsunami waves run slower and hit the beach 
15–30 Minutes after the shock. Sensors in the Sea of Marmara are just under installa-
tion. They provide warning via wireless communication. 15 minutes is a short time, 
but enables one to start the alarm-chain (see Fig. 4). 

 

Fig. 3. This interferogram was created from two sets of radar data: The first was 
obtained before the Izmit earthquake, and the second 35 days after (com-
et.nerc.ac.uk/images, Accessed on 11.04.2008) 

methods. Rumors in the crustal zone can be interpreted as a warning of shifts in 
the lithosphere. Changing of vaults, initialized hang slides and other phenomenon 
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13 Automated alarming and communication 

Automated actions are needed to deal with the short time frame. In 25 seconds is 
difficult to estimate as it is a relatively short time frame .e.g. to stop trains and to 
close pipelines to limit fire disasters. Such actions must be prepared by using the 
crisis preparedness plan. They must be well tested. The robustness of the alarm 
communication is extremely important. public alarms can consist of sirens, radio 
information, warning SMS, and many others. All citizens must be educated to rec-
ognize these signs and must be trained in reacting in the right way. Relatively 
small things can save hundreds of lives. A key issue is communication. Beside 
communication between sensors and the Crisis Center with its servers, communi-
cation is needed to set the alarm and to maintain contact with the rescue teams. 
Radio transceivers, GSM and satellite phones keep the communication for the cri-
sis management going. Using cellular networks data communication can be possi-
ble as long as the transmitters are powered. The power supply at the transmitter 
and repeater stations are critical factors in case of major earthquakes. 

Fig. 4. Tsunami Sensors installed close to tectonic fault zones for detecting 
Tsunami waves when they start, (http://www.forschung.bmbf.de/de/4879.php 
accessed on 18.04.08) 
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14 Disaster management 

Noting the capabilities of space technologies for providing assistance in times of 
disasters, the UN Office of Outer Space Affairs included in the report of the 
Committee on the Peaceful Uses of Outer Space on its 5-year review of the im-
plementation of the recommendations of the Third United Nations Conference on 
the Exploration and Peaceful Uses of Outer Space (UNISPACE III), submitted to 
the General Assembly at its 59th session, the implemention of an international 
space coordination body for disaster management (now referred to as DMISCO). At 
that session the General Assembly agreed “that a study should be conducted on the 
possibility of creating an international entity to provide for coordination and the means 
of realistically optimizing the effectiveness of space-based services for use in disaster 
management and that the study should be prepared by an ad hoc expert group, with 
experts to be provided by interested Member States and relevant international organi-
zations.” It is expected that the resources for the core of the work for the establishment 
of DMISCO will be undertaken at the United Nations Vienna office (three staff), with 
contributions in cash from Member States (for facilities, operational costs, and staff), 
together with in-kind contribution (such as facilities provided by a hosting Member 
State) and secondments of experts. Additionally, funds will be needed to support the 
implementation of projects identified in conjunction with National Focal Points 
(NFPs) and will be defined and secured on a case-by-case basis. DMISCO has been 
operational since 1st January 2007, and hopefully it will contribute to considerably re-
ducing the impacts of future disasters. 
 

15 Importance of digital archives and space data 

With the vast experience gained through operational use of space data, the concept 
of a space based observation and communication system for disaster management 
is evolving in different applications. The most important need is to assess the 
overall requirements of users at various levels and the delivery mechanisms that could 
effectively provide the services for monitoring, forecasting, warning, assessment, pre-
diction and reduction of natural disasters. The information required by disaster manag-
ers in each of the critical phases of disaster management, which includes mitigation 
and preparedness, response and recovery/relief, consist of 

1. database design 
2. near real time monitoring/ mapping 
3. modeling framework 
4. networking solutions 
5. multiagency interface. 
The success of disaster management largely depends on availability, dissemi-

nation and effective use of information. The information needs to include cur-
rent information on weather, infrastructure (roads, hospital, and administration 
boundaries), demography etc. to assess the disasters. Currently such data are being 
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generated by multiple users and stored in multiple formats and media, making it diffi-
cult to bring the data together to support disaster-management activities. In addi-
tion, there is a need to assess the disaster in terms of location, extent and likely 
impact, so as to plan relief and recovery actions. An integrated system adequately 
equipped with necessary infrastructure and expertise to constantly monitor the risk 
profiles on all possible disasters, and maintain a national database, will become rele-
vant. In this context, the GIS technique offers a tool to analyze multiple layers. A pilot 
study was carried out by the Indian Space Research Organization in 1998–2001, to 
design a prototype system that will integrate space inputs with conventional data. 
The study area selected was the Brahmaputra floods in Assam. The system con-
sisted of comprehensive database design, space based near real-time monitoring 
tools, modeling framework, networking, and a user interface. With appropriate 
synthesis of these core elements, flood monitoring and damage assessment was 
carried out. Through the use of networking, the space-based inputs were dissemi-
nated to the users. The study has led to a realistic assessment of the gaps in the 
current system and conceptual framework for a disaster-management system. 
Earth observation satellites have demonstrated their utility in providing data for a 
wide range of applications in disaster management. Pre-disaster uses include risk 
analysis and mapping; disaster warning, such as cyclone tracking, drought moni-
toring, the extent of damage due to volcanic eruptions, oil spills, forest fires, and 
the spread of desertification; and disaster assessment, including flood monitoring 
and assessment, estimation of crop and forestry damage, and monitoring of land 
use/change in the aftermath of disasters. Remotely sensed data also provide a historical 
database from which hazard maps can be compiled, indicating which areas are poten-
tially vulnerable. Information from satellites is often combined with other relevant data 
in geographic information systems (GIS) in order to carry out risk analysis and as-
sessment. GIS can be used to model various hazard and risk scenarios for planning the 
future development of an area (UN 2004) as demonstrated by the following: 

1. Disasters such as floods, earthquakes, forest fires, oil spills, drought, and 
volcanic eruptions affect large parts of the globe and coordinated interna-
tional efforts are required to minimize their impacts. Disaster relief requires 
timely and updated geo-social databases and situational analysis for the 
various phases of the disaster. 

2. Space technology such as remote sensing and meteorological satellites, as 
well as communications and navigation and positioning systems, can play a 
vital role in supporting disaster management by providing accurate and 
timely information and communication support.  

3. The utilization of space assets in support of disaster management continues 
to lag significantly in most parts of the globe and remain as a major chal-
lenge; however, there are several international efforts aiming to address the 
developmental needs and achieve effective utilization of space technology. 

4. A considerable gap, however, exists and is likely to remain in all areas of 
space technology applications for disaster management, including technical, 
operational, education/training, and organizational areas, unless a global, in-
tegrated, coordinated approach is taken. In virtually all countries, there is a 
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lack of understanding of the benefits of the use of space technologies to 
support risk reduction and disaster-management activities, especially by the 
disaster managers and civil protection agencies. 

Getting the latest information on the affected area is crucial for managing the 
rescue teams. Today push broom scanners but also small, medium, and large for-
mat digital cameras are combined with precise GPS/IMU orientation systems that 
allow rapid and fully automated data extraction. These techniques are nowadays 
small and easy to install and can be adjusted to many aircraft. Any aircraft is able 
to carry such a system to capture images which are more than documentation only. 
These data are as that precise as aero triangulated images but enable rapid updat-
ing of the database. Many automated tools, mainly designed for remotely sensed 
data, can extract changes automatically. With only small personal assistance, they 
can indicate where e.g. destroyed buildings are. Within a few hours, taken imagery 
and their analysis can be integrated in the data server and become accessible to the 
rescue and managing teams. Using space-borne data is limited by the repetition 
rate of the satellite platforms. Airborne hyperspectral sensors can assist perfectly 
in getting relevant data since they enable a huge combination of spectral bands 
that can indicate much more than an image alone can do. LIDAR data of the de-
stroyed areas can deliver very dense DSMs, which easily can be validated with the 
existing DSM data on the server to produce a change map. It is important to pro-
duce data as fast but not as accurate as possible. The resolution should meet the 
requirements only. 

16 Conclusions 

To be successful in managing disasters, good crisis preparedness, an optimal pre-
diction and early warning and a well-defined management must be established. All 
efforts must be well distributed over the three columns “preparedness, prediction 
and disaster management”. Most effective however is the preparedness. If this first 
and key aspect is not worked out at an early stage all other efforts will not work. 
Spatial data and their proper handling in geo-data servers provides the chance to 
combine interdisciplinary work. Today still the various kinds of data sources, the 
different needs and the various points of view hamper an optimal progress in dis-
aster management. We have many possibilities to achieve data, to store them and 
to process results. We must take this chance to build up strategies in science as 
well as in practice in order to address the policy and the decision makers. To solve 
existing problems is not a technical job, it is a political task. Good early warning 
systems have strong linkages between different elements. The major players con-
cerned with these elements meet regularly to ensure they understand all of the oth-
er components and what other parties need from them. The main element of this 
chain is information (especially the spatial information) on the disaster area. In 
former disasters the importance of the need of accurate, timely and information over 
wide areas has been understood afterwards. A helpful application of geo informa-
tion technologies requires a solid base of political support, legal frameworks, 
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administrative regulations, institutional responsibility and capacity, and technical 
training. Early warning systems have to be part of disaster management plans and 
policies. Preparedness to respond is to be engrained into public awareness. 
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Abstract 

Population numbers are crucial information in the aftermath of a natural disaster. 
Questions like how many people are affected, how many survived and how many 
would need prolonged assistance are key issues for crisis response and reconstruc-
tion. However, information and accurate figures on where people live and popula-
tion characteristics are not always available, especially in developing countries.  

A methodology was developed to rapidly estimate population distribution and 
density in disaster-affected areas. It is based on earth observation satellite imagery 
with high resolution and the classification of the built-up areas therein conducting 
a textural analysis. In a second step latest available census data is taken and inter-
polated on the built-up classes applying binary dasymetric mapping. Result is a 
population density estimation per built-up area presenting a better picture than 
known from global data sets like the Gridded Population of the World or Land-
scan™. 

1 Introduction 

The response phase after the occurrence of a natural disaster focuses on the basic 
humanitarian needs of the affected population. For this reason population numbers 
are crucial information in the aftermath of such an event. Questions like how 
many people are affected, how many survived and how many would need pro-
longed assistance are key information for crisis response and the preparation of 
long-term rehabilitation. 

For obtaining a clear picture on the number of inhabitants and their spatial 
distribution within a country several sources exist: national statistical agencies 
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usually conduct decennial censuses and surveys which are related to country-
specific administrative units. Their publication is at lower administrative unit level 
and often delayed. Considering high population growth rates and migration espe-
cially in developing countries underlines the lack of knowledge about a country’s 
effective population situation. 

Internationally recognised databases exist like from the United Nations Popula-
tion Division (UNPD 2006) which combine data from country sources collected 
through the years and estimate statistically the prospects. Further sources are gaz-
etteers like the World Gazetteer (2008) offering information about country popula-
tions, administrative divisions, cities and towns. Sources for the data are official 
statistics and secondary sources such as yearbooks.  

Only few georeferenced data sets exist. The two most widely known global 
data sets are the Gridded Population of the World (GPW) (CIESIN 2005) and 
Landscan™ (2008). For the latest version available (GPW 3) administrative 
boundary data and population estimates were used to produce raster grids showing 
the estimated number of people residing in each grid cell applying an areal 
weighting approach which assumes a uniform distribution within each administra-
tive unit. Population density and the area of overlap between administrative unit 
and grid cell were used to calculate each unit’s contribution to the cell population 
total (Deichmann et al. 2001). Output are several global data sets showing the dis-
tribution of population based on national or subnational administrative units with 
an average spatial resolution of 2.5 arc minutes. Landscan™ provides a global 
population data set at 30 arc second resolution. Census information is distributed 
based on likelihood coefficients considering for example proximity to roads, 
slope, land cover, nighttime lights, and other information as factors (Dobson et al. 
2000). The disadvantages of the global data sets are their coarse spatial resolution. 
In case of GPW, modelling of population distribution is lacking causing a uniform 
distribution of population within administrative units. Spatial characteristics like 
distribution in relation to different land cover are not considered. In case of Land-
scan™ a drawback is its missing publication of the model standing behind the 
products. Nevertheless, both data sets are invaluable for providing preliminary es-
timations about affected population in crisis situations. However, there is demand 
for more precise population density data at a finer scale.  

In case of a crisis only little time is available between alert and reaction and 
thus for preparing baseline and population maps. For this reason a methodology 
was developed to rapidly estimate population distribution and density in disaster-
affected areas applying a binary dasymetric mapping approach. It is based on earth 
observation satellite imagery with very high resolution and the classification of the 
built-up areas therein by textural analysis. In a second step latest available census 
data is taken and distributed to the built-up classes. Result is a population density 
estimation per built-up area presenting a better picture than known from global 
data sets. 
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2 Population modelling 

Census data is typically collected spatially aggregated corresponding to adminis-
trative units. A simple spatial representation is in form of a vector polygon associ-
ated with an attribute reporting the total population count. This mapping approach 
assumes a homogenous distribution of population within the administrative unit 
not considering any geographic phenomenon influencing the distribution of popu-
lation in space. This uniform distribution is unlikely to happen in the real world.  

Several models have been developed to spatially disaggregate the uniform dis-
tribution of data and allocate them to finer scale. Among these areal interpolation 
and surface modelling are the best known. Areal interpolation refers to the alloca-
tion of data from one set of geographical units to a second set of independent units 
whereas surface modelling refers to the allocation of a data set available in vector 
format to a regularly spaced grid (Deichmann 1996). Both strategies know differ-
ent methodologies for conducting the disaggregation. 

 
• Simple areal weighting is based on a proportional allocation of population from 

administrative units to grid cells considering the proportion of the area a grid 
cell covers (Deichmann et al. 2001, Li et al. 2007). This method assumes also a 
uniform distribution of people within the source zone. Examples applying sim-
ple areal weighting are the GPW 2 and GPW 3 data sets (Deichmann et al. 
2001).   

• A more realistic representation of population distribution is considering ancil-
lary data to differentiate between populated and unpopulated space. This 
dasymetric mapping approach has been successfully applied in several cases 
(Langford and Unwin 1994, Mennis 2003, Holt et al. 2004). The binary 
dasymetric mapping uses a binary land use classification (populated versus 
unpopulated land) as ancillary information. Population data is only allocated 
within the populated land use class assuming a fixed population density inside 
the populated land. A weakness of the model is that more complex land use 
situations are not considered in the model (Li et al. 2007). Langford et al. 
(1991), for example, use Landsat TM data for obtaining a land use classifica-
tion as ancillary data to build predictive models regressing population densities 
for the different land use classes. Langford and Unwin (1994) use satellite im-
agery to determine residential and non-residential classes on which population 
is redistributed among the residential pixels.    

• A more advanced method is three-class dasymetric mapping that respects dif-
ferent population densities within the different land use classes. Eicher and 
Brewer (2001) redistribute county level population to sub-county level by ap-
plying predetermined percentages for each land use class. Differences and im-
provements between binary and three-class dasymetric mapping are investi-
gated by Langford (2006). Mennis (2003) introduces an empirical sampling 
technique to assess the relationship between ancillary data and population.  

• The limiting variable method is applying simple areal weighting to all inhabit-
able zones in an area followed by thresholding of maximum population den-
sities for particular land use zones. If a polygon density exceeds its threshold it is 
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assigned with the corresponding land use threshold value. The remaining data 
are removed from the zone and evenly distributed to the remaining zones. 
Eicher and Brewer (2001) apply this technique in a comparative study. 

• Pycnophylactic modelling is known as a method to smooth a population grid by 
iteratively applying a moving filter that replaces each grid value with a 
weighted average of its neighbouring values keeping the initial total population 
density for the whole area of interest (Deichmann 1996). The method was in-
troduced by Tobler (1979) and applied on several examples. 

• Smart interpolation is another grid-based technique creating first a grid of 
population potentials followed by an allocation of population numbers available 
at administrative unit level. The population potential modelling is based on 
weightings per grid cell considering several factors influencing the inhabitabil-
ity of the single cells like the size of settlements, their location to infrastructure, 
land use classes, uninhabitable areas and others (Deichmann 1996). Examples 
were conducted by Schneiderbauer and Ehrlich (2005) for rural Zimbabwe and 
Mubareka et al. (2008) for Iraq.  
 
Studies have been conducted about the accuracy of the approaches with differ-

ent results (Li et al. 2007, Eicher and Brewer 2001, Mennis and Hultgren 2006). 
The method applied in our example and explained in the following section is 
based on binary dasymetric mapping. 

3 Study area and project background 

The study was conducted within the EU-FP6 project LIMES (Land and Sea Inte-
grated Monitoring for European Security) developing and applying satellite-based 
technologies in the field of security for Europe. The exercise was carried out for 
the South-Western coast of Cyprus as part of the Assessment Mission Course 
(AMC). The AMC is jointly planned and conducted by the German Agency for 
Technical Relief (THW) and the medical non-governmental organisation Johan-
niter Unfallhilfe on behalf of the European Commission. It has the aim to train 
disaster managers of the EU-Member States and other international organizations 
in planning and conducting assessment missions. The exercise was based on an 
earthquake scenario with a following tsunami wave, together with secondary 
threats and major incidents as consequences of the earthquake. Participants were 
asked to perform damage and need assessments in urban and rural areas as well as 
at industrial and logistically important sites. Key sectors assessed have been 
search and rescue, shelter, water supply and sanitation, food and nutrition, trans-
port and logistics, health, environment, and law and order (European Virtual 
Academy 2006). The LIMES cluster for humanitarian affairs coordinated by the 
Center for Satellite Based Crisis Information (ZKI) at the German Remote Sensing 
Data Center (DFD) at DLR supported the disaster relief workers with up to date 
satellite images and satellite maps. The Joint Research Center as cluster partner 
created and provided the population maps as part of the overall contribution.  
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The study area for population mapping extended over a 45-km strip along the 
South-Western coast of Cyprus reaching approximately 15 km inland. 
 
 

 

 

Fig. 1. Processing flow 
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4 Data and methods 

As latest available census, the figures on ‘population by municipality’ from 2001 
were used (Statistical Service of Cyprus 2001). The aim of the study was a proof 
of concept. For that reason no population projections and adjustments for the year 

 
1. Creation of new target zones using remote sensing  
2. Creation of administrative boundary map layer and integration of census 

data in source zones 
3. Areal interpolation transforming source zone data to new target zones, 

defined by built-up classes extracted from satellite imagery 
 
The use of remote sensing data in relation to population estimations is well 

known (Harvey 2002, Lo 2003, Mesev 2003). Its use has the advantage that data is 
available for most areas of the world, it is cheap to cover large areas and it has the 
potential to use data that was recorded close to the date the latest available census 
was conducted (Langford et al. 2008).  

For determining occupied space as input for the binary dasymetric mapping a 

The determination of urban areas can successfully be derived by calculating 
textural measures derived from the gray-level co-occurrence matrix (GLCM) 
(Haralick et al. 1973). As built-up structures in an image are anisotropic at the 
scale of the urban area and the GLCM is sensitive to rotation it is necessary to 
consider the number of displacement vectors around each single pixel to fully ex-
ploit the anisotropic invariance. This is followed by the combination and integra-
tion of the resulting texture channels. According to previous studies (Pesaresi 
2000) the textural measure of contrast has been selected as one of the most efficient 

2008 were carried out. For European Union Member States the NUTS database 
(Nomenclature of Territorial Units for Statistics) provides a geocode standard for 
referencing the administrative divisions of countries for statistical purposes. The 
unit boundaries are available in vector format (Eurostat 2008). However, for Cy-
prus no third or higher level (municipality) administrative boundary layer is avail-
able from NUTS. Within the short time of the exercise the data could not be ob-
tained from another source. For that reason a municipality map in raster format 
found in the Internet was used. The further processing required also the applica-
tion of gazetteer information for which the GEOnet Names Server (GNS) pro-
vided by the US National Geospatial-Intelligence Agency's (NGA) was used 
(NGA 2008). The classification of occupied and unoccupied space was based on 
multispectral Quickbird imagery from 2008. For an analysis of exposed popula-
tion for the expected tsunami wave elevation data from the Shuttle Radar Topog-
raphic mission (SRTM) was applied (CGIAR-CSI 2008). The main data process-
ing and analysis was conducted in three stages and is represented in Fig. 1:  

methodology developed by Pesaresi and Gerhardinger (2009) was applied. The 
derivation of a built-up surface layer is based on fuzzy rule-based composition of 
anisotropic textural co-occurrence measures considering also the different direc-
tional component of the textural signal. The method was successfully applied in 
several test cases both on optical (Pesaresi et al. 2008, and Pesaresi and 
Gerhardinger et al. 2009) and radar imagery (Gamba et al. 2008).  



Rapid Population Maps for Crisis Response      45 

in the discrimination of built-up and non-built-up. For the combination of the re-
sulting data sets it was demonstrated that min and max operators are superior to 
standard averaging of the individual channels. For the derivation of a binary built-
up mask the delineated textural classes are adjusted and standardised by applying 
threshold levels. A visual inspection was carried out for an accuracy check of the 
resulting built-up layers. Figure 2 shows a subset of the original Quickbird im-
agery used for the analysis.  

For the creation of an administrative boundary layer the municipality map was 
manually georeferenced by draping the map over the earth surface available in 
Google Earth. In a following step the map boundaries were digitised. The resulting 
administrative boundary map did not contain the municipality names, IDs or popu-
lation figures as attributes. For this reason an intersection with the gazetteer point 
data set was applied to determine the right municipality names. These were used 
to join the resulting administrative unit boundaries with the census database con-
taining the population figures for 2001. This information was used to create a 
choropleth map based on population totals as well as a population density map 
considering the total municipality areas.  

For the dasymetric mapping the population figures, now available on the base 
of administrative units, had to be redistributed to the primarily derived built-up 
area mask. This was done applying the following formula: 

sp

stsp
s

s A
PAP ×∑

=
=

1
t

 

(4.1)

where Pt is the estimated population in the target (built-up) zones, Atsp is the over-
lapping area between source and built-up zones, Asp is the area of the source zone 
and Ps is the population at the source zone. 

The resulting map represents the number of population per built-up land of 
each municipality. The map was overlaid with contour lines at 10-m intervals de-
rived from the SRTM elevation model for a visual comparison of built-up areas 
and their corresponding population numbers below 10 m and 20 m elevation. 

5 Results and discussion 

As a result four different population maps were created. Two choropleth maps of 
the study area were done using population totals and population density as attrib-
ute. Figure 4 shows a subset of one of these maps. The maps were created for a 
comparison between population totals and densities of choropleth and dasymetric 
map. Two other dasymetric maps were created showing allocation of population to-
tals on built-up areas only. An example is given in Fig. 3. The contour lines based on 
SRTM were used as additional map feature for visualisation purposes. In a second 
dasymetric map the population attributes were changed. Due to their availability 
from the statistics the population figures were given on housing unit level showing 
the numbers of population with permanent residence and temporary residence. 
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This was seen as important information in the aftermath of a disaster as the coastal 
area around Paphos is a famous touristic spot. Dependent on each season this in-
formation can give additional knowledge about the number of exposed people.  

It could be shown that even with the time constraints during the AMC exercise 
population maps could rapidly be produced applying the dasymetric mapping ap-
proach using ancillary information derived from satellite imagery. Compared to 
other available data sets like GPW 3 or Landscan™ (see Fig. 5) the resulting maps 
have higher spatial resolution and thus give a better picture of the population 
situation which is highly necessary for the planning and implementation of relief 
actions. 

 

 
 
Fig. 2.  Subset of the Quickbird satellite imagery used for the delineation of built-
up areas. (Original QuickBird Imagery © DigitalGlobe, Inc., 2008. Distributed by 
Eurimage) 
 

Nevertheless some limitations have to be mentioned as well: 
 

• The low accuracy of the available municipality map which was only available 
as non-georeferenced image file without any attribution influences the overall 
map accuracy. The allocation of attributes was achieved by intersecting the 
digitised map with gazetteer points. This procedure was successful most of the 
times. Only three municipality units could not be identified. The missing accu-
racy of the administrative map has also to be considered looking at the popula-
tion density figures due to their relation to the unit areas.  

• The calculation of the built-up surface layer required a visual accuracy check 
due to several misclassifications especially in agriculturally used areas.  

• The overlay with SRTM elevation data should illustrate the increasing 
knowledge in relation to a tsunami event by combining population figures 
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and topography. For the use of the SRTM data set with 90-m resolution it must 
be considered that SRTM represents a surface model of the earth not adjusted 
to building heights or infrastructure. 

 

 
Fig. 3. Dasymetric population map 

 

 
Fig. 4. Choropleth population map 
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Fig. 5. Landscan™ data set for Cyprus (Landscan 2008) 
 

However, with the approach presented it could be demonstrated that population 
maps with high spatial resolution can be produced within the short time given in 
the aftermath of a disaster event. Moreover, the limitations reflect the difficult 
working conditions and challenges of remote sensing and mapping related to crisis 
response.  

The processing requires several ancillary data sets which influence the accuracy 
of the resulting maps. Latest census data must be available for the generation of 
the maps. In most countries of the world those figures are collected and published 
(even with time delay) from national statistical agencies. For linking population 
figures to administrative units, accurate GIS-ready boundary data sets are re-
quired. As shown in this example, this might be a problem for some countries and 
a careful assessment of available global data sets like the Global Administrative 
Unit Layer (GAUL) provided by the Food and Agriculture Organisation of the 
United Nations (FAO) should be considered in future research. The classification 
of built-up zones for a redistribution of the population figures requires satellite 
imagery. Today those data sets are frequently acquired after crisis events as their 
use is well accepted for damage assessments and disaster management in general. 
However, a general limitation of the proposed method is given by non-available 
VHR satellite image data sets due to bad weather conditions and cloud coverage 
which is especially the case for tropical regions. The latter case could be overcome 
applying SAR imagery for the determination of the built-up zones. Yet, besides 
their advantage of weather independency Gamba et al. (2008) report about draw-
backs due to slant-range to ground-range image reprojection which reduces the 
possibility to detect small settlements. 

The application of a textural based classification algorithm demonstrated to be 
a robust method for the determination of built-up areas as it provided fast and ac-
curate results.  
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The use of a dasymetric mapping approach provides a better picture than com-
monly used choropleth maps or gridded data sets with coarse resolution. A com-
parison of differing population densities between the two map types illustrates this 
impressively.  

For future research we consider to include demographic changes between the 
time a census was conducted and the disaster event by applying population projec-
tion models. Another task will be to integrate information on the different use of 
the built-up areas, e.g. residential areas, business areas, tourist spots and others. A 
further need is to include time as an important factor for risk assessments starting 
with different population exposures during day and night, weekdays and weekends 
or high and low tourist seasons. 
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Modeling of Spatiotemporal Distribution of Urban 
Population at High Resolution – Value for Risk 
Assessment and Emergency Management 

Sérgio Freire 

 

Abstract 

Knowing the spatiotemporal distribution of population at the local scale is 
fundamental for many applications, particularly in risk analysis and emergency 
management. Because of human activities, population counts and their distribution 
vary widely from nighttime to daytime, especially in metropolitan areas, and may 
be misrepresented by census data. 

This study uses a dasymetric mapping approach to refine population distribu-
tion in Portugal. The most recent census enumeration figures and mobility statis-
tics are combined with physiographic data to allocate nighttime population to resi-
dential areas, and workplaces and workforce are georeferenced to model daytime 
distribution. 

Main results represent expected maximum daytime population and maximum 
nighttime residential population for each 25-m grid cell in the study area. Since 
the same spatial reference base is used to allocate population, day and night distri-
butions are directly comparable, as is demonstrated in sample applications in the 
context of emergency management. Verification and validation procedures and 
demonstrations indicate that the approach suits the objectives. 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_4, © Springer-Verlag Berlin Heidelberg 2010 
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1 Introduction 

1.1 Population distribution and emergency management 

Natural or man-made disasters, either resulting from natural hazards, technologi-
cal accidents, or terrorism, usually occur without warning and can potentially af-
fect people from a local to a continental scale. Risk is usually defined as a function 
of hazard probability and vulnerability, the latter resulting from a combination of 
exposure and ability to cope (UNDP 2004). Misestimating one of these compo-
nents necessarily affects the accuracy of the overall risk assessment and mapping.  

Human life is unquestionably the most important asset to protect, and the dis-
tribution and density of the overall population is a rather basic geographical indi-
cator. Therefore accurately estimating population exposure is recognized as a key 
component of catastrophe loss modeling, one element of effective risk analysis 
and emergency management (FEMA 2004, Chen et al. 2004, NRC 2007). How-
ever, until recently, assessment and mapping of human vulnerability has been lag-
ging behind hazard analysis efforts (Pelling 2004), and potential loss derived from 
exposure has served as a quantitative proxy for risk (Lerner-Lam 2007).  

Also, updated and detailed mapping of population distribution is important for 
decision support in practically every phase of the emergency management cycle, if 
produced at appropriate spatial and temporal scales (Sutton et al. 2003), e.g., cen-
tral to the planning stage is the assessment of population exposure and vulnerabil-
ity in the hazard zone; mitigation includes reducing vulnerability and exposure 
(namely by displacing population or other measures); preparedness may involve 
fitting and placing means and resources according to vulnerability, for more effi-
cient response in case of disaster; during and after the event, locating and estimat-
ing victims is essential to tailor response and rescue efforts, including allocating 
emergency personnel, hospital beds, etc.; and finally, estimating all activities and 
people affected, even if indirectly, facilitates the recovery process. 

Despite recent efforts by Dobson (Dobson 2003, 2007) at devising a population 
estimation technique that could be employed in real time once a disaster occurs, 
for planning and simulation purposes and to ensure a timely response, adequate 
population distribution data should be produced and made available beforehand 
whenever possible. 

1.2 Population in space and time 

The increased availability of digital spatial data combined with improved capabili-
ties of Geographic Information Systems (GIS) have allowed for the development 
of several global population distribution databases, such as the GPW, HYDE, and 
LandScan (Tobler et al. 1995; Goldewijk and Battjes 1997; Dobson et al. 2000). 
However, their spatial resolution is still too coarse to adequately support 
analysis at the local level and most do not represent the dynamics of population 
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distributions. Dobson acknowledges that “even finer resolutions are needed for 
many types of disasters”, namely those that can “impact areas as small as a 
neighborhood, city block, or single building” (Dobson 2002). Data sets may be 
produced globally, but people are always affected locally. 

Due in part to the complex nature of population as a geographical variable, sev-
eral approaches have been adopted to estimate their spatial distribution, including 
statistical modeling (correlation), surface modeling, and cartographic methods 
(Fisher and Langford 1996; Wu et al. 2005). However, many of these methods re-
quire assumptions that over-simplify the reality or disaggregate population totals 
based on heuristic or empirical parameters. Additionally, obtaining positive values 
and preserving the total volume of people—Tobler’s “pycnophylactic condition” 
(Tobler 1979)—are basic requirements to produce realistic representations. 
Dasymetric mapping is a cartographic technique, originally used for population 
mapping, which aims at limiting the distribution of a variable to the areas where it 
is present, by using related ancillary information in the process of areal interpola-
tion (Eicher and Brewer 2001). 

Population distributions are not static in time, varying over daily, seasonal, and 
long term time scales (Sutton et al. 2003) due to a number of human activities, 
such as work and leisure. For emergency planning in urban areas, it is the popula-
tion variation during the daily cycle that is particularly important to be able to es-
timate the number, age, and socioeconomic classes affected by an impact (Alçada-
Almeida 2009). In Portugal, as in most countries, existing population distribution 
maps and vulnerability or exposure analyses are normally based on census data, 
often aggregated at the commune level (e.g., Oliveira et al. 2005). Census figures 
register where people reside and usually sleep, although their spatial distribution 
varies widely between night and day, especially within metropolitan areas. Due to 
daily commuting alone, the daytime population of municipalities in the metro ar-
eas of Lisbon and Porto can differ by more than 50% of the official census figures 
(INE 2003). Also, the availability of a total count for census or administrative ar-
eas creates problems for analysis (e.g., MAUP, ecological fallacy), being gener-
ally assumed that the distribution is constant and exhaustive in those areas, or rep-
resented by their centroid. 

Making population distribution data available as a high-resolution raster data-
base facilitates rapid GIS analysis at the local level and for any zoning. Therefore, 
when disaster strikes or is imminent, knowing how many people are likely to be in 
the affected area can be invaluable information for adequate emergency response 
and evacuation planning. The LandScan project (Dobson et al. 2000) successfully 
incorporated the temporal dimension in population distribution by mapping “am-
bient population”, a temporally averaged measure of population density that ac-
counts for human activities (such as sleep, work, study, transportation, etc.). This 
representation may be more adequate for certain applications (such as emergency 
management) than residence-based population density. However, LandScan’s spa-
tial resolution (30 arc-seconds), while adequate for national to global analyses, is 
insufficient for most practical uses in Portugal. Furthermore, ambient population 
corresponds to a compromise between daytime and nighttime distributions that 
strictly represents neither period. Therefore, population distribution databases having 
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higher temporal and spatial detail are being developed for the territory of the USA 
(McPherson and Brown 2003, Bhaduri et al., 2002). 

This study is aimed at developing and testing a data-based model to map the 
nighttime and daytime population distributions in Portugal at high resolution to 
enable local-level analysis. This effort correlates with recent recommendations to 
improve vulnerability analyses (Cutter 2003, Balk et al., 2006, Birkmann 2007; 
NRC 2007). 

 
Fig. 1. Location of the study area in Portugal and in the Lisbon Metro Area 
(LMA) 
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2 Methods 

Pre-processing and modeling of geographical data were conducted in ESRI® Ar-
cGIS 9.1, a GIS application. GIS offers the necessary tools and flexibility to im-
plement raster or vector-based dasymetric methods, and was used to verify, cor-
rect, and integrate geographic data sets, and for modeling, analysis, and mapping 
the results for presentation. 

Because some data sets were made available on a municipal basis, each mu-
nicipality was modeled separately. For each municipality, 25-m raster grids were 
created representing different types of population distribution. The raster structure 
provides uniform and flexible units that facilitate the reaggregation for any zoning, 
thus being suitable for modeling and analysis. A spatial resolution of 25 m was 
adopted to approximate the size of a single-family residence (half block). Also, 
when the model was tested for sensitivity to cell size, an increase in resolution to 
12,5 m yielded marginal gains in the accuracy of results. 

2.1 Study area 

The official administrative limits of the municipalities (concelhos) of Cascais and 
Oeiras in 2001 constitute the study area for this research. These are 2 of the 18 
municipalities that comprise the Lisbon Metropolitan Area (LMA), the main met-
ropolitan area in Portugal (Fig. 1). 

Cascais and Oeiras occupy 97 and 46 km2, respectively, and have a combined 
resident population of 332 811; this results in an average population density of 
2332 inhabitants/km2, well above the national average density of 112 inhabi-
tants/km2. However, population density varies widely throughout the study area, 
from high density in multistory residential apartments to low density in rural ar-
eas. Even at the census block group level, some polygons are quite large and do 
not reflect their uneven population density. 

This area was selected for several reasons: (a) its characteristics, namely with 
regard to urban and suburban character, and strong economic activity, (b) the 
availability and access to input data, and (c) personal familiarity with the area, 
which facilitates data verification and field work. 

2.2 Data sets 

In this study, the spatial detail of census zones whose counts are to be disaggre-
gated should be met in scale, resolution, and accuracy by ancillary data sets used 
for disaggregation. Input variables used for modeling include both physiographic 
and statistical data. In the first group are census tracts, street centerlines, and land 
use and land cover (LULC), while the second includes census counts (INE 2001), 
data on workforce by workplaces, and commuting statistics (INE 2003) for the 
study area. These data were obtained from various sources and in different formats 
which are listed in Table 1. 



58      S. Freire 

Table 1. Main input datasets used for modeling nighttime and daytime population 

Data set Source Date Data type
Street centerlines Private 2004 Vector polyline 
LULC (COS90; CLC2000) Public 1990; 2000 Vector polygon 
Census block groups Public 2001 Vector polygon 
Census statistics Public 2001 Database (MS Access) 
Workplaces and employment Public 2001 Table
Commuting statistics Public 2001 Table (O/D matrix) 
 

In general, temporal consistency among data sets was very high, with the ex-
ception of street centerlines whose reference date was 3 years subsequent to the 
model target date (2001). For this reason and owing to the importance of this data 
set in the model, it was decided to modify it in order to better represent the reality 
of the target date. The LULC data originated from two maps and was also cor-
rected and improved upon within the study area. 

 
 

 
Fig. 2. Flowchart of main tasks involved in the model: input data are noted in light 
gray, secondary products in bold, and main results noted in bold and darker gray 
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2.3 Model 

The modeling of population distribution is based on dasymetric mapping using 
street centerlines as spatial reference unit to allocate population counts. The most 
recent statistical and census data (2001) provide the population counts for each 
daily period, while physiographic data sets define the spatial units (i.e., grid cells) 
used to disaggregate those counts. This general approach was successfully imple-
mented by the Los Alamos National Laboratory (New Mexico, USA) to map day-
time and nighttime population distributions in the United States at 250-m resolu-
tion (McPherson and Brown 2003), and is adapted and applied to Portugal. 

An overview of tasks involved in this modeling process is presented in Fig. 2. 
Input data are noted in light gray, secondary products previously unavailable in 
Portugal are noted in bold, and main results are noted in bold and darker gray. 

The map of nighttime population distribution was obtained by using a grid bi-
nary dasymetric mapping method to disaggregate residential population from cen-
sus zones to residential streets. First, available digital LULC maps were improved, 
relevant classes selected, and combined, in order to identify residential land use. 
Street centerlines were also modified in order to better represent the road network 
existing in 2001. Then, freeways are removed from consideration and the resulting 
eligible streets are combined with residential land use classes from LULC data to 
obtain residential streets. These are subsequently rasterized at 25 m and the popu-
lation from census block groups (source zones) are interpolated to the respective 
residential street cells (target zones) using areal weighting.  

The daytime population distribution results from the combination of two com-
ponents (as illustrated in Fig. 2): (a) the daytime population in their places of work 
or study—the workforce population surface, and (b) the population that remains 
home during the day—the daytime residential population grid. The latter is ob-
tained by multiplying the nighttime distribution by the percentage of resident 
population who, according to official statistics (INE 2003), do not commute to 
work or school. In the absence of other information, it is assumed that non-
commuters remain in their residences in the daytime period. This implies that this 
study is not including the potential effects of leaving home for shopping and sev-
eral other activities on daytime population distributions. 

The workforce population surface was created by georeferencing 4,316 work-
places and schools and respective workforce and students in the study area; 1,395 
of these were georeferenced manually using ancillary data and field work. The 
remainder workplaces were geocoded to the street centerlines in ArcGIS using 
their addresses.  

Total daytime population surface results from the sum of workforce population 
with daytime residential population on a cell-by-cell basis. The ambient popula-
tion distribution is estimated by computing a weighted average of nighttime and 
daytime distributions, considering the proportion of nighttime and daytime periods 
occurring in a typical 7-day weekly cycle. 



60      S. Freire 

3 Results 

Main results consist of raster surfaces of nighttime (residential) population, day-
time residential population, daytime worker and student population, total daytime 
population, and ambient population. These have the number of people in each 25-
m cell in 2001, thus representing population density by 625 m2. Nighttime and 
daytime distributions represent maximum expected density on a typical workday, 
assuming that everyone is at home at night and all workers and students are in 
their workplaces and schools, and the remainder in their residences. Although still 
a simplification of reality, it is preferable than computing a zonal average by cen-
sus polygon alone. 

3.1 Verification and validation 

Validation of daytime population distribution was limited by unavailability of 
compatible reference data sets for Portugal. However,  this limitation can be con-
sidered less relevant since daytime population distribution originates from a com-
bination of the nighttime distribution surface (subject to formal validation) with 
mostly official statistical data, as opposed to being derived from heuristic or em-
pirical weights. Still, the daytime population distribution was subject to verifica-
tion in several ways: (a) input data (especially workplaces’ addresses) were veri-
fied through cross-checking with other sources and field work, regarding location 
of workplaces (firms), (b) results were verified with high-resolution imagery to 
confirm positional accuracy of distributions, and (c) it was checked that the total 
number of workers provided and other statistics (census and mobility) were not 
contradictory. 

The nighttime population distribution was subject to a formal accuracy assess-
ment process, using the higher-resolution census blocks as reference (i.e., ground 
truth) in a correlation analysis. Cell values in modeled distributions were aggre-
gated by census block in ArcGIS and compared against the respective census 
count. Correlation coefficients (Pearson’s r) of 0,84 were obtained for the munici-
pality of Cascais and 0,79 for the municipality of Oeiras. Even when the 36 blocks 
that coincide with block groups are not considered, the coefficients decrease only 
slightly to 0,79 and 0,75, respectively. This indicates that model performance is 
rather good, in light of its high resolution and considering the large number of 
samples used for validation (2,433 census blocks in Cascais, 1,456 in Oeiras).  

4 Sample applications 

Three fictitious case study scenarios are presented as sample applications of model 
results in the context of risk analysis and emergency management. Situations are 
examples of technological hazards, natural disasters, and terrorist attack. These 
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scenarios illustrate the usefulness of improved population distribution mapping for 
planning or response to actual events. 

4.1 Case study A: technological hazard (airborne toxic plume 
release) 

A truck transporting highly toxic chemical products is involved in a serious acci-
dent on the off-ramp of a busy freeway in Oeiras, at 1100 hours (AM). An air-
borne toxic plume is released and the dominant winds slowly push it southwards. 
Figure 3 represents this scenario, showing the plume and the daytime population 
distribution overlaid on orthophotos from 2004. 

 

 
Fig. 3. Case study A: airborne toxic plume release in Oeiras 

4.2 Case study B: natural disaster (earthquake) 

The Lisbon Metro Area is located in a high seismic risk area, having suffered de-
structive earthquakes in the past (e.g., 1755). Around 1500 hours a strong earth-
quake strikes the town of Cascais, causing major damage around downtown and 
along the coast. Figure 4 represents this scenario, showing the area most seriously 
affected by destruction and collapse of buildings, and the daytime population dis-
tribution overlaid on 2004 orthophotos. 
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Fig. 4. Case study B: earthquake affecting downtown Cascais 

 
Fig. 5. Case study C: terrorist attack in a Cascais shopping center 
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4.3 Case study C: terrorist attack (bombing of shopping center) 

Around 1630 hours a powerful explosive is detonated in a large shopping mall in 
Cascais, causing great destruction and a fire. Figure 5 represents this scenario, 
showing the area most affected by the blast, and the daytime population distribu-
tion overlaid on 2004 orthophotos 

Based on the scenarios presented above, it is relatively straightforward to use 
GIS analysis to calculate the affected (exposed) population in each event. Table 2 
quantifies and compares exposure based on direct use of census data versus use of 
appropriate model results.  

Table 2. Total exposed population in each case study 

Scenarios Census data 
(Block group) 

Model results
(Daytime pop.) 

Difference
[persons (%)] 

A 2144 3950 1806 (84)
B 22841 28944 6113 (26)
C 86 2151 2065 (2400)
 

In all the scenarios there are important differences in the figures of total ex-
posed population using census data compared to more appropriate model data. In 
these daytime scenarios, use of census data indicates significant under-estimation 
of affected population, more dramatic in Scenario C. This could possibly lead the 
authorities to under-prepare the emergency response, resulting in an increase of 
more serious victims or unnecessary suffering. Also, use of daytime distributions 
to simulate and plan for daytime events also improves assessment of exposure and 
may contribute to better planning and mitigation measures. 

4.4 Case study D: planning of best route for hazardous materials 
transportation 

Scenario D illustrates the use of spatiotemporal population distribution in a plan-
ning stage as a criterion for truck routing of hazardous materials between the A5 
freeway exit and a processing facility, in an industrial area of the municipality of 
Oeiras. Consideration of population distribution in this context allows two funda-
mental issues to be addressed simultaneously: what is the best period (day or 
night) and route in order to minimize population exposure along the way?  

In the example, population distribution in a 50-m wide buffer along the streets 
is considered as the cost impedance to select the route between two locations 
which minimizes overall population exposure. Best routes were computed for the 
nighttime period and for the daytime period, considering each period’s respective 
population distribution resulting from the model as the sole criterion (Fig. 6). 
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Fig. 6. Case study D: best route considering the population distribution 

Table 3 quantifies and compares overall population exposure along each route 
and in each period. 

Table 3. Total exposed population along each route and period 

Best routes 
 Exposed population
Length 
[km] 

Nighttime Daytime Difference 
[persons (%)] 

Nighttime 4.9 345 3352 3007 (872) 
Daytime 2.7 1001 2734 1733 (173) 
 

Results show that consideration of spatiotemporal population distribution for 
routing leads to definition of quite different routes, having quite different lengths. 
Although the best route for the nighttime period is 4.9 km long, only 345 people 
are within the affected zone, whereas in the daytime period 2,734 people would be 
exposed along a shorter 2.7-km route. Additionally, total exposure along the best 
route for the nighttime period varies widely between night and day, increasing by 
3,007 people to surpass the daytime’s best route exposure. 

Therefore, in order to minimize overall population exposure it is the nighttime 
period and longest route that should be selected for truck routing of hazardous ma-
terials in the study area. 
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5 Conclusions 

As the population is not static, it was demonstrated that emergency management 
activities would greatly benefit from the use of reliable population distribution 
data with increased spatiotemporal resolution for estimation of human exposure 
and vulnerability. GIS enables both the development and spatial analysis’ applica-
tions of these data sets. 

The adopted approach, based on official data, allows the mapping of nighttime 
and daytime population distribution at high spatial resolution, to support local-
level analysis. This method also efficiently accommodates people that work at 
home, by not considering that all active population leaves their residences during 
the workday. The main value of these results includes the increased spatial resolu-
tion of nighttime distribution, the fact that both nighttime and daytime distribu-
tions share the same spatial reference basis, and that daytime distribution is better 
approximated. Furthermore, the combination of both distributions yields an ap-
proximate representation of ambient population. The dasymetric mapping tech-
nique and zonal interpolation meet the requirements for disaggregation of popula-
tion counts—obtaining positive values and preservation of total mass—so the final 
distribution matches official statistics and counts. 

Given the availability of input data sets, this approach could be applied to all 
municipalities (19) comprising the Metropolitan Areas of Lisbon and Porto, that 
together contain 40% of Portugal’s population. 

Subsequent versions would benefit from a number of improvements: better 
modeling of “distributed activities” (e.g., cleaning, security), and accounting for 
people present in transportation networks, in hospitals and prisons, or involved in 
leisure and shopping activities; increased temporal segmentations of population 
distribution, so as to represent differences on a weekly basis (workdays vs. week-
end) or on a seasonal basis (winter vs. summer); and the use of statistical sources 
beyond census demographics to consider tourism influx in areas and periods 
where that activity is significant. In the context of exposure and risk analysis, it 
would also be useful to model people who are indoors versus those involved in 
outdoor activities. 
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A Framework for Defining a 3D Model in Support 
of Risk Management 

Serkan Kemec, Sisi Zlatanova, and H. Sebnem Duzgun 

 

Abstract 

A conceptual framework is proposed that defines the most appropriate 3D visuali-
sations for different types of natural disasters in urban environments. Based on the 
disaster type, the needed level of detail for a 3D model is derived, which is then 
linked to the time needed to process the data and obtain this level of detail. The 
levels of detail are compliant with the 3D international standard CityGML. The 
framework is designed to serve risk managers and to help them make a better se-
lection of 3D model representations to perform their tasks. After a brief introduc-
tion on the relations between types of disasters, data needed to manage the disas-
ters and different users involved in the risk management process, the chapter 
elaborates on the parameters according to which types of hazards are classified. 
The framework is demonstrated for an earthquake case in Eskisehir, Turkey. The 
paper concludes with a discussion of the advantages and disadvantages of the 
given framework, as well as an outline of future research. 

1 Introduction 

Natural disasters have caused many casualties and injuries, as well as economic, 
cultural and structural damage, over the history of civilisation. Given that more 
than half of the world population currently lives in cities and that many economic 
assets are concentrated in urban areas, naturally, the vulnerabilities increase due to 
the growing complexity of urban processes. 

Natural disaster risk is a function of hazards, elements of risk and vulnerability. 
Risk is defined as the expected losses, including lives, personal injuries, property 
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damages and economic disruptions, due to a particular hazard for a given area and 
time period (WMO 2002). Risk assessment is one of the key elements of a natural 
disaster management strategy as it allows for better mitigation and preparation. It 
provides input for decision making, and it increases risk awareness among deci-
sion makers and other stakeholders (U.S. HHS 2002). Previous studies have 
shown that the presentation of hazards, vulnerability, coping capacity and risk in 
the form of digital maps has a higher impact than traditional analogue information 
representations (Martin and Higgs 1997). Digital maps are increasingly being used 
by disaster managers. Many authors believe that 3D visualisations have the poten-
tial to be an even more effective communication tool (Kolbe et al. 2005, Marin-
cioni 2007, Raper 1989, Zlatanova et al. 2002); 3D graphical representations sig-
nificantly reduce the amount of cognitive effort and improve the efficiency of the 
decision-making process (Kolbe et al. 2005, Zlatanova 2008). However, to 
achieve an appropriate 3D visualisation, two aspects must be ensured: appropriate 
presentation and appropriate tools for interaction.  

The use of 3D spatial data for the whole disaster management process is a new, 
but quite attractive, topic in geoscience. There have been several studies on the 
use of 3D geographic information for modelling hazard phenomena and corre-
sponding urban environments. Uitto (1998) proposed a framework using GIS for 
urban disaster management, considering the disaster vulnerability concept. Herold 
et al. (2005) outlined a framework for establishing an online spatial disaster sup-
port system for disaster management. The framework integrates GIS, spatial data-
bases and the Internet for disaster management concepts. Zlatanova et al. (2007) 
discussed an emergency response framework. Technical necessities of multi-risk 
emergency situation response systems were evaluated from a 3D spatial informa-
tion perspective, and they proposed a system architecture that covers data man-
agement and communication for problem areas. These studies, however, have not 
provided an adequate methodology for defining the level of 3D urban modelling 
for various types of natural hazards.  

This paper presents a framework that establishes a link between the disaster 
type (e.g., flood or earthquake) and several components of 3D urban visualisation. 
The framework takes into consideration issues such as the resolution of the 3D 
model, the time/effort needed to create a model, and the availability of software 
and source data. This chapter is organised into five sections. The next section pro-
vides the needed background information. Section 3 introduces the framework. 
Section 4 demonstrates how the framework is applied. The last section elaborates 
upon the next steps for extending and testing the framework. 

2 Background 

Generally, 3D urban modelling is a holistic process of conceptualisation, data cap-
ture, sampling and data structuring and depends on the aim of visualisation (Raper 
1989). In risk management, 3D modelling is very much dependent on the type of 
disaster being represented and the type of users involved in the risk management 



A Framework for Defining a 3D Model in Support of Risk Management      71 

process. This section introduces related topics such as hazard classification, users 
and 3D urban objects of interest for risk analysis. Since 3D urban objects can be 
modelled with different resolutions, types of geometry and attributes, aspects of 
3D semantic modelling are also briefly introduced. 

2.1 Hazards  

The development of a framework for 3D visualisation of various natural disasters 
first requires a classification of natural disasters depending on their characteristics. 
Several authors have provided classifications of the types of disasters depending 
on various parameters of hazard and risk characteristics (Shaluf 2007, Kaplan 
1996, Mitroff 1988). Among them, the classification given by Burton et al. (1993) 
is used as a starting point in the proposed framework. Burton et al. (1993) pro-
vided six parameters for assessing the potential impact of a natural disaster. Fre-
quency reflects the time interval in which a natural disaster occurs. For example, 
earthquakes may occur with a log-normal frequency, while landslides may occur 
seasonally. Duration is the period of time over which a disaster continues.  Hence, 
it has a wide range, from seconds to years. For example, earthquakes are very 
short, while some landslides (e.g., creeping slopes) are long-term processes. Spa-
tial Dispersion refers to the pattern of distribution of a hazard over the geographic 
area in which the hazard can occur. This parameter ranges from small to large. 
Speed of Onset is an important variable since it establishes the warning time. Most 
extreme disasters such as earthquakes, mud flows and flash floods give virtually 
no warning. Other disasters, such as creeping slopes, drought and desertification, 
act slowly over a period of days, months or years. Areal Extent is the spatial den-
sity of the disaster over the whole earth (e.g., earthquake zones are limited as they 
are governed by the tectonic plates). Temporal Spacing refers to the sequencing 
and seasonality of the disaster events. Some disasters are random, like volcanoes, 
while others have seasons, such as hurricanes, tropical cyclones and floods. These 
parameters give sufficient background to find the proper 3D spatial object repre-
sentation needed for our framework. In the proposed framework, five parameters 
(frequency, duration, spatial dispersion, speed of onset and areal extent) are taken 
into account as they were found to be sufficient for generating a disaster preva-
lence index. This forms the first component of the proposed framework. Burton’s 
last parameter, temporal spacing, is not applicable for the framework since a rela-
tion of the temporal spacing to the spatial and temporal definitions in the 3D urban 
models could not be clearly defined. The last parameter to be used in the frame-
work is described in Sect. 3.1. 

2.2 Users 

As different user groups or decision makers may require different types of 3D ur-
ban models and functionalities, the next parameter to be identified for the frame-
work is the characterisation of decision makers in risk management. Correct user 
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group determination is also important for determining the functional content of the 
3D urban model. Different users are involved in different phases of disaster man-
agement. For example, fire brigades, ambulances and police might be the main re-
sponders in the emergency phase, while urban planners and risk management spe-
cialists might be the users in the preparation phase (Zlatanova et al. 2007 and 
Zlatanova 2008). The introduction of a fundamental classification of users is be-
yond the scope of this paper. The users considered in this study are general users 
such as financial institutions (e.g., World Bank, insurance industry), academia 
(e.g., universities), the private sector (e.g., industrial organisations), governmental 
organisations (e.g., governors, municipals), civil society organisations (e.g., Red 
Crescent), international financial institutions and other public bodies. 

2.3 3D urban modelling 

The 3D urban modelling is another important factor to be considered in the devel-
opment of the framework. Although various aspects of 3D modelling can be ac-
counted for in the proposed framework, the type of objects to be modelled, their 
representation and the resolution, or Levels of Detail (LoD), play the most critical 
roles in 3D urban modelling for natural disaster situations. Thus, the proposed 
framework utilises previous knowledge of semantic models to define the objects 
to be used and the required resolution for urban modelling applications.  In prac-
tice, the LoD concept can be directly related to the resolution; therefore, it is 
adopted in the proposed framework.  

Various initiatives exist to define objects of interest in urban areas. Among 
them, CityGML is one of the few 3D urban modelling concepts that considers 3D 
semantics, geometry and topology in a generic sense (i.e., it is not application ori-
ented). The most important objects are Building objects, which provide representa-
tions of thematic and spatial aspects of buildings; Relief, which is simply the ter-
rain; Transportation, which represents objects of all modes of transportation, for 
example, roads, tracks, srailway or squares; and Land Use, which describes areas 
of the earth’s surface dedicated to a specific land use. Several other objects, such 
as City Furniture, Vegetation and Water, can be also useful for risk management. 
City Furniture objects are immovable objects like lanterns, traffic lights, traffic 
signs, advertising columns, benches, delimitation stakes or bus stops. Vegetation 
is used to represent solitary tree objects, plant covers and surface or plant canopy. 
Water objects represent the thematic aspects and 3D geometry of seas, rivers, ca-
nals, lakes and basins. The only limitation of the current version of CityGML is 
the lack of underground objects. However, ongoing research and developments are 
considering extensions in this direction (Emgard and Zlatanova 2008). These can 
be included later in the framework. 

These object classes compose the object pool in the framework. A set of objects 
important for any particular disaster can be obtained from this pool.  

The most interesting concept in CityGML is the notion of an LoD, which de-
fines the resolution with which 3D objects have to be modelled. The LoD is best 
developed for buildings. LoDs range from LoD0 to LoD4.  LoD0 is the 2.5D 
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level, over which an aerial image or a map may be draped (Kolbe et al. 2005). For 
buildings, LoD1 defines a box model, while LoD4 defines the inside of buildings. 
Naturally, the resolution increases from LoD0 to LoD4 (Gröger et al. 2006). The 
LoD concept is quite generic and suitable for small-to-large area applications. The 
LoD as developed in CityGML is adopted as a starting point in the proposed 
framework. 

2.4 Sensor products and 3D reconstruction  

Once the conceptualisation of 3D models is established (i.e., with respect to the 
types of objects to be modelled and their resolution), the next requirement to be 
satisfied for the development of the framework is the generation of the corre-
sponding 3D models. Data used to generate 3D urban models can be obtained 
from passive sensors, active sensors or a combination of both (Hu et al. 2003, 
Kerle et al. 2008). Passive sensor methods are usually cost effective if large-scale 
3D urban modelling is needed and require a combination of aerial and terrestrial 
images. Active sensors can provide, in a short period of time, large amounts of 3D 
data, but the 3D reconstruction models need to mature. Most urban modelling ap-
plications require integration of different data sources and sensor products. This 
integration can be in the form of simple overlay or multi-data information extrac-
tion (increasing the dimensionality using DSM and 2D images, increasing spatial 
resolution using high spatial resolution panchromatic images with multispectral 
images in relatively low spatial resolution and multi-criteria analysis to assess the 
natural disaster risk by considering various elements at risk) (Kerle et al. 2008, 
Tao 2006).  

Sensor products and methods for reconstruction are important factors in the 
proposed framework. Risk managers have to be aware of how much effort and 
money is needed to obtain an effective 3D model for visualisation. For example, 
current technology is relatively limited in terms of radar systems (less than 45), as 
compared to more than 130 laser scanners and thousands of optical systems. In 
practice, this means that a method based on products of laser scanning or optical 
sensors is more likely to be better matched with the resources of a specific mu-
nicipality. The selection of products is also dependent on the desired LoD.  For in-
stance, 3D models textured with images always require the use of optical sensors. 
The efforts required for creating a detailed 3D model (e.g., buildings in LoD3) differ 
significantly from the efforts needed for obtaining an LoD1 model. The proposed 
framework aims to help risk managers in municipalities make the most appropri-
ate decisions regarding the resolution of the 3D model. 

3 The framework  

The framework consists of the following four groups of parameters: (1) hazard as-
sessment, (2) user/elements at risk, (3) data and process requirements and (4) needs 
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for visualisation (Fig. 1). Hazard Assessment refers to the determination of the three 
characteristics of the 3D urban model, which are Hazard Characteristic Medium, 
Indoor/Outdoor Resolution and Data Representation. Hazard Characteristic Me-
dium is the vulnerability value of any model object (e.g., of a building in an earth-
quake case or a sea-water object in a tsunami case). Indoor/Outdoor Resolution de-
fines the abstraction levels of each modelling object. Low spatial resolution 
would mean a low LoD, while high spatial resolution would mean a high LoD. 
Data Representation involves the data and procedures needed for a specific model. 
Here, the alternatives to 3D data representations such as boundary (surface) or vol-
ume approaches (e.g., voxel) should be evaluated.  

 

Fig. 1. Steps and workflow 

The next group of parameters is defined as the User/Elements at Risk.  A user 
might be interested in different sets of risk elements, which depend on the compo-
nents of the urban environment. For example, an insurance company may have in-
terests only in buildings, while utility companies might be mostly concerned with 
the effect on their networks. This is to say that the objects to be considered (and 
included) in a particular 3D model have to be selected with respect to the user.   

When urban objects and the elements at risk are defined, they are fed into the 
analysis of data and process requirement stages to specify efforts needed for estab-
lishing model objects with data and process efforts.  
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3.1 Hazard assessment  

This section introduces the final parameter called Indoor Penetration (to the Built 
Environment). Some natural hazards exert their fatal effects on built environments 
by the intrusion of hazard-related material into the built structure. This material 
can be soil, mud or rock in landslides or water in floods and tsunamis. The indoor 
penetration parameter is used to determine the indoor LoD, together with the spa-
tial dispersion. For instance, in many disaster cases such as tsunamis, floods and 
landslides, it would beneficial to have 3D indoor models with floor distributions 
(or even apartments) to better estimate those parts and floors of the building that 
will be affected.  

The six hazard assessment parameters, adapted from Burton’s hazard classifica-
tion (see Sect. 2.1.) and the newly introduced parameters are used to achieve two 
basic outputs, the first being the so-called prevalence index of different hazard 
types. The prevalence index of different hazard types is obtained from the parame-
ters of frequency, duration, spatial dispersion, speed of onset and areal extent. 
Figure 2 presents a graphical representation of the prevalence index. As can be 
seen, a hazardous event that occurs frequently, with a long duration and slow 
speed of onset, over a widespread and large area causes the most pervasive effect 
to the urban environment. For example, specific urban earthquakes can be a more 
prevalent hazard than landslides. 

 

Fig. 2. Hazard prevalence level of earthquake and landslide cases (the flat line repre-
sents an earthquake, and the dotted line represents a rapidly moving landslide)  

Each parameter is normalised to obtain a value on a scale from one to five. 
Each of the five parameters that form the shape of the prevalence function is re-
lated to a hazard type. The cumulative evaluation of these parameters constitutes 
the hazard-related part of the prevalence approach, which aims to relate the hazard 
type and spatial characteristics of the desired 3D urban model.  
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The hazard prevalence value is used with the urban area extent and the popula-
tion density parameters of the target city to evaluate the LoD level of the desired 
3D urban model. If a hazard occurs in an urban area that has a high areal extent 
and/or low population density, the needed model detail level decreases.  

To determine the resolution (or LoD), hazard characteristic medium and data 
representation, one or more hazard assessment parameters can be used. Indoor and 
outdoor resolutions (or LoD) are obtained from the spatial dispersion and intrusion 
parameters. The hazard characteristic medium is basically identified from the pa-
rameter type of natural hazard. The data representation is established by using a 
combination of the physical mode and duration parameters. 

Further formalisation of the link between the hazard type (defined by the six 

3.2 Users and elements at risk  

Hazards can affect physical assets and/or humans, and therefore, the risk can be 
considered to be human-related or nature/infrastructure-related. In an urban area, 
citizens, cultural heritage (e.g., buildings and natural phenomena), assets, infra-
structure (e.g., roads, utility networks and rivers), and private and public housing 
may be vulnerable to a specific disaster and are considered to be elements at risk. 
Furthermore, different risk management specialists (stakeholders) might be inter-
ested in specific elements at risk related to their professional area. For example, a 
water engineer may be interested only in the risk of dam breakage and will not be 
involved in an estimation of the vulnerability of citizens. The most likely social is-
sues will be considered by a social expert. Therefore, it is important to know who 
the users (user groups) are and what elements at risk they are interested in. The 
identified elements at risk have a direct influence on the required 3D model and 
visualisation. These issues are, however, beyond the scope of this paper. 

3.3 Analysis of data and process requirements  

This section focuses on finding a proper representation for each model object. 
Each object is pointed out on a three-dimensional object representation scale com-
posed of three axes: Level of Detail (LoD), Level of Data Processing (LoP) and 
Hazard Type (HT) (Fig. 3).   

With respect to hazard type, a specific level of detail is required, which deter-
mines the level of processing. This relation may be represented as a point, line, 
area or volume in the three-dimensional scale. The prevalence level found from 
the hazard assessment is used to rank different hazard types. Hazards that have a 
low prevalence level are placed close to the origin, and those with a high preva-
lence are placed far from the origin. The resolution obtained from the hazard as-
sessment is used for relating the HT and LoD. The LoD axes comply with the LoD 
as defined in CityGML. Further improvements and refinements of these levels will 
be needed, however. Currently, LoD4 is the only level for indoor, and this might 
be insufficient for the purpose of the framework.  

parameters) and the derived LoD can be found in Kemec et al. 2009.  



A Framework for Defining a 3D Model in Support of Risk Management      77 

 

Fig. 3. The three axes used to define the 3D model: Hazard Type, Level of Detail 
and Level of Data Processing 

The LoP axis represents the effort required to generate the needed geometrical 
representation or to obtain the available data. In our data visualisation environment, 
there are three main components: urban objects (above ground), terrain objects (on 
the ground) and hazard medium. The integration of these three components consti-
tutes the resulting model. Each of these components has process steps, model com-
ponents and related spatial data analysis techniques. For urban objects, the needed 
process steps could start with digitising (if the model generator has paper copy 
maps) or building footprint extraction (the generator has only aerial or high-
resolution images in this case). Land cover classification and building height detec-
tion from stereo pairs (in this case, we have building footprints but there is no height 
data) may also be beneficial for urban object determination. Terrain objects genera-
tion could be done by using contour data, stereo pairs or photogrammetric field sur-
veys. The accuracy and compulsory process cost increases for each method, respec-
tively. The last component, and the context of our model, is the hazard medium. The 
process needed for the hazard medium originates from the characteristics of specific 
hazards or the aim of the visualisation. The hazard medium could be dynamic or 
static, and thus, the process needs increase, respectively. These examples may clar-
ify the LoP definition; some municipalities may need to have a 3D extrusion model 
of a given area. To create such a model and provide it to the corresponding special-
ists, raw data may be needed to process flood inundation areas (if data and software 
are available). However, if indoor model of several buildings is required, the process 
needs more effort to create such an output. Processing efforts (represented by the 
axis LoP) start with creating the needed 3D representation with data collection. 
Then, 2.5D terrain representations with draped aerial or satellite images can be 
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considered but require more effort, and therefore, these come after the raw data. 
3D extrusion such as façade texturing with ground images, 3D object generation 
and integration with the surface, automatic or semi-automatic roof construction, 
detailed façade modelling by using ground point clouds and detailed indoor model-
ling can be at the end of this axis. Processes that need personal experience and im-
mature functionality require more effort and take place at the right side of the LoP 
axis. Automatic methods for creating an output are located on the left side.  

3.4 Needs assessment for visualisation (data and processes) 

In this section, the available data and outputs are compared with the results ob-
tained from the data and process requirement analyses. The required new data and 
model can be discussed with respect to the resources of the municipality. For ex-
ample, the visualisation of a given hazard may require a 3D model with LoD4 
resolution. However, the municipality may only have high resolution stereo aerial 
images. To come up with the desired product, they will need additional data such 
as ground images, building data that contain detailed indoor information, software 
for image processing of stereo images, 3D geographic modelling software and 
visualisation software to combine detailed 3D geographic objects and other spatial 
outputs like terrain models. Moreover, this modelling process will reveal that there 
will be a need for a considerable amount of human resources for the operation of 
this advanced software.  It is up to the decision makers to find the best balance be-
tween the required model and the available resources.    

4 Illustration of the framework within an earthquake 
case study 

For an illustration of the framework, an earthquake case in Eskisehir, Turkey, is 
used. In this case, a visualisation application must be built for the users in the Esk-
isehir municipality. The users are municipality staff, such as urban planners, car-
tographers and sociologists. They need a clear view of the distribution of vulner-
able regions throughout the city. The Eskisehir municipality has an urban 
information system infrastructure, so they have quite some data and software 
(planning, cartographic and GIS software). In this case, a 3D urban model envi-
ronment is used to visualise the previously calculated social, physical and accessi-
bility vulnerability indexes of each building object (Kemec and Duzgun 2006). 
Eskisehir is one of the important centres of industry in Turkey. A number of dams 
and two universities are located within and near the city. Due to its rapid devel-
opment, Eskisehir has become a popular location for new investments. It is an in-
dustrial city in central Turkey with a population of over 500,000. The greatest part 
of the settlement in the city is located on alluvium. The largest earthquake (Ms: 
6.4) occurred in 1956. The pilot area is a part of the city centre and has various 
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kinds of city development textures including low-rise, historic buildings and high-
rise apartments. There are nearly 400 buildings in the case study area.  

Step 1. Hazard Assessment: In this case, as only one hazard is considered, the 
result will be a horizontal cross-section. The resolution, hazard characteristic me-
dium and data representation are defined as follows: earthquakes affect a large 
area, and there is no intrusion. This means that an extruded building model at 
LoD1 from CityGML is suitable for this case. Moreover, earthquakes occur be-
neath the earth’s surface, and the aim of the model is a visualisation of the vulner-
ability index values of each building. Because it is a data-driven process model, 
the used data representation is B-rep. 

Step 2. Defining User/Elements at Risk: As mentioned above, the users are 
municipality staff, and they can be both technicians and non-GIS experts. In gen-
eral, they need relatively realistic 3D urban models. The basic elements at risk are 
considered to be buildings and socioeconomic structures of the people living in the 
buildings. To construct a realistic urban environment and express the aim of the 
visualisation model, the objects are defined as Buildings, Relief, City Furniture 
(e.g., utility poles and street lamps), Transportation and Vegetation. 

Step 3. Analysis of Data and Process Requirements: The model objects de-
fined in the previous step are represented with LoD1 of CityGML with some 
modifications. LoD1 for buildings, according to CityGML, does not contain fa-
çade image mapping, but the users request realism; therefore, it will be included. 
The model objects and their representations in the case study are clearly defined 
with respect to CityGML as well. Figure 4 represents the results of the data and 
process requirement analysis for this case. The normal letters denote object repre-
sentations, and the italic letters denote initial data types.  

Fig. 4. Cross-section of framework for an earthquake case 
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Step 4. Needs Assessment for Visualisation: The available data for urban mod-
elling are as follows: vector layers from the Eskisehir Municipality Digital City 
Information System, street and building footprint layers and 1/25000 digital con-
tour maps. To construct building objects, façade images and building height data 
are needed, which are collected by a field survey. Process steps to develop an ur-
ban model are 2.5D DEM generation from digital contour maps, generation of 
LoD1 façade textured B-rep buildings by using building height information and 
ground images, draping of city furniture, tree points, road data and building mod-
els with a terrain model, relating tabular index data (hazard characteristic medium 
in this case) to the building objects (Fig. 5). 

 

Fig. 5. General view from the 3D city model generated for an earthquake case 

5 Conclusions 

The proposed framework draws a link between the disaster type and the needed 
3D model for an appropriate 3D visualisation of vulnerabilities in risk assessment. 
To be able to establish this link, parameters are defined for hazard type (fre-
quency, duration, spatial dispersion, speed of onset, areal extent and indoor pene-
tration) and 3D visualisation (representation, level of detail and level of process-
ing). The framework can be used as a tool by risk managers (and other 
stakeholders) to determine the necessary data types for 3D models to be used in a 
particular risk assessment (for simulation and/or visualisation). The main expected 
benefit of this proposed framework is the ability to create understandable, yet 
well-balanced 3D models to be used as risk communication tools.  

This study shows that technological developments in CityGML, 3D data 
sources, data processing and 3D visualisation can be easily adapted to the frame-
work. The initial applications of the framework are very promising and well-
accepted by risk managers. However, the tests have revealed that further devel-
opments and/or refinements along all of the axes will be needed. LoDs, as cur-
rently defined by CityGML, may not be sufficient for all types of disasters. For 
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example, in some cases, only information about levels of a building is required, 
without the need to create the LoD4. A combination of CityGML LoDs may be 
more appropriate. For example, low outdoor (LoD1) resolution with low indoor 
resolution (floor level) can be used for a hazard application that has a large spatial 
dispersion and an intrusion to the built environment (e.g., a tsunami). Future work 
will investigate these possibilities in detail.  

The level of data processing demands further elaboration as well. Currently, the 
level of data processing is established by a rough estimation of the resources 
needed to obtain a specific model. Further investigations are needed to define the 
appropriate parameters that influence the data-processing efforts. These parame-
ters will most likely be specific for a municipality or data-processing unit. 

More research and development are needed to formally define the relations and 
dependencies between users and elements at risk. A set of criteria should be made, 
according to which 3D objects can be selected from the object pool. 
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Abstract 

The analysis and preparation of information are still particularly critical points in 
the early warning chain of natural hazards. Also there is a strong demand for ana-
lyzing geological hazards such as earthquakes, landslides, and tsunamis. Therefore 
the management of heterogeneous and large sets of geodata may become one of 
the key issues in early warning and emergency management. Geodatabases may 
support the analysis of landslides significantly, as the responsible decision makers 
are usually confronted with huge amounts of original and interpreted data. The 
3D/4D geodatabase introduced in this chapter provides efficient geodata retrieval 
by its service-based architecture which enables an easy-to-use internet-based 
geodata access. Concepts and implementation issues for the management of spa-
tial and spatiotemporal data are presented. An application scenario for early warn-
ing demonstrates the applicability of the proposed approach. Finally a conclusion 
and an outlook on future research are presented within a distributed software envi-
ronment for early warning geotools. 

1 Introduction 

During the last years a strong demand for 3D/4D geodatabases has become evi-
dent (Bode et al. 1994, Balovnev et al. 2004, Breunig and Zlatanova 2006, Zla-
tanova and Prosperi 2006) e.g., for the analysis of surface and sub-surface geo-
processes. However, hitherto there is no ready-to-use 3D/4D geodatabase system 
on the market. Therefore research is necessary that enables web-based 3D/4D geodata 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_6, © Springer-Verlag Berlin Heidelberg 2010 
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access and that brings 3D/4D geodatabase concepts nearer to geographers. For 
geographers, the special requirements to 3D/4D geodatabases are as follows: 
• combined spatial, temporal, and thematic data access to geo-objects; 
• database support to analyse geoprocesses such as landslides; 
• archives for very large data sets. 

Following the tradition of GeoStore, an information system for geologically de-
fined geometries (Bode et al. 1994), and GeoToolKit, a library of 3D geometric 
data types (Balovnev et al. 2004), both developed at the Collaborative Research 
Centre 350 at Bonn University, we are currently developing DB4GeO, a service-
oriented geodatabase architecture (Breunig et al. 2004, Bär 2007). Our early proto-
type systems GeoStore and GeoToolKit, both implemented in C++ programming 
language, have been based on a proprietary object-oriented database management 
system (Object-Store®). Furthermore, they did not support complex services and 

support for geometries, i.e., thematic objects had to be implemented in a separated 
data model. DB4GeO is written in Java programming language and has been de-
signed for service- and web-based data access right from the beginning. It is im-
plemented on top of an open source object-oriented database management system 
(db4o®). DB4GeO is developed as an extensible toolkit for 3D/4D geo-database 
services to be used for different application fields such as analysis and early warn-
ing of geological hazards (Breunig et al. 2007, Glade et al. 2007) and emergency 
management (Zlatanova et al. 2007). DB4GeO provides suitable data types and 
geometric geodatabase services to support data analysis by complex geodatabase 
queries. Furthermore, combined thematic and spatiotemporal database queries are 
supported by its data model. The easy-to-use internet-based interface enables the 
direct service access and usage from other geotools. DB4GeO is embedded in a 
simple service infrastructure that may also be used as an integration platform for 
3D and 4D geoscientific data. 

2 A scenario for the early warning of landslides  

One of the emerging applications for DB4GeO is the support for early warning 
scenarios such as examined in (Breunig et al. 2007). Within the framework of an 
early warning project (Breunig et al. 2007, Geotech 2009) a part of the hillsides 
in the Isar valley in the South of Munich (see Fig. 1), next to Pullach and 
Neugrünwald, has been selected for exemplary landslide simulations (Trauner and 
Boley 2009) in cooperation with the Bavarian State Office for Environment 
(Bayerisches Landesamt für Umwelt). In this area, the height difference of the 
slope reaches up to almost 40 m and the potentially endangered human infrastruc-
ture is located close to the edge of the slope. In the early and the mid-1970s there 
have been landslides in this area. As a reaction to these events and because of the 
risk potential several measuring devices were installed by the Bavarian State Of-
fice for Environment. Furthermore, the soil layers of the slope were investigated 
through numerous outcrops and boreholes. 

did not allow web-based access. GeoToolKit also did not have strong semantic 
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Fig. 1. Application area “Isarhänge Grünwald” 

Today, after more than 30 years of investigations, extensive knowledge of the 
subsoil structure and the failure mechanism are available and can be used in the 
present project. 

The requirements of this early warning scenario to a geodatabase are the 
following: 
• Storage of original and interpreted geological data; 
• retrieval of spatially and temporally selected geological data; 
• geometric selection on the digital elevation model (DEM); 
• integration of heterogeneous data; 
• archiving of simulation results. 

These requirements are well met by a geodatabase that provides spatial and 
spatiotemporal services for the analysis of landslides. 

3 DB4GeO – the concepts 

3.1 Service-based architecture 

DB4GeO has been designed with a service-based architecture right from the be-
ginning and is exclusively implemented in the Java programming language, i.e., 
its interface provides Java-based services. Presently, REST (Fielding 2000) is used 
as architectural style, i.e., REST style web services are used in enabling remote 

 



86      M. Breunig et al. 

interaction with the geodatabase. In (Bär 2007) also a mobile database client has 
been realized, that interacts with versioning of 3D geometric objects on the server 
side. The system architecture of DB4GeO is presented in Fig. 2. On the client side, 
GIS clients or mobile clients may access 3D data managed by the DB4GeO server. 
On the server side, DB4GeO may be accessed exclusively via its services, which 
are divided into operations and version management. 

 

 

Fig. 2. System architecture of DB4GeO 

The central part of DB4GeO is its 3D/4D geodatabase which is based on a 
geometry library and the R-tree based spatial access structures. The latest version 
of DB4GeO is implemented upon the open source object-oriented database man-
agement system db4o (Paterson et al. 2006, DB4O 2009). 

3.2 Examples of complex DB4GeO services  

3D geodatabase services should contain 3D spatial operators. Therefore DB4GeO 
offers primitive web services, such as 
• distance between 3D geoobjects; 
• intersection between vertical plane and a set of geoobjects; 
• calculating boundary elements in each dimension; 
• testing topological relations between 3D geoobjects and simplexes. 

However, some applications such as light mobile clients, also need the capabili-
ty to visualize 2D results of 3D spatial operators. Often small mobile devices do 
not have enough main memory and processing power to compute complex 3D 
models. That is why projection of a 3D model onto a plane is an important opera-
tor for geodatabases. 
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Figure 3 shows the principle of the so-called 3D-to-2D service, realized in 
DB4GeO: First, the location of a vertical profile section is defined on a 2D map. 
Secondly, the stored geometries are retrieved from a corresponding window in 3D 
space. Then the vertical intersection of the section plane with the 3D geometries is 
computed. Using a 3D buffer surrounding the plane, sample data are retrieved and 
projected onto the profile plane. Finally, for purposes of visualization and further 
analysis, the result may be projected onto a 2D vertical “paper plane” carrying the 
profile section (see Fig. 3). 

Fig. 3. Principle of the 3D-to-2D geodatabase service 

3D geometric operations are provided by the DB4GeO libraries, i.e., spatial da-
ta types and spatial access methods are made available. An example for the appli-
cation of the 3D-to-2D service is demonstrated in Fig. 10. Another example for 
DB4GeO’s services is the “4D-to-3D service” which selects single snapshots of 
moving 3D geoobjects. With this service a set of geoobjects can be analyzed 
during a time interval. 

3.3 The 3D/4D data model  

The object-oriented data model of DB4GeO has been designed to support themat-
ic, spatial, spatiotemporal, and combined thematic and spatiotemporal database 
queries. Thus it is possible “to attach” thematic attributes to geometric objects (see 
also Fig. 7). The implementation of the data model is currently based on simplicial 
complexes, i.e., on points/nodes, lines/edges, triangle nets/meshes, and tetrahedron 
nets/meshes, respectively. The data model has also been extended to simplicial 
complexes varying with the parameter time. As is well known, simplicial com-
plexes are a special form of cell decomposition, which are used for the modeling 
of geoobjects in geoscientific applications.  A special feature of the cell decompo-
sition is the consideration of topology. The decomposition is done with cells of the 
same type. For instance, a surface decomposition can be achieved with triangles 
(2-simplex) and volumetric decomposition with tetrahedrons (3-simplex). Sim-
plexes in DB4GeO are topologically classified in the usual way, i.e., towards 
their dimension: 0-simplex = node, 1-simplex = edge, 2-simplex = triangle, 3-simplex 
= tetrahedron. The implementation of this data model is shown in Fig. 6. Advantag-
es of this special case of cell-complexes are that it is technically easy to implement and 
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3.4 Plug-in for topology 

Besides thematic and geometric geodata retrieval, in future also topology may be 
retrieved by DB4GeO. To achieve this, a topological plug-in is being designed for 
DB4GeO. The plug-in is based on Generalized Maps (G-Maps) implemented with 
cellular complexes (Lienhardt 1989, Lienhardt 1994, Brisson 1989) and has been 
examined in detail by (Thomsen et al. 2007). To illustrate the principle of this to-
pological data structure, Fig. 4 shows 3D-G-Maps represented in a graph structure. 
It may be implemented with an object-oriented database management system. 

Each cell-tuple (Ni, Ei, Fi, Si) of a G-Map represents a particular incidence rela-
tionship, the so-called involution, between a node, an edge, a face, and a solid, and 
references neighboring relationships by exchanging exactly one component: either 
a node, or an edge, or a face, or a solid. This Cell-Tuple Structure (Brisson 1989) 
or Generalized Map (Lienhardt 1989) provides a cellular complex with the combi-
natorial structure of an abstract simplicial complex, and completely describes the 
topological relationships within the cellular complex. The graph structure in Fig. 4 
can easily be transferred to a relational database structure. To traverse this struc-
ture, orbits are generated using combinations of different types of “involutions” 
α0, α1, α2, α3, respectively. By definition, an orbit orbiti..j(ct0) consists of the subset 
of cell-tuples that can be reached from ct0 using any combination of αi,…,αj,… 
The components of dimension k where k is not contained in the set of indices i,…,j 
remain fixed, e.g. if ct0=(n,e,f,s), then orbit012(ct0) leaves solid s fixed, and returns 
all cell-tuples of the form (*,*,*,s). 

Fig. 4. Graph structure of a G-Map 

geometric algorithms can be executed on primitive data types. The drawback is the 
large memory consumption. 
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The main advantages of G-Maps in contrast to other spatial representations 
such as boundary representation are 
• they support the dimension-independent topological access to spatial and 

spatiotemporal data; 
• they are based on a clear mathematical theory; 
• they provide a unique topological data model for 2D and 3D space. 

Another reason to have selected G-Maps is its strong acceptance in geological 
solid modeling (Mallet 2002). They are often used for sub-surface reservoir mod-
eling. 

G-Maps are currently used in the GoCAD®1 3D modeling and visualization 
tool (Mallet 1992) that is particularly used by oil and gas companies. Research on 
G-Maps and their application in 3D-modeling (Mallet 2002) and visualization is 
also focused at the Laboratoire SIC of Poitiers University, where the G-Map 
viewer and editor Moka is available as free software (GNU LGPL Version 3) 
(Moka 2006). 

3.5 Version management 

As shown in Fig. 2, the version management of DB4GeO is realized “on-top” of 
the data model at a separate level. There are additional services for the manage-
ment and request of object versions (Bär 2007). A conversion option between ver-
sion model and data model allows the use of all other database functionality for 
versions of database objects. The decisive advantage of the “integration on-top” 
approach is that the existing database management system does not need to be 
changed at all. Thus a separate development and maintenance of DB4GeO and the 
version management is enabled. Using DB4GeO in “normal mode,” i.e., without 
using version management, is enabled as well as using it with version control. Ex-
isting applications of DB4GeO that do not use the version control, remain inde-
pendent in their functionality. Applications that intend to use version management, 
however, have to implement these innovations and work together with the availa-
ble services for version management. 

A typical application of DB4GeO’s version model is shown in Fig. 5. Here 
geometries of a landslide movement are changing in time being managed by 
DB4GeOs version model supporting the analysis of geological moving crevasses. 
Internally this is realized by generating an alternative workspace for each alterna-
tive version of an object. Hitherto the management of the versions is only imple-
mented as linear history. 

 

                                                           
1 GoCAD is distributed by Paradigm. 
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Fig. 5. Geological moving crevasses managed by DB4GeO’s version model 

4 Implementation issues 

4.1 Services and internet-based service infrastructure 

DB4GeO has been designed for the embedding into web-based infrastructures. 
Therefore a REST-architecture (Fielding 2000) is used. REST is deceptively 
simple—it is based on three fundamental design decisions: 
• Agreement on a global addressing scheme, Unified Resource Identifiers 

(URIs), to identify resources; 
• Agreement on a limited, generic application interface to manipulate resources. 

HTTP provides this generic interface via its “verbs,” which include GET, 
POST, PUT, DELETE; 

• Agreement on common formats, particularly in our case GOCAD®, to 
represent resources. Over time, additional formats have been added to export 
from DB4GeO, including GML and VRML. 
Here are some examples of URIs: 

1. http://server/projects/ 
2. http://server/projects/p1/area1 
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3. http://server/projects/p1/area1/all.gml 
4. http://server/projects/p1/area1/all?3dto2d(CuttingPlane) 
5. http://server/projects/p1/area1/sandsoil?getTimeStep(STEP) 

The result of the first call is a list of available projects managed by the data-
base. The second call gives an overview of the geoobjects that are part of the 3D 
geomodel stored in the geodatabase for the application area “area1” of the project 
with the name “p1.” The third call creates a GML representation of this 3D geomodel. 
The result of the fourth call is the result of the 3D-to-2D-service described in 
Sect. 3.2. Input parameter is a vertical plane (“CuttingPlane”). Finally the last call 
returns a geoobject of type “sand soil” at a given time step. Spatiotemporal opera-
tors are described below. 

4.2 3D/4D data model 

To establish the independent adoption to other OODBMS, an abstraction layer 
was implemented which provides abstract interfaces dealing with connection and 
management of single objects and object sets. The interfaces are accessed through 
factories. Each OODBMS that may be used has to implement those interfaces and 
factories. 

Spatial data sets usually belong to a specified project and a space within the 
project. A project may consist of multiple spaces. A space is responsible for 
efficient and consistent data storage for objects of equal dimension, coordinate 
system, and integrity constraints such as “polygons must not contain holes.” Fur-
thermore, data sets can be stored in temporal workspaces for storing intermediate 
results, e.g., to keep data consistent within service chains. 

4.2.1 Spatial data types 

The geometry library of DB4GeO consists of geometric and analytic objects. The 
relevant classes are Vector3D, Line3D, Plane3D, Point3D, Segment3D, Trian-
gle3D, Tetrahedron3D, and Wireframe3D. The simplex types are collected and 
implemented in the geom package (Fig. 6). A Point3D is the geometric representa-
tion of a point in 3rd dimension. A Segment3D models a bounded line in 3D space 
with references to the start and end Point3D objects. A Triangle3D object is mod-
eled by three Point3D objects and a Tetrahedron3D with four Point3D objects. 

The class ScalarOperator makes methods available to compare scalars with a 
given accuracy constant (space feature). All geometric comparisons are based on 
this principle to avoid errors due to imprecise representations of floating-point 
numbers. The class MBB3D defines a minimal bounding box of 3D objects. 
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Fig. 6. Geometric model of the database objects in UML notation 

Based on the geometry library a geometric model was implemented (Fig. 6). Its 
structure is symmetrical to the dimension of the geometric objects. Putting <Simp-
lex> in place of the k-dimensional Point3D, Segment3D, Triangle3D, or Tetrahe-
dron3D, the model can be described as follows: The class <Simplex>Net3D has a 
number of <Simplex>Net3DComp components. The components have no topolog-
ical coherence to each other. Each <Simplex>Net3DComp models the specific k-
dimensional simplicial complex through an adjacent disjoint set of 3D elements, 
i.e., <Simplex>Elt3D objects. There are no isolated simplexes within those com-
ponents, i.e., they are topologically connected. <Simplex>Elt3Ds are finally direct 
subclasses of the supported simplex types collected by the geometric library. A 
special case of the implementation is the support of solids. The hull representation 
is established by 2-dimensional simplicial complexes implemented in Closed-
Hull3D and ClosedHull3DComp. Those classes wrap around TriangleNet3D and 
TriangleNet3DComp. Area calculations are passed to these simpler classes and 
volume calculations are implemented in the wrapping classes. 

4.2.2 Basic spatial operations 

The database core implements only basic spatial operations. All further operations 
such as input/output, constructing, or sophisticated geometric operations between 
geometric objects are not implemented in the core. 

The basic operations between simplexes may be divided into the following 
types: 
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Basic operations between simplexes, such as 
• testing topological relations between two simplexes with their bounding boxes, 
• testing topological relations between two simplexes with their exact 

geometries, 
• intersection calculations between two simplexes, 
• projection calculations on planes, 
• testing strict equivalence and geometric equivalence, 
• testing validity, regularity, correct shape, 
• calculation of face-simplexes, 
• calculation of specific indicators such as area, volume, center, angle, etc. 

Basic operations between 3D geoobjects, such as 
• testing topological relations between 3D geoobjects and simplexes, 
• calculating boundary elements in each dimension, 
• calculation of specific indicators such as total area, total volume, number of 

boundary elements, number of simplexes per dimension etc. 

4.2.3 Semantic model for spatial data types 

The “semantic” (thematic) model (Fig. 7) implements the attributes, which may be 
attached to the geometric objects. The theme is defined by the class ThematicOb-
ject3D which implements the abstract class Thematic3D. 

Fig. 7. Thematic model of the database objects, showed in UML notation 

Geometric objects are members of a thematic group in which attributes are de-
fined. Floating point numbers, integers, Boolean values, strings and vectors are 
supported. Likewise an indexed table can be defined in runtime to include a col-
lection of data sets for thematic purpose. 

4.2.4 Spatiotemporal data types 

4D objects in DB4GeO are structured into components, which have a unique se-
quence for every single geometry object, such as a triangle. The spatiotemporal 
model of the database objects is shown in Fig. 8. 
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A spatiotemporal component C consists of a set C = {seq1, seq2, .... , seqn} of 
sequences which temporal discretizations are equal (Fig. 9). The elements of C 
build a contiguous and topological invariant net. 

A sequence S = {ste1, ste2, .... , sten} consists of a series of n spatiotemporal 
states (ste). Every element stem+1 is a continuation of the element stem. Each of 
these 4D element states (ste) consists of two 3D objects and a time interval. The 
first 3D object describes the start state and the second 3D object describes the end 
state of an object during this time interval. Every point of a 4D object is stored in a 
Point4DTube PT = {point4d1, point4d2, ..., point4dn}. Each of these tubes consists 
of n Point4D objects and describes one point of the simplex in the specified time 
interval, each Point4D object is realized with one Point3D object and a time step. 

 

Fig. 9. Structure of 4D objects 

Time dependency is one of DB4GeOs key features. Thus besides the request of 
spatial data we offer the ability to access temporal data in a simple and effective 
way. We describe the operators of the data types separately. 

Fig. 8. Spatiotemporal model of the database objects, shown in UML notation 
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1. http://server/projects/p1/area1/object?getSnapshot(INSTANT) 
2. http://server/projects/p1/area1/object?getAverageSpeed 
3. http://server/projects/p1/area1/object?intersects(MBB3D) 
4. http://server/projects/p1/area1/object?isContainedInBox(MBB3D) 
5. http://server/projects/p1/area1/object?isCompletelyContainedInBox(MB

B3D) 
6. http://server/projects/p1/area1/object?getTrajectoryMBB 

4.2.6 4D-to-3D service 

In DB4GeO, spatiotemporal geoobjects are accessed in a simple and effective 
way.  But how do we get the geoobjects at a specified time to step out of the data-
base? To handle this request we have developed the “4D-to-3D service.” With this 
service we offer access to the following queries: 
• “Get one specified geoobject at a specified time step.” 
• “Get all geoobjects contained in a space4D at a specified time step.” 
• “Get one specified geoobject and all its time representations in one response.” 
• “Get all geoobjects and all their time representations in one response.” 

The REST requests of these four sample queries run as follows: 
1. http://server/projects/p1/area1/object?getTimeStep(STEP) 
2. http://server/projects/p1/area1/all?getTimeStep(STEP) 
3. http://server/projects/p1/area1/object.gml 
4. http://server/projects/p1/area1/all.gml 
 

4.2.5 Basic spatiotemporal operations 

• snapshot(instant): computes and returns an object which represents the state of 
this spatiotemporal geoobject at a specified instant with the help of linear 
interpolation. 

• averageSpeed(): returns the average speed of a 4D geoobject. It is the quotient 
of way/time.  

• intersects(BoundingBox box): determines, whether this object‘s trajectory crosses a 
given bounding box. 

• isContained(BoundingBox box): determines, whether this object is contained in 
a given box for at least one arbitrary instant of its existence interval.  

• isCompletelyContainedInBox(BoundingBox box): determines, whether this 
geoobject’s trajectory is completely contained in a given box, in other words, if 
it is enclosed in it during its existence time. 

• getTrajectoryMBB(): returns the minimum bounding box of this object's trajectory. 

The REST requests for these six sample queries run as follows: 

DB4GeO offers operations on spatiotemporal geoobjects, such as: 
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Fig. 10. Results of the 4D-to-3D service at different time steps 

As we can see in Fig. 10, the access to the temporal data is very simple and 
easy structured. With every request we get the 3D geometry of the object at the 
specified time step. The 4D-to-3D service has explicitly been designed to retrieve 
snapshots of moving 3D objects. 

In our further research we are dealing with the change of the topology of 4D 
objects over time. One topic is the refining of the meshing of existing data objects 
over a period of time. Another research topic is the possibility to extend an exist-
ing time interval, at the moment the data model is restricted to a predefined static 
time interval. 

4.2.7 Indexes for supporting spatial and spatiotemporal operators 

To support the spatial operators efficiently, a fast access is necessary on single 
elements of simplicial complexes, such as spatially specified triangles of a triangle 
net. The <Simplex>Elt3D objects are indexed in the class <Simplex>Net3DComp 
and inserted into a spatial access structure via the SAM interface (spatial access 
method). There are two implementations available in the prototype of DB4GeO. 
The class RStar is based on the R*-Tree structure (Beckmann et al. 1990). Fur-
thermore, as an additional spatial access method there is the Octree class availa-
ble. The octree is used to partition a three-dimensional space by recursively sub-
dividing it into eight octants. Its advantage lies in fast insertion times, because no 
re-sort has to be done in this data structure. It is also planned to integrate a spatio-
temporal access method (STAM) into DB4GeO (Rolfs 2005). 

4.3 Storage of geoobjects 

The users of DB4GeO will mostly work with complex objects. For this reason we 
wanted a database that is easy to use and high in performance. Our decision was to 
use an object-oriented database, because of its easy handling with complex objects 
and the proximity to the object-oriented programming language Java in which 
DB4GeO is written. Another reason mentioned by Mueller (2000) is that we need 
an OODBMS “...because of the high level of aggregation and the number of topo-
logical relations between the spatial object classes in geoscientific applications....”  
Furthermore, we intended to provide a database which is on the State of the Art, 
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well documented and modifiable. Our choice fell on the free software database 
db4o (Paterson et al. 2006, DB4O 2009).  

Because db4o meets our requirements, it seems to fit perfectly in our concept. 
The handling of storing objects in the database is quite simple. You just need to 
open a file (which will be created if it does not already exist) and initiate an Ob-
jectContainer. To store one or more objects in a space, you call the set method of 
the ObjectContainer, specifying the object you want to store. DB4O stores “plain” 

with persistence mechanisms (Paterson et al. 2006, p. 6). 
Example of opening a database and start working with it: 

/** open the db4o database **/ 
ObjectContainer db = Db4o.openFile(databasename); 

/** save a project in the database that may contain 1..n spaces **/ 
db.set(project); 

/** get the project out of the database **/ 
ObjectSet result = (ObjectSet) db.get(new NormalPro-

ject(projectName, false)); 
 

Obviously, it is quite easy to store data in the db4o database. There is no need 
to deal with any table schemata. 

To increase the performance and to avoid memory problems, we had to take 
care of the particular storage handling of db4o. We had to adapt the updateDepth 
and activationDepth, because it is not always desirable to activate all possible ob-
jects, as in our situation this could result in a very large graph being loaded into 
main memory. That is why we decided to activate every part of the graph for itself 
when it is necessary to work with it.  

Example of the ActivationDepth handling: 

/** activate the objects of the space to make them available (up to level 16 of the object graph) **/ 
db.activate(space.getObjects() , 16); 

/** save only the object you want to save, not the whole project or space **/ 
db.set(space.getObjectByID(objects[i].getOID().getObject())); 
 

5 Using DB4GeO in the early warning scenario  

DB4GeO is being tested in the introduced early warning scenario “Isarhänge 
Grünwald.” The following heterogeneous data are managed by DB4GeO: 
• digital terrain model (resolution of 2 m),  
• drilling profiles (borehole data), 
• approximated surface model in 3D space. 

The approximate surface model has been designed manually with the 3D mod-
eling tool GOCAD® and then stored in DB4GeO. Thus the basic 3D database 

objects – i.e. such objects that do not need to know about, or be altered to work 

With these extensions, the storage of arbitrary single objects and set of objects 
is provided by passing the maximal depth – e.g., the level in object hierarchies – in 
the graph during activation of the corresponding space. 
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operators (intersects, isContained, boundingBox) and services (3D-to-2D service) 
are applied to the surface model. 

Figure 11 shows the approximate surface model of the application area and the 
result of the 3D-to-2D service to our application scenario “Isarhänge Grünwald.” 

 

Fig. 11. (a) Approximate surface model of application area “Isarhänge Grünwald” 
(b) Result of 3D-to-2D service 

A typical workflow, i.e., geodatabase session in this scenario is described as 
follows: 

1. Export the 3D model from the 3D modeling tool and import it into DB4GeO. 
2. Use the DB4GeO services (e.g. 3D-to-2D service) for data retrieval. 
3. Work with the spatiotemporal client application analyzing the temporal 

change of landslides. 
For example, the following types of analysis are supported by our geodatabase 

architecture: 
• Operation snapshot(instant) of the geodatabase architecture returns the status of 

a slope at a given time point or time interval. Part of our future research is the 
implementation of advanced operations concerning the interpolation of objects 
between two snapshots. 

• Operation averageSpeed() of the geodatabase architecture supports movement 
aspects of landslide analysis returning the average value for time series of 
measured location data, e.g., for a given crevasse. 

• Operation getTrajectoryMBB() of the geodatabase architecture returns the area 
of interest (3D box), e.g., the region in which a boulder has moved during a 
landslide. 
Together with simulation tools, the spatial and spatiotemporal services of 

DB4GeO are supporting the analysis of landslides. For advanced early warning 
functionality such as “triggering” a client application when the content of the geo-
database has changed, DB4GeO is being coupled with suitable services such as 
GeoRSS (http://georss.org). This functionality will be important for future works. 
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6 Conclusion and future research  

In this chapter we have described the concepts of DB4GeO, an object-oriented 
3D/4D geodatabase. Particularly its service-based architecture and 3D/4D data 
model including spatiotemporal operations enable DB4GeO to support geograph-
ers by providing web-based access and by archiving 3D/4D data. Its application to 
an early warning scenario of landslides near Munich, Germany, has been demon-
strated by operations of the geodatabase architecture. 

In our future works database applications for early warning of landslides will 
profit from accessing (key, value)-pairs of finite element models used in numerical 
simulations. Therefore the geodatabase has to be coupled with finite element mod-
el libraries. Obviously, further “plug ins” or Java-wrappers have to be made avail-
able to couple DB4GeO with other external software libraries. Coupling DB4GeO 
with advanced time-dependent services will allow early warning applications to 
react to changes in the geodatabase and to trigger special geoservices. Undoubted-
ly DB4GeO would also profit from interoperating with a distributed software en-
vironment for early warning, consisting of services for statistical analysis (Gallus 
et al. 2007) and linguistic information extraction or mechanic geotechnical simula-
tion (Trauner and Boley 2009). 
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Abstract 

Over the last few years, the phenomenon of woodland fires has become ever more 
widespread, this is also due to changes in climatic conditions; unfortunately, ex-
perience has shown that the consequences for the environment and human life are 
very serious if the extinguishing operations are not timely.  Starting from a brief 
analysis of the most important available models to simulate fire evolution, the aim 
of this work was to propose a dynamic prototypal GIS to support the forecast of 
woodland fire spread and the management of the available resources for extin-
guishing operations. Currently GIS technology offers many tools for the imple-
mentation of analytical models that are useful to evaluate the temporal and spatial 
evolution of natural phenomena. Specific functionalities for network and lifeline 
management are also available that make it possible to create a decisional support 
system (DSS) to obtain the real-time optimization of resource allocation. 

In this chapter we introduce a model-based approach developed in the GIS en-
vironment, in which a well-known fire spread model has been implemented and a 
specific analysis of the road network has been carried out to supply real-time in-
formation about the optimal route to reach fires. The proposed methodology has 
been applied to two different case studies: to the territory of Mount Etna (Province 
of Catania), and to the Province of Enna, both in Sicily. The result is a DSS GIS 
environment by which it is possible to evaluate and to display real-time maps 
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Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_7, © Springer-Verlag Berlin Heidelberg 2010 

about: (1) the velocity and the preferential direction of a simulated fire; (2) the 
best route to reach the front of the woodland fire. 
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1 Introduction 

Woodland fires are part of the ‘historical’ problems that threaten our natural envi-
ronment. The high number of events that each year is registered around the world 
and the consequent great loss of wooded areas make it necessary to pay great at-
tention to the measures that can be adopted to protect one of the most precious re-
sources of a territory. In this sense, if it is opportune to adopt preventive and re-
pressive measures, both useful to reduce the number of the events, on the other 
hand, when an event has begun, it is necessary to provide an efficient and quick 
coordination of air and land extinguishing means to limit devastating effects. 

Therefore, to contain damage, it is absolutely indispensable to use the most ad-
vanced technology that allows the elaboration of realistic forecast scenarios of the 
evolution of the fire event, which will then be of great importance for planning 
and managing the emergency resources and services. In this sense, GIS technol-
ogy, by which it is possible to elaborate spread models to simulate the front of fire 
movements, is really an answer for the above described problems. Moreover, as 
we propose in this chapter, it is possible to integrate these evaluations in a more 
articulated procedure that allows the identification, in different contexts, of the 
best path for extinguishing means to reach the fire. 

The developed GIS, which represents a Decision Support System (DSS), can be 
profitably used not only during emergencies, but even during the phase of plan-
ning because, using the simulations of multiple predictable scenarios, it allows the 
identification of critical points of road networks for linking the fire front to the ter-
ritorial resources necessary for the organization of the interventions. 

2 Fire spread models 

There are many available fire spread models: most of them are based on equations 
of energy conservation opportunely adapted by many tests and experiments to 
simulate the fuel behaviour of different materials. Some of the models, such as the 
one proposed by Rothermel (1972) or another proposed by Albini (1976), are not 
very recent but they are still frequently used today. There are also more recent 
models such as FARSITE (Fire Area Simulator, Finney, 1998), which is a deter-
ministic and mechanistic model of forest fire growth and spread based on existing 
fire behaviour models of surface fire spread (Albini 1976, Rothermel 1972), 
crown fire spread (Rothermel 1991, Van Wagner 1977, 1993), spotting (Albini 
1979), point source fire acceleration (Forestry Canada Fire Danger Group 1992), 
and fuel moisture (Nelson 2000). Another important model is Prometheus (2006), 
which is a deterministic fire growth simulation model, coming from a national in-
teragency project endorsed by the Canadian Interagency Forest Fire Centre 
(CIFFC) and its members. It uses spatial fire behaviour input data on topography 
(slope, aspect and elevation) and FBP fuel types, along with weather stream and 
FBP fuel type lookup table files. Another important model is Phoenix, which is 
one component of a bushfire risk management model, developed by Bushfire 
CRC, for southern Australia. 
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In this chapter the focus is not connected to the qualities or the differences be-
tween models, but the purpose is to verify the possibility of implementing models 
into the GIS environment, in order to relate the simulating results to the other 
typical spatial functionalities, such as network analysis or management. For this 
reason, the model we chose to realize this GIS application is the ‘traditional’ one 
proposed by Rothermel in 1972, a milestone in this sector: this model, in fact, is 
still today one of the most used and it is the basis of many others. Running the 
simulation model into GIS environment, we wanted to propose a wider integrated 
woodland fire emergency management application in which also resources for ex-
tinguishing are taken into account, as well as providing the best routes on the 
available road network. 

In particular, the model of Rothermel can represent the ‘behaviour’ of an ad-
vancing fire that spreads in homogeneous and continuous fuel, carrying out the 
speed of the fire-head (that is the quickest part) so that it is possible to evaluate the 
potential path of the fire itself. In a more detailed way, Rothermel’s equation has 
been developed into the hypothesis of superficial, uniform, continuous layers ad-
jacent to soil, made of live and dead combustible material, of 2 m thickness, in sta-
tionary conditions and distant from heat source that started the fire. The model de-
scribes the way in which a fire moves forward in combustible material as a series 
of ignitions that progress like a ‘contagion’, and it expresses the speed that brings 
the fuel bands adjacent to the fire front to the ignition temperature. These charac-
teristics are particularly useful in implementing the model in GIS environment. 
Without any other theoretical details, for which we suggest specialist studies, we 
draw your attention to Rothemel’s equation: 

3 Implementation of the model and simulation of a fire 
event by GIS 

This study was applied to two sample areas: Etna Park (Province of Catania), on 
the east side of the volcano, where a thick road network that drives into the 
wooded areas is present, and in another area in the Province of Enna, where many 
fires have burnt large tracts of woodlands over the last few years. The latter is very 
good because we have much information about woodland characteristics and data 

  (1) 

where R is the fire front propagation speed [m/min], Ιr is the reaction intensity 
[Kcal/m2

 min], ξ is the propagating flux ratio, ΦW is the wind coefficient, ΦS is the 

number, and Qig is the heat of pre-ignition [Kcal/Kg]. In the formula (1), the nu-
merator represents the quantity of heat that combustible material has received; the 
denominator, instead, is the heat quantity necessary to bring it to ignition tempera-
ture. Because a detailed knowledge of these factors is very difficult, Rothermel re-
duced the different vegetal typologies to different combustible material ‘models’, 
useful for immediate application by the formula.  
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slope coefficient, ρb is the ovendry bulk density [Kg/m3], ε is the effective heating 
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about past fires useful for comparison with the results of simulations. As concerns 
the Etna Park sample area, its territorial conformation is perfect to the GIS imple-
mentation we propose in this chapter, both for the model application and for net-
work analysis. The model of Rothermel was implemented in GIS environment by 
a series of GRID themes, each one corresponding to one of the variables in the 
equation. The informative contents of some themes (Ig, ξ, ρb, ε, Qig) was mainly 
obtained not only from scientific literature data (combustible models) that referred 
to the characteristics of dominant vegetation species in studied wooded areas, but 
also from information (such as tree density, or the average concentration of com-
bustible materials on the soil, etc…) deduced from documentation and thematic 
maps that are the property of the Province of Catania Administration and Etna 
Park Organization, or the property of the Province of Enna. The GRID theme 
linked to slope coefficient (ΦS) was calculated by a Digital Terrain Model (DTM) 
of the studied area that resulted in a slope map. As concerns the wind coefficient 
(ΦW), an index that represents the exposition and the scalar speed of wind, a uni-
form value on all cells was assumed. 

For each of the realized GRID themes we adopted just one cell dimension, 10 × 
10 m, because of the necessity of a continuous comparison with the vector themes 
of the road network. This dimensioning, that in relation to the general scale of the 
work (1:25000) could appear of excessive detailing, is absolutely necessary both 
for the physical elements that are involved in the modelling procedure, and to give 
reliability to the verification of the approaching path of extinguishing  means, as 
we show in the next part of the chapter. Using the application of Rothermel’s 
equation to the above described themes, we obtained a new GRID map where the 
value of each cell represents the potential spreading speed of the fire front ex-
pressed in meters/minutes (Fig.1). 

 

Fig. 1. Speed of fire front spreading evaluated by the Rothermel model (Etna) 

At this point, because the first objective was to determine the spreading times 
and the distances covered by the fire front, a process of data elaboration was acti-
vated, finalized to use some proper GIS functions opportunely adapted to specific 
themes that we were working on. 
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A first elaboration was carried out to produce a new GRID theme in which each 
cell is associated to the inverse of the calculated spreading fire velocity. On this 
last GRID, after we made the hypothesis of a punctual origin of a fire, a spatial 
analysis using the function Distance  CostWeighted was realized; in this way, we 
obtained a new GRID theme, in which the value of each cell represents the time 
(in minutes) necessary for the same cell to be reached by the fire from the sup-
posed origin. The CostWeighted function was adapted to the modelling of the 
phenomenon, using as ‘impedance’ a referring GRID theme (to be more precise, 
the inverse of the fire spread speed, calculated thanks to Rothermel’s model) and 
multiplying the values of each cell for the relative distances from the punctual hy-
pothesized origin (in meters). In this way we obtained, cell by cell, a map of the 
necessary times for the fire ignition, based on the calculated fire spread speed and 
on the hypothesized origin (Figs. 2 and 3). 

 

Fig. 2. Map of time needed for ignition and most likely line-path of the fire spread 
(Mount Etna, wind coming from North-West to South-East) 

Thanks to this last elaboration, it was possible to elaborate another spatial 
analysis using the Distance  ShortestPath function to identify the most probable 
approaching path of the fire. The ShortestPath function works on the GRID ob-

destination that has to be assumed. The line that joins this destination point with 
the hypothesized other point for the origin of the fire defines the main wind direc-
tion that, in case of considerable air speed, is certainly the same direction of the 
most likely spreading of the fire front. Therefore, the ShortestPath function carries 
out, on the basis of the last evaluation about potential fire speed and the main wind 
direction, a path, made by ‘minimum cost’ cells: these are the cells where the fire 
spread is most likely, because the tendency to burn is higher. The ShortestPath 
function, of course, allows the identification of only a ‘line of contiguous cells’, 

tained by the Costweighted function, elaborating it again in function of a punctual 
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which is not directly connected with the real width of the fire front; to represent in 
a more realistic way the phenomenon (in the hypothesis of constant speed and 
wind direction) it could be possible to use an average ‘opening angle’ on the ori-
gin point, using values inversely proportional to the wind velocity. At the end of 
the described elaborations it was possible to extrapolate iso-time contours on the 

the points (or, better, of the cells) that could be reached by the fire at the same 
time (Figs. 2 and 3). Verifying the intersections between the iso-time contours and 
the main spreading path of the fire front evaluated by the ShortestPath function, it 
was possible to make available a methodology to understand the advancing of the 
simulated fire in time and space. 

 
Fig. 3. Map of time needed for ignition and most likely line-path of the fire spread 
(Baronessa, in the Province of Enna, wind directions North, East, West, South) 

4 Road network analysis to identify and update in real 
time the best approaching route for extinguishing  
means 

The time-space simulation of woodland fires carried out by the proposed method-
ology can be profitably used to optimize the management of the emergency, based 
on the available territorial and infrastructural resources. Using a GIS network ana-
lyzer module, it is possible to identify the best operation center, (for example, a 
fire-brigade) that is able to make its land means reach the fire front first, and to 
choose the best approaching route. During the time needed  to reach the ‘destina-
tion’ indentified when the alert started, it is possible that the fire front has gone 

GRID theme obtained by the CostWeighted function, which represent the place of 
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beyond the destination itself or has destroyed some sections of the assigned path 
because of the variability of the phenomenon in relation to meteorological condi-
tions. In this sense, a second quick verification of first selected path is needed and 
eventually its new definition, updating the destination and, if necessary, excluding 
road sections not useful for interventions. 

The network analyzer, considering the characteristics of roads selected for the 
approaching path and the real traffic conditions can be also used to obtain real- 
time evaluations of travel time and to verify the position of means in relation to 
the contextual evolution of the fire front spread. To obtain these results, the RTK 
transmission of the position surveyed by GPS receivers installed on extinguishing  
means would allow the main operation center to evaluate, minute by minute, the 
movements and possible delays (for example due to traffic) of its squads and to 
elaborate again the proposed methodology to update the approaching route. 

 

 

Fig. 4. Identification of the optimal approaching route in function of the most 
likely fire front position 

the position of the fire at the alert time; the one given with continues line refers 
to the most likely position of fire front after 120 min. It is useful to notice that 
the second solution (that also takes into account the travel time) consists not only 
of the evaluation of a new path, but also of the possibility of selecting a new start-
ing point. This is very important to manage the emergency, because it is possible 
to identify the best operation center to be activated for the operations. The flow 
hart of Fig. 5 summarizes the different phases of the proposed procedure.  

For example, in Fig. 4 we show two different approaching routes: the one rep-
resented with dashed line has been evaluated by the network analyzer considering 
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Fig. 5. Flow chart of the proposed procedure 

5 Conclusions 

The proposed procedure is based on GIS functions that can build a decisional sup-
port system useful both to manage fire emergencies and to provide precautionary 
plans, related to critical points that the system is able to highlight by the simula-
tion of scenario events. After a short analysis of available fire simulation models, 
we chose Rothermel’s model, which is one of the most used. Different tests were 
carried out on the mountainous area of Etna and in the territory of the Province of 
Enna, implementing the chosen model on wooded areas. The procedure is articu-
lated in two different, independent but interconnected phases: a spatial analysis 
that allows the simulation of the fire spread by the implementation of Rothermel’s 
model on specific GRID themes; a network analysis extended to the road network 
system, that defines and, eventually, updates the best origins and routes for extin-
guishing means, also evaluating travel time. 

The emergency management would be helped by the use of ‘real-time’ GIS, us-
ing information that could be transferred to the main operation center by GPS re-
ceivers installed on the extinguishing means moving to the fire front, and by a 
special meteorological parameter monitoring system. 
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Cartographic Support of Fire Engine Navigation 
to Operation Site 

Vít Voženílek and Lenka Zajíčková 

 

Abstract 

This chapter deals with traffic accessibility for fire engines within the city of 
Olomouc. The present way that drivers navigate (by hardcopy pre-prepared maps) 
is inefficient. Modern geoinformation technologies offer powerful capabilities to 
make navigation more convenient. The authors discuss the possibilities of GIS ap-
plication based on network analysis over spatial databases fully equipped with at-
tributes which are crucial for simulation of real-time fire operation. The attributes 
are mainly time of day, traffic density, road-works etc. Existing web-based map 
servers with a route planner module are tested as a technological environment for 
the application. Preliminary results show that various servers come up with differ-
ent solutions. Inaccuracy is not allowed. Analytical aspects of the application re-
flect the authors’ collaboration with Olomouc Fire Rescue Service. The main em-
phasis is put on cartographic aspects of navigation instructions fitted to drivers’ 
abilities to read traffic situations. 

1 Introduction 

Many studies classify spatial information as one of the most valuable commodities 
of the current economic environment. They are part of a number of strategic decision-
making processes in economy, politics, science and other areas. Cartography plays 
an important role in this. A map is a unique document that can give us a signifi-
cant amount of spatial information in a quick and accurate way (Voženílek 2005). 
This is the reason why maps are commonly used for decision making and naviga-
tion in various practical fields (Charvát et al. 2008).  

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_8, © Springer-Verlag Berlin Heidelberg 2010 
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The article presents a critical view of the use of cartographic works for the ac-
tivity of the Fire Rescue Service e.g. in the Czech Republic. It is based on the fact 
that fire brigade operations can be considered typical spatial tasks. Solving such 
tasks can become much more efficient when using thematic maps. Together with 
spatial analyses in the GIS environment they make a strong tool for effective solu-
tion of tasks connected with fire brigade operation. 

However, the reality is different. The Fire Rescue Service rarely uses maps, 
mostly because they are not aware of the advantages of acquiring spatial informa-

The authors are convinced that if maps (proper ones, i.e. thematic maps with 
emphasis on fire brigade needs) are used by the Fire Rescue Service, there will be 
considerable increase in the efficiency of their activity, especially shorter arrival 
time and better assessment of land-based activities, e.g. localization of operation 
sites (the most frequent location of fires, the most common arrival routes, the 
best/worst routes, etc.).  

The aim of the article is to specify the role of cartography to support, ensure 
and improve fire brigade with navigation, using the example of the Olomouc Fire 
Rescue Service. 

2 Current situation of using maps during fire brigade 
operations 

One of the crucial tools for orientating in real space is the map as a product of car-
tographic visualization which is a set of map-related graphic procedures for analy-
sis of geospatial data and information. Most activities in emergency management 
are spatially based and require tools with spatial concept (Crampton 2003). The 
relevant analytical and cartographic information referring to locational informa-
tion about emergency operations from public maps provides Forrest who con-
ducted research on maps for public information (Forrest 2007). Public maps tend 
to be very simple and generally have little information beyond target sites of fire 
brigade operations. Such maps with low accuracy of relevant information do not 
give confidence and should be replaced by scientifically completed thematic 
maps. These can be part of public participation in local policy decision making by 
web-mapping according to a concept presented by R. Kingston (2007). 

Currently, maps are used rarely during fire brigade operations. An operation of-
ficer in the relevant operation centre is notified of an emergency. The officer en-
ters information acquired from the caller into the Spojař system (Maršík and 
Uchytil 2007). The type of event and its extent, information about the caller and 
his or her contact number, as well as spatial information, especially the municipal-
ity, street or highway designation, type of building, building number, floor, are en-
tered into the system.  

considerable investment into highly developed and costly equipment for effective 
operations, the fire fighters have managed to get along without maps.  

tion from them (see Fig. 1). It is quite surprising that even though there has been 
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The operation officer then adds the arrival route, which also includes possible 
water sources, and determines the operation technique. Each workplace of an op-
eration centre is equipped with two monitors. One shows the operation informa-
tion in the Spojař system, the other shows map materials in the GIS product 
“GISCln” by the company RDC Kladno s.r.o. The product is part of an integrated 
system “Výjezd”. After entering information into the Spojař system, the GISCln 
monitor shows a 1 : 30 000 map segment localizing the operation site (Maršík and 
Uchytil 2007) (See Fig. 1). 

 

 

Fig. 1. The present method of a driver’s navigation to the operation site used by 
the Olomouc Fire Rescue Service: a textual file of list of streets in firefighter’s 
hands 

The GISCln system is interconnected with the Spojař system unilaterally. If the 
operation officer finds out that the stated address is not correct and wants to cor-
rect the operation site address in the GISCln system, the Spojař system does not 
react by changing the operation site address as well (Maršík and Uchytil 2007). 
Therefore, the address has to be corrected by a complicated process of entering all 
operation site parameters, not simply by “clicking” on the map. The drawing of 
the operation location is represented by one big red precinct on the map. The indi-
cation of the arrival route is absent altogether.  

In addition to the above mentioned technology the Olomouc Fire Rescue Ser-
vice uses the GIS Viewer administered by the GIS Unit of the Communication and 
Information Systems Department. The application’s weakness is the out-of-date 
data. The operation centre also has the GIS data from the Call Centre of the emer-
gency line 112 at its disposal, using the same principle of operation site localization. 
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Map materials from the above mentioned applications come from the internal data 
warehouse of the Fire Rescue Service of the Czech Republic situated in the town 
of Lázně Bohdaneč. They make use of various sources, e.g. the ZABAGED data-
base (COSMC), StreetNET (CEDA), the T. G. Masaryk Water Research Institute, 
Czech Statistical Office, etc. (Mikulík et al. 2008). However, the data in the appli-
cations are not complete and are only seen by the operation officer in the office. 
The fire fighters’ operation technology contains only a paper operation order 
which contains the operation site address and textual description of the arrival 
route. 

2.1 Calculation of arrival route 

The implementation of GIS-based network representations for transportation ap-
plications has increased dramatically over the past decade, with nearly ubiquitous 
availability of location services and address-based driving directions (Curtin 
2007). Although network analysis in GIS has been largely limited to the simplest 
routing functions, the recent past has seen the development of object-oriented data 
structures, the introduction of dynamic networks (Sutton and Wynam 2000), the 
ability to generate multinodal networks and the use of simulation methods to gen-
erate solutions to network problems. Some network flow modelling functions have 
also been implemented, although there are substantial opportunities for additional 
theoretical advances and diversified application.  

The arrival route is determined in a nonanalytical way. The operation officer 
uses the monitor to identify with the use of the GISCln system an approximate lo-
calization of the operation site (black precinct) and disposes of a textual file with a 
description of the arrival route. The file had been created in the following way: a 
selected worker used the map of the city of Olomouc to create a computer file 
containing a list of arrival streets for a particular operation site from the central of-
fice situated in the street Schweitzerova 222/91. Such a file with a list of arrival 
streets had been created for each street in the city of Olomouc. However, the arri-
val route is not calculated, it was decided as the worker saw fit. Since then the 
files have not been updated, only supplemented with files related to newly built 
streets. In the same way the descriptions of routes related to municipalities of the 
adjacent districts had been created. These contain two parts – a route to reach the 
municipality and navigation throughout the municipality. Both parts count on 
good knowledge of streets and excellent orientation in the municipalities. If the 
fire engine takes the wrong way or does not know how to reach the operation site, 
the operation officer assumes the responsibility for the navigation of the fire en-
gine to the operation site. However, the navigation means that the operation offi-
cer uses a paper map to determine the fire engine’s position and uses a walkie-
talkie to lead them to the operation site. This means that the operation officer is 
also supposed to have good knowledge of the whole district, be aware of all newly 
constructed roads, road changes (e.g. construction of street refuges which could 
hinder the fire engine) or current traffic situation (e.g. traffic jams, narrowed pas-
sageway, etc.). 
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2.2 Cartographic representation of arrival route 

Definition of the arrival route is provided in the form of a textual file of approxi-
mately. three lines. This means that an excellent orientation of the fire fighters in 
their district is supposed, as well as their perfect knowledge of the total of 669 
streets in the city of Olomouc. This knowledge is ascertained by monthly drives 
when the fire fighters drive through the streets, revise the street network and moni-
tor the road negotiability, quality, restrictions, etc. When new drivers are hired, 
they drive through streets and learn them by heart. The arrival route description is 
in fact a sequence of street names, together with the information whether to turn 
right or left at intersections. The size of the Olomouc Fire Rescue Service district 
almost corresponds to the administrative district of Olomouc.  

2.3 Information about arrival route 

The information about arrival route has the form of a textual “Operation order”. It 
is a spatial task described as in a cookbook. However, compared to the cookbook 
pictures, i.e. a map containing the arrival route, are absent. Pictures can be read 
very quickly. Therefore, it is quite surprising that fire fighters in emergency situa-
tions use arrival route representation and description in the form of several lines 
written on a piece of paper.  

3 Case study 

When dealing with the analytical aspect of the task (calculation of the arrival 
route) we took into account the fastest route, both the day-time and night-time al-
ternative, as well as the seasonal alternative, because all these conditions influence 
the arrival time (Lehmann et al. 2005). Traffic density, car parking situation and 
conflicts with pedestrians are different during the day and at night. For example at 
3 p.m. the rush hour in the city of Olomouc can considerably influence the arrival 
route calculation.  

The pilot case study contains three tasks which demonstrate deficiencies of the 
current solution, a proposed solution and their comparison. Two different web 
map route planners (Google Maps and Mapy.cz) were used to discover if currently 
used arrival routes by Olomouc Fire Rescue Service are calculated as the fastest 
routes to selected operation sites. The authors use the case study for demonstration 
of one typical situation in fire rescue services, not for showing general state 
worldwide. 
 
3.1 Task 1 – Short route in the city 
 
Operation site: Hynaisova 9a, Olomouc (the winter stadium in Olomouc) 
Arrival route alternatives: 
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• Schweitzerova ⇒ Velkomoravská ⇒ Albertova ⇒ Štítného ⇒ Havlíčk-
ová ⇒ tř. Svobody ⇒ Legionářská ⇒ Hynaisova; arrival route length: 
3.2 km; arrival time: approx. 7 min: 

 

 

Fig. 2. First possible arrival route (dark line) to the winter stadium in Olomouc 
(automatic calculation at Google Maps)  

 
• Schweitzerova ⇒ Velkomoravská ⇒ Albertova ⇒ Foersterova ⇒ 

Litovelská ⇒ Palackého ⇒ Hynaisova; arrival route length: 3.7 km; 
arrival time: approx. 7 min  

 

 

Fig. 3. Second possible arrival route (dark line) to the winter stadium in Olomouc 
(automatic calculation at Google Maps) 
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• Schweitzerova ⇒ Polská ⇒ tř. Svobody ⇒ Legionářská ⇒ Hynaisova; 
arrival route length: 3.0 km; arrival time: approx. 8 min; this is the route 
currently used by the fire engine drivers following a prescribed itinerary: 

 

 

Fig. 4. Arrival route (dark line) to the winter stadium in Olomouc currently used 
by the Olomouc Fire Rescue Service 

The first and second routes were created using the Google Maps route planner. 
Figures 2 and 3 represent the fastest route alternatives while the second route (Fig. 
3) is longer than the first one (Fig. 2). Figure 4 represents the shortest but not the 
fastest route which is used in most cases by Fire Rescue Service. Only during the 
time when there are expositions on the Flora Olomouc exhibition grounds the 
route changes and the second alternative is used, so that the fire engine avoids the 
city centre and the Flora Olomouc exhibition grounds and saves time. It proves 
two findings: that the currently used arrival route differs from the fastest route and 
Google Maps finds different automatically calculated routes. 

 
3.2 Task 2 - Exiting the city using minor outward-bound roads 
 
Operation site: Nádražní, Senice na Hané (big hop-field) 
Arrival route alternatives: 

• Schweitzerova ⇒ Velkomoravská ⇒ Pražská ⇒ II/448 Ústín ⇒ 
III/44816 Vojnice ⇒ III/44815 Senice na Hané; arrival route length: 16.5 
km; arrival time: approx. 28 min  

 
Although this route goes off the highway (which is faster than lower class 

roads) it is the currently used arrival route by the Fire Rescue Service because the 
fire engine’s velocity is restricted to 90 km/h. This is the reason why the drivers 
choose secondary roads, where the route is shorter (but not faster). 

 



120      V. Voženílek and L. Zajíčková 

 
Fig. 5. Arrival route (dark line) to the hop-field Senice na Hané currently used by 
the Olomouc Fire Rescue Service 

• Schweitzerova ⇒ Velkomoravská ⇒ třída Míru ⇒  I/35 Unčovice  ⇒  
II/449 Unčovice ⇒ III/44916 Senice na Hané ⇒ Žižkov ⇒ Sokolská ⇒ 
Nádražní; arrival route length: 20.9 km; arrival time: approx. 25 min 

 

 

Fig. 6. The fastest route (dark line) to the hop-field Senice na Hané (automatic 
calculation at Mapy.cz) 

Both above stated routes (Figs. 5 and 6) were derived using the web map route 
planner Mapy.cz. The first route (Fig. 5) is the shortest one, the second arrival 
route (Fig. 6) is the fastest one. The fire engine drivers use the first alternative 
strictly. If  the operation site address is different or it is necessary to go through 
the Senice na Hané municipality to its other end, the drivers choose a route via the 
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R35 highway but arrival time is longer. The web Mapy.cz cannot bring into route 
calculation any additional requirements but is popular among engine drivers for 
their private activities. 

 
3.3 Task 3 – Operation in a different district (a great distance from the 
city) 
 
Operation site: Dykova 8, Prostějov (Palírna u Zeleného stromu Starorežná Prostě-
jov distillery; one of the biggest distilleries in the CR) 

Arrival route alternatives: 
• Schweitzerova ⇒ Velkomoravská ⇒ Albertova ⇒ Brněnská ⇒ R46 

Prostějov-sever ⇒ Konečná ⇒ Olomoucká ⇒  Vápenice ⇒ Blahosla-
vova  ⇒ Plumlovská ⇒ Březinova ⇒ Dykova; arrival route length: 19.6 
km; arrival time: approx. 21 min 

 
Fig. 7. The shortest route (dark line) to the distillery Palírna u Zeleného stromu 
(automatic calculation at Mapy.cz) 

• Schweitzerova ⇒ Velkomoravská ⇒ Albertova ⇒ Brněnská ⇒ R46 
Prostějov-centrum ⇒ Kralická ⇒ Dolní ⇒  Wolkerova ⇒ Palackého  ⇒ 
Plumlovská ⇒ Březinova ⇒ Dykova; arrival route length: 20.6 km; arri-
val time: approx. 20 min; this is the route currently used by the fire en-
gine drivers: 
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Fig. 8. The arrival route (dark line) into a different district currently used by the 
Olomouc Fire Rescue Service calculated at Google Maps as the shortest route 

Even though there exists a shorter and faster alternative (Fig. 7) to the currently 
used route (Fig. 8) it is not possible to enforce this route due to the drivers’ unwill-
ingness to learn new routes. The psychological barriers are the most serious troubles 
in a new map approach implementation into Fire Rescue Service activities. 

Above-mentioned tasks make evident that calculated arrival routes within dif-
ferent map servers differ in both parameters (length and time). None of web map 
route planners was able to include into arrival route calculation other valuable pa-
rameters (at least day/night time, seasonal alternative, traffic density or car park-
ing situation). This is a reason to calculate the routes in analytical GIS packages 
with correctly evaluated road networks and sophisticated algorithms, for example 
Dantas et al. 2000.  

4 Related problems and possible use of GIS 

The current solutions of spatial tasks by the Olomouc Fire Rescue Service have a 
relatively high number of deficiencies. The issue of fire hydrants has become very 
important. The best solution would be to create a layer of fire hydrants, and thus 
provide information about available water supplies in the case of a more extensive 
fire. However, the low-quality management of hydrants provided by the water 
company Moravská vodárenská a.s. obliges the Fire Rescue Service to use natural 
water sources in most cases. Hydrants are often out of service, locked or lack 
high-enough pressure. In the case of a fire the minutes spent without using water 
have damaging consequences. The fire engine has to go kilometres away to fetch 
water. Therefore, up to four fire units are called to deal with one fire. Another 
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reason for this is that the operation officer wants to take precautions for the possibil-
ity that the owners of the property may claim for damage caused by lack of water 
(one fire unit runs out of water and another one has not reached the site yet). 

Another problematic issue is that of the accuracy of the operation site localiza-
tion. The caller informing the fire brigade about a fire is often not able to localize 
the site or localizes it inaccurately. This should have been solved by a localization 
technology making use of incoming call phone numbers. Unfortunately, this is of-
ten hindered because of the strength of a transmitter signal and the position of the 
transmitter in relation to the caller. In case the transmitter is obscured, the accu-
racy can range in order of thousands of metres. Even localization of fixed lines is 
faulty because it is based on the address of the owner, not the line itself.  

It is compulsory to give notification of burning brushwood in forests and burn-
ing waste. Some subjects perform this on a regular basis and always notify the 
relevant authorities. Such notification contains date and location, responsible per-
son and his or her contact details (most often it is a mobile phone number). A 
possible alternative would be an online notification of regular or repeated burning 
using an electronic form; this record would be automatically assigned a carto-
graphic symbol (e.g. an orange flame in the map) in the operation centre (Li 
et al. 2007, Kebair and Serin 2008). After reporting the end of the burning the 
symbol would disappear. 

Another effective use of the GIS for the Fire Rescue Service is related to fires 
in newly built houses and industrial objects. According to the regulation no. 
23/2008 Coll. such objects shall be equipped with an electronic fire alarm system. 
In the case of fire, a fire alarm would be activated and a symbol of fire would 
automatically appear on the location of the building on fire. After clicking the 
symbol an operative card would appear with prefilled contact details of responsi-
ble persons and further information needed by the fire brigade.  

In the case of a car accident, it is quite difficult to ensure accurate localization. 
Every year a high number of deaths related to car accidents are due to late arrival 
of the first-aid and fire rescue services (who have to cut the injured person out of 
the car in more serious accidents). Either the people are in a critical state of health 
and are not able to call for help themselves or they are in shock and are not able to 
provide correct information after calling 112. Often the operation officer gets two 
different descriptions of the site from two or more callers. Such difficulties could 
be solved within the eCall project guaranteed by the European Union. It consists 
in wireless communication between the car and the 112 Call Centre operator. Im-
mediately after the accident, due to impact detectors or data from the car’s control 
unit, an automatic notification is sent to the staff of the integrated rescue system. 
The system accurately determines the number of passengers in the car, the car’s 
velocity before crashing and the number of activated airbags. Using the GPS re-
ceiver the car’s location is determined, with accuracy within metres. The accident 
location is shown at the operator’s monitor, with immediate evaluation of arrival 
route length. The first such cars are planned to emerge in 2012. Originally, the 
system should have been part of cars’ compulsory equipment but now it seems 
that the car manufacturers will offer it as optional. In the Czech Republic the  sys-
tem is being tested. 
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5 Implementation of map navigation into fire rescue 
service operation 

Using map navigation as part of Fire Rescue Service operation seems more than 
logical. Primarily maps with contents thematically adapted for fire engine drivers 
should be used. However, it is necessary to keep in mind that incorrect use of such 
maps in real situations could be counter-productive, or even highly dangerous 
(Labadie 2005). The challenge for fire rescue service operations are ubiquitous 
maps which receive, analyse and present data to a user in a remote location using 
mobile and wireless technologies (Raper et al. 2007). 

The danger lies in an incorrectly calculated arrival route in the sense of not tak-
ing into account some of the roads’ parameters.  Road works, speed bumps or 
street islands designed to regulate vehicle speed have to be taken into account. 
This has to be done in case large-volume equipment is used and it could be slowed 
down or even stopped altogether. The restriction in the form of bridges is also im-
portant. This can concern both height and weight of the vehicle, e.g. the emer-
gency vehicle CAS 24-Scania 4x2 is 8 × 2.55 × 3.37 m big and 18 t heavy. The re-
strictions mentioned are not unexpected. They can be taken into account 
beforehand  if the terrain is well mapped. However, the fire brigade does not take 
into account road closures and road works. These are temporary and because the 
communication between the fire brigade and the administrative authorities is de-
fective the operation officer cannot work with such data.  In practice the drivers’ 
observation is relied upon – they communicate to each other all new road closures, 
road works or plans for repair and maintenance works.  

The content of maps designed for fire engine drivers is important. New opera-
tion maps (Fig. 9) have been designed for texting. The topics of these maps are 
both related and diverse. However, all the maps have to provide legible and trans-
parent cartographic representation. The speed of communicating spatial informa-
tion needed to navigate to the operation site is crucial. Therefore, it is necessary to 
take into account the following requirements (Voženílek 2005), for both analogue 
and digital maps: 

 
• the map’s topographic base must be neither too detailed (thematic design 

would fade out), nor too vacant (orientation points would be missing); 
• the cartographic symbol for the route has to be distinct enough not to 

hinder reading other map elements (e.g. road obstacles, power lines); 
• the map’s digital version must contain a number of relevant layers and 

the map’s environment has to enable activating and deactivating them as 
needed; 

• all data have to be updated regularly. 
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The selection of data, their quality and in what form they are handed over to the 
fire fighters in the fire engine, is essential. The technological aspect of the task 
represents an important problem – what medium to use to hand over the particular 
map to the drivers. An analogue map would not help the drivers. The driver cannot 
drive and at the same time read a paper map, not even if the co-driver read the 
map. In that case there would be hardly any changes. The driver either listens to a 
co-driver or operation officer or knows the route by heart. Therefore, it is neces-
sary to hand the route over in a digital form. The question is whether to use GPS 
navigation because it is necessary to provide the fire engine driver with an arrival 
route created by the operation officer, with the use of GIS (Voženílek 2004, Laben 
2002). Map sharing has to be wireless.  

 

 

Fig. 9. Navigation map to operation site proposed for emergency vehicle driver 

The visualization aspect of the task represents another problematic issue – what 
elements of the map content should be depicted using the GPS receiver and how 
should they be handed over. The base of the map content is the arrival route; 
therefore, it has to be represented by the most distinct symbol (Dymon 2003). It is 
still not clear whether or not the map’s legibility will be hindered if we represent 
related topics that are seen by the operation officer because they often represent 
important links with the surroundings. GPS receivers use small monitors to depict 
the arrival route. Moreover, in this case we cannot count on activating and deacti-
vating individual layers. This could be solved by sending the fire brigade a map 
that can be changed by the operation officer according to important circumstances. 
A similar solution was tested in the city of České Budějovice. A GPS receiver was 
used only for specifying the operation site in the municipality; the drivers had to 
use their memory to get to the municipality. Voice navigation disturbed the drivers 
and their habit and urge to use the known route was stronger (Voženílek 2005). 
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6 Conclusion 

The speed of decision making is one of the key elements of an effective Fire Res-
cue Service operation. Among the different decision-making steps, from notifica-
tion of fire to its extinguishment, there are many decisions of spatial character. 
Therefore, the effort to implement cartographic communication to this process is 
more than logical. It consists of three basic steps: analytical for calculating the 
fastest arrival route, visualization for its representation and technological for hand-
ing over the information to the fire engine drivers.  

Analytical evaluation of the current situation is based on network analyses in 
vector GIS. They can be applied as part of the crisis management information sys-
tem (ISKŘ) (Maršík and Uchytil 2007). All ISKŘ software components and exist-
ing programmes should have unified architecture and the same functionality at all 
end workplaces in the CR. When it is ensured that the data are up to date in the 
topological structure (Lehmann et al. 2005) suitable for network applications, gen-
erating arrival routes can be considered a trivial task. 

Cartography in emergency management can play a key role as a decision sup-
port tool. Future maps for emergency management must be more scientific than 
contemporary maps. The visualization issue could be solved by using the existing 
and easily accessible methods of thematic cartography. Similar map outputs are 
produced in related transportation tasks or during military operations. Their semi-
automated or automated generation can be performed in the environment of the 
same GIS products in which the analytical calculation of arrival route is currently 
performed (Voženílek 2004, Somers and Svara 2009). 

The technological realization of the proposed solution represents the most de-
manding part of the innovation process. Handing over the generated map to the 
fire engine driver can make use of various commercial solutions. We must observe 
that all of them are easy to apply. Further they can join emergency management 
systems as responders and then improve time, communication and state-of-art 
public-related policy (Gibbs and Kish 2006). 

It is very difficult to describe the general situation concerning map use in fire 
brigade operations worldwide.  Maps are definitely used in many (probably most) 
national fire rescue services with various differences. There is no better assisting 
document for orientation in the area than a map. However the specific necessities 
concerning maps stemming from real rescue operations (mainly the fastest arrival 
route calculated with respect to valuable parameters) and user issues (driver’s res-
ervations) are still not resolved. The chapter has demonstrated that arrival route 
calculation cannot be processed within common web map route planners (they dif-
fer in results and do not give access to calculation equations) designed by non-
professional (thematic cartography) workers.  

The proposed approach based on cartographic visualization of the shortest route 
generated using network analyses in the GIS environment leads to considerable 
increase of efficiency of Fire Rescue Service operation. Three tasks simulating 
different approach to determining arrival routes for the Olomouc Fire Rescue 
Service enabled the authors to illustrate the advantages of the above described ap-
proach. Nevertheless, the authors are aware of a number of obstacles restricting 
the launch of the new approach. Among these are primarily financial demands, 
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habitual constraints in humans, difficulties with quick and accurate updating of 
data, deficient cooperation with other elements of the Integrated Rescue System of 
the Czech Republic (especially the Police of the CR and the Municipal Police), the 
absence of national spatial infrastructure, etc. 
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Strategies for the Automatic Extraction of Water 
Bodies from TerraSAR-X / TanDEM-X data 

Thomas Hahmann, André Twele, Sandro Martinis and Manfred Buchroithner 

 

Abstract 

Medium-resolution SAR satellite data have been widely used for water and flood 
mapping in recent years. Since the beginning of 2008 high-resolution radar data 
with up to 1 m pixel spacing of the TerraSAR-X satellite are operationally availa-
ble. Due to the improved resolution of the sensor more details of the Earth’s sur-
face become visible. A number of different appearances of water bodies in Terra-
SAR-X data are shown that are relevant for a general water mapping concept. 
Existing water body detection approaches that have been applied to medium-
resolution SAR data are reviewed with regard to their applicability for TerraSAR-
X data. As a complementary mission to TerraSAR-X the launch of TanDEM-X is 
planned for October 2009. The data of both satellites will be used to generate a 
global DEM (Digital Elevation Model) with an interferometric data acquisition 
concept. As a byproduct to the DEM data set a global water mask will be derived 
from the SAR data. The concept for this water detection process within the Tan-
DEM-X project is introduced in this paper. 

1 Introduction 

Due to their cloud penetration capability, SAR (Synthetic Aperture Radar) satel-
lites are almost independent from weather and daylight. Therefore they are more 
suitable than optical sensors to reliably and timely map land cover features. This is 
especially relevant for the detection of water bodies and inundated areas in flood 
situations, which often are accompanied with overcast sky conditions. Since the 
beginning of the 1990s operational space-borne systems like the European satel-

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
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lites ERS-1/2, Envisat ASAR and the Canadian Radarsat-1 have been used to map 
water bodies and flood situations at C-Band wavelength with medium resolution. 

In recent years several high-resolution SAR satellites have been launched: Ra-
darsat-2 (Canada), COSMO-SkyMed (Italy) and TerraSAR-X (Germany). The lat-
ter was successfully launched on June 15, 2007. With the end of the commission-
ing phase operational service started in January 2008. Main orbit characteristics of 
TerraSAR-X are sun-synchronous, near-polar dusk-dawn at a flying altitude of 
514 km. The satellite features a nominal repetition rate of 11 days. By using dif-

versatile X-Band antenna of TerraSAR-X has the following imaging capabilities: 
in the High Resolution SpotLight (HS) and SpotLight (SL) modes, a spatial reso-
lution of up to 1 m can be achieved. The size of the ground track is either 5 (HS) 
or 10 (SL) km in azimuth and 10 km in range. In the standard StripMap (SM) 
mode, a scene has a swath width of 30 km and a maximum length of 1500 km. 
Depending on the incidence angle, the ground resolution can be up to 3 m. In the 
ScanSAR mode (SC) a maximum image size of 100 km by 1500 km can be ac-
quired with 16 m resolution. For each imaging mode a variety of acquisition and 
processing parameters can be defined (incidence angle, polarization, orbit accura-
cy, spatial resolution and geocoding). 

The TanDEM-X mission (TerraSAR add-on for Digital Elevation Measure-
ments) is a spaceborne SAR interferometry mission that is based on the Terra-
SAR-X satellite and a second identically constructed satellite called TanDEM-X. 
The launch of the latter is planned for October 2009. The main goal of the Tan-
DEM-X mission is the generation of a global Digital Elevation Model (DEM) with 
a spatial resolution of about 12 m. As a by-product the generation of a global sur-
face water body mask is planned.  

The high resolution of the new class of SAR satellites offers enormous poten-
tial in the domain of water body and flood mapping. However, the improved spa-
tial resolution of the SAR image data results in small-scaled image objects, which 
makes image analysis even more challenging. The aim of the current research ac-
tivities is the development of (semi-) automatic algorithms, which allow near-
realtime SAR data processing and reliable water body mapping. 

In this contribution we focus on concepts of water body extraction from Terra-
SAR-X / TanDEM-X data. This chapter is organized as follows: In Sec. 2 the ap-
pearance of water bodies in TerraSAR-X data is presented. Section 3 contains a 
review of existing methods for flood extraction and their applicability to high 
resolution TerraSAR-X data. The water body detection design concept for the 
TanDEM-X mission is presented in Sec. 4. Section 5 shows a flood mapping ex-
ample with TerraSAR-X data. 

2 Appearance of water bodies in TerraSAR-X data 

To understand the complexity of the task to produce a global water body data set 
in the frame of the TanDEM-X mission it is necessary to start with an overview 
about how different water bodies may appear in TerraSAR-X and respectively 

ferent incidence angles an imaging frequency of 2–4 days can be reached. The 
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TanDEM-X data. The ideal case of the appearance of water bodies in SAR data, 
especially TerraSAR-X data, is that the water surface is smooth with respect to the 
X-Band wavelength. Due to specular reflection almost the entire transmitted sig-
nal is reflected away from the sensor. A very low backscatter value is received 
from the instrument in contrast to higher backscatter values of other surface types 
such as e.g. soil or vegetation. 

Comprehensive experience with TerraSAR-X data in the analysis of water bod-
ies however shows that they are usually characterized by a varying degree of 
roughness. This means that these water bodies do not appear dark in the Ter-
raSAR-X images, but show a certain structure, texture or pattern. The influence of 
wind leads to the origination of ripples and waves on water surfaces (Fig. 1a, b). 
The larger a water body the more susceptible it becomes for the formation of 
waves. Narrow rivers seldom show wind structures, while the sea surface along 
coastlines is often influenced by strong wind-induced waves, which are visible in 
TerraSAR-X data.  
 

 

Fig. 1. Different forms of appearance of water bodies in TerraSAR-X data,          
© DLR (2007-2008) – (a) Wind pattern on Lake Ammersee (Germany), (b) Sea 
waves at Australian Coast, (c) Mississippi river flooding (USA), (d) Turbulent wa-
ter surface at the Rhine Falls (Switzerland), (e) Layover effect at the Eastern 
slopes of Lake Traunsee (Austria), (f) Obstacles – e.g. a bridge with ghost effect 
and fish farming basins near Vigo (Spain) 

In the general case of rough water bodies the visible structures do not show 
regular wave patterns. While regular patterns can mainly be observed at sea surfaces, 
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irregular patterns occur more frequently at the surface of inland lakes. Increased 
roughness leads to increased backscatter values of the transmitted radar signal. 
Other roughness difference effects at water surfaces include for example wind 
shadow effects, oil spills (which can lead to smoothened water surfaces) and tur-
bulence effects at rivers (Fig. 1d).  

Depending on the type of vegetation and polarization, the double-bounce return 
can be clearly visible in TerraSAR-X images of flooded areas. The double-bounce 
effect leads to brighter returns from the flooded vegetation areas in contrast to the 
very low return due to specular reflection from smooth water surfaces (Fig. 1c). 
Lakes, rivers or the sea are in some cases associated with vegetation along the 
shoreline. The double-bounce effect along these lines can cause an underestima-
tion of the water surface since the bright lines would be classified as non-water 
area. 

For the detection of water bodies in mountainous terrain with steep slopes the 
side-looking radar imaging geometry effects have to be considered. These are ra-
dar shadow and layover. This can lead to dark radar shadow areas adjacent to dark 
water surfaces, which may not be distinguishable. At shallow incidence angles 
steep slopes can lead to layover, which may result in a mountain being imaged at 
the lake’s surface. In Fig. 1e the eastern parts of the lake Traunsee are not visible 
as they are hidden by the mountain’s western slopes. Obstacles like bridges, ships 
or fish farming basins may also occlude the open water surface (Fig. 1f). 

3 A review of existing approaches for water body 
mapping in high-resolution SAR data 

Pixel- and segmentation-based classification techniques can be distinguished as 
two main concepts for the detection of water bodies in SAR data (Heremans et al. 
2003). Conventional classification approaches use pixels as smallest components 
of raster data. However, pixel-based classifiers hardly use context information and 
are not well suited to deal with heterogeneous land-cover units. Classification re-
sults may show a salt-and-pepper effect, which makes filtering necessary.  

Some problems of pixel-based image analysis can be solved by using image 
segmentation. Segmentation means to partition an image into non-overlapping 
homogeneous regions based on similarity criteria of gray values or textural prop-
erties (Pal and Pal 1993) with the objective of generating segments, which resem-
ble real objects of the Earth’s surface. Especially for data of high-resolution SAR 
sensors segmentation methods appear promising. These images exhibit a very high 
spectral variance of the individual thematic classes due to the reduced mixed pixel 
phenomenon. In addition to spectral-related characteristics of the image objects 
further parameters like contextual information, texture and object geometry can be 
used for an improved classification.  

Amplitude thresholding is one of the most frequently used techniques to distin-
guish water bodies from land surfaces in SAR imagery (e.g., Martinis et al. 2009, 
Herrera-Cruz and Koudogbo 2009, Townsend and Walsh 1998). Thereby, all 
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elements of the SAR amplitude data with a backscatter value lower than a given 
threshold are assigned to the water class. This method is computationally very fast 
and most of the extent of a smooth water surface can be derived by this technique. 
Auxiliary information like digital elevation models can be used to improve map-
ping results, especially in significant topographic terrain. On the one hand mis-
classified areas in regions higher than the main expanse of water can be erased. 
These may be e.g. objects with a low radar backscatter similar to calm water like 
roads, airfields or radar shadow. On the other hand, terrain information can be 
used in combination with contextual information to integrate water bodies with 
backscatter intensities higher than the originally defined threshold, e.g., due to the 
effect of vegetation, into the water class. Thresholding generally works satisfacto-
ry for smooth water bodies that reflect radiation away from the SAR sensor, thus 
generating a very low backscatter. In contrast, the surrounding terrain exhibits 
higher backscatter values due to increased surface roughness. The value of the 
threshold depends on several disturbing factors like wind-induced waves, vegeta-
tion and the incidence angle of the sensor. Therefore, thresholds need to be set for 
every SAR data set individually. 

Several approaches have been developed to improve water detection results. 
These include fairly speckle-resistant active contour models (Horritt 1999), which 
had been used by Ahtonen et al. (2004), Heremans et al. (2003) and Matgen et al. 
(2007) for flood boundary delineation in medium-resolution SAR imagery. A 
Bayesian segmentation technique along with energy minimization functions to 
separate land and sea regions in TerraSAR-X data is used by Ferreira and Bio-
ucas-Dias (2008). The main limitation of this approach is that user interaction is 
necessary for the selection of training samples for land and sea. Fully automatic 
texture-based maximum likelihood methods, which are able to detect water bodies 
independent of the sensor incidence angle are applied by Ahtonen et al. (2004). 
Different multitemporal change detection approaches for the derivation of flood 
dynamics between SAR data have successfully been applied in the past. These in-
clude amplitude based (Heremans et al. 2003, Townsend and Walsh 1998) and co-
herence based techniques (Nico et al. 2000).   

4 Design of the water body detection processor 
for TanDEM-X  

As a contribution to the TanDEM-X project a water body data set with a global 
coverage will be derived. TanDEM-X is a SAR interferometry mission of German 
Aerospace Center (DLR), which shall generate a worldwide, consistent, high-
precision Digital Elevation Model with an unprecedented accuracy corresponding 
to the HRTI-3 (High Resolution Terrain Information) specifications (12 m posting, 
2 m relative height accuracy for flat terrain) (e.g. Krieger et al. 2007, Zink et al. 
2008). The data acquisition will be performed in StripMap mode. The required 
minimum mapping unit for water bodies in the global water mask is rather conserva-
tive. Lakes with a diameter of more than 300 m shall be included in the water 
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mask product. Rivers shall have a minimum width of 183 m. A module of the 
DEM Mosaicking and Calibration Processor (MCP) (Wessel et al. 2008) will be 
the water body detection processor. The design of this module that shall detect 
water bodies reliably in TanDEM-X data is described in this section (Fig. 2). 

Amplitude and coherence values of the coregistered SAR data of the Terra-
SAR-X and TanDEM-X satellites are used as input to this module. In a prepro-
cessing step it will be tested if the imaged area does contain potential water bo-
dies. For this purpose a global land/water mask that consists of the SRTM (Shuttle 
Radar Topography Mission) water mask and the GSHHS (Self-consistent, Hierar-
chical, High-resolution Shoreline) Database (Wessel and Smith 1996) will be 
used. These reference data are used as they are available globally (GSHHS) and 
free of charge. 

This mask will be built up before TanDEM-X data processing starts and is 
stored as a binary data set in the framework of DLR’s DEM database in a tile 
structure. The value of each tile indicates whether water bodies are expected or 
not. If a TanDEM-X raw data area contains only tiles with a dry area flag no water 
detection has to be done. 

 

 
Fig. 2. Flowchart of the design concept for the water body detection processor for 
the TanDEM-X mission 

 
The primary aim of this approach is to exclude desert regions from the water 

mask generation and thus save processing time and storage capacity. Furthermore 



Strategies for the Automatic Extraction of Water Bodies      135 

the Polar Regions will be included in this data set due to big variances in the water 
/ice boundary, which makes it impossible to generate a consistent water mask for 
these regions with automated procedures. A further data set that will be used to 
exclude desert and Polar Regions is the MODIS/Terra Land Cover Type (Mod-
erate Resolution Imaging Spectroradiometer) data set. It is available as global 1 
km raster data set (MOD12Q1) or 0.05° data set (MOD12C1). These data sets in-
clude the land cover classes “Unvegetated”, “Barren or Sparsely Vegetated” and 
“Snow and Ice.” The minimum spatial extent of these land cover types was de-

 

 

 
Fig. 3. World map showing snow/ice and unvegetated land cover classes based on 
“MODIS/Terra Land Cover Types—MOD12C1”. These will be excluded from the 
water body detection process 

 
If the potential water body check is positive a set of analysis methods, so-called 

Water Indicator Modules, will be applied to the data set. Amplitude thresholding 
will be conducted, which will detect most of the smooth water bodies. An individ-
ual threshold will be applied for every single scene. 

 
Coherence threshold based methods are analyzed. For the repeat-pass-case (e.g. 

11-day repeat interval for TerraSAR-X) they can be used in arid regions with neg-
ligible vegetation cover. It is however impossible to distinguish between vegeta-
tion areas and water bodies in data sets of the temperate zone as the coherence 
values are very low for both land cover types.  

As described above TanDEM-X will be a satellite mission consisting of two 
satellites that fly very close together. The geometrical baseline between the two 
satellites will differ in a range of 200 m to several kilometers. That means that the 
temporal baseline of the two acquisitions will be in the order of milliseconds 
to seconds which is very small. In the so-called commissioning phase of the 
TanDEM-X mission in the first month after the launch of the satellite there will be 

rived from data of the years 2001–2004 (Fig. 3). 
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a set of tests with different baselines and their effect to the coherence behaviour of 
rough and smooth water bodies and land areas. These small baselines can not be 
tested with TerraSAR-X data as there is only the normal 11-day repeat interval 
available. It is expected that the results will be completely different for the very 
small TanDEM-X temporal baseline compared to the 11-day interval. It is fur-
thermore expected that waves on the water surface will have an influence on the 
coherence values so that coherence thresholding can contribute to detect rough 
water bodies. 

Further methods that will be applied optionally include the use of local texture 
filters following Ahtonen et al. (2004) and speckle statistics approaches. These 
tools will be applied if the threshold approaches do not prove to be reliable enough 
for the detection of water bodies. An operator approach will be included in the da-
ta processing chain. Water masks that are automatically produced will be checked 
by an operator and either approved or flagged for a reprocessing step with further 
analysis modules. Currently the usability of Active Contour Models initialized 
from existing water masks (SRTM, GSHHS) for the TanDEM-X water body de-
tection processor is analyzed. 

The single result layers of the analysis tools are merged to one file and a classi-
fication is conducted. Shadow and layover data from a prior processing step of the 
raw data are used to remove these areas from the water mask. This is especially 
important in high mountainous terrain. The result will be saved to the so-called 
Flag Mask. This data set contains at least three so-called probability levels that de-
scribe the likelihood of a pixel to either belong to a water body or a dry area. For 
example a pixel that was assigned being water within every detection module will 
have a very high probability of really being a water area. If there are different re-
sults for a pixel within the several methods the water probability will be assigned a 
low value. 

According to the TanDEM-X data acquisition concept at least two data sets for 
every continental area on Earth will be recorded with single polarization. These 
two coverages will be acquired subsequently in the first and second DEM acquisi-
tion year. For high mountainous terrain with steep slopes a third data acquisition 
will be performed with different sensor parameters (flight direction, incidence an-
gle). This allows improving the result of the DEM generation in difficult terrain. It 
also helps to detect further water bodies in high mountain valleys. The water body 
detection will be executed individually for the first and second year coverage and 
if applicable also for the third year coverage. After the TanDEM-X data acquisi-
tions have been conducted, all single water masks for a certain area are fused to 
classify the water area and to produce the final water mask product. This product 
may be used for further editing of the TanDEM-X DEM, e.g. flattening of water 
bodies. 

Important information is the usage of a certain polarization for the data acquisi-
tion. VV polarization is better suited for the interferometric data processing for the 
DEM generation, whereas HH polarization seems to be more useful for the detec-
tion of water bodies (Henry et al. 2006). This result could be confirmed with Ter-
raSAR-X data. Dual-polarization (HH + VV) data of lake surfaces and coastlines 
showed higher backscatter values in the VV polarization at water surfaces with 
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increased roughness. So the main approach of amplitude thresholding would allow 
more reliable and accurate results when using HH polarization for water body de-
tection. For standard TanDEM-X data acquisition however the VV polarization 
will be used as the DEM production is the primary aim of the mission. The Tan-
DEM-X water mask described in this chapter may be seen as a by-product of the 
project. 

5 A flood mapping example using TerraSAR-X data 

In this section a flood mapping example using local texture features and a Digital 
Elevation Model is described. A TerraSAR-X data set of a flood situation along 
the White River in the state of Arkansas (USA) was analyzed. The available data
set was acquired in StripMap mode (3.5 m spatial resolution) with horizontal pola-
rization (Fig. 5a). The meandering river is clearly visible in the image as a dark 
line (smooth water surface). The river is surrounded by inundated forest areas. 
These flooded vegetation areas are characterized by very high backscatter values 
that are caused by the so-called double-bounce effect. This means that multiple 
reflections between the trunks and branches of trees and the water surface lead to 
increased values of the reflected signal. The inundated forest areas are visible as 
bright areas in the SAR image.  

Figure 4 shows the flowchart of the water and flooded forest detection algo-
rithm that is applied. Research results by Ahtonen et al. (2004) were used. The in-
put datasets for this algorithm are the TerraSAR-X amplitude image and a Digital 
Elevation Model (DEM) of this area (SRTM C-Band data with 90 m resolution). 
From the DEM a slope data set is calculated. 
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Fig. 4. Flowchart showing the water body detection algorithm for the Arkansas 
flood example using texture filters and a digital elevation model 

 

 
 

Fig. 5.  Flooding of the White River South of Clarendon (Arkansas, USA) – (a) 
TerraSAR-X scene, StripMap mode, horizontal polarization, 27th March, 2008, © 
DLR (2008), (b) Water Mask, (c) Flooded Forest Mask 
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Both the DEM and the slope data set are used to exclude water bodies at steep 
slopes and in mountainous terrain from the resulting water mask. From the ampli-
tude image a speckle-filtered image and three local texture features using a 5×5 
estimation window are calculated. These are mean, standard deviation and data 
range (max-min). A logarithmic transform is conducted with the three result layers 
to improve the separability of water bodies and land areas. A layerstack of the 
three data channels is produced, followed by a subsequent unsupervised classifica-
tion step, which leads to a preclassified image. Potential water classes and flooded 
forest classes are interactively selected.  

By using thresholds for water bodies and flooded forests potential areas of 
these two classes are derived from the speckle-filtered image. The flooded forest 
threshold results from the knowledge that the backscatter values from these forests 
are significantly increased against non-flooded forests due to the strong double-
bounce effects described above. The results of the supervised classification and 
the thresholding approach are finally fused and filtered with a 5×5 mean filter 
window to eliminate small areas from the result. The result of this procedure is a 
raster layer that contains both a water mask and a flooded forest mask (Fig. 5b, c). 
Some final manual editing for urban areas is necessary to delete settlement areas 
from the flooded forest mask. This results from the fact that buildings (due to the 
effect of corner reflection) show similar high backscatter values like inundated 
forest areas and are classified as flooded forest by the automatic thresholding ap-
proach. 

Research by Ahtonen et al. (2004) and by the authors shows however that there 
exist restrictions of the applicability of these texture features in areas with in-
creased backscatter value (due to wind/wave influence). For these areas additional 
methods have to be applied, e.g. Active Contour Models. 

6 Discussion 

This chapter shows that high-resolution SAR image data from the TerraSAR-X 
satellite have an enormous potential for accurate and reliable mapping water 
bodies as well as flood areas. The geometric resolution of up to 1 m makes a large 
amount of image objects visible. The well-known water mapping approach of am-
plitude thresholding works satisfactory for smooth water surfaces which is suffi-
cient for most inland water bodies. In the scope of the TanDEM-X project a global 
water mask shall be derived. At coastlines and the surfaces of larger lakes rough 
water surfaces occur due to wind-induced waves. This necessitates the develop-
ment of new algorithms to detect these water bodies reliably. Current work in-
cludes the analysis of the suitability of texture and speckle based methods. The 
texture filter approach was successfully used to derive flooded areas and flooded 
forest areas in a flood mapping example with high-resolution TerraSAR-X data. 
Active Contour Models along with the use of existing water masks are tested for 
the applicability in the TanDEM-X water body detection processor. Coherence 
threshold methods were tested with TerraSAR-X 11-day repeat pass scenes. This 
approach works well in arid areas with less vegetation influence. In temperate 
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zones however it is impossible to distinguish between water bodies and vegetation 
areas as both land cover types feature very low coherence values. The applicabili-
ty of coherence thresholding within the TanDEM-X mission with very small geo-
metrical and temporal baselines will be tested in the commissioning phase after 
the launch of the satellite. 
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Abstract 

To evaluate seismic risk, it must be taken into account that modern towns depend 
daily on lifelines and utility systems, that become essential after natural disasters, 
but are often without any earthquake threat. To evaluate lifeline networks seismic 
vulnerability, we usually refer to damage models, requiring parameters dealing 
with pipe features, soil behavior, and seismic hazard of the studied area (peak 
ground acceleration or velocity, PGA, PGV, or permanent ground displacement, 
PGD). In this work, models evaluating seismic hazard in a studied area and ex-
pected seismic damage for pipeline networks will be applied. A model is shown to 
assess earthquake induced slope displacements. Some attenuation laws will be se-
lected to evaluate PGA, PGV and PGD. Finally, Repair Rate will be calculated for 
pipes of an important Italian water network feeding 20 towns of Etnean area, re-
ferring to three seismic scenario events. Applications will be developed in a GIS 
environment. 

1 Introduction 

Lifelines seismic problems have recently attracted researchers for the great dam-
age potential. Pipeline networks are vital systems in modern towns: they convey 
natural gas, oil, and water, or could contain communication and power cables, all 
of which are very important to maintain functional residential and industrial facili-
ties. Pipelines are also required for economic and community recovery after natu-
ral disasters. Pipelines could be severely damaged by shaking, liquefaction, and 
landslides during earthquakes and the immediate assessment of pipeline facilities 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_10, © Springer-Verlag Berlin Heidelberg 2010 
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is critical to prevent fires, explosions, and pollution from broken gas or sewage 
lines. Therefore their vulnerability and expected damage assessment is very im-

Lifeline networks’ intrinsic features (their structure, the different types of nodes 
in each system) are complex. Moreover for the possible geographical discrepancy 

ceeds the urban area, and this implies a spatial variability of seismic motion 
(ground acceleration and velocity) and a higher probability of exposure to perma-
nent ground displacement induced by fault offset, liquefaction phenomena, or 
landslides. The pipeline network digital data are generally necessary when the bu-
reaus and disaster prevention organizations examine the restoration strategy and 
restoration period, but accessibility to data is often very difficult for many reasons, 
like the complexity, poor knowledge of buried sections (most of waterworks bu-
reaus do not hold the detailed digital data of the whole supply area), the strategic 
importance and market competition, and the limited knowledge and documenta-

terature. We will refer to damage models suggested by ‘RISK-UE’ (Monge et al., 
2004) regarding seismic risk, where seismic damages to buried pipes is described 
by a ‘repair rate’, ‘RR’, combining breaks (complete fracture of the pipe) and 
leaks that require the water agency to perform a repair in the field. Damage mod-
els require some parameters dealing with pipe characteristics and soil behaviour. 
Moreover a synthetic parameter representing seismic hazard of the studied area is 
required.  

In this work, models evaluating seismic hazard in a studied area (in terms of 
ground displacements or slope instability) and expected seismic damage for pipe-
line networks will be applied. A model is shown to assess earthquake-induced 
slope displacements according to Newmark approach. Attenuation laws will be se-
lected to evaluate synthetic seismic parameters peak ground acceleration, PGA, 
peak ground velocity, PGV, or permanent ground displacement, PGD. Finally, 
Repair Rate will be calculated for pipes of an important Italian water network 
feeding 20 towns of Etnean area, referring to three seismic scenario events. The 
applications will be developed in a GIS environment, by ‘Spatial Analysis’ and 
‘Field Calculation’. 

2 Damage algorithms for pipeline networks 

Water supply facilities consist mainly of underground pipeline networks, vulnerable to 
seismic disturbance, especially when constructed in soft ground, and requiring much 
time and cost for implementing anti-earthquake measures.  

Studies on seismic damage to water pipelines dates back to 1920s, for example in 
the Kanto 1923 earthquake. More recent earthquakes, like the 1971 San Fernando 
(California, USA) earthquake or the 1985 Mexican earthquake in Mexico, provided 
opportunities to study damage to water, sewage, and gas lines (Kawashima, 2006). In 
the 1995 Kobe earthquake in Japan, subway columns were damaged in the most 

portant to estimate seismic risk.  

between resource and demand/consumption, their spatial distribution usually ex-

tion specifically in Europe on earthquake observations of damages. Many re-
searches on pipeline network seismic damages have been found in technical li-
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extensive seismic ground motion ever seen in large engineering structures in soft 
ground. 

On the other hand, the history of seismic design of underground structures is 
much shorter than that of above-ground structures. Studies of the seismic effects 
on underground structures were initiated in Japan and the United States in the 
1960s, associated with the construction of underwater tunnels, necessitated by the 
soft and weak ground common at construction sites.  

Measured data on the seismic response of underground structures has been ac-
cumulated, especially for pipelines. The behavior of an embedded pipeline inter-
sected by a surface rupture was observed at Parkfield, CA in the United States 
(Isenberg et al. 1988). The seismic response of pipes with a diameter of 150 mm 
and 300 mm was measured in Sodegaura, Japan (Kawashima 2006). 

In the last years, several methodologies were introduced for lifeline risk as-
sessment in urban environment aiming to minimize losses, enhance the reliability 
of the systems, and improve mitigation policies. For water and waste-water system 
we can refer to Scawthorn et al. (1999), Reed and Cook (1999) and Seligson et al. 
(2003). Nagata et al. (2008) compared the performances of two analytical models 
based on past post-disaster restoration strategies, a detailed and a simplified one, 
which predict damage, post-earthquake restoration strategies, and its period of wa-
ter supply pipeline network. Multihazard methodology tools were recently intro-
duced to evaluate the vulnerability and the performance of lifelines under a variety 
of natural and technological hazards. HAZUS (NIBS 1999, 2004) is a typical ex-
ample of an advanced GIS multihazard methodology.  

Pitilakis et al. (2006) present the RISK-UE methodology for the seismic risk 
assessment of utility systems (potable water, waste-water, gas system, telecom-
munication, electric power) and transportation infrastructures (port, airport, road, 
and railway system). Weak points of urban systems are evaluated through detailed 
seismic hazard assessment including local soil conditions, and complete the inven-
tory databases of all elements at risk. For selected seismic scenarios direct and in-
direct damages are calculated mainly for the building stock. Damage models sug-
gested by ‘RISK-UE’ (Monge et al. 2004) expresses seismic damages to buried 
pipes by a ‘repair rate’ (RR) per unit length of pipe, that is the rate between the 
number of repairs and the length (km) of a pipe exposed to seismic hazard: this 
number is a function of pipe material, joint type, soil conditions, and diameter 
size, and of ground shaking level, in terms a synthetic seismic parameter. Refer-
ring to seismic wave propagation the following Eqs. (1) and (2) are proposed. As 
regards fault crossing, the presented model refers to permanent deformations (3): 

3,1

dp 15
100

0.00311CC  )(repair/km RR ⎟
⎠
⎞

⎜
⎝
⎛ −⋅⋅⋅= PGV

(Isoyama 1998) (1)

⎟
⎠
⎞

⎜
⎝
⎛⋅⋅=

0254.03048.0
00187.0  )(repair/km RR 1

PGVK                (ALA 2001) (2)



146      M. Maugeri et al. 

319,0

2 0254.03048.0
06.1  km)RR(repair/ ⎟

⎠
⎞

⎜
⎝
⎛⋅⋅= PGDK           (ALA 2001) (3)

In the above equations RR is the number of repair per unit length of pipe [km]; 

pC , dC , 1K , and 2K  are coefficients according to various pipe material, joint 

type, soil type and conditions, and diameter size and can be found in specific 
tables (American Lifelines Alliance 2001). PGV and PGD are, respectively, Peak 

cients have been determined experimentally. 

3 Evaluation of synthetic seismic parameters 

Displacements potentially induced on natural slopes or earth structures in case of a 
seismic event can be evaluated applying Newmark (1965) displacement method. 
When seismic acceleration a exceeds a critical value ac, the slope reaches a limit 
equilibrium condition and a potential landslide body starts sliding. It will stop only 
when seismic acceleration, changing its sign, will cancel relative velocity of the 
sliding mass. Afterwards the slope will not show any displacement until the criti-
cal acceleration value will be exceeded again. The critical acceleration of a slope 
is related to the examined instability mechanism geometry and to the  slope’s me-
chanical features. A generic approach could refer to an indefinite slope scheme in 
seismic conditions. In particular, assuming that shear strength of soils involved is 
only frictional and that soil is dry, the critical acceleration ca , expressed as a 

gravity acceleration ‘g’ percentage, is 

**
c

c sin'tancos
sin'tancos

βϕβ
βϕβ

⋅+
−⋅==

g
ak  (4)

where β is the slope angle, ‘φ’ is the soil shear strength angle, β*=β+θ and θ is 
the slope of the resultant force from seismic action and weight in vertical direc-
tion. In this work, if ω is the angle between the seismic action direction and the 
horizontal direction we can assume ω=ωcr=φ-β, to obtain the minimum value for 
critical acceleration kc and then to perform a precautionary estimation of induced 
permanent displacements, so that 
β*=β+ φ-β= φ. Replacing in (4): 

( )βϕ −= 'sinck  (5)

The induced displacement entity could be estimated by a statistical correlation 
between its value and a seismic acceleration threshold value, function of geome-
trical and geotechnical soil parameters, like that proposed by Ambraseys and 
Menu (1988): 

Ground Velocity and Permanent Ground Displacements. The numerical coeffi-
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This equation has been obtained using a database of worldwide earthquake ac-
celerometric records (M=5.5–7.5). d [cm] is the induced permanent displacement 
value. 

The spatial distribution of seismic maximum acceleration values imposed at the 
ground level by a scenario earthquake could be evaluated by empirical attenuation 
laws that relate synthetic seismic parameters describing a seismic event (peak 
ground acceleration — PGA, peak ground velocity — PGV, or permanent ground 
displacement -PGD) a geometrical parameter describing the distance of a site from 
epicentre (epicentral distance ‘R’ [km]) and one or more parameters describing 
geotechnical and seismic soil features (S or SA and SS). The reliability of each at-
tenuation law is deeply correlated with the mathematical model adopted for its de-
velopment and with the features of the used seismic records database. In this work 
six attenuation laws suitable for the studied area have been selected among litera-
ture available models (Sabetta and Pugliese 1996, Eqs. (7) and (8); Troman and 
Bommer 2002, Eq. (9), Herrero Eq. (10), Sirovich Eq. (11), Langer Eq. (12) (see 
Faccioli and Rovelli 2004–2006), based on the seismic records database they are 
built on.  

2 2log PGA 1.562 0.306 log 5.8 0.169M R S= − + ⋅ − + + ⋅   (7)

2 2log PGV 0.710 0.455 log 3.6 0.133M R S= + ⋅ − + + ⋅  (8)

 
(9)

10log PGD 4.68 1.08 0.95 logM R= − + ⋅ − ⋅  (10)

( )log PGD 1.8944 log 14 0.4144 1.1026R M= − ⋅ + + ⋅ +   (11)

log PGD 1.4642 0.5512 log R= − − ⋅  (12)

where, R[m] is the epicentral distance, M is earthquake magnitude and the parame-
ters S, SA, and SS represent soil mechanical features (Sabetta and Pugliese 1996; 
Tromans and Bommer 2002). 

2 2logPGV 0.195 0.390 1.074 log 4.5 0.142 0.185A SM R S S= − + ⋅ − ⋅ + + ⋅ + ⋅  
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4 Application 

A Public Service manages a very important water supply system feeding 20 Etnean 
towns (Catania district, Italy), involving about 90,000 customers (about 400,000 
people). The pipeline network develops from the western Etnean flank, with two 
main adduction pipes, to the southern-western and southern flank, were the distri-
bution network feeds the customers. The adductor pipes are ‘Maniace’ Aqueduct, 
with a concrete main line about 46 km long (diameter varying from 300 to 450 
mm) and three secondary lines, and ‘Ciapparazzo’ Aqueduct, completed in 1975, 
with a main line about 34 km long and 11 secondary lines, all in cast iron (diame-
ter varying from 400 to 800 mm). These two main lines, after a nearby parallel 
route, along which some bounding bridges can be found, feeds the distribution 
network. The information stored in the water agency three-dimensional geodata 
base is quite good for the two main pipes, while is fragmentary and sometimes in-
adequate for the distribution network. The whole 1327 km of pipes have been sur-
veyed with a traditional topographic approach, using a total station, with a centi-
metric accuracy. Among the detected pipes 271,39 km are adductor pipes, 871,27 
km have distribution function, 53,57 km have relaunch function, and the remain-
ing part is not defined. The material the pipes are made of is unknown for 29.54% 
of them; 23.22% of pipes are cast iron, 18.94% steel, and other small percentages 
are made of other materials. Over 90% of pipes cross noncorrosive soil, mainly 
volcanic. Only a small percentage crosses colluvial or clayey outcropping, which 
easily retains moisture and tend to be corrosive. Diameter is known for over 90% 
of detected pipes. For the remaining 10% a small diameter, typical of distribution 

All the models to calculate water pipes seismic vulnerability in terms of dam-
age require a seismic scenario to be chosen, to evaluate PGA, PGV, or PGD. Ana-
lysing Eastern Sicily and more specifically Etnean area (Azzaro et al. 2000) seis-
mic hazard, for first-level seismic scenario Catania, 11 01 1693 event (M= 7.3; 
Imax= X MCS; TR = 250–500 years) and for second level, Acicatena  (south-eastern 
Etnean flank) 20 02 1818 (M = 7.2; Imax= IX MCS; TR = 250–500 years). As mod-
erate scenario event Etnean earthquake of Bronte, 31 10 1832 (M = 3.4) has been 
chosen, as its magnitude is undoubtedly over the average, and for the geographical 
allocation of its epicentres, quite near the first part of Maniace Aqueduct, one of 
the main pipe feeding the distribution network. 

 
 

pipes, has been hypothesized. As for all pipes the most influent factor for pipe 
seismic performance, that is the joint type, is unknown; the worst condition of ri-
gid joints have been hypothesized. 
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Fig. 1. Scenario earthquake: 11-01-1693. (a) Map of PGA (b) Map of unstable 
zones (kc / kmax < 1). 

The calculation models have been applied to Catania district area and imple-
mented in a GIS environment by Spatial Analysis techniques, using ArcGIS 
(ESRI) Model Builder. As cartographic background it has been used: the Regional 
Technical Cartography - CTR (1:10,000 scale; *.dxf - 612100 and 612140 sections); 
a Digital Terrain Model (DTM) of Catania District, 20×20 settlement, derived from 

logical Map of Sicily, derived from a simplification of Italian Geological Map 
1:100,000 scale. Moreover the pipeline network geodatabase, surveyed by total 
stations, with a centimetric accuracy, and the road network of Catania District, 
extracted from a vectorial commercial data set, with a centimetric accuracy, and 
the scenario earthquakes (1693, 1818, 1832) epicentres coordinates shape files 
were available. From DTM, by ‘Slope’ interpolation algorithm (ArcGIS ‘Spatial 
Analyst’), the slope map has been obtained, with an accuracy between 84 and 
86%. To assign soil mechanical features a vectorial map of the district area surfacial 
lithology has been used: basing on literature data, values of φ’ (Lambe and Withman 
1969), S, SA, and SS (D.M. 14/01/2008) have been assigned for each lithotype. The 
corresponding grid themes have been created. 

 

isolines 1:25,000 scale (by Italian Geographic Military Institute – IGMI); a Litho-
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Fig. 2.  Scenario earthquake: 11-01-1693. A zoom on map of  repair rates, where          
PGV has been calculated by (7) and RR by (2) 

 

Fig. 3. Scenario earthquake: 11-01-1693. A greater zoom on map of repair rates, 
where PGV has been calculated by (7) and RR by (2) 

To calculate Newmark displacement method critical acceleration (5) can be 
used, implementing it by Map Algebra techniques, with φ’ and β GRID as input. 
A new GRID of critical accelerations kc will be obtained. For the next calculations 
cells where kc< 0 have been omitted, as they correspond to a static safety value 
numerically smaller than one, but not necessarily identifying a slope static insta-
bility context, as this value could be due to the unavoidable approximation in the 
estimation of φ’ average value. For every input earthquake (1693, 1818, 1832), 
applying attenuation laws (7, 8, 9, 10, 11, 12) the grids of PGA, PGV, and PGD 
have been calculated and the concerning thematic maps have been created. Figure 1a 
is the map of PGA evaluated by (7). 
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According to the infinite slope scheme, permanent displacements can take place 
when kc/ kmax < 1: the cells where kc / kmax < 1 are highlighted in Fig. 1b. For the un-
stable cells, for every scenario earthquake, the value of the induced permanent 
displacements d have been calculated by (6). The raster maps of PGV and PGD 
have been converted in shape files. The information about seismic hazard and 
about pipes has been overlaid, calculating ‘RR’ by different approaches. For ex-
ample, in Fig. 2 the thematic map of ‘repair rates’ evaluated by (2) with a PGV 
evaluated by (8) is drawn, and in Fig. 3 a zoom of the previous map on a densely 
urbanized area is plotted. 

5 Main results and conclusions 

GIS environment clearly appears as a very efficient and highly productive tool for 
large-scale calculation and representation of complex numerical models. This ex-
perience shows that it is possible to calculate the parameters of interest and pro-
duce georeferred thematic maps of a very large territory in a short time: this is 
very important for preventive risk analysis and for emergency management. 

Observing the obtained thematic maps it can be noticed that, as expected, the 
parameters PGA, PGV, and PGD attenuates with distance from the epicentre of 
the scenario earthquake chosen (it goes from dark to tan colors). The seismic sce-
narios of 1693 and of 1818 show significant ground accelerations kmax (even over 
0.45 g). However, the interested areas are also characterized by high critical acce-
leration kc values, due to small slope angles β or to the big shear strength angle 
values φ’ assumed. Consequently the potentially unstable areas, characterized by 
significant permanent displacement arising, are not wide and most of them are iso-
lated regarding the two main adductor pipes. Moreover, the displacement analysis 
carried out regarding these zones highlighted small displacement values, generally 
lower than 4 cm. 

All the more so, for 1832 seismic scenario, kmax values being lower, for the same 
critical acceleration values kc, the potentially unstable areas are less than the pre-
vious cases and focus near the epicentral area. However this epicenter is very 
close to the two main aqueduct fonts, so that the potentially induced displacements 
by such an earthquake would involve the first part of Maniace aqueduct. Since it is 
a big cement pipe with quite rigid joints, it could be damaged with consequent wa-
ter losses. Comparing the calculated displacement value with the potential induced 
permanent ground displacements and an admissible value for the examined struc-
tures, a judgement about a certain seismic scenario event effect on a water net-
work can be expressed. 

 



152      M. Maugeri et al. 

Table 1.  Serviceability of the analysed water network [% of length] versus repair 
rate RR (ALA 2001)  (from Raciti 2008) 

Repair 
Rate  
(repair/km) 
(ALA 2001) 

Damage 
States 

% length of pipeline network 

Scenario 
earthquake 

1693 1818 1832 

Attenuation 
law 

Bommer 
et al. 

Sabetta 
and  
Pugliese 

Bommer 
et al. 

Sabetta 
and  
Pugliese 

Bommer 
et al. 

Sabetta 
and  
Pugliese 

< 0.05 Minor 96.02 90.06 84.99 82.46 95.47 87.66 
0.05–0.15 Moderate 3.98 9.94 15.01 15.30 2.20 4.11 
0.15–0.60 Extensive 0.00 0.00 0.00 2.34 2.33 8.23 

> 0.60 Complete 0.00 0.00 0.00 0.00 0.00 0.00 

 
The definition of an admissible threshold for displacements must consider the 

displacement effects on partial or total pipes serviceability losses. Moreover it is 
important to take into account how much money and how long it will take to re-
condition the network and the importance the temporary unserviceability of this 
pipe has on socioeconomic life of the interested region. This is a very complex 
problem that is affected by the unavoidable subjectivity of the opinion. 

Both national and international laws regarding pipeline seismic damage are ex-
tremely poor. Alaska Geotechnical Evaluation Criteria Committee establishes five 

In Table 1 seismic behavior of the studied water network for the scenario earth-
quakes ‘1693’, ‘1818’ and ‘1832’ (1° vulnerability level) is represented by the 
synthetic parameter ‘RR’. Comparing the values written in the tables, a kind of 
similarity between the results obtained by Tromans and  Bommer (2002) equation 
and those obtained by Sabetta and Pugliese (1996) equation can be observed. The 
obtained results are quite comforting as the obtained repair rate ‘RR’ total values 
are low: a very high percentage of the network would undergo minor damages. 
The information provided estimating RR parameter can be profitably used to de-
velop statistical investigations about the importance of the essential actions to mi-
tigate the network risk, to plan appropriate procedures of emergency management, 
and to plan any improvement works in the network nodes or pipes where a greater 
vulnerability has been found. 

However, it must be considered that the estimation could suffer of a significant 
uncertainty if detailed information about pipelines and above all about joint types 
are missing. 
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Towards a Quick Damage Detection System 
Based on Grid Computing 

Tuong-Thuy Vu and Masashi Matsuoka 

 

Abstract 

This chapter develops a quick damage detection system prototype, which produces 
reasonably detailed information of damaged buildings and accommodates high 
spatial resolution data. Parallel processing based on grid-computing is chosen to 
reduce computation time as well as to provide end-users with cost-effective ac-
cess. The clusters of the GEO (Global Earth Observation) Grid system 
(www.geogrid.org) at the National Institute of Advanced Industrial Science and 
Technology (AIST) in Japan will serve as the main platform. The automated dam-
age detection runs through a scale-space analysis. It is developed as a context-
based approach integrating texture, shape, size, and spectral reflectance. Quick-
Bird imagery acquired over Yingxiu town which was heavily damaged due to the 
2008 Sichuan Earthquake is used to demonstrate the performance of damage de-
tection algorithms. Damage information at building block level is successfully 
mapped. At the current stage of development, damage detection focuses on pro-
ducing quick orientation damage maps. The data grid component of the GEO Grid 
with data federation capability will be employed to connect to various satellite im-
age and field-survey databases in the next stage of development.  This is to en-
hance the mapping capability for more accurate maps.  In addition, future work 
will practically perform the processing of large-scale damage detection on the 
GEO Grid, and test the system performance with remote sensing data acquired in 
various catastrophes.  
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1 Introduction 

Remote sensing technologies have been playing an important role in disaster man-
agement, especially to provide the necessary data at an early stage after a catastro-
phe. As time is critical at this stage, an automated approach to both data acquisi-
tion and data processing is vital. The former has been solved to some extent 
through the establishment of the International Charter on ‘Space and Major Disas-
ter’. Data capture now efficiently operates to provide redundant data of disaster 
areas shortly after the event. Regarding data processing to derive the damage in-
formation, there have been numerous efforts in developing automated approaches 
for various remote sensing data types from optical to radar imagery (Adams et al. 
2004, Estrada et al. 2000, Matsuoka and Yamazaki 1999, Sato et al. 2004, Singh-
roy and Mattar 2000, Stramondo et al. 2006, Vu et al. 2005a). Those approaches 
showed certain success in damage detection but no reliable approach exists yet. 
Quick damage detection still relies on a manual approach which produces an 
overview of damage extent. The accurate damage information in detail will only 
be produced long after a rigorous processing of remote sensing data in combina-
tion with field survey data.  

Advanced remote sensing technologies provide the capability to have higher 
spatial resolution, higher temporal resolution and higher spectral resolution data. 
For instance, very high spatial resolution QuickBird and IKONOS satellite images 
are favourably used by disaster management practitioners and damage assessment 
analysts. As more aspects of damage information can be captured, a more ad-
vanced image processing approach is required. Following the current trend in de-
velopment of an advanced processing approach, damage detection has recently 
employed object-oriented processing (Gusella et al. 2005, Kouchi and Yamazaki 
2005, Vu et al. 2005b). Object-oriented analysis enables the integration of rich 
content of information in processing to produce an easy-to-understand form for 
further analysis.  As the process becomes more complicated, computation time 
drastically increases. It is, hence, inapplicable in the context of damage mapping 
for emergency response. However, choosing simple processing like the system 
proposed by Gamba and Casciati (1998) to obtain a quick outcome cannot well 
accommodate new high-resolution data nowadays. 

Our previous research efforts (Vu et al. 2005b, Vu et al. 2007a) were the step-
by-step development of a reliable automated damage detection method. We then 
introduced the context-based damage detection method (Vu et al. 2007b) for high-
resolution satellite images. This is a 2-stage processing approach in which the first 
stage is to extract the debris areas using edge texture analysis and the second stage 
is to delineate the standing buildings based on a scale-space analysis. Subse-
quently, the crosscheck of two results classifies the damage level. Integrating tex-
ture analysis into scale-space analysis is a further development which is expected 
to better describe the context for analysis. The whole idea of context-based dam-
age detection with latest improvements is presented in Sect. 2. Its performance 
is then demonstrated (Sect. 3) using a QuickBird image acquired on June 03, 
2008 which captured the damaged situation of YingXiu town, Sichuan Province, 
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China. This town was heavily devastated due to the main shock of the 2008 Sichuan 
earthquake on May 12, 2008 and continuing powerful aftershocks months later. 

By sharing the heavy and complex damage mapping tasks among a number of 
operators/experts, the process can be sped up. Moreover, various expertises would 
contribute knowledge and resources to derive better damage maps. It is feasible to 
have such a ‘collaborative mapping’ approach with current Information and Com-
munication Technologies (ICT). Maiyo et al. (2009) concluded that GeoWeb ser-
vices provide a better solution to meet the post-disaster mapping challenge. It led 
to a proposed Collaborative Disaster Management System (CDMS) allowing 
feedback from near-real-time field survey information. This promises to obtain 
highly accurate damage maps (Maiyo et al. 2009). CDMS is mainly based on 
field-survey information. Other daily-use online map services such as Google Map 
and Microsoft Virtual Earth can act as the platform for collaborative mapping. Re-
cently, Virtual Disaster Viewer (VDV) (www.virtualdisasterviewer.com) has been 
tested in response to the Sichuan earthquake. VDV developed on MS Virtual Earth 
acts as a ‘social networking tool’ for earthquake damage assessment. VDV relies 
on high-resolution satellite imagery for damage detection and requires participat-
ing experts to produce the damage maps in their own ways. It should be noted that 
the current spatial resolution satellite imagery could only help to detect the heavily 
damaged and collapsed buildings (Rathje and Adams 2007). In addition, top-view 
imagery is unable to capture vertical damage like pancake collapse. Detection 
from satellite images is also subject to problems with changes not due to the event 
between the pre- and post-scenes (Adams et al. 2004) and different acquisition an-
gles (Chesnel et al. 2007). However, as satellite images play a unique role in ac-
quiring damage information over large areas and difficult-to-access areas, it is 
necessary to utilize them to complement field-survey information. The solution 
proposed here aims at integrating heterogenous data sources from users, on the 
one hand, while providing a powerful satellite image analysis tool on the other. To 
implement such an approach, grid computing and web services are employed.  

The main objective of this study is to design an applicable damage detection 
system prototype focusing on buildings in the context of emergency response. The 
aforementioned context-based damage detection approach is deployed as the core 
processing. The foundation of the proposed system will be the GEO (Global Earth 
Observation) Grid system as described in Sect. 4. The damage detection system 
prototype is then presented in Sect. 5. The first development step discussed in this 
chapter focuses on exploiting the computing grid, i.e., mounting the damage de-
tection algorithms onto GEO Grid clusters. Data federation will be exploited in fu-
ture when an efficient communication manner can be established with satellite 
data providers. This technology will be also utilized to integrate with field survey 
data for a better damage map. It is one of the foreseen further developments to be 
discussed prior to the concluding remarks in Sect. 6. 
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2 Context-based damage detection 

Recently, the most reliable way to detect damaged buildings from a remotely 
sensed image has been by visual inspection. A damage analyst (or expert) starts 
locating the debris areas which are the cues of nearby damaged buildings. Subse-
quently, the still-standing buildings are of concern. In comparison with the status 
obtained from a pre-event scene or existing building inventory database, the opera-
tor can separate the damage into categories of heavy damage (totally collapsed 
buildings), moderate damage, light or no damage. Thus, there are two important 
indicators, i.e., debris area and still-standing buildings, which help to delineate the 
damage. Our developed context-based approach mimics the visual inspection by 
automatically extracting those two indicators (Vu et al. 2007b). Briefly, scale-
space analysis based on area morphology theory (Vincent 1992) categorizes the 
objects according to their spectral information, size, and morphology and then ex-
tracts the objects of interest. It enables the extraction of still-standing buildings. 
On the other hand, the entropy of edge intensity, computed by the Prewitt operator, 
(Te) representing uniformity of the edge structure in a local neighbouring area of a 
pixel, was used to characterize the debris areas. Since collapsed buildings show 
strong non-uniformity, the highest range of Te indicates the debris areas. The ratio 
of Te to a chosen unit area then was applied to accommodate the building sizes. 
This infers that better results can be expected if the texture analysis is integrated 
into scale-space analysis. The improved context-based damage detection algo-
rithms are described in the following paragraphs. 

Figure 1 depicts the general processing flowchart. Each rectangular box illus-
trated in this figure is implemented as an IDL (Interactive Data Language) script, 
which is efficient in quickly implementing image-processing algorithms. The pro-
totype will work with IDL whereas real implementation on the GEO Grid platform 
will use Python or Perl instead. This is to maximize the number of idle CPUs used 
and hence, to speed up the processing. First, the entropy of edge intensity (Te) is 
computed and assigned weights. The higher Te value is assigned higher weight. 
Meanwhile, K-mean clustering is employed to assign a spectral index for each 
pixel. The operator has to input the meaning of all the spectral indices. Since the 
extraction focuses on building and debris, all the irrelevant indices such as the 
ones standing for vegetation, water or shadow are removed. Additionally, similar 
classes can be merged to obtain a smaller number of spectral classes.  

Subsequently, the morphological scale-space is generated for both spectral and 
texture clusters. The classical morphological filters including dilation, erosion and 
their combination like opening and closing have been effectively used in image 
processing. Their extensions such as greyscale opening (and/or closing) by recon-
struction and area opening-closing (Vincent 1992) enhance the capability and 
hence, expand the employment of morphological operators in various image proc-
essing tasks (Soille and Pesaresi 2002). Iteratively applying a combination of 
these morphological operations on an image with increasing disc size enables 
the generation of a non-linear scale space. The small details disappear when up-
scaling to a coarser scale and the image is smoothed or simplified by flattening. 
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In object detection here, we use a flat disc with greyscale opening-closing by re-
construction to generate the scale-space. The size parameter is determined through 
granulometry analysis (Serra 1982). 

 

 

Fig. 1. Processing flowchart of context-based damage detection 

Scale-space analysis is the second processing step as illustrated inside the 
dashed-line box in Fig. 1. Spectral information and edge texture are separately 
processed here but in a similar manner. The adjacent pixels of similar spectral sig-
natures are grouped into one object with an assigned ID to prepare for the cross-
scale-space analysis. Likewise, TEXTID is assigned to the texture-based blobs 
formed by pixels of same texture weight. For the sake of clarity, in the spatial do-
main a spectral-based cluster is called an object whereas a texture-based cluster is 
called a blob. 

Depending on its size and shape, an object vanishes on a scale when down-
scaling from the finest to coarsest scales. A pixel, therefore, belongs to one object 
at this scale but it might belong to another one at a coarser scale. Cross-scale-
space analysis tracks the pixels’ behaviour, and groups the ones which have simi-
lar behaviours together. Consequently, objects can be formed and extracted. In im-
plementation of search and extraction, hybrid processing on scaled images and a 
relational database is developed. A database is prepared with the following attrib-
utes: ID (object id), SCALE (the scale where it exists), SPE (the spectral index), 
AREA (its size) and 2 other shape indices named SHAPEplex and SHAPEcom. The 
former is computed based on the complexity of the object’s skeleton. A building ob-
ject generally has a small SHAPEplex value. Alternatively, SHAPEcom represents 
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the compactness of an object. It is simply the ratio of the object’s area to the area 
of a bounding box. An object with a more compact shape has a high SHAPEcom 
value. In classification of texture blobs used to map the debris areas, area and the 
complex shape are not taken into account. Therefore, only SHAPEcom is com-
puted for texture blobs. A blob, hence, possesses the following attributes TEXTID, 
TEXTSCALE, TEXTURE (texture weight) and TEXTSHAPEcom. 

Three indices, SHAPEplex, SHAPEcom and AREA, are reclassified into low and 
high classes. The crosscheck between spectral-based objects and texture blobs is 
carried out as follows:  
• First, big objects of complex and less compact shapes, i.e. high SHAPEplex, 

high AREA and low SHAPEcom values, are removed since they represent the 
ground or open land objects. The remnant is masked as potential buildings.  

• Second, while working on the texture blobs to pick up the debris areas, the 
blobs with high TEXTURE values are masked. The less compact shape blobs, 
which are normally the edges of objects, are then removed using the low value 
of SHAPEcom. The remaining blobs can now be of two types: some small 
components of the buildings or debris areas. By overlaying those texture blobs 
on the potential buildings to eliminate the small buildings, the debris areas can 
then be finally located. 

• Third, the above named potential buildings are further investigated. Since build-
ing objects are normally not very large and in less complex as well as very 
compact shapes, it is possible to pick up the low AREA, low SHAPEplex and 
high SHAPEcom as building objects.  
The above extraction scheme is recorded as the TYPE attributes of spectral ob-

jects and texture blobs. Consequently, the extraction produces the final results in 
form of a 7-band image including ID, scale, spectral, shape complex, shape com-
pact, area and type bands for spectral objects and a 5-band image including ID, 
scale, texture, shape compact and type bands for texture blobs. Alternatively, to 
enable further analysis in damage assessment, the first band (ID) can be used for 
conversion to ESRI shapefile format. Other attributes can also be added into the 
shapefile database. 

3 Detection of damage due to the 2008 Sichuan 
earthquake 

A QuickBird image (Fig. 2) acquired on June 03, 2008 which captured the dam-
aged situation of YingXiu town, Sichuan Province, China is used to demonstrate 
how the context-based damage detection performs. Figure 2a illustrates the damage 
scene in intensity value, which was used to compute edge texture and its entropy. 
It showed that building objects have diverse spectral signatures and generally have 
various sizes in the small range in comparison with other object types such as 
vegetation or water body. To simplify the extraction task, we created a river mask 
to mask out the water since the water waves obviously appear as bright as debris. 
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Based on the result of granulometry analysis, the following sizes 4, 25, 64, 100, 
225 and 400 were used for generation of the scale space. Figure 2b and 2c illus-
trate spectral values clustered in the scale space from fine scale to coarser scale. 

 

 

Fig. 2. QuickBird image June 03, 2008 of YingXiu town: (a) intensity image and 
scaled images generated from the spectrally clustered image with size (b) 4 and 
(c) 100 

The extracted results are illustrated in Fig. 3 in which grey codes represent the 
object types, i.e. brighter means more likely to be an object of interest. As afore-
mentioned, the results from texture information are called blobs (Fig. 3a) whereas 
the ones from spectral information are named objects (Fig. 3b). Following the hi-
erarchical classification described in Sect. 2, the final classification produced the 
extracted debris areas and still-standing buildings as shown in Fig. 4. It shows that 
the developed context-based approach quite successfully extracts the buildings of 
various sizes and diverse spectral signatures.  

The damage detection result posted on VDV (www.virtualdisasterviewer.com) 
was used as reference data for comparison. On VDV, damaged buildings were re-
ported as points classified to indistinguishable, slight damage, extensive damage 
and collapse. The last two classes were picked up for checking with the detected 
debris areas. To be comparable, a buffer of 5 m was created for each reference 
point. The comparison showed that 4 of 81 reference points found no match with 
debris areas. Apart from an identical group to indistinguishable points, detected 
debris areas also introduced some commission errors in the areas of new tempo-
rary houses/tents. Detected still-standing buildings were checked with visually de-
tected ones since no reliable reference data was available. Performing the visual 
detection confirmed that it is really difficult to delineate the standing buildings 
solely from satellite images, i.e. spectral signatures from the top view. Figure 4b 
presents the number of false detections due to objects of compact shape existing of 
in debris areas. 
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Fig. 3. Extracted results: (a) texture-based blobs and (b) spectral-based objects 

There were two obstacles to obtain a better accuracy in extraction and mapping. 
First, numerous building roofs showed very similar spectral reflectance as that of 
the ground, i.e. concrete material. In addition, the collapsed scene shows unclear 
distinction of a building from the ground. As a result, those buildings barely 
formed into objects extruded from the ground. Second, plenty of small temporary 
houses or tents were built in the area. They showed similar behaviour to that of the 
debris areas presented in texture analysis. A group in the bottom of the image 
could be successfully clarified as building objects due to their spectral homogene-
ity whereas others in the top left could not. When tuning the size parameters to 
pick up those small houses, small homogeneous debris objects will also be in-
cluded. Field survey data would help to overcome these problems. The require-
ment of satellite image acquisition time is another limitation of this approach. 
Since it uses debris as the main indicator, imagery should be acquired shortly after 
the event when the ground has not been cleaned up. In terms of quick damage 
mapping, the above debris and still-standing maps produced from a single post-
event scene could provide necessary information at an early stage. Our context-
based damage detection approach will be the core processing of the damage detec-
tion system as described in the following sections. 

 



Towards a Quick Damage Detection System Based on Grid Computing      163 

 

Fig. 4. (a) Extracted debris and (b) extracted still-standing buildings in compari-
son with other visually detected results 

4 Grid computing and GEO (global earth observation) 
grid system 

To accommodate the critical time requirement for emergency response and diverse 
demands on detailed levels of information from end-users, we propose a damage 
detection system based on powerful grid computing. Grid computing is the exploi-
tation of numerous computers to solve a large-scale problem which requires a 
great number of computer processing cycles and/or access to large databases. The 
size of a grid computing system varies and can be in the form of network-distributed 
parallel processing or large-scale cluster computing. The remote sensing society has 
recently turned its attention to deploying high-performance computing, especially 
grid computing in remotely sensed data archiving and processing. Employing the 
grid-computing approach brings many advantages such as cost savings through 
resource-sharing, scalability, fast computing, increased flexibility and resilient 
operational infrastructures, enabling wide collaboration, increased productivity 
through standardization, etc. (Gasster et al. 2008). 
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Fig. 5. GEO Grid architecture (source: http://www.geogrid.org) 

The GEO Grid aims at providing an e-Science infrastructure for the worldwide 
earth sciences community. Its concept is the marriage of grid technology to global 
earth observation. It provides securely and rapidly large archives of different 
attributes of earth observation satellite data (ASTER, MODIS, etc.) and integrated 
services with various observation databases and geoscientific information. The 
principal design of the system is the open and standard-protocol-based architecture 
including OGC (Open Geospatial Consortium) and Open Grid standards (Sekiguchi 
et al. 2008). An overview of GEO Grid infrastructure is shown in Fig. 5.  

The GEO Grid system implements an IT infrastructure for flexible, secure and 
coordinated sharing of satellite images, other geospatial databases and computing 
power. Virtual Organization (VO) designed by the GEO Grid development team is 

5 Damage detection system prototype 

In the context of post-disaster and emergency response, time is the most critical 
factor. It is also the main reason why remote sensing could play an important role 
at this stage of the disaster management cycle. Our ultimate goal is to develop a 
damage detection system which can minimize both acquisition time, i.e. excluding 

to ensure security and accommodate the diverse data sources and end users. There 
are four different roles for the usage model of GEO Grid: service providers, VO 
managers, end users and GEO Grid administrators. To enable the integration of 
various distributed data sources, the GEO Grid provides database functionalities 
based on a middleware called Open Grid Services Architecture Data Access and 
Integration (OGSA-DAI) (Sekiguchi et al. 2008). Data analysis takes advantage of 
fast computing of grid technology in the form of parallel processing. With numer-
ous loosely coupled computers on the GEO Grid system, solving large-scale dam-
age mapping becomes feasible at the emergency response stage. 
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the capture and down-link time of space segments, and computation time. The 
foundation of our proposed damage detection system is GEO Grid. Figure 6 
sketches the system diagram in which our damage detection tool is emphasized. 
Numerous other tools have been currently developed by the GEO Grid team and 
other research partners. They will all be provided as web services to end users.  

 

 

Fig. 6. Damage detection as a service provided by the GEO Grid  

At this step of development, the prototype exploits only the computing grid 
component of GEO Grid. Satellite images are directly accessed in GEO Grid sys-
tem. By design employing data federation, the end users can virtually access any 
connected satellite image database on GEO Grid; even this database is managed by 
another organization or end user not GEO Grid. There are three currently activated 
and managed VOs (Sect. 4), alternatively called working groups, on the GEO 
Grid. An end user must be a member of one working group to be able to access 
and work with the provided tools. The developed damage detection tool is pro-
vided as a service of the “Geological Hazards and Disaster Mitigation Working 
Group (or VO)”. Since data and processing tools in the form of IDL scripts are al-
ready on the system, an end user starts damage detection work by submitting the 
tasks including the parameters of each step and the names of data sets to work 
with. 

Relying on the GEO Grid system, damage detection algorithms are designed as 
task-parallel computing as illustrated in Fig. 7. Each processing box in Fig. 1 is 
defined as a main task comprised of several independently running sub-tasks. For 
example, the main task of scale-space generation is divided into the tasks of run-
ning an open-and-close morphological filtering by reconstruction of size s on band 
B of an image I. Let’s assume that an operator is working with two 3-band images 
and he/she wants to run on 6 scales. Thus, he/she should prepare and submit 2 × 3 
× 6 = 36 sub-tasks. The task scheduler on the GEO Grid system will then allocate 
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those 36 tasks to the idle CPUs, 36 CPUs for instance. It is logical that the proc-
essing could be speeded up 36 times. 
 

 

Fig. 7.  Illustration of task-parallel computing  

 
Grid computing is a good solution for speeding up time-consuming processing 

steps. It enables the detailed and complicated context-based analysis of the large 
scenes in which diverse aspects of acquired information are integrated. It should 
be noted that the currently developed damage detection prototype works on a sin-
gle post-event image. The outcome is the extracted debris and still-standing ob-
jects as described in Sect. 2. Extraction of buildings from a pre-event image can 
exploit this context-based image analysis. The comparison of post-event and pre-
event extraction results to further classify the damage levels will be developed and 
added in further research. In addition, the GEO Grid with data federation capabil-
ity can help to drastically reduce the time and increase the efficiency of data dis-
tribution. Acquired satellite images which are quickly down-linked to the ground 
station of a space agency or company are virtually accessible by the damage ana-
lyst through the GEO Grid. End users with a standard PC and access to the Inter-
net can easily request the performance of large-scale problem solving in disaster 
mitigation or post-disaster/emergency response. 

6 Conclusions 

Aimed at quickly providing reliable damage information over a disaster-affected 
area, this study has presented a damage detection system prototype based on the 
GEO Grid system. Only the computing grid is the focus at this stage of develop-
ment. The computation for damage extraction employs a newly developed con-
text-based image analysis technique. Its good performance was demonstrated by 
using a QuickBird image of Yingxiu, Sichuan, China. The extracted results here 
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show that detected debris areas were matched with the nearby damaged points de-
tected by VDV contributing experts. More improvement should be carried out in 
building detection to make it applicable as a context-based tool for image classifi-
cation/segmentation and feature extraction from images of various spatial resolu-
tions. Exploiting the great capability of grid-computing clusters could accommo-
date the critical-time requirement and rich detail in satellite images. Moreover, the 
proposed system can reduce the monetary investment in data and processing sys-
tems by end users. Thus, it provides a feasible solution to developing countries, 
which have faced numerous large-scale disasters recently. Future work will add 
one more function to integrate with field-based information, to compare the post- 
and pre-information, to compute the building-block-based damage index for fur-
ther damage assessment, and concentrate on optimization of parallel computation 
on the GEO Grid. One recommendation is to compare the computation time of the 
entire process including grid computation and visual assessment to the time spent 
for conventional visual inspection. Additionally, a portal site will be developed as 
the interface and hence damage detection service will be made available to end-
users. 
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Abstract 

Following a request from the DG RELEX in April 2008 for support in the 
planning of the EU mission to Darfur, the GMES-LIMES project partners 
in the Humanitarian Relief & Reconstruction cluster combined their exper-
tise to contribute their support through the provision of satellite imagery 
based maps and information. Detailed damage assessment maps were pro-
duced for three villages that had been burnt down by militias early in 2008. 
Analyses were also carried out on the evolution of two large IDP camps, 
focussing on the population growth and densities within both the camps 
and the surrounding villages. In addition, rapid mapping techniques 
adapted to the complex humanitarian situation were applied in analysing 
the effects of militia raids on the three villages in West Darfur and for 
monitoring the evolution of the IDP camps between 2002 and 2008. The 
impact of the camps on the surrounding environment was also analysed us-
ing medium-resolution MODIS time series data (2000—2008). 
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1 Introduction 

1.1 Support to mission planning  

The Darfur conflict has led to major human rights violations including sys-
tematic murder, rape and forced displacement. More than 2 million civil-
ians have been forced to leave their homes and hundreds of thousands of 
civilians have died as a result of countless attacks. Although there are now 
considerably fewer deaths than during the period of intensive fighting in 
2003 and 2004 the number of confrontations has multiplied and violence is 
again increasing at a time when international peacekeeping is not yet effec-
tive and access for humanitarian agencies is limited (International Crisis 
Group, 2007). By the end of 2007 a joint African Union (AU)/United Na-
tions (UN) hybrid operation (UNAMID) had begun operations in the area.  

In April 2008, the Directorate General for External Relations of the 
European Commission (DG RELEX) made a request to the Humanitarian 
Relief & Reconstruction cluster of the EC-funded GMES1 LIMES (Land 
and Sea Integrated Monitoring for European Security) project to assist in 
improving the delivery of EU aid through NGOs and UN agencies in the 
field. The GMES-LIMES project aims to define and develop prototype in-
formation services to support security management of the EC (see 
www.fp6-limes.eu), and the cluster partners2 jointly elaborated a detailed 
work plan to provide the requested information.  

QuickBird satellite imagery over five areas in western Darfur (Fig. 1) 
was analysed to provide an overview of developments on the ground. 
Rapid mapping techniques adapted to the complex humanitarian situation 
were applied to analyse the effects of raids on three villages in West Dar-
fur that had occurred in February 2008. The resulting damage assessment 
maps highlighted intact buildings as well as destroyed buildings and infra-
structure, also indicating how many people might have been affected. Fur-
thermore, the detection of temporary dwellings such as tents was helpful in 
estimating the magnitude of displacement. The evolution of two IDP (in-
ternally displaced persons) camps between 2004 and 2008 was also moni-
tored in parallel to the analyses on the villages. The analyses utilised 
automated object-based image analysis methods combining segmentation, 
class modelling and knowledge representation techniques. Satellite-based 

                                                      
1 GMES: Global Monitoring for Environment and Security 
2 SERTIT, France; Joanneum Research, Austria; European Union Satellite Centre (EUSC), Spain; 
Centre for Geoinformatics (Z_GIS), Austria; European Commission Joint Research Centre (JRC), Ita-
ly; GAF AG, Germany; German Aerospace Center (DLR), Germany 



GMES Services for Conflict Prevention and Mitigation: Supporting      173 

extraction of dwellings provides a guide to the number of people present at 
the time of data acquisition, but the exact number can only be estimated. 
Different scenarios were therefore generated for the estimation of popula-
tion figures, based on the number of extracted dwellings, various figures 
from published literature and oral communications with Médecins Sans 
Frontières (MSF).  

IDP or refugee camps themselves have an impact on the surrounding 
environment due to the pressure on scarce local resources such as water, 
grazing areas and firewood. Estimating the magnitude of such impact is of 
considerable importance with respect to conflict prevention. Analysis of 
Moderate Resolution Imaging Spectroradiometer (MODIS) time-series 
data from 2002 to 2008 using the Enhanced Vegetation Index (EVI) helped 
in detecting spatial trend patterns in areas surrounding the camps. 

1.2 Situation analysis 

An attack by government-backed militia in northern West Darfur on 
February 11th, 2008 destroyed much of the two towns of Abu Sorouj 
and Sirba, located 55 km north of El-Geneina, the capital of West Darfur. 
Both towns hosted thousands of IDPs and large parts were burned to the 
ground. The United Nations High Commissioner for Refugees (UNHCR) 
reported that about 12,000 people fled into neighbouring Chad, 150 people 
died and thousands were left without food or shelter as a result of the 
attacks. Abu Sorouj and Sirba had previously (in 2004) hosted about 
40,000 IDPs who had fled from the insecurity of surrounding villages. No 
detailed information is available on militia activities in Dagrase. 

Since December 2007, the northern corridor of West Darfur has seen re-
peated clashes between Sudanese government forces and the Justice and 
Equality Movement (JEM), which took control of key strategic villages 
north of El-Geneina. According to Human Rights Watch (HRW) the at-
tacks in 2008 cut off about 160,000 civilians from aid. Amnesty Interna-
tional described the attacks as a major test for the AU-UN mission, which 
took over from the AU Mission in Sudan on December 31, 2007 but is still 
woefully under-resourced, and called on the mission to ensure the safety of 
all civilians in Sirba and Abu Sorouj (Reuters).  

In April 2008 the DG RELEX requested more detailed information con-
cerning the situation in 3 villages and 2 IDP camps in Western Darfur, to 
support their activities in the region (Fig. 1).  
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Fig. 1. Overview of the locations for the DG RELEX request  
 
Damage assessments were requested for the Sirba, Abu Sorouj and Da-

grase villages while a retrospective monitoring (time series analysis) was 
required for the Zalingei and Zam Zam IDP camps. The overall objective 
was to generate additional information for a better and more detailed view 
of the situation in the specified villages and IDP camps. 
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2 Methods  

2.1 Damage assessment mapping 

The objective was to provide damage maps reflecting the situation on the 
ground following reported attacks on villages in February 2008. User re-
quirements were for A1-sized damage maps in pdf format that would pro-
vide answers to the following two questions: first, “What buildings, infra-
structure and other facilities have been affected?” second, “What can now 
be seen on the ground?” 

To accomplish this task very high resolution (VHR) satellite data acquired 
in late 2007 was used, together with data acquired in the spring of 2008.  

An approach that combined automatic detection with computer-assisted 
photointerpretation, adapted to the complex humanitarian situation in Dar-
fur, was used to generate the required set of damage assessment maps. It 
was decided to use QuickBird data, which was the highest resolution read-
ily available colour imagery, since the characteristics to be analysed on the 
ground were very small with many huts being less than 5 m in diameter. 
Very recently archived QuickBird data dating from late 2007 and early 
2008 was available over the three villages and was ordered, together with 
new (tasked) acquisitions, in a coordinated effort between the involved 

Table 1. Very high spatial resolution optical satellite data acquired (archived and 
tasked) for West Darfur 

Location Date Sensor 

Dagrase 08/12/2007 QuickBird (QB) panchromatic + multispectral bundle 

31/05/2008 (tasked) QB panchromatic + multispectral bundle 

Abu Sorouj 02/03/2006 QB pansharpened 

28/02/2008 QB pansharpened 

Sirba 04/11/2006 QB pansharpened 

23/05/2008 (tasked) QB pansharpened 

Zam Zam 18/06/2002 QB pansharpened 

20/12/2004 QB pansharpened 

08/05/2008 (tasked) QB pansharpened 

Zalingei 14/09/2004 Ikonos pansharpened 

 06/07/2008 (tasked) QB pansharpened 

 

partner organisations (Table 1). 
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The first step in the damage assessment was to clarify the appearance of 
dwellings in this particular region. The common dwelling hut has a circu-
lar outline with a diameter of about 3.5–4.5 m, and a few rectangular huts 
also exist. The spectral contrast between the huts and the ground is high 
(80–100%) and the outlines are therefore very sharp. Intact huts can thus 
be easily identified and the fact that huts are often surrounded by fences or 
walls facilitates their identification. In contrast, the appearance and detec-
tion of burnt-out huts is more complex since although their spectral signa-
ture is similar to that of intact huts the transition to the surrounding ground 
is more gradual, and the edges of the burnt-out huts are therefore more or 
less blurred.  

The automatic analysis for Abu Sorouj and Sirba was conducted using 
object-based image analysis (OBIA), i.e. semi-automated information ex-
traction based on segmentation, class modelling and rule sets (Lang, 2008). 
Because of the very similar shapes and spectral signatures of huts and sin-
gle trees, the near-infrared (NIR) channel was used to distinguish between 
these two types of objects and thus avoid overestimating the number of 
dwellings. The results of the object-based image analysis were validated 
and optimised by visual inspection, particularly for the hut remains within 
the totally burnt-out village centres. 

Although an initial analysis of Dagrase found that the urban landscape 
was not as structured as in the other two sites, the following dynamic types 
were identified for the period between December 2007 and the end of May 
2008: (a) a significant area of forest that had been burned, close to the vil-
lage, (b) huts and other urban features that had been rebuilt, (c) areas of 
undisturbed settlement, (d) a number of  huts and other urban features that 
had disappeared and (e) a compound that had been established. 

In a rapid mapping context this type of work is generally carried out by 
photointerpretation and this method was therefore utilised. The urban and 
damage dynamics are reported in the legend of the A1 maps produced.  

2.2 Camp structure and dwelling density mapping 

During the course of meeting the request from the DG RELEX, two refu-
gee/IDP camps (Zalingei and Zam Zam) were also analysed with a focus 
on monitoring the evolution of these large camps. The main objectives of 
these satellite imagery analyses were (1) the mapping of the refugee/IDP 
camps, (2) the monitoring of population growth in the camps and (3) the 
monitoring of the impact of these camps on surrounding areas. As both 
IDP camps have come into existence since 2004, the minimum time frame 
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for the investigation needed to cover the period between 2004 and 2008. 
Two archived QuickBird scenes (from 2002 and 2004) were therefore ordered 
for Zam Zam together with a current QuickBird image from 2008. For 
Zalingei an already available Ikonos scene from 2004 as well as a newly 
acquired QuickBird image from 2008 were used. 

After pre-processing of the images (including pansharpening and ortho-
rectification), two aspects of the evolution of the camps were analysed: 

1. The growth of the camps from 2002 (Zam Zam) and 2004 (Zalingei) 
until 2008, including the structure of the entire populated area in 
terms of camp area, traditional settlements and dwelling densities.  

2. The number of dwellings in the camps in order to derive an estimate 
of the number of people present, differentiating between two types of 
dwelling for Zam Zam (darker, traditional dwellings and lighter 
dwellings mainly representing tents or tarpaulins), while focussing on 
the extraction of only light dwelling structures in the Zalingei area.  

Analyses were conducted using OBIA techniques. The rule set was de-
veloped for the 2004 Zam Zam imagery and optimised in such a way that 
it was transferable to both the 2002 and 2008 scenes as well as, with some 
modifications, to the Zalingei area. The rule set was adapted to work on 
the Ikonos imagery; only minor additional adaptations were required for 
the QuickBird scenes. The extraction of dark dwellings was limited by the 
presence of other dark structures in the images (mainly fences). The analy-
sis in the Zalingei area focussed on the extraction of light dwelling struc-
tures only as they proved to be a sufficient indicator of the number of IDPs 
since, in contrast to the Zam Zam camp, the IDPs in Zalingei inhabited 
light tents and a significant number of traditional structures could not be 
identified within the main IDP areas of Zalingei. The camp areas were de-
lineated automatically according to a certain threshold in dwelling density.  

2.3 Estimation of population in Zam Zam and Zalingei 

Satellite-based extraction of dwellings does not provide rigorous evidence of 
the actual number of people present at the time of data capture. Scenarios 
used for the estimation of population figures were based on published fig-
ures (Giada et al. 2003, Bush 1988, UNHCR 2006) and on oral communica-
tions with MSF. Population estimates were calculated for three scenarios 
with different occupation rates, based on the number of dark and light dwell-
ings (for Zam Zam) or light dwellings only (for Zalingei). For Zam Zam, 
Scenario I assumes low occupancy rates of 3 inhabitants per dark dwelling 
structure and 4 inhabitants per light dwelling structure, Scenario II (moderate 
occupancy rate) assumes 3 inhabitants per dark dwelling structure and 5 
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inhabitants per light dwelling structure, and Scenario III (high occupancy 
rate) assumes 4 inhabitants per dark dwelling structure and 6 inhabitants per 
light dwelling structure. Similarly, for Zalingei Scenario I assumes 4 inhabi-
tants, Scenario II 5 inhabitants and Scenario III 6 inhabitants per light dwel-
ling structure. 

2.4 Environmental impact assessment 

IDP/refugee camps have a marked impact on the surrounding environment 
due to the depletion of local resources such as water, grazing areas and 
firewood. This may even lead to conflict between IDP/refugees and the 
host communities (Martin 2005, UNHCR 2005). There is growing concern 
about the environmental impact of Darfur’s conflict, in particular the im-
pact on Darfur’s forest resources which were already being depleted at an 
estimated rate of 1% per annum before the conflict (UNEP 2008). In situa-
tions such as Darfur this depletion also has an impact on the security of the 
IDPs because the depletion of resources forces them to collect firewood 
further away from the camps, increasing the risk of attack (ibid). 

The detection and, where possible, the quantification of this impact may 
provide important information for the management of these camps. How-
ever, this is often difficult since the situation prior to the arrival of 
IDPs/refugees is unknown and ongoing conflicts prevent detailed field as-
sessments. In such cases satellite-based remote sensing may be the only in-
strument available for the derivation of such information. A standard ap-
plication is the detection of changes between two (or more) dates, but such 
comparisons may be influenced by different phenological stages, espe-
cially in extremely fragile arid environments such as that in Darfur. Alter-
natively, archives of satellite data with coarse geometric but high temporal 
resolution may provide more reliable results (Cracknell 1997, Justice et al. 
1998). Such an analysis aims to detect spatial trend patterns, which are an 
important factor in long-term environmental studies. A trend is character-
ised by its functional form, direction and magnitude and should be inter-
preted with respect to its statistical significance (Widmann and Schär, 
1997). 

In this study a time-series analysis of MODIS data from January 2002 to 
July 2008 was used. The time-series analysis is based on the Enhanced 
Vegetation Index (EVI) of 16-day maximum value composites with a spa-
tial resolution of 250 m, which is believed to be superior to the commonly 
used Normalised Difference Vegetation Index or NDVI (Huete et al. 
2002). The aim of the time-series analysis was to detect spatial trend patterns 
in the vicinity of the camps. These can be identified using parametric trend 
models such as regression analysis, but these models rely on specific 
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assumptions that influence the derived trend function and when these as-
sumptions are not met the standard error for the estimate of the regression 
coefficients becomes suspect, and significance tests could be erroneously 
interpreted (de Beurs and Henebry 2004). Nonparametric methods are, 
however, independent of such assumptions. The majority of nonparametric 
statistical significance tests for trend analysis are derived from the 
Mann-Kendall (MK) test, which is suitable for monotonic trend detection 
independent of the functional nature (e.g. linear, quadratic) of the trend. 
The MK test assumes that the error terms are identically distributed, which 
may lead to problems if a seasonal and/or serial correlation exists in the 
data, in which case the seasonal Kendall test should be used instead. The 
seasonal Kendall test is a generalization of the Mann-Kendall test that ac-
counts for a seasonal component in the data by deriving the test statistics 
individually for each season (Hirsch and Slack 1984). 

 

3 Results and discussion  

3.1 Damage assessment mapping 

3.1.1 Abu Sorouj and Sirba 

Counting revealed approximately 4,350 huts in Abu Sorouj in February 
2008, of which more than 1,000 had been constructed in the 2 years from 
March 2006 to February 2008. The main areas of growth were in the 
north-western and western parts of the village (Fig. 2). In contrast, the cen-
tre of Abu Sorouj was completely burnt to the ground and had not been re-
constructed by the end of February 2008. Some larger buildings located 
close to the centre of the village might indicate a central market, or storage 
buildings.  

Approximately 2,400 dwellings were identified in Sirba, of which 760 
were burnt down by militias in February 2008. Once again there were 
some large buildings located in the village centre, possibly representing a 
central market or storage buildings, and some more solid buildings could 
be seen to the west and south-west of the village centre. 

While many temporary dwellings (approximately 320) were established 
in Sirba to compensate for the loss of houses, only a few tents were de-
tected in Abu Sorouj, posing the question of where those people that used 
to live in the totally destroyed centre of the village are now living. 
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Fig. 2. Damage assessment map of Abu Sorouj. Light dots: destroyed dwellings, 
dark dots: intact dwellings  

3.1.2 Dagrase 

Once the urban dynamics and damage assessment had been evaluated 3 
maps were produced covering the Dagrase village, all of which contained 
damage assessment type data for the period between December 2007 and 
May 2008 (Fig. 3). The situation in Dagrase appeared to be very complex: 
the village itself was very difficult to define in the December 2007 im-
agery since there appeared to be many shells of huts but very little urban 
structure. 

Despite a destructive event occurring within this period many new 
dwellings (including tents) and other buildings were also erected between 
December 2007 and May 2008 in and around Dagrase. Many of the dam-
aged huts, however, remained shells and do not appear to have been rebuilt. 
Although fire did affect a relatively large area during this period damaging 
many huts, there was an overall net gain in the number of intact buildings 
within the area. As a result of the unstructured nature of the settlement in 
Dagrase, automatic or semiautomatic processing has, however, so far been 
unable to yield satisfactory results in mapping the individual buildings, 
building (settlement) densities or settlement limits. In another R&D test, 
change detection procedures were applied to circular buffer areas around 
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the points representing the huts in order to investigate whether similarities 
could be seen between photointerpretative results and change detection re-
sults. The results did not indicate the type of change or its cause, but could 
nevertheless provide an aid to rapid mapping photo-interpretation. 

 

 

Overall, the detailed analysis produced unexpected and complex results 
given the destruction already evident in 2007 and the complication of sub-
sequent rebuilding having been interrupted by the fire and other destruc-
tion in early 2008. Taking into account the complexity of the situation and 
the detailed nature of the analysis, the processes involved require too much 
time to justify their use for a preliminary product within a classical rapid 
mapping context but might be utilised for a second-stage product that 
could be delivered within a few days of receiving a pre- and post-event 
pair of very high resolution satellite images. 

 

Fig. 3. Dagrase urban area dynamics map, December 2007—May 2008 
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Fig. 4.  Zam Zam camp structure (2008), based on automatically extracted dwelling 
structures 

3.2 IDP camp structure and dwelling densities  

With respect to the development of the Zam Zam camp site as a whole, ar-
eas were differentiated with (i) predominantly traditional dwelling struc-
tures or huts from those with predominantly new camp/tent structures), (ii) 
mixed structures and (iii) areas inside the camp with low dwelling densi-
ties (Fig. 4). Monitoring of developments between 2002 and 2008 reveals a 
major increase in the number of dwellings between 2004 and 2008; the 
number of light dwellings (tents/tarpaulins) in particular increased signifi-
cantly during this period.  

Further analysis encompassed kernel density calculations to create 
dwelling density maps (dwellings per square km), based on the semi-
automatically extracted dwellings (Fig. 5). 
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Fig. 5.  Dwelling density zones for the Zam Zam IDP camp (2002–2004–2008) 

3.3 Camp population estimates 

Figures for the three different scenarios were compared with official popu-
lation data from the Humanitarian Needs Profile (HNP) of UN OCHA 
(United Nations Office for the Coordination of Humanitarian Affairs), 
Humanitarian Information Centre (HIC) and the Spanish Red Cross 
(SpRC) (OCHA 2007). Depending on the particular scenario used for the 
dwelling extraction from the QuickBird images, these figures show good 
agreement (Tables 2 and 3). The dwelling numbers extracted from the 

 

Ikonos scene from 2004 for Zalingei, showed the widest variation between 
population estimations and official figures. This underestimation could 
be a result of the coarser resolution of the Ikonos image (1 m) compared to 
the higher resolution (0.6 m) QuickBird images, which complicates the 
automated dwelling extraction. 
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Table 2. Population estimations for the Zam Zam camp based on the ex-
tracted dwelling structures (see Methods section for scenario descriptions)  

 Semi-automatically extracted dwelling structures:  Population estimation: 

Acquisition 
date  
- satellite 
imagery 

# of dark dwellings 
(‘traditional’) 

# of light dwellings 
(‘tents/ tarpaulins’) 

Overall Population 
figures  
(from 
HNP/OCHA
/SpRC) 

Scenario 
I  

Scenario 
II  

Scenario 
III  

June 18, 
2002 

434 – 434 – 1,302 1,302 1,736

December 
20, 2004 

4,690 1,899 6,589 18,190 21,666 23,565 30,154

May 8, 
2008 

6,982 6,032 13,014 > 50,000 45,074 51,106 64,120

Table 3. Population estimations for the Zalingei camp based on the extracted 
dwelling structures (see Methods section for scenario descriptions) 

 Semi-automatically 
extracted  
dwelling structures: 

 Population estimation: 
 

Acquisition 
date  
- satellite 
imagery 

# of light dwellings (< 
35m²–‘tents/ huts / 
tarpaulins’) 

Population figures  
(‘affected population’)  
from HIC (2004) and  OCHA 
(2007/2008) 

Scenario 
I  

Scenario 
II  

Scenario 
III 

September 
14, 2004 

11,569 82,960 (Res: 20,000; IDP: 62,960) 46,276 57845 69,414

July 6, 2008 31,502 144,688 (Res: 45,257; IDP: 99,431) 126,008 157,510 189,012

3.4 Environmental impact assessment  

The impact analysis using the seasonal Mann-Kendall test for the Zam 
Zam camp is illustrated in Fig 6. The significantly degraded areas are all 
on the western side, within 5—10 km of the camp. Areas closest to camps 
are generally more secure and are hence the most exploited. IDPs from a 
camp at Abu Shouk in Al Fashir (approximately 20 km away) recently 
reported that it takes 7 days to collect one cartload of wood (UNEP 2008). 
The land degradation in the vicinity of the Zam Zam camp becomes 
evident when comparing the VHR data from 2002 with that from 2008 
(Fig. 7). While the area was sparsely covered with trees in 2002 and still 
being used for dry farming, by 2008 the camp had already extended into 
the eastern part of the image and the area was basically deprived of shrubs 
and trees. 
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Since the time-series analysis was performed for an entire MODIS scene 
covering an area of 1,200 by 1,200 km, the information is available for the 
whole of Darfur and allows the analysis of all IDP/refugee camps. The 
analysis might also be extended to include the deliberate destruction of re-
sources during the conflict. Despite the coarse resolution, the MODIS sat-
ellite data provides valuable information for evaluating the impact of IDP 
camps due to its ability to identify even subtle changes and the availability 
of long time-series over large areas. The quantitative information may be 
used to enhance the qualitative information (e.g. UNEP, 2008) available 
from higher resolution data. Figure 7 shows a more detailed comparison 
between fine-scaled QuickBird data from 2002 and that from 2008. 

 

 

Fig. 6.  Trend analysis results for Zam Zam camp overlaid on SPOT data, with the 
daily walking distance for firewood collection assumed to be between 5 and 
10 km  
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Fig. 7. Comparison of Quickbird data for 2002 (left) and 2008 (right). The dark 
spots, mainly visible in the 2002 image, are trees and shrubs and the fine linear 
structures indicate dry farming. In the 2008 image the camp borders had extended 
into this area and most of the shrubs and trees disappeared 

Summary and outlook 

In spring 2008 a group of partners within the LIMES Humanitarian Relief 
and Reconstruction cluster pooled their resources and know-how to pro-
vide a service to the DG RELEX, using mainly satellite Earth Observation 
(EO) imagery to acquire detailed information on the situation in user se-
lected villages and IDP camps in Western Darfur, in support of mission 
planning by the DG RELEX.  

The main objective was to provide pertinent up-to-date geographical in-
formation on settlements for which the situation on the ground was either 
unknown or little known due to access and security issues that have existed 
since armed attacks in February 2008. In an attempt to investigate the vari-
ous options available both tried and trusted rapid mapping techniques and 
relatively untested R&D methods were used to demonstrate the potential of 
EO-based services developed within the LIMES project. To back up the 
standard photointerpretative thematic extraction methods, new automatic 
and semi-automatic procedures were tested for mapping the settled areas, 
individual buildings and infrastructure as well as both settlement densities 
and settlement compositions. Population estimates, population densities 
and their environmental impacts were also studied. Although the automatic 
detection of dwellings, damaged dwellings and other infrastructure may 
still have limitations and the full extraction of camp structures for popula-
tion estimates remains challenging, several promising approaches were 
identified to automatically generate relevant information about conflict ar-
eas or at least support the visual interpretation of very high resolution sat-
ellite data.  
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It is important to note that the major objective of the analyses described 
in this chapter was the provision of preoperational services rather than to 
exclusively carry out research-oriented activities. To this end the informa-
tion requested by the DG RELEX was prepared in close cooperation with 
the user to ensure that the final maps and interpretations provided the 
maximum possible benefit and support for the planning of the EU mission 
to Darfur. A questionnaire completed by the DG RELEX (to provide user 
validation on the information and map products provided) summarised the 
groups’ work as follows: ‘Overall very good quality work, which is un-
usual for a research project. The analysis shows great attention and use of 
additional information than geo-information sources.’ (DG RELEX) 

The cooperation between a number of partner organisations in these 
joint activities has demonstrated the advantages of bringing together their 
different capacities and areas of expertise, both operational and R&D, to 
provide rapid support to mission planning within the context of a complex 
crisis situation. Following this demonstration it was considered that our 
capacity to provide such services had been proven and the partners contin-
ued to work on other operationally orientated service provisions within 
LIMES. Further requests of a similar nature by the DG RELEX, and per-
haps by other users, are already anticipated.  
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Abstract 

It is difficult to think of any Early Warning (EW) and Emergency Management 
(EM) activity that does not involve geospatial information, that is, information 
about things and events that have location in time and space. It follows that EW and 
EM decision makers can make better decisions if their information systems provide 
geospatial information in ways that fully accommodate well-defined user require-
ments for information discovery, access, and use. Geospatial information for EW 
and EM is almost always created and maintained by multiple organizations, agen-
cies, and companies, and the data almost always resides on different systems on one 
or more networks. Unfortunately, “non-interoperability” between these systems and 
their data has often prevented their discovery, access, and use. Sharing geospatial 
resources is now much easier, thanks to a well-developed, though still evolving, set 
of standards. EW and EM managers can maximize sharing, enhance flexibility, and 
minimize costs by making full use of these standards and contributing to their 
evolution. 

1 Introduction 

Every activity happens somewhere and “somewhen”. This is particularly impor-
tant to consider in regard to Early Warning (EW) and Emergency Management 
(EM) events. For decades, providers of information and communication tech-
nologies (ICT) have invested considerable effort and money in developing ways 
to effectively and efficiently use information about location and time. Different 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_13, © Springer-Verlag Berlin Heidelberg 2010 
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applications—GIS, Earth imaging, Cartography, Command and Control, Facilities 
Management, Location Services, Navigation, etc.—required different technologies 
and different approaches, and different vendors developed products that were inno-
vative but not designed to interoperate with other vendors’ products. Because users 
have a strong need to share geospatial information and to maximize the value of 
their software investments over time, they demanded standards that would bridge 
the gaps between different types and brands of geoprocessing systems. These user 
needs led to the creation in 1994 of the Open Geospatial Consortium, Inc, (OGC)®. 

harmonization of open and freely available geospatial standards. The OGC is a vol-
untary consensus standards organization with over 370 members—companies, gov-
ernment agencies, NGOs, universities, and research institutions. The membership 
has developed and adopted more than 30 interface and encoding standards that have 
been implemented in hundreds of products in the marketplace (OGC, 2009). EM 
and EW organizations have been an important source of requirements for OGC 
standards, and there is broad use of OGC standards-implementing and OGC-
conformant products worldwide. 

2 What do we mean by interoperability? 

Interoperability is the “capability to communicate, execute programs, or transfer 
data among various functional units in a manner that requires the user to have little 
or no knowledge of the unique characteristics of those units” (OGC, 2002). You 
know you don’t have interoperability when your organization finds that it is bur-
dened with 
• Time-consuming custom integration 
• Difficulty in rapidly mobilizing new capabilities 
• Missed opportunities to collaborate 
• Unnecessary duplication of effort 

There are different kinds, or layers, of interoperability. The OGC has tradition-
ally focused on “technical interoperability.” Technical interoperability refers to dif-
ferent technology products being able to communicate and “work together” and is 
achieved through standard interfaces and encodings. Communication means ex-
changing information “through a common system of symbols, signs or behavior.” 
(Merriam Webster Online) Standardization is about “agreeing on a common sys-
tem.” The Internet, the World Wide Web, e-Commerce, and the wireless revolution 
have produced great wealth because of “network effects”: That is, a node on the 
network (a product or service, for example) increases in value with the size of the 
network (such as the number of potential users of the product or service). As the 
daily use of the Web for millions of secure financial transactions demonstrates, se-
cure applications can run on networks based on open standards. Open standards are 
a tremendous bargain: cheap to produce, free to use, and conducive to wide use, 
which results in large—and thus valuable—networks of cooperating systems.  

The OGC’ Mission is to serve as a global forum for the development, promotion, and 
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“Information interoperability” is about semantics. Geospatial information in-
volves the naming of geospatial features and phenomena. Non-interoperability re-
sults when the same short road, for example, is labeled as a “dead end” in one data 
set and a “cul-de-sac” in another data set. The problem can be solved by organiza-
tions “agreeing on a common system” of names and naming conventions, and it can 
also be solved by software that is able, after being properly configured, to “interpret” 
between different naming schemas. This capability is greatly enhanced when both 
communities use the same content model and encoding language, such as the OGC 
Geography Markup Language (GML) Encoding Standard. 

Organizational interoperability and cultural interoperability are the high-level 
goals that require and drive technical interoperability and information interoperabil-
ity. Leaders and managers working toward improved communication and coopera-
tion want information systems that help them meet their goals, and this is the reason 
organizations increasingly support and participate in consensus standards organiza-
tions. 

3 OGC standards  

The OGC standards framework supports a variety of system architecture patterns, 
such as Service Oriented Architectures (SOA), with an emphasis on architectures 
that use the “standards ecosystem” of the Internet and Web. These standards enable 
communities of users to publish, discover, access, fuse, and apply geospatial infor-
mation from multiple sources across the Web. Most geospatial data and services re-
lated to activities such as Critical Infrastructure, Emergency Management, Weather, 
and Decision Support can be managed through OGC web services. 

OGC standards are defined, discussed, tested, and approved by members in 
a formal process. Approved OGC standards are available free of charge at 
http://www.opengeospatial.org. Though many OGC standards provide critical capa-
bilities in EW and EM, we list only a few here to indicate the kinds of interoperabil-
ity problems that OGC standards solve:  

• 
interface for requesting geo-registered map images from one or more distributed 
geospatial databases. From an EM perspective, using WMS-enabled servers al-
lows a client to access distributed and often disparate geospatial repositories and 
create a fused situational awareness or common operating picture map on the cli-
ent (OGC Web Map Service Implementation Specification, 2006). 

• Catalogue Services - supports the ability to publish and search collections of de-
scriptive information (metadata) about geospatial data, services, and related re-
sources. Providers of resources, such as maps and services, can register metadata 
in catalogues that conform to the provider’s choice of an information model; such 
models include descriptions of spatial references and thematic information. Catalogs 
implementing this standard enable inventorying and discovery of distributed re-
sources critical in EM and EW, such as map layers, emergency symbology, and 
plume models (OGC Catalogue Service Implementation Specification, 2007). 

Web Map Service – The OGC WMS Interface standard provides a simple HTTP 
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• The OGC Sensor Observation Service (SOS) supports interoperable web services 
based aggregation of feeds from both in situ and remote sensors and sensor net-
works. The ability to rapidly access, fuse, and use information from an array of 
sensors in a location and temporal context has been an important EW/EM user 
community goal (OGC, 2007).  

• Geography Markup Language (GML) – The ability to easily share geospatial 
content between organizations, jurisdictions, and systems is critical, especially in 
a crisis situation when responders need the right data at the right time and in the 
right place. (GML) is an XML grammar for expressing geographical features. 
GML serves as a modeling language for geographic systems as well as an open 
interchange format for geographic transactions on the Internet. Many EM appli-
cations are already using GML or plan on using GML application schemas (OGC 
Geography Markup Language Encoding Standard, 2007). 

4 Alliances 

Because geospatial interoperability depends on interoperability standards in the 
broader Internet and Web computing infrastructure, the OGC maintains alliances 
with many other standards development and professional organizations (SDOs). 

ner organizations. The partnerships enable the OGC and its partner organizations to 
work directly on standards and interoperability challenges of mutual interest. From 
the EW/EM community perspective, it is important that the OGC is currently col-
laborating with the following standards organizations (OGC, 2009): 
• buildingSmart International and the buildingSmart Alliance – This is important 

to the EM community because first responders benefit from ready access to in-
formation about the buildings they enter. Such information is created by a wide 
variety of building stakeholders and is potentially made available in Industry 
Foundation Class (IFC) standards based Building Information Models (BIM). 
BIM standards are the focus of these two organizations (BuildingSmart Interna-
tional, 2009). 

• OASIS (the Organization for the Advancement of Structured Information Stan-
dards) – The OGC and OASIS have a formal memorandum of understanding. 
OGC staff have been actively working on OASIS standards being developed and 
maintained by the Emergency Management Technical Committee. Such collabo-
ration insures that OGC standards, such as GML, are compatible and work with 
OASIS standards such as EDXL. 

• IETF (Internet Engineering Task Force) – for almost five years, OGC Staff have 
been working closely with IETF GeoPriv Working Group. This WG is focused 
on location payloads for use in a variety of applications, especially EM, and how 
to encode privacy rules. Currently, the WG has formalized mandatory guidance 
that all coordinate location payloads be encoded using a GML application 
schema known as the GML PIDF-LO Geometry Shape Application Schema for 

These partnerships are critical to the success of both the OGC and its Alliance part-
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use in the IETF (IETF, 2007). This work and payload encoding is now being in-
corporated in numerous other Internet standards. 

• NENA (National Emergency Numbering Authority) – NENA is authorized to de-
fine the architecture, operating procedures, and standards for the IP-based Next 
Generation 9-1-1 system (NG9-1-1). OGC staff participate in NG 9-1-1 Working 
Groups to ensure common and consistent encoding of geospatial content and 
payloads. Here, GML is a key OGC standard. 

These alliance partnership arrangements enable the OGC to address increasingly 
complex, cross community interoperability issues that could not be solved by any 
one organization in isolation. Furthermore, these relationships allow the OGC to 
work with broader IT standards organizations to ensure that location is represented 
consistently across the IT standards “stack”.  

5 Some examples of systems based on OGC standards  

5.1 Tsunami information portal 

Tsunami Information Portal (http://mapsherpa.com/tsunami/) is a rapid response 
application developed to support rescue and recovery activities following the Indian 

5.2 Debris flow disaster information system 

The Debris Flow Disaster Information System developed by the GIS Center at Feng 
Chia University, Taiwan, for the Taiwan Committee of Agriculture’s Soil and Water 
Conservation Bureau supports debris flow disaster management (SAO/NASA, 
2008). 

The main purpose of this project, which began in 1998, is to address the four 
phases of disaster management in situations involving debris flow from river floods. 
Goals include: 
• Avoid casualties caused by debris flow 
• Record information during the lifecycle of a disaster 
• Provide information to decision makers  
• Manage recovery projects 
• Capture data to support debris flow research 
• Interoperate with heterogenous information systems to meet disaster manage-

ment requirements. 

Ocean Tsunami of 2004 (Fig. 1). developed by DM Solutions (Canada) in concert 
with the Asian Institute of Technology, Chulalongkorn University, and Laboratory 
of Applied Geomatics. It uses the OpenGIS WMS Interface Standard.  



196      M. Reichardt and C. Reed 

 
Fig. 1. “False color” earth image showing areas affected by the December 2004 
Indian Ocean tsunami (original image is from Spot Image, Inc.) 

Seventeen fixed real-time observation stations are deployed at high-potential de-
bris flow locations and 3 mobile observation stations are available to be deployed as 
needed. All stations transmit real-time data (precipitation, water level, earth vibra-
tion, images, etc.) to the database. Several models provide rapid analyses to support 
decision making. Once a disaster happens, an application sends dispatches and re-
ports on resources involved in rescues. In the recovery phase, another system pro-
vides support for engineering projects. The system is designed to facilitate collec-
tion and use of “lessons learned.” The application architecture involves a portal that 
provides real-time information for common/entry level users. Web applications are 
provided for officers on duty. The architecture integrates commercial software 
(ESRI ArcIMS, ESRI ArcSDE, Oracle, and SQL Server) and custom software. 
Standards Implemented include EDXL, CAP, OGC Web Map Server Interface 
Standard, OGC Web Feature Service Interface Standard, OASIS WS-security, some 
of the OGC SWE standards, and potentially the OGC Web Processing Service 
standard. 
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5.3 SLEWS – A Sensor-Based Landslide Early Warning System 

SLEWS (Sensor-based Landslide Early Warning System) (http://www.slews.de/) is 
being developed in Germany by the Department of Engineering Geology and 
Hydrogeology of the RWTH Aachen University, ScatterWeb GmbH, the Department of 
Geodesy and Geoinformatics of the Rostock University, and the Federal Institution for 
Geosciences and Natural Resources. The SLEWS project investigates the complete 
Early Warning System information chain, starting from data gathering using wire-
less sensor networks via information processing and analysis to information re-
trieval. The prototype addresses problems of landslides and mass land movements, 
but the overall objective is to develop principles and tools that can be applied in 
other EW applications.  

SLEWS uses an innovative, open, service orientated information structure in 
which OGC standards play a key role. The prototype of a Spatial Data Infrastructure 
(SDI) in the context of an alarm- and early warning system will be orchestrated by a 
number of OGC SWE services such as Sensor Observation Service (SOS), Sensor 
Alert Service (SAS), Sensor Model Language (SensorML) and Observations & 
Measurements Schema (O&M), as well as other services: Web Map Service 
(WMS), Catalog Services – Web (CSW), Web Feature Service (WFS) and Web 
Coverage Service (WCS). Implementation of analytic processes and calculations 
involving business logic will be represented in self-contained web-based services 
that implement the OGC Web Processing Service (WPS). 

5.4 Katrina map server interface 

Soon after Hurricane Katrina hit New Orleans, a small group of individuals working 
in government, academia, and industry implemented an initial emergency mapping 
portal—the Katrina Map Server Interface—based on open standards and open 
source software. The portal provided access to a diverse and distributed collection 

www.niusr.org) and other relief agencies used the data portal and map viewing ap-
plication in their efforts. Many who fled the storm have used this Web service to see 
the condition of their homes before returning. This geocoding capability was 
quickly put to use by the US Navy, who used it to geographically locate military 
personnel as well as civilian employees and their extended family who were located 
in the disaster area.  

 

of data provided by many agencies, companies and organizations (Fig. 2). The 
American Red Cross, the National Institute of Urban Search and Rescue (NIUSR, 
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Fig. 2. Map provided by the Telascience Katrina Portal showing a carcinogen sites 
map layer from the US National Institute of Health’s National Institute of Environ-
mental Health Sciences (NIEHS) 

6 Sensor Web Enablement 

Building on a project that began in NASA, the OGC membership developed a ven-
dor-neutral interoperability framework for Web-based discovery, access, control, in-
tegration, and visualization of online sensors. The “Sensor Web Enablement” 
(SWE) initiative was undertaken in the OGC for two reasons. The first reason was 
that every sensor—from a simple fixed rain gage to a complex imaging device on 
an orbiting platform—has location, and every observation occurs at some time, and 
these are often key parameters in using online sensors. The second reason was that 
the OGC members had a strong need to enable the rapid integration of real time 
feeds from various fixed and mobile sensors in order to improve their decision 
making capability. OGC members, familiar with a variety of different sensor appli-
cations, then leveraged the OGC consensus process and existing OGC standards to 
mature a complementary SWE framework. OGC formed an Alliance partnership 
with the IEEE technical committee working on IEEE 1451 “smart sensor” standards 
to make sure that a complementary and versatile set of sensor standards evolved to 
meet the broad requirements of the global community of users.  

In the SWE framework, all sensors report position; all are connected (at least 
sometimes) to the Web; all may have metadata registered in a catalog for easy dis-
covery; all are readable remotely; and some are controllable remotely. OGC Sensor 
Web Enablement (SWE) Standards enable discovery, access, and application of real 
time sensor observations and stored sensor observations. 
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7 Sensor Web Enablement applications 

7.1 Ocean observation 

The ocean observation community is one of many communities of interest using 
OGC standards to help them share and apply geospatial data. This community in-
cludes organizations with coastal and maritime EM and EW responsibilities. 

The EU’s InterRisk project (Interoperable GMES Services for Environmental 
Risk Management in Marine and Coastal Areas of Europe) (http://interrisk.nersc.no/), 
for example, is developing a pilot system for interoperable monitoring and fore-
casting services for environmental management in marine and coastal areas. 
(GMES is the EU Global Monitoring for Environment and Security program 
(http://www.gmes.info). InterRisk data and service providers will deliver their 
products using servers that implement the OGC Web Services standards. Catalogs 
and registries that implement the OGC Catalogue Services for the Web (CSW) will 
ensure the delivery of ISO 19139 metadata. These services will be accessed through 
the ESA Service Support Environment (SSE) portal (http://services.eoportal.org/). 

SeaDataNet, a Pan-European project to provide Infrastructure for Ocean & Ma-
rine Data Management (http://www.seadatanet.org/) and the UK Met (Meteorol-
ogy) Office’s DEWS (Delivering Environmental Web Services) project 
(http://www.dews.org.uk) are also using OGC standards. The EUCC (EU Coastal 
Union) (http://www.eucc.nl/) promotes standards-based interoperability and fa-
cilitates stakeholder involvement in MOTIIVE (the EU Marine Overlays on To-
pography for Annex II Valuation and Exploitation) (http://www.motiive.net).  

MOTIIVE and the Australian Oceans Portal project (http://www.aodc.gov.au/ 
index.php?id=34) are collaborating on a registry to deliver OGC standards 
driven query models, presentation resources and processing chains. 

The US Integrated Ocean Observing System (IOOS) program (http://ioos.noaa.gov) 
is embracing open standards including geospatial and SWE standards of the OGC 
as part of its technical architecture to improve sharing across federal to local or-
ganizations involved in ocean observation (NOAA, 2009). Cooperating organiza-
tions have also advanced an Open IOOS project (http://www.openioos.org/) that 
leverages OGC geospatial and SWE standards. 

In January 2007, OGC members launched the “Ocean Science Interoperability 
Experiment” (OceansIE) (http://www.opengeospatial.org/projects/initiatives/oceansie) 
to study implementations of OGC Web Service (OWS) standards being used by the 
ocean-observing community. A number of cooperating ocean-observing organi-
zations participated in the Interoperability Experiment (IE) to develop an initial 
set of best practice recommendations, available in the Oceans IE Phase I report 
(www.oostethys.org/outreach/working_folder/ogcreport/ogc-oie-20080822.pdf/view). A 
second phase of Oceans IE is now underway. Members of the Oceans Science IE are 
also involved in the OOTHethsys (http://www.oostethys.org/) effort to develop cook-
books, reference materials, and software to enable a “system-of-systems” of linked 
data providers in the marine domain based on OGC standards, with a focus on 
sensors. 
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7.2 Defense and intelligence 

OGC standards are being applied in a range of Defense and Intelligence systems 
and enterprise activities to improve situational awareness, analysis and decision 
making. For instance, Northrop Grumman Corp. (NGC) has been using the SWE 
standards in an internal research and development (IRAD) project called Persistent 
Universal Layered Sensor Exploitation Network (PULSENet) and SAIC has been 
using the standards in the SensorWeb system they are developing for the Defense 
Intelligence Agency. A number of other projects are under way. Overall, the objec-
tives are to enable users to: 

• Quickly discover sensors (secure or public), send commands to them, and access 
their observations in ways that meet user needs 

• Obtain sensor descriptions in a standard encoding that is understandable by a 
user and the user’s software 

• Subscribe to and receive alerts when a sensor measures a particular phenomenon. 

7.3 German Indonesian Tsunami Early Warning System 

7.4 NASA application of SensorWeb 

The US National Aeronautical and Space Administration (NASA) has a compre-
hensive “SensorWeb” vision that involves the development of a wide range of ca-
pabilities, such as fire detection, emergency management support, discovery of 
available sensor assets over the Internet, “wizards” that assemble possible work-
flows, and workflow engines that control the creation of multi-sensor products for 
delivery to the user desktop. Satellite operations are part of the vision according to 
Dan Mandl of the NASA Goddard Space Flight Center, who summarized the bene-
fits of OGC standards in late 2008: 

We continue to upgrade the ground and flight systems on EO-1 with SOA-based web 
service implementations that allow us to continue flying the satellite on less available 
operations funding while increasing our functionality, reliability, and performance. We 
have increased the flexibility of the systems while decreasing the turn-around and 

The German Indonesian Tsunami Early Warning System (GITEWS) 
(http://www.gitews.org) is a 35-million Euro project of the German aerospace 
agency, DLR (http://www.dlr.de/en), and the GeoForschungsZentrum Potsdam 
(GFZ) (http://www.gfz-potsdam.de/index-en.html), Germany’s National Research 
Centre for Geosciences. GITEWS uses SWE services as a front-end for sharing 
tsunami-related information. GITEWS uses real time sensors, simulation models, 
and other data sources. All those data sources are integrated into a single system 
through the use of SWE standards. The German organization 52North 
(http://www.52north.org) provides a complete set of SWE services under GPL li-
cense (http://www.gnu.org/copyleft/gpl.html). This open source software is being 
used in GITEWS and a number of other real-world systems. 
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delivery times for new target-of-opportunity acquisitions important to the disaster 
management community through use of Sensor Web Enabled services we developed 
in concert with OGC-sponsored pilots and testbeds. We are implementing more 
new product generation capabilities and improving the ease of integration of these 
new products in our processing stream using the SOA-web services approach and OGC 
standards. (Mandl, 2009)) 

Many OGC members representing user organizations leverage the OGC process 
as an opportunity to reduce their technology risk. Through the OGC process they 
encourage broad industry development and acceptance of open standards, then ap-
ply these standards to their programs to reduce cost, improve flexibility, simplify 
integration, and promote reuse of services. 

8 The OGC interoperability program 

User requirements for Early Warning, Emergency Response and Crisis Manage-
ment have been major drivers for OGC standards development, testing, and valida-
tion. Typically these requirements are codified in use cases that are assembled into 
application scenarios that provide the agenda for OGC testbeds and interoperability 
experiments. OGC pilot projects are designed to validate the practicality of 
adopted OGC standards in an operational context. In all “Interoperability Initia-
tives”—testbeds, interoperability experiments, and pilot projects—sponsors define 
the functional requirements for new standards and share the costs of each initiative. 
Technology developer participants are recruited to do the technical work in fast-
paced technology prototyping and testing activities. OGC Interoperability Initiatives 
are based on “rapid prototyping” and “spiral engineering” principles. 

8.1 OGC GALEON Interoperability Experiment 

The OGC “Geo-interface for Atmosphere, Land, Earth, and Ocean netCDF” 
(GALEON) Interoperability Experiment supports open access to atmospheric and 
oceanographic modeling and simulation outputs. The GALEON IE will implement 
a geo-interface to netCDF data sets via the OpenGIS(R) Web Coverage Server 
(WCS 1.0) protocol specification. The interface will provide interoperability among 
netCDF, OPeNDAP, ADDE, and THREDDS client/server and catalog protocols. 
That is, it geospatially enables important scientific data using OGC Web Coverage 
Service (WCS) standard (www.opengeospatial.org/projects/initiatives/galeonie). 

8.2 OGC Web Services Testbed (2001-2002) OWS 1.1 

After the events of September 11, the OWS 1.1 sponsors agreed to align testbed ob-
jectives to address interoperability challenges defined by officials in New York 
City. The OWS 1.1 demonstration scenario developed by the sponsors challenged 
participating technology developers and integrators to implement interoperability 
capabilities that address specific critical disaster management needs involving New 



202      M. Reichardt and C. Reed 

York City data. OWS-1 focused on open location services (mobile applications) and 
multi-hazard mapping requirements identified by the user community.  

8.3 Critical Infrastructure Protection Initiative (2003)  

Agencies from all levels of government, on both sides of the US/Canada border, 
came together in the CIPI-1.1 pilot project to explore emergency management data 
sharing. In addition to developing a reference approach to uniting communities at 
different levels of government to share data, the demonstration illustrated a vision 
of data sharing for the future based on interoperability. City, county, provincial, 
state, national and federal agencies showed that the different data could be brought to-
gether from different hardware platforms—from mainframes to cell phones—using 
software from a wide variety of vendors. 

8.4 OWS-4 Testbed emergency hospital scenario 

The OGC’s fourth OGC Web Services testbed activity (OWS-4) involved a hypo-
thetical scenario in which a temporary hospital and decontamination site had to be 
found close to the site where people were injured and exposed to radioactivity. 
Building information models (BIM) were available for a number of buildings in the 
area, which were located through a successful solution to the difficult integra-
tion/combination of BIM and geospatial information and their respective services. 
The BIM encoding used Industry Foundation Classes (IFC), an IAI International 
standard. Visual inspection and review of the online BIMs’ CAD, GIS, and other 
data showed that one building in particular was well suited to meet the special 
emergency hospital requirements. Thus the search took less than an hour, and 
preparation of the site and transportation of patients could begin immediately. 

9 Some current focus areas 

9.1 CityGML 

CityGML, an adopted OGC standard, provides a common information model for the 
representation of 3D urban objects, and it is based on the OGC Geography Mark Up 
Language (GML) Encoding Standard. It defines the classes and relations for the 
most relevant topographic objects in cities and regional models with respect to their 
geometrical, topological, semantic, and appearance properties. Included are gener-
alization hierarchies between thematic classes, aggregations, relations between ob-
jects, and spatial properties (OpenGIS City Geography Markup Language (CityGML) 
Encoding Standard, 2008). CityGML is beginning to play an important role in 
Building Information Models (BIM) and other applications that require integration 
of various kinds of geospatial and building design data in 3D and 4D city models  
(http://www.citygml.org). 
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9.2 “Chaining” Web services for decision support 

“Service chaining” involves Web services that invoke other Web services. The in-
voked Web service might call another Web service, just as one subroutine can call 
another, except that, if the interfaces are open, the Web services do not all have to 
be provided by the same software vendor as in the old paradigm. A reliable, repeat-
able and transparent process for “chaining” services to produce a desired result is a 
critical need within the SOA context. The OGC is not creating these chaining ser-
vices, rather it has reached out to other standards organizations such as OASIS and 
the Workflow Management Coalition to demonstrate the ability of their open Stan-
dards such as BPEL and WfXML to support OGC based service chaining. 

9.3 Federated geodata maintenance and update 

The 2007 GeoConnections Canada Geospatial Data Infrastructure Interoperability 
Pilot (CGDI IP) demonstrated how OGC standards can improve the management 
and dissemination of geospatial data from the local to national scale. The project’s 
collaborative activities with federal, provincial, and private-sector partners demon-
strated improved mechanisms for distributing and updating framework data “closest 
to source” through a distributed open standards architecture. The concluding dem-
onstration showed how products implementing the standards provide access to place 
names, roads, and municipal boundary data from a distributed network of 14 fed-
eral, provincial, and territorial servers. It also executed direct updates of data in 
provincial servers and showed how the network could assist in emergency response 
(OGC, 2008). 

9.4 The Mass market 

The term “Mass-market geo” represents the set of Web-based geospatial enabled 
applications that put geospatial technologies in the hands of anyone, anywhere, any-
time—as long as they have Internet connectivity. Further, these are applications that 
can be used by users with no knowledge of GIS, remote sensing, geodata, or meta-
data. Examples of mass-market geo applications include the various Earth browsers, 
GeoRSS (www.GeoRSS.org), and location-enabled mobile applications. An impor-
tant element in Mass-market geo is volunteered geographic information (VGI) 
(Goodchild et al http://www.ncgia.ucsb.edu/projects/vgi/products.html). VGI has 
important implications in Emergency Management and Early Warning. On a num-
ber of occasions, for example, people have uploaded georeferenced images to web-
sites such as Flickr to document in real time the progress of fires and floods. The 
success of these applications depends on a variety of Internet and Web standards, as 
well as those provided by geospatial standards development organizations and ini-
tiatives. Standards are key for technology diffusion between mass-market applica-
tions and traditional geospatial technology markets. 



204      M. Reichardt and C. Reed 

10 Policy positions on open standards 

With the realization of the value of open standards for greater interoperability, there 
has been a marked increase in the establishment of policy positions that further en-
courage standards-based interoperability. Below are a few examples showing how 
regional, national, and organizational policy is helping to drive greater interopera-
bility into programs, systems, and enterprises: 

10.1 INSPIRE (Infrastructure for Spatial Information in Europe) 

INSPIRE (http://www.ec-gis.org/inspire/), which is now formalized as Directive 
2007/2/EC of the European Parliament and of the Council (March 14, 2007) is built 
on five principles that cannot be realized without the kind of interoperability that 
OGC standards enable: 
• Spatial data should be collected once and maintained at the level where this can 

be done most effectively; 
• It must be possible to combine seamlessly spatial data from different sources 

across the EU and share it between many users and applications; 
• It must be possible for spatial data collected at one level of government to be 

shared between all the different levels of government; 
• Spatial data needed for good governance should be available on conditions that 

are not restricting its extensive use; and 
• It should be easy to discover which spatial data is available, to evaluate its fitness 

for purpose and to know which conditions apply for its use. 

INSPIRE is the first multinational effort to evaluate return on investment on par-
ticipating nations’ NSDI development efforts and to begin identifying the open 
standards on which it will build its spatial data infrastructure.  

10.2 Global Earth Observation System of Systems (GEOSS)  

GEO (Group on Earth Observations) is a voluntary partnership of 124 governments 
and international organizations. GEO is coordinating efforts to build GEOSS with 
the goal of enabling continuous monitoring of the Earth and access by a wide vari-
ety of researchers to a vast shared set of information resources. The OGC has led a 
series of GEOSS interoperability demonstrations at IEEE and ISPRS meetings, and 
the OGC is leading the GEOSS Architecture Implementation Pilot that has brought 
together technical contributions from over 120 organizations.  

10.3 NATO C3 

The NATO C3 adoption and implementation of the Core GIS system uses open, in-
dustry-consensus standards, including those promulgated by ISO Technical Com-
mittee 211 and the Open Geospatial Consortium, Inc. This has been done to enable 
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NATO to rapidly mobilize new technologies at reduced cost and risk. Because these 
standards are also being adopted by the militaries of the NATO countries including 
the United States, the United Kingdom, Canada, Germany and others, and also by 
civilian agencies around the world, information sharing in the military environment 
will be greatly enhanced and the ability to work seamlessly with civilians around 
the world will be part of the benefit. This widespread adoption of similar standards 
ensures that there will be a robust marketplace for software and services which 
NATO can take advantage of for decades. 

10.4 US Federal Enterprise Architecture 

The US Office of Management and Budget (OMB) is tasked with coordinating US 
Federal agencies. The Federal Enterprise Architecture (FEA), the product of an 
OMB initiative, is a management tool that provides a common methodology for in-
formation technology acquisition in the US federal government. A complementary 
goal is to ease sharing of information and computing resources across federal agen-
cies, in order to reduce costs and improve citizen services. 

To ensure that the FEA would optimally meet the cross-cutting geospatial service 
needs of all the agencies, the Federal Geographic Data Committee and the Federal 
CIO Architecture and Infrastructure Committee (AIC) worked together with others 
in 2006 to create the Geospatial Profile for the FEA (US Federal CIO Council Ar-
chitecture and Infrastructure Committee, 2006). That profile is also known as the 
Geospatial Enterprise Architecture (GEA). The GEA Version 1.1 is now in active 
use, providing guidance to agency architects and CIOs to help them identify and 
promote consistent geospatial patterns in their organizational designs. OGC stan-
dards feature prominently in this document. 

11 Spatial law and policy 

Leaders and managers face a wide range of legal issues associated with growth in 
consumer and business applications for spatial technology. These issues include in-
tellectual property rights, liability, privacy, and national security. In many cases, the 
existing legal and policy framework is inadequate to provide governments, busi-
nesses, and consumers clear guidance on these issues, and often they are addressed 
by people who do not fully understand the technology. Given the reality that laws 
and policy vary from nation to nation and jurisdiction to jurisdiction, the situation 
has potential to be extremely challenging for geospatial information and technology 
providers. As a result, legal and policy issues may soon impact the growth and di-
rection of the industry.  

The OGC Board of Directors recently created a Spatial Law and Policy Committee 
of the board to serve as an open educational forum to discuss the unique legal and 
policy issues associated with spatial data and technology. The Committee will work 
with legal representatives from OGC membership and with relevant legal groups to 
raise awareness of these issues within the broader legal community, and to provide 
feedback to the OGC process. Staff and directors anticipate that the SLPC will identify 
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12 Other areas of current and future work 

Largely due to technology convergence enabled by standards, there is a rapidly ex-
panding set of technology domains and application domains in which geospatial in-
formation plays a role. The OGC tracks this progress to ensure that all domains 
benefit from a single set of compatible standards for geospatial interoperability. Ar-
eas of activity include: 
• Mobile Internet, which calls for improved mobile spatial services and which ad-

dresses needs of developing nations where mobile phones are primary means of 
communication. This focus also anticipates a future in which there is ubiquitous 
wireless broadband connectivity between a wide variety of mobile and fixed de-
vices that provide yet-unimagined capabilities as well as capabilities we now as-
sociate with TVs, computers, and cell phones. 

• Semantics/Ontologies to simplify the use of geospatial information by various 
user communities. 

• Grid computing. The OGC has an alliance and joint projects with the Open Grid 
Forum to work jointly on geospatially enabling grid computing. 

• Digital Rights Management. The goal of the GeoDRM effort in the OGC is to 
develop standards that enable access to geospatial resources through a well un-
derstood and common mechanism that enables more than today’s “all or noth-
ing” protection. GeoDRM addresses the “ownership obstacle to data sharing” in 
spatial data infrastructure scenarios. 

• Geo-enabled Business Intelligence. Leverages location in business information 
for improved decision making. 

• Geospatial fusion, that is, the act or process of combining two or more pieces of 
data or information regarding one or more entities in order to improve one’s ca-
pability (or provide a new capability) for detection, identification, or characteri-
zation of that entity. 

All of these areas have potential to provide benefits to the EW and EW commu-
nities.  

Because so many activities benefit from standards-enabled interoperability, some 
standards development organizations, including the OGC, are experiencing signifi-
cant growth in membership and scope of activities. Many of the OGC’s planned and 
anticipated activities will involve and benefit organizations involved in EW and 
EM. The OGC Web Services, Phase 7 (OWS-7) Testbed, which is being planned at 
the time of this writing, will develop interoperability specifications in the areas of 
Sensor Web Enablement, geoprocessing workflows, 3-dimensional information 
management, events and security architecture, aeronautical information systems, en-
terprise web services, mass-market geoservices and compliance testing of OGC 
standards. “Fusion” of data from diverse sources will be a main theme, with important 

use cases that may in turn become requirements in future OGC testbeds, with the 
goal of ensuring that OGC standards remain agnostic to and supportive of a broad 
range of policy positions. 
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implications for EW and EM. It is likely that future OGC testbeds and interoperabil-
ity experiments will expand on the work of previous OGC initiatives and introduce 
new interoperability approaches involving the technology and application domains 
listed above. 

13 Summary 

OGC standards have been influenced heavily by interoperability requirements re-
lated to critical infrastructure protection, early warning, emergency manage-
ment/response, and defense and intelligence. OGC standards promote interoperabil-
ity, reduced cost, and increased flexibility for situational awareness, analysis, and 
decision making. Best practices and procurement policy favorable to open standards 
like OGC standards will further improve market adoption and user choice. There is 
much more yet to accomplish, and diverse, global participation in the OGC stan-
dards process is the key to ensuring that geospatial interoperability standards evolve 
to meet the needs of users. 
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Abstract 

This chapter discusses interoperability of spatial data and services with an empha-
sis on the research of national standards, international trends and pan-European 
unification. The core of this study is research on both the ISO and OGC metain-
formation standards and implementation of the rules for INSPIRE metadata, 
which include their compatibility and inferential results. 

Above all, the analytical part of this study is focused on the confrontation of the 
INSPIRE, ISO and OGC conceptual schemas; the appropriate domains; the defini-
tions of both the code lists and the metainformation XML encoding; and related 
formats. INSPIRE Geoportal has been established as the highest level of the Euro-
pean spatial information infrastructure, according to the Draft Guidelines – 
INSPIRE metadata implementing rules. One component of this Geoportal that was 
implemented in June 2008 is the INSPIRE Metadata Editor, which is the main tool 
for spatial data and services metadata creation and management. However, several 
errors can be found in this implementation, which also include differences be-
tween the implementing rules and the implementation itself. 

The results of both studies show the same insufficiencies in the concepts and 
the implementation, which can be considered a barrier to the reuse of metainfor-
mation, especially in the field of crisis management. 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_14, © Springer-Verlag Berlin Heidelberg 2010 
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1 Introduction 

Crisis management is based on information; quick and effective support and the 
appropriate use of information are tasks for all of the scientific fields that are in-
cluded in a crisis management process. The same challenges also remain in the 
field of contemporary cartography and geoinformatics, where the major role lies in 
long-term planning and administration processes that are based on spatial (geo-
graphical) information. In the first period that spatial information systems were 
used (also named geographical information systems), the main challenges were 
the possibility for different format integration and a lack of spatial data for crisis 
management. Since these issues were solved in the 1990s, other challenges have 
arisen. Up till now, the number of spatially related databases has strongly in-
creased in all of the branches of human activity. At the same time, it has become 
harder for all of the participants in crisis management to find the required spatial 
information due to their missing descriptions. These descriptions can be used in 
two major ways: to obtain the information about the data (i.e. to determine if the 
database or service is suitable for you) and to search through all of the spatial in-
formation providers (these descriptions contain several pieces of information 
about, e.g. the spatial extent of the map, the creation date or the thematic field). 
Thus, for example, it is possible to search for all of the maps that have been cre-
ated since 2003 that cover an area of the Czech Republic and contain information 
about water resources for fire extinguishing. It is obvious that the effective use of 
spatial information is tightly coupled with the description of such information and 
that searching between different informational resources is based on these descrip-
tions as well.  

Descriptions of geographic data sets (also called metadata) have existed for 
some time now. In many cases, the geographic data set descriptions for different 
information communities on regional and national levels have evolved in different 
ways and thus are incompatible. Presently, there are two main initiatives to solve 
global interoperability: the International Organisation for Standardisation (ISO) 
and the Dublin Core Metadata Initiative (DCMI; Dublin, Ohio, The United States 
of America). The latter is the prominent metadata initiative in the field of Informa-
tion Technology (IT), see ISO 19115 (2003) and ISO 15836 (2003); a comparison 
between it and the INSPIRE standard (see below) is shown in Table 1. 

Table 1. Overview of the characteristics and differences between the main inter-
national metadata standards (‘•’ indicates support of such metadata, ‘-’ indicates 
that this metadata is not supported in a given metadata standard) 

 Dublin Core 
(DCMI) 

INSPIRE ISO (19115+19119) 

Number of items for 
description 

15 35 427 

Description of  
visualisation  
(portrayal) 

– – –
 (enabled link to  

portrayal catalogue) 
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Spatial representation 
(vector, grid) 

– – •

File format 
description 

• – •

Use of thesauri – • •
Data quality  
information 

– • •

Language support All world 
languages 

23 official EU 
languages only 

All world languages 
listed in ISO 639 

 
On the other hand, specific aspects of spatial information raise metainformation 

activities to the next level. The Open Geospatial Consortium, which established 
the Catalogue Service Implementation Specification version 1.0 in 1999 (OGC 
1999), is where the main concept of catalogue services was presented. A radical 
change occurred in 2007 (version 2.0.2) when the ISO standards were adopted and 
the purpose of the catalogue services was extended. According to this specifica-
tion (OGC 2007), the catalogue services are the interfaces between the clients and 
the catalogue services, which is through the presentation of abstract and imple-
mentation-specific models. Catalogue services support the ability to publish and 
(full text, spatially and temporally) search collections of descriptive information 
(metadata) for data, services and related information objects. Metadata in the cata-
logues represents the resource characteristics that can be queried and presented for 
evaluation and further processing by both humans and software. Catalogue ser-
vices are required to support discovery and binding to registered information re-
sources within an information community. In other words, metadata represents 
query parameters and, at the same time, answers the queries. Therefore, metadata 
is a fundamental component not only for catalogue services but also for the whole 
spatial data infrastructure. Metadata links to data that can be visualised for crisis 
management purposes (see Kozel 2007).  

The word ‘metadata’ stems from Greek and can be described as ‘data about 
data’. In 1968, it was used for the first time in computer science literature (Moel-
lering 1991). Although we usually talk about data description, metadata can be 
used as a description of a service as well. 

This chapter is divided into three main parts that are related to the issues of 
INSPIRE and its incompatibility with other standardisation activities. The first 
part focuses on the background of both the concept and the implementation in or-
der to bring a closer image of INSPIRE. The second part is related to the testing 
methodology of the ISO, INSPIRE and OGC metadata concepts. The last (third) 
part analyses the INSPIRE Metadata Editor (as it is the only official INSPIRE im-
plementation tool) in conjunction with the requests of the ISO and OGC. This 
chapter does not deal with either extensive descriptions of the metadata and cata-
logue standards or implementation of these standards because both of these issues 
have been widely described in other scientific papers (see Nogueras-Iso et al. 
2005, Kubicek et al. 2005). The resulting insufficiencies (complications that can 
emerge and their proposed solutions) are mentioned at the end of this chapter. 
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2 INSPIRE 

The INSPIRE Directive (2008), which stands for the INfrastructure for SPatial In-
foRmation in Europe, involves technologies, policies, standards, human resources 
and related activities that are necessary in order to acquire, process, distribute, use, 
maintain and preserve spatial data. INSPIRE is known as the Directive 2007/2/EC, 
which entered into force on 15th May, 2007. INSPIRE itself ‘only’ brings con-
cepts; implementation is widely described in the Implementing Rules (hereinafter 
IR) for different fields of spatial information. For example, the metadata is regu-
lated by the Metadata Implementing Rules, which are technical guidelines based 
on EN ISO 19115 and EN ISO 19119. It is obvious that these Implementing Rules 
(IR) are based on the above-mentioned standardisation activities, especially ISO 
19115 (geographic information – metadata) and ISO 19119 (geographic informa-
tion – services), see Table 1 above. At the same time, INSPIRE also uses other 
standardisation activities like the OGC catalogue services that are a part of the 
Implementing Rules on Discovery Services. 

All of these documents have been created in different periods and therefore, 
several insufficiencies can be found between them. Some of them are the result of 
discrepancies between the ISO and/or the OGC documents on one hand and 
INSPIRE documents on the other hand; others result from diversity between the 
Implementing Rules and the implementation itself. All of these insufficiencies can 
be considered as a barrier to the reuse of metainformation, especially in the field 
of crisis management. Information can be lost due to these insufficiencies when 
needed in crisis situations. 

2.1 INSPIRE Geoportal 

The INSPIRE Community Geoportal (2008) is Europ’s Internet access point, 
which allows access to a collection of geographic data and services within the 
framework of the European infrastructure (INSPIRE). The Geoportal does not 
store or maintain the data. It acts as a gateway to geographic data and services, 
which are distributed around Europe. It allows users to search, view or download 
(subject to access restrictions) geographic data or use the available services to de-
rive information. 

In June 2008, the Joint Research Centre (JRC) developed a Metadata Editor for 
the purposes of metadata creation and maintenance in a form that is compliant 
with INSPIRE’s Implementing Rules for metadata. The Editor allows the users to 
validate (against INSPIRE IR) the created metadata and save the metadata record 
as an XML file on a local machine. Note that this version of the Editor does not 
support the possibility to manage existing ISO metadata without losing elements 
that are not part of the INSPIRE Implementing Rules. 

The search function that is provided by the INSPIRE Geoportal makes it possi-
ble to search for geographic resources in the INSPIRE Geoportal metadata data-
base as well as metadata in linked catalogues in a federated metadata search.  
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2.2 Methodology 

The next section of this chapter will focus on discrepancies that have evolved 
from both adoption of different standards and the implementation process. The 
methodology was based on two main steps. First, it was necessary to explore con-
formity between the ISO and OGC standards on one hand and the INSPIRE stan-
dardisation documents on the other hand. The next logical step was to test the im-
plementation of the INSPIRE Geoportal. This testing ought to discover differences 
between the metadata Implementing Rules and the implementation itself in a 
Metadata Editor. This verification was realised in three steps: 
• validation of the XML files that were created with the Metadata Editor against 

the ISO standards XSD schemas, 
• validation of the XML files that were created with the Metadata Editor against 

the GeoNetwork Open Source application, 
• importation, an example of ISO 19139 XML metadata from the metadata 

Implementing Rules to the Metadata Editor. 
 
The major errors that were detected are described in more detail in the next sec-

tions; thus, here, they are only summed up. The validation of the XML files (ISO 
19139) that were created with the Metadata Editor against the ISO standards XSD 
schemas was not successful due to the differences between the INSPIRE and ISO 
concepts (see below). The validation of the XML files that were created with the 
Metadata Editor against the GeoNetwork Open Source application has been suc-
cessful in one way: it has been able to only export the metadata record in an XML 
file and to import it into the GeoNetwork. Importing the example ISO 19139 XML 
metadata files from the Implementing Rules to the Metadata Editor was partially 
successful. Importing the XML file that described the services passed while im-
porting the XML file that described the data set ended with the same error as in 
the case of the GeoNetwork XML file import (‘Error 500: The server encountered 
an internal error () that prevented it from fulfilling this request’). From the analy-
sis, it can be concluded that the structure of an example XML file from the 
INSPIRE IR is not well formed according to the principles of XML. Thus, it 
seems that this example could not be processed into any metadata platform before 
being published in IR. 

3 Insufficiencies between the ISO, OGC and INSPIRE 
metadata concepts and their implementation 

3.1 Language support 

The ISO standards and the INSPIRE IR declare multilingual support. For that rea-
son, the element <gmd:language> contains a value for the primary metadata lan-
guage in the form of a code list. At the same time, the ISO 19115 (2003) standard 
declares that the allowed values of this code list should be ISO 639-2 compliant, 
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i.e. a three-letter code that represents the name of a language (e.g. eng for 
English, cze for Czech, swe for Swedish, etc.) or any text like English. The 
INSPIRE uses the same ISO standard for language values but another subset of 
this standard (ISO 639-1) for a secondary language. According to this, the 
INSPIRE metadata must have values that are defined in IR as the two-letter code 
(e.g. en for English, cs for Czech, sv for Swedish). As you can see, the two-letter 
and three-letter values, according to ISO 639, do not respect each other and there-
fore, a converter for them has to be written in order to combine the ISO and 
INSPIRE metadata. Furthermore, support for the 23 official languages of the 
European Union has to be covered according to the INSPIRE IR. Unfortunately, 
the Metadata Editor cannot recognise whether the imported metadata is multilin-
gual or not and thus, cannot visualise information written in other languages. In 
Fig. 1 (part called ‘Resource language’), the imported XML metadata file has been 
written in Czech (primary language) and English (as the secondary language); 
however, only the primary language (Czech) is displayed.  

3.2 Codes 

In both the ISO standards and the INSPIRE IR, <gmd:code> elements in an XML 
source code are used to uniquely identify several parts of the metainformation 
(e.g. the identifier of the XML file, the identifier of the data set that is aggregated 
to the metadata, the reference system identifier, the geographic area identifier, 
etc.). The INSPIRE Metadata Editor is able to correctly distinguish the identifier 
of the XML file (element <gmd:fileIdentifier> –  although it is not mentioned in 
IR) but it cannot extract the right information from the other identifiers. This is 
probably caused by an incorrectly written parser that sends back the <gmd:code> 
element at every occurrence, even if the semantics of this identifier are different 
(for semantic issues of data and metadata see Mulickova 2009). An example of 
such behaviour can be found in Fig. 1 (see the part of the Figure with the field 
called ‘Unique resource identifier’). It is obvious that in this case it cannot be a 
unique identifier because we have three identifier values and three namespaces (in 
this case, this designation stands for the range of numerical values). The only way 
to find out which code is correctly related to this part is to explore the XML 
source code of the metadata. 
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Fig. 1. The incorrect parsing of the unique resource identifier and the absence of 
the secondary language in the INSPIRE Metadata Editor 
 

After the XML source code analysis, it can be concluded that the informa-
tion about the coordinate system has been incorrectly parsed and, in this case, 
is represented by the elements <gmd:code>2065</gmd:code> and 
<gmd:codeSpace>EPSG</gmd:codeSpace>, which are related to another part of the 
XML file. These elements contain the coordinate systems information for the 
distribution format of the data set, which was created by the European Petroleum 
Survey Group (EPSG) while 2065 stands for S-JTSK (Czech national coordinate 
system). The second incorrectly parsed identifier is 123qwe369rtz147yas, which 
is in the namespace My_profile and stands for the identification of the thesau-
rus. The correct identifier, 1et247jrc159mu87ingr1, is in the namespace EPSG 
and uniquely identifies the data set. Therefore, it provides a link to the data to 
which the metadata belong.  

3.3 Spatial extent 

Also, in this case, the ISO, OGC and INSPIRE both declare that each data set 
must have a defined spatial extent. There are many ways to define an extent of 
spatial objects in geoinformatics; however, a bounding box is mandatory for all. 
The bounding box is the minimum bounding rectangle that encloses a set of one or 
more spatial objects whose sides are parallel to the axes of the coordinate system 
(Longley et al. 2001). A minimum bounding rectangle is defined by the two coor-
dinates at the bottom left (minimum x, minimum y) and at the top right (maximum 
x, maximum y), as is shown in Fig. 2. 
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Fig. 2. Definition of a minimum bounding rectangle according to the ISP, OGC 
and INSPIRE IR 
 

It is obvious from the above text that using the wrong bounding box from an-
other part of the XML document can cause the wrong spatial indexing of the data 
and therefore, if searching via a catalogue service, the data will not be sent to the 
user as the correct answer to his request. Let us imagine the situation where two 
pieces of information about spatial extent are stored in one XML file in the form 
of a bounding box. The first is information about the extent of the whole data set 
(e.g. the whole state) while the second contains information about the extent of a 
distribution unit (e.g. district A of this state). When asked for the results of district 
B that is in this state, no results that match the criteria can be found; the catalogue 
service has only taken the wrong information about the extent of district A from 
the metadata editor and not the information about the extent of the whole distribu-
tion unit. The parser of the INSPIRE Metadata Editor incorrectly interpreted two 
semantically different occurrences of the spatial extent between the same elements 
(in source code <gmd:extent> and </gmd:extent>), which are found in different 
parts and elements of the XML metadata file. An example of such behaviour is 
shown in Fig. 3 (see below). 

3.4 Other aspects  

The main insufficiencies that can be visually shown at the current state of imple-
mentation between both the concepts and the implementation have been men-
tioned above. Besides them, it is possible to distinguish other discrepancies be-
tween the ISO, OGC and INSPIRE concepts. Only the most important, due to their 
high occurrence, will be discussed further. 

The element <gmd:hierarchyLevel> contains the scope to which the metadata 
apply in all three of the standardisation activities (ISO, OGC, INSPIRE). In other 
words, the hierarchy level describes the detail of the metadata description (whether 
a metadata record is related to the data set, data set series, feature, attribute, 
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software, service, etc). The ISO standards use 17 categories to distinguish between 
the levels of a metadata record; the OGC adds one extra level that is called ‘appli-
cation’. In contrast, INSPIRE has reduced the number of these categories from 17 
(18, respectively) to 3: data set, data set series and service. On one hand, it is a 
logical step to simplify the number of levels and to build a well-arranged structure 
of levels. On the other hand, it does not ensure automatic parsing of the reduced 
number of categories. At the same time, we can say that this does not have any 
significant consequence on an OGC compliant catalogue service or INSPIRE. 

When searching through a catalogue service, one possible query limitation can 
be found. The catalogue service offers full text, spatial and temporal searching. 
Temporal searching is enabled by query restrictions, such as ‘From which time to 
which time shall the catalogue service search?’ Temporal information is taken 
from the element <gmd:date>, which is in the ISO/INSPIRE structure, and put 
into the OGC queryable that is called ‘modified’. However, an integral part of the 
element <gmd:date> is also a code list that helps us to better understand this tem-
poral metainformation; it says whether on this date the data was created, published 
or last revised. Therefore, the element <gmd:date> can appear three times with a 
different meaning in one metadata file. For example, aerial photos from 1970 were 
scanned in 2008 and when searching via the catalogue service for aerial photos 
from 1960 to 1980, these aerial photos will not appear because the temporal data 
was taken from the wrong occurrence in the XML file (it parsed the date of the 
last revision instead of the creation). 

Most of the other values that are written in an XML file, according to the ISO 
standards, are correctly parsed and visualised. At the same time, an XML file that 
was created in the INSPIRE Metadata Editor can be imported into any ISO com-
pliant metadata editor that supports the namespaces (e.g. GeoMedia from 
INTERGRAPH, GeoNetwork Open Source or CatMDEdit Open Source). Thus 
far, an XML file has not been successfully imported into ArcGIS (Environmental 
System Research Institute).  

 
Fig. 3. Incorrect parsing of a minimum bounding rectangle in the INSPIRE Meta-
data Editor 
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4 Conclusions and future work 

As has been shown in this chapter, the metainformation concepts of ISO, OGC 
and INSPIRE standards vary due to the different standardisation levels and the age 
of standardisation documents as well as the slightly different purposes of all of the 
above-mentioned standardisation activities. INSPIRE is based on the OGC and 
ISO concept; however, sometimes their structure is changed (e.g. the hierarchy 
level of the metadata record, the multilingualism, etc.). Metainformation that is 
created and maintained according to INSPIRE is well-formed and tightly coupled 
with the searching mechanisms. At the same time, differences between these three 
concepts can lead to restrictions in the technical interoperability, especially be-
tween the European and other national or international spatial data infrastructures 
that may affect cooperation in transcontinental crisis management situations.  

The INSPIRE Metadata Editor shall become a tool that allows users to create 
metadata that is compliant with INSPIRE Metadata Implementing Rules. Several 
tests have discovered insufficiencies between the Metadata Implementing Rules 
and implementation of the Metadata Editor of which the three most important are 
the absence of multilingualism, the incorrect parsing of identifier codes and the 
spatial extent. Some of them are more relevant due to their effect on the catalogue 
service (especially spatial extent). Therefore, feedback has been given to the Joint 
Research Centre, which is the institution responsible for the development of this 
tool and its application. Furthermore, it has been found that the INSPIRE Meta-
data Editor is not capable of importing XML example that is a component of the 
Metadata Implementing Rules. Also, validation of the XML files that were created 
with the INSPIRE Metadata Editor against the GeoNetwork Open Source applica-
tion has not been fully successful. 

This situation is most relevant in the field of crisis management where quick 
and correct information is necessary for effective decision-making support. There-
fore, in some cases, the tools for decision making that are based on the compo-
nents of spatial data infrastructures (like INSPIRE) will not provide relevant an-
swers to the queries of the users. The most important consequence can lead to an 
answer of the server that no data for such a user query has been found even if the 
data exists. Then, information that is contained in the data cannot be used in the 
crisis management decision-making process. A meaningful solution (according to 
the author) requires a change in the Implementing Rules of the INSPIRE Metadata 
(especially definition of the fileIdentifier – identifier of the metadata in XML, 
clear and unified information in both the general and detailed mapping parts and 
replacement of  XML code example that is not valid) as well as correction of the 
current implementation of the INSPIRE Metadata Editor on the European Geopor-
tal (especially multilingual support and correct parsing of imported metadata). 

Future work will continue with intensive communication with the JRC as well 
as with the next series of XML metainformation tests. A separate validation step 
will be represented by conformity tests between the OGC specifications on Cata-
logue Services, technical guidance documents on INSPIRE Discovery Services 
and catalogue service implementation on the INSPIRE Geoportal. 
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Collaborative Post-disaster Damage Mapping via 
Geo Web Services 

Laban Maiyo, Norman Kerle, Barend Köbben 

 

Abstract 

To mitigate the consequences of increasingly frequent disasters across the globe, 
better real-time collaborative post-disaster management tools are needed. The In-
ternational Charter ‘Space and Major Disasters’, in conjunction with intermediary 
agencies, provides for space resources to be available to support disaster response. 
It is widely seen as a successful example of international humanitarian assistance 
following disasters. However, the Charter is also facing challenges with respect to 
lack of collaboration and validation, with the information flow being largely 
mono-directional. It is, therefore, fundamental to move away from static map data 
provision to a more dynamic, distributed and collaborative environment. Geo Web 
Services can bring together vast stores of data from heterogeneous sources, along 
with geospatial services that can interact in a loosely coupled environment and be 
used to create more suitable information for different stakeholders. The aim of this 
chapter is to evaluate the relevance and importance of Geo Web Services in the 
disaster management domain and present a suitable Geo Web Service architecture 
for a collaborative post-disaster damage mapping system. We focus particularly 
on satellite image-based post-disaster support situations, and present our ideas 
for a prototype based on this architecture with possibilities for User Generated 
Content. 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
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1 The current state of post-disaster mapping 

Disaster numbers and costs have been increasing worldwide in recent years, posing 
an increasingly global challenge that requires timely solutions. In conjunction with 
better understanding of disaster risk management (DRM), including better insight 
into links with socioeconomic development, more global and collaborative DRM 
approaches have been developed. Among those are collaborative information coor-
dination platforms, such as AlertNet, Virtual OSSOC and ReliefWeb, some already 
use current geocommunication means such as news feeds and alert.  

An important information source for such networks is the International 
Charter ‘Space and Major Disasters’ which has been a champion in space data 
acquisition and delivery of image-based information to organizations involved 
in disaster response (Ito 2005). It aims at providing a unified system of space 
data acquisition and delivery to those affected by natural or man-made disas-
ters through Authorised Value Adding Resellers (VARs) and Value Adding 
Agencies (VAAs) (Mahmood et al. 2008). Since its inception in 1999, there 
has been an increasing number of activations, aided by a recent growth in 
Charter membership, now including DMCii, CONAE, ISRO, JAXA, USGC 
and NOAA, adding their space resources to those of CSA, CNES and ESA, a 
major improvement in space-based disaster response and meeting disaster 
challenges . The bulk of the image processing has been carried out by UNO-
SAT, the German Space Agency’s ZKI, and SERTIT.  

Several other private companies and NGOs have recently become involved in 
post-disaster damage mapping, management, response and recovery. For example, 
ImageCat Inc., RapidEye, TerraSAR and MapAction focus on post disaster re-
sponse, frequently linking disaster response and management efforts with the UN, 
the Charter and NGOs in the context of public private partnerships (PPP). These 
PPPs are important in bringing in a pool of resources, technology, expertise and 
combined efforts towards rapid disaster response. ImageCat Inc., for example, has 
been developing tools for more efficient image-based disaster response, most re-
cently the Virtual Disaster Viewer (VDV) based on MS Virtual Earth, which of-
fers an alternative method of rapid and robust damage assessment. The European 
Commission’s Joint Research Centre (JRC) and ORCHESTRA project are also 
developing new disaster management tools and techniques (ORCHESTRA 2008).  

2 Challenges for post-disaster mapping 

Despite successes, such as an increasing number of activations, better visibility, and 
more reliance of decision makers and disaster response professionals on such space 
data, the Charter is facing, especially in meeting the changing needs of increasingly 
specialized players in the disaster arena. With the technology currently used, data flow 
is largely mono-directional: post-disaster maps are produced at the UNOSAT offices, 
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without the opportunity to include local knowledge and additional information from 
other stakeholders. The resulting map products are disseminated through a website, 
where end users can view and download them in print-optimised PDF format. Since 
the charter maps are static, one-off products, there is little possibility for additional 
validation. It would be an important step forward to move away from static map data 
provision to a more dynamic, distributed and collaborative environment. 

Thus an appropriate application framework has to be developed to enable mul-
tiple stakeholders in various locations to customize the post-disaster information, 
add value by providing feedback or access to their own information and to col-
laborate with other agencies involved in the disaster aftermath. This requires geo-
spatial collaboration in emergency response which is technically feasible with 
current spatial analysis and geoprocessing tools. By making it possible to integrate 
different types of data and information from diverse sources, collaborative post-
disaster will strengthen analytical capabilities and decision making for disaster 
response. When considering this new collaboration concept, however, the Charter 
data use remains complicated, as original imagery is not free as such and cannot 
be used freely after the use by the officially designated processing entity. Like-
wise, any information added by other stakeholders may also have access restric-
tions. Therefore, any distributed system architecture needs to deal with access 
conditions in a secure way.  

Disasters can represent a challenge or an opportunity, leading to a variety of 
possible competing or conflicting interests since there are entities that either have 
a humanitarian or a commercial motivation. While originations such as MapAc-
tion may be able to focus their resources on aiding disaster response, for others, 
such as UNDP, disasters need to be dealt with as an additional challenge to meet 
development objectives. Also for UNOSAT, primarily associated with post-
disaster damage mapping, disaster mapping competes for time needed for many 
other mapping activities. Disasters, however, can also constitute a source of pres-
tige, be it for different disaster response websites vying to be the main platform, or 
different UN organizations. For example, within the UN different entities, such as 
OOSA, OCHA or UNOSAT, have had disagreement on who should have the right 
to trigger the Charter. Disaster response has become an interesting business area 
where humanitarian support, research and commercial interests converge.  

2.1 Towards collaborative disaster mapping using  
Geo Web Services 

A number of non-standardized frameworks for Web-based Collaborative Decision 
Support Services (WCDSS) amongst stakeholders already exist (Wang and Cheng 
2006), but because such systems use proprietary interfaces, they are not useful for 
a larger user community. The solutions to collaborative environment require the 
use of Open Standards. Such standards have been developed and are increasingly 
used in Spatial Data Infrastructures (SDI), and our goal is to develop a generic 
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architecture for such a collaborative system based on Geo Web Services. Such 
Service Oriented Architectures (SOA) have well-defined interfaces that interact 
with other loosely coupled network software applications. They fully encapsulate 
their own functionalities and make them accessible only via well-specified and 
standardized interfaces (Köbben 2008). This is achieved by encoded data in a 
standardized platform and application independent manner by use of encoding 
schemes and generic web service standards such as the eXtensible Markup Lan-
guage (XML), Web Service Description Language (WSDL) and Simple Object 
Access Protocol (SOAP) utilized to deploy geographic web services. 

There exists a range of proprietary Geo Web Services in the market. They in-
clude Google Earth/Maps, Yahoo Maps and Microsoft Virtual Earth/MultiMap. 
Free geobrowsers to view data through these services are available, both in 2D and 
3D. Next to that, non-proprietary Open Standards have been developed in an open 
and participatory process, and are owned in common. Examples of Open Stan-
dards for Geo Web Services are the Open Web Services (OWS) specifications of 
the Open Geospatial Consortium (OGC). There are OWS specifications for most 
parts of the spatial data storage, analysis and delivery process: For geographic data 
encoding, there is the Geographic Markup Language (GML), and for spatial data 
delivery the Web Coverage Service (WCS) and Web Feature Service (WFS), for 
querying and retrieving raster and vector data, respectively. For processing of spatial 
data the Web Processing Service (WPS) has been defined, and Web Map Service 
(WMS), for data visualization in the form of maps. An emerging specification is 
GeoDRM, specifying Digital Rights Management of geodata.  

2.1.1 Importance of Geo Web Services as a tool for collaboration 

Collaborative damage mapping requires situation assessment from existing and 
new data sets, impact assessment with post-disaster imagery and organization of 
post-disaster work. Such diverse collaboration can only be supported where dis-
tributed services act as a geospatial one-stop for seamless data management. Geo 
Web Services as a unified system allows fast collation and analysis of distributed 
data set with expert knowledge, leading to a wide range of services for a long-
term, comprehensive system in critical disaster response. The main focus is to 
design a suitable framework for a collaborative post-disaster mapping system. 

Thus a Geo Web Services approach can connect the various disaster management 
agencies, allowing more customized delivery of data and information, and allow 
users to add value by providing their own information, creating new synergies in a 
loosely coupled environment. Despite past achievements in providing image 
derived information, the Charter currently lacks a framework for collaboration, 
synergy and feedback from major stakeholders in disaster response.  
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2.1.2 User Generated Content (UGC) and Neogeography tools 

Apart from image analysis, emerging web services can be used to display dam-
aged infrastructure in the field by disaster experts and volunteers by employing 
new interoperable Web 2.0 tools such as geotags, Flickr, GeoRSS and GeoWIKI.  

Geotagging is the process of tagging images to various open layers in the form 
of geospatial metadata, where users can find a wide variety of location-specific 
information. Geotagging-enabled information services can also be potentially used 
to find location-based disaster-damaged infrastructure. Unlike Geotags, Flickr 
organizes images as tag clouds, referenced by place names. It offers a comprehen-
sive web-service Application Programming Interface (API) that allows humanitar-
ian experts to tag photographs of damaged infrastructure. GeoRSS is a standard 
for encoding location as part of an RSS feed (http://en.wikipedia.org/wiki/RSS). 
GeoRSS collaboration can promote interoperable web services across the disaster 
domain. GeoWIKI is a means of many people contributing to the development of 
a large database (crowd-sourcing), using Google Earth based GeoWIKI, designed 
to enable anyone to contribute or modify its content (Goodchild et al, 2007).  

 
          

 
Fig. 1. The extended prototype architecture 
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2.2 Prototype 

We develop different use case scenarios as part of a testbed for a technically feasi-
ble collaborative disaster management system. The main goal of this prototype is 
to demonstrate the technical concepts of a collaborative mapping system. As a 
proof of concept for the use of open standards for end-user access to disaster 
maps, we are setting up a prototype project based on appropriate service specifica-
tions. The aim is to connect to different servers hosted by VAAs/VARs and com-
bine output of these servers in the distributed client machines via a browser or 
geoprocessing software as shown in Fig. 1. Data from intermediary agencies can 
be accessed by end-users via thin or thick client as map services through an inter-
face, and through a regulatory Access Control Level (ACL) security mechanism. 

The prototype is developed based on the concepts of distributed services. End 
users can employ a range of applications, from simple so-called thin clients, with a 
limited functionality (e.g. a web browser for viewing maps from a WMS) to thick 
clients, e.g. a full blown GIS system that uses the architecture to access and proc-
ess the base data. The prototype is built using already available Open Source 
components that we use in ITC education and research projects. The Geo Web 
Services layer is largely based on the UMN Mapserver (http://mapserver.org), 
while thin client is developed using the OpenLayers API (http://openlayers.org).  

 

     
 

Fig. 2. Use case examples: (a) Scenario 1 architecture with thin client capabilities, 
(b) scenario 2 architecture with thick client full geoprocessing capabilities 

Use case scenarios are developed to demonstrate the feasibility of the proposed 
extended architecture. In the first scenario, end users of post-disaster maps have 

wise, the agency can use these annotations to actively seek help, for instance by 
posing questions such as ‘does anybody know if this building is still standing?’ or 

the possibility to spatially annotate these maps. Using a simple thin client (web 
browser), they can add notes or remarks that are geotagged, i.e. linked to a fixed 
point in the map. These spatial annotations are made available in the web portal 
(see the dark arrows in Fig. 1), and therefore can be viewed by others users. They 
could also be used by the mapping agency to further improve their maps. Like-
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‘is this road passable?’. The content of the spatial annotations is not limited to 
text, as we can employ links to existing photo-sharing services (such as Flickr (see 
Fig. 2a) or Panoramio) or other Geo Web Services (e.g. Google Maps). For the 
second scenario, we envisage a more limited user group, such as stakeholders and 
collaborators that are asked to collaborate actively on the production of post-
disaster maps. These users require a thick client, such as QGS, uDig and ESRI’s 
ArcGIS system, and would use that to help with data processing, in our use case 
delineation of damaged areas and upload it via a secure web page. These inputs 
are used to process the data for the final damage maps, hence a secure access and 
validation mechanism needs to be in place (see Fig. 2b).  

3 Results 

The results are the outcome of the two use case scenarios developed and the 
proof-of-concept output using data of the May 2006 earthquake close to Yogya-
karta, Indonesia where post-event Ikonos and Quickbird images were available 
and several agencies produced their own maps. The designed prototype is de-
ployed largely on OpenLayers and Geoserver running at ITC and results linked 
to external domains. From the results, MapServer provides a clear design by use 
of datastores to integrate existing Rich Internet Applications (RIAs) for damage 
mapping. The date and time tool is incorporated to track input data at server and 
client sides to accommodate location and time differences of agencies and end 
users. 

Forms are developed using Active Server Pages (ASP) with drop-down options 
for attribute information input with possible URL link to photos on other sites 
such as Flickr or Panoramio as shown in Fig. 3 (section D). When a disaster oc-
curs, the implementing agency sets up the system and connects the participating 
agencies, at the same time soliciting information from the ground. A database was 
created to receive the feedback data on the server side. The data are stored in a 
database and available as an extra layer to the end users. The performance and 
speed of the system is enhanced by map optimization, indexing of data, tiling of 
images and caching of web service. The prototype can be found at 
http://geoserver.itc.nl/laban/ 

The DEMIS online base map (www2.demis.nl) sets the projection, extent and 
units of the map and the disaster data act as overlay layers and end users can tog-
gle, switch on and off layers using a checkbox list. The edit and capture tools (Fig. 
3, section E) accommodate formats such as GeoJSON, GeoRSS, KML, GML and 
Well Known Text (WKT). At the same time, the user can define the input and 
output projections and associated metadata and comments. The tools to capture 
polygons, lines and points (Fig. 3, section A) allow feedback where end users 
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digitize features of interests and send back the data to the database. A serialized 
version of the feature (section F) is available showing feature descriptions. 

  

 
 

Fig. 3. Overview of the system showing damage areas, roads and imagery of 
Yogyakarta earthquake, May 2006, Indonesia 

 

 
Styled Layer Descriptor (SLD), a standardized map styling format is used to 

control the visual portrayal of the data set by defining the styles and rules accord-
ing to OGC standards. Section B contains the legend, while other editing tools are 
located in section A. More tools and features to enhance the performance and ver-
satility of the system can be added. For example, since there is variability in geo-
graphic location, language, culture and social differences across countries and 
regions where disasters occur, there is need for incorporating multilingual applica-
tion in the system where agencies and experts overcome language barriers. 

4 Discussion and recommendations 

Information systems used in the field of disaster management are often not as 
open and comprehensive as needed to integrate and accommodate the complex 
data sets and the different systems. There is currently no singly accepted archi-
tectural model for web services as a whole, although a number of groups (W3C 
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Architecture Working Group) are working on defining how web services will be 
used with their products. Interoperability as well as application-oriented integration 
of methods, data and systems must be improved by designing distributed software 
architectures (Kohler and Wachter 2006). Our proposal is more of a working 
dynamic system as compared to ImageCat’s VDV, which is more rigidly limited 
to real-time post-event damage assessment. The success of the system requires 
well-established SDIs within disaster agencies. An SDI architecture incorporated 
in the service facilitates access to various information types, existing data and data 
coming from the field. There are generic services for SDI realization (Scholten et 
al. 2008) that enhance integration of information from different agencies with ap-
propriate interfaces for different end users. SDIs are mandatory in managing dy-
namic information with varying agency and national data policies.  

The success of this collaboration system is its scalability, reliability and quality; 
there should be a mechanism to limit errors and to build trust and assurance on the 
sourced data. The process of data provision, integration and sharing should con-
form to ISO, OGC and W3C standards and specifications. The utility of OGC 
Web Services has already been demonstrated (Kohler and Wachter 2006). Data 
quality and control especially in open platforms is a must, a prerogative of inter-
mediary agencies to regulate the access, editing and integration of the data set via 
a common protocol. A range of tools and techniques are available to ensure data 
quality and integrity especially if user-generated content is of good quality. It is 
possible to have user-centric metadata to enable experts trace the source and qual-
ity of uploaded data set. The implementing agency should set up internal QA/QC 
methods. GeoDRM should be part of the collaborative quality control mechanism 
in post-disaster damage mapping. It is a conceptual framework, and an array of 
standards and software tools for guarding the rights of both producers and con-
sumers of geospatial data and services (Lieberman 2006). Access Control Levels 
(ACL) are created in authentication services to manage permissions, subject to the 
level of access rights and privileges of heterogeneous users (Xu and Zlatanova 
2007). Security can be ensured between the services and the clients by establish-
ing HTTPS and/or Secured Socket Layers (SSL). Other best practice guides and 
ethical documents can be developed to ensure prudent use of disaster information. 
Security and compliance can be enforced to conform to identity standards such as 
open-access license generation and data file provenance tracking.  

The proposed architecture consists of several data services that can be adopted 
and implemented by VAAs/VARS for real-time collaboration. Cascading and se-
mantic chaining of disaster information by collaborating agencies can be imple-
mented to provide a unified access to all data sources (Schmitz et al. 2006). The 
proposed architecture uses remote user profiles and is able to disseminate post-
disaster damage maps without any major constraints. Collaboration gives emer-
gency management organizations a pool of expertise far larger than the organiza-
tion itself can provide (Siegel et al. 2008). The architecture is part of the ‘mass 
market’ initiative where many neo-concepts for UGC, crowd sourcing, VGI and 
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ubiquitous sensor networks converge. The system itself can connect a roster of 
experts from any location with expertise in the disaster type, and can include a 
link to social and professional network sites such as Twitter (http://twitter.com/), 
where experts can actively participate in an emergency. The concept of citizens 
as sensors (Goodchild et al. 2007) allows volunteers to contribute to disaster 
reporting. 

The implementation process should also incorporate the use of ontologies and 
service orchestration to enhance interoperability. Development of ontologies and 
ontology architectures for disaster response (Xu and Zlatanova 2007) is recom-
mended in order to overcome semantic interoperability challenges. Ontologies are 
used to specify conceptualization in a domain of knowledge within different disas-
ter risk domains (ORCHESTRA 2008), and can be mapped to enhance interopera-
bility between convergent heterogeneous information sources in many post-
disaster response scenarios. The EC’s OCHESTRA, WIN and OASIS projects are 
developing models to overcome ontology issues in disaster management. 

5 Conclusion 

The Web 2.0 phenomenon has revolutionized Geo Web platforms, spanning all 
connected heterogeneous systems. Web 2.0 applications deliver information, con-
suming and mashing up data from multiple sources, including individual users, 
while providing their own data and services in a form that allows integration by 
others. The best solution to meet current post-disaster damage mapping challenges 
is to employ off-the-shelf geo web tools and services, in conjunction with non-
proprietary tools and protocols. The process of real-time data sharing and transfer 
reduces the cost of travel and shipping and encourages a two-way communication 
channel, enhancing participatory approaches to common disaster challenges. The 
web service architecture allows heterogeneous stakeholders to access all available 
disaster information in the same geographic context. Real-time damage mapping 
enables distributed disaster management experts to put damage evaluation into 
local context, aiding in response and recovery.  

Geo Web Services provide a means for analysis, augmenting both speed and 
precision of disaster situation evaluation. Dozens of data sources, many of them 
hosted by disaster management organizations, are now searchable and accessible 
through a portal. The data resources and data access provided by a geospatial one-
stop repository will be critically important in all of these areas. This project dem-
onstrates that Geo Web Services can supply up-to-the-minute the rapidly changing 
disaster thematic information. Disaster management agencies can now have addi-
tional capabilities in the areas of web-based online geoprocessing and geofusion 
services, an infrastructure for spatial information.  
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Abstract 

The December 2004 tsunami demonstrated the need for an effective tsunami early 
warning system for the Indian Ocean. Within the framework of UNESCO-IOC 
(Intergovernmental Oceanographic Commission) and its Intergovernmental Coor-
dinating Group (ICG), various efforts on national and bilateral basis are coordi-
nated and combined to ensure a fast and reliable tsunami warning for the whole 
Indian Ocean and its 27 rim countries. The work presented here is embedded in 
the German–Indonesian Tsunami Early Warning System (GITEWS) project. 
GITEWS is funded by the German Federal Ministry of Education and Research 
(BMBF) to develop a Tsunami Early Warning System for the Indian Ocean in 
close cooperation with Indonesia and is a major contribution to the Indonesian 
Tsunami Early Warning System (InaTEWS) which has been inaugurated by the 
President of the Republic of Indonesia on November 11, 2008. The system inte-
grates terrestrial observation networks of seismology and geodesy with marine 
measuring sensors, satellite technologies and pre-calculated simulation scenarios. 
The GITEWS sensor systems integrate the respective sensor information and 
process it to aggregated sensor observations in real time. The processed informa-
tion from all these sensor systems is transmitted to the GITEWS Decision Support 
System (DSS) for further processing, analysis and decision support. 

This chapter describes the application of standards defined by the Open Geo-
spatial Consortium (OGC) within the GITEWS context for integrating external 
sensor observation data as well as within the DSS for access to huge geodata, risk 
and vulnerability and sensor databases using an internal SDI. Especially the OGC 
Sensor Web Enablement SWE framework (Botts et al. 2006) plays a major role in 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_16, © Springer-Verlag Berlin Heidelberg 2010 
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sensor data management. For map display and communication with the GITEWS 
simulation system OGC standards are applied, too. For warning message dissemi-
nation, the Common Alerting Protocol CAP standard (OASIS 2005) is used to 
provide targeted regionalized messages to numerous recipients. 

1 Introduction 

In recent years numerous tsunami events in the Indian Ocean, and in particular 
along the Sunda Arc, have shown how vulnerable human society and the envi-
ronment are to this sudden-onset type of disaster. Especially the December 2004 
tsunami demonstrated the need for an effective tsunami early warning system for 
the Indian Ocean. Within the Framework of UNESCO-IOC (Intergovernmental 
Oceanographic Commission) and its Intergovernmental Coordinating Group 
(ICG), various efforts on national and bilateral basis are coordinated and com-
bined to ensure a fast and reliable tsunami warning for the whole Indian Ocean 
and its 27 rim countries. 

Spatial Geodata Infrastructures (e.g. GDI-DE, INSPIRE in the German and 
European context, respectively) nowadays are used more and more as a building 
block for modern Decision Support Systems whereas former systems often 
stemmed from locally held spatial data, metadata and accompanying other data. 
The latter have been implemented as standalone applications, essentially neglect-
ing interoperability with outside systems for the provision of data and application 
logic. The experience gained in, e.g. NaDiNe (Natural Disaster Networking Plat-
form) prepared for the extended use of data accumulated in different thematic con-
texts related to natural disaster management. On the other hand, while spatial data 
infrastructures are invaluable in terms of enabling the distributed collection, qual-
ity control and maintenance of data, their collection alone does not yet enable an 
operator to make his judgements quicker or more reproducible. Other warning sys-
tems put particular emphasis on the provision of a system for automated versatile 
warning dissemination, as for example in the multi-hazard Integrated Public Alert 
and Warning System of the US Federal Emergency Management Agency 
(FEMA). It is therefore considered essential to use an approach based on a-priori 
knowledge and the near real-time fusion and assessment of incoming information 
to give true decision support for the task at hand, using a standards based infra-
structure for data access and message dissemination.. 

The system introduced here uses data which, among others, come from a multi-
tude of sensors connected through an OGC-compliant sensor web enabled net-
work. It attempts an integration of complex information in the sense of informa-
tion aggregation and fusion. In the GITEWS DSS (decision support system) this 
supports an operator in quickly finding the answer to the question whether to send 
a warning for a given tsunami (or earthquake) event or not and what information 
to send to the addressee of a warning. The system integrates terrestrial observation 
networks of seismology and geodesy with marine measuring sensors, satellite 
technologies and pre-calculated simulation scenarios. It uses therefore OGC Web 
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Services (OWS) for an innovative fusion of information from a large network of 
sensors as well as the display of map and feature services in the DSS. It is thus 
based on standards for geospatial data, metadata and message dissemination as 
well as an open architecture conforming to international standards into which new 
sensors can be integrated flexibly. 

The work presented in this chapter is embedded in the German-Indonesian 
Tsunami Early Warning System (GITEWS) project. GITEWS is funded by the 
German Federal Ministry of Education and Research (BMBF) to develop a Tsu-
nami Early Warning System for the Indian Ocean in close cooperation with Indo-
nesia, the country most prone for tsunamis in the whole Indian Ocean. GITEWS is 
the German contribution to the Indonesian Tsunami Early Warning System 
InaTEWS. 

2 The challenge of tsunami early warning in Indonesia 

What makes tsunami detection for Indonesia unique and challenging is on the one 
hand the extremely short time window between tsunami generation (in most cases 
caused by an earthquake along the Sunda Arc) and the arrival time at the nearest 
Indonesian coastline, and on the other hand the lack of sensor technologies that 
detect and measure tsunamis as such. While promising technologies are being 
worked on that might allow holistic tsunami detection in the future, the GITEWS 
project uses the best sensor technologies available today to detect indicators or 
evidence for a tsunami, combining those information with up-to-date modelling 
techniques and integrating them in a newly developed Decision Support System. 
Combining a priori knowledge, simulation runs and analysis results with real-time 
information from different types of sensors, the GITEWS Decision Support Sys-
tem (DSS) serves as a backbone to allow an assessment for the tsunami threat at 
the earliest time possible and support the decision maker whether to issue a tsu-
nami warning or not. 

Unlike classical decision-support problems, the process of combining sensor 
and additional information, generating situation awareness and assessing and pro-
posing decision options is a slowly evolving process. Due to the fact that sensor 
information becomes available in a non-deterministic irregular sequence, initially 
with considerable uncertainties, in arbitrary order and with major information 
gaps, uncertainties will still be present when deadlines for warning decisions are 
reached. 

3 The early warning and mitigation system 

GITEWS’ novel ‘system of systems’ concept is based on a modular and extensible 
architecture of different systems deployed in the BMKG Warning Center in Jakarta 
as part of the GITEWS Early Warning and Mitigation System (EWMS)/InaTEWS 
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Earthquake Information and Tsunami Warning System (EITWS). Figure 1 shows 
the EWMS concept which consists of following elements: 
• A sophisticated Earthquake Monitoring System (SeisComP3 by GFZ Potsdam) 

collects real-time data from seismic sensors in the region and worldwide and is 
able to detect and locate earthquakes very quickly. 

 

Fig. 1. The Early Warning and Mitigation System concept (Top line shows the in-
coming systems, bottom line their comparison/matching/fusion with data from risk 
and vulnerability modelling and the geospatial data repository before dissemina-
tion of a warning through the BMG 5in1/6in1 dissemination system. The interme-
diate layer is where observations are transmitted through the OGC SWE services 
to and from the DSS 

• A continuous GPS System (CGPS) describes the seafloor deformation/rupture 
in (near) real-time based on very precise GPS measurements at smart land sta-
tions (stations equipped with GPS and other sensor technology). 

• A Deep Ocean Observation System (DOOS) collects and processes sensor in-
formation transmitted from Ocean Bottom Units (OBUs, located on the seafloor 
underneath buoys) and Buoys equipped with tsunami-detecting instruments. 

• A Tide Gauge System (TGS) collects and processes measurements of a network 
of tide gauges in order to detect sea level anomalies. 

• An interface to future Earth Observation systems is provided. 
• A central Tsunami Service Bus (TSB) collects information from the sensor sys-

tems and provides them to the DSS. 
• A Simulation System (SIM) is able to perform a multi-sensor tsunami scenario 

selection, resulting in a list of best matching tsunami scenarios for a given set 
of observations. 
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• The Decision Support System (DSS) receives sensor observations via the TSB, 
requests a scenario selection from the SIM for the current set of sensor observa-
tions and communicates with the dissemination systems for message distribu-
tion and delivery. 

4 The decision support system 

As part of the Early Warning and Mitigation System (EWMS) the DSS provides 
processing, assessment, visualization, decision support, analysis, warning and 
management functions for the purpose of supporting disaster management related 
activities regarding tsunami threats for the region of Indonesia. This section will 
describe the resulting system requirements and solution approaches. 

4.1  Status of decision support in tsunami early warning 

Tsunami Early Warning Systems exist in a number of countries, e.g. the Pacific 
Tsunami Warning System PTWS by the PTWC (Pacific Tsunami Warning Centre 
near Honolulu/Hawaii) serving also the West Coast/Alaska Tsunami Warning 
Center (WC/ATWC) as well as the research centre in New Zealand of the Na-
tional Institute of Water & Atmospheric Research (NIWA) or by the Japan Mete-
orological Agency (JMA). 

These all differ from the system required for Indonesia, which will have to 
handle near-field tsunamis and enable the operators to assess the situation using a 
heavily aggregated situation picture with a high accuracy and certainty. The sys-
tem used for WC/ATWC for instance can be assumed to be used for early warning 
for tsunamis travelling as long as several hours before they hit the coast. Therefore 
information aggregation can almost be done manually or at least there is a lot 
more time to consider the effects and consequences of a wave before taking the 
decision whether to warn or not. A decision maker/operator in the German-
Indonesian GITEWS system needs to be able to send a warning or information 
message within a very short time span (5 min) after a potentially tsunamigenic 
event. Thus the whole system logic of when and whom to warn necessarily is dif-
ferent from the requirements with respect to decision support in the new tsunami 
early warning system. 

4.2  Operational prerequisites 

In principle, the spatial situation awareness analysis and early warning process 
does not require shoreline segmentation, except when limited computational re-
sources require aggregation and priorization or when mapping products to recipi-
ents or administrational structures. 
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A so-called Warning Segment is a well-defined segment of the shoreline de-
fined according to administrational boundaries and is used as smallest warnable 
unit for which tsunami threat information is aggregated and to which warning 
products may be addressed. 

A coastline segmentation workflow has been developed by BMKG and DLR; 
the current definition of warning segments for the coastline of Indonesia along the 
Indian Ocean covers 125 warning segments for Sumatra, Java and Bali. 

Warning segments can be set to specific states which are called warning levels 
in connection with the dissemination of warning products (e.g. warning mes-
sages). The warning levels depend on the expected or confirmed tsunami threat. 
Which warning level is assigned during the decision proposal generation process 
depends mainly on the height of wave at the coastline. 

 
Table 1. Tsunami Warning levels 

Tsunami Category Warning Level Wave Height (WH) Range [m] Color 
<none> <none> 0.0 • WH < 0.1 Grey 
Minor tsunami Advisory 0.1 • WH < 0.5 Yellow 
Tsunami Warning 0.5 • WH < 3.0 Orange 
Major Tsunami Major Warning 3.0 • WH Red 
 

Wave heights of larger than 10 cm are considered to require a warning level of 
Advisory (yellow). Warning segments which reach wave heights from 0.5 m up to 
3 m are assigned a Warning level (orange level). Warning segments with a wave 
height of 3 m or more are assigned the level Major Warning (red) (see Table 1). 

4.3 Core DSS tasks 

The decision process shall help the chief officer on duty (COOD) to become 
aware of a current situation, assess incoming information, exploit synergies of in-
formation fusion and analysis, assess impact and consequences and make in-
formed decisions. 

Unlike many other problems covered in the area of decision support, the situa-
tion evolves over a certain period of time, and the decision process itself must be 
time and space sensitive due to nature of the underlying physical phenomenon 
which may threaten widely dislocated places over a time period of several hours. 

The core decision support loop consists of two major components: 
• Situational Awareness 
• Decide and Act 

Situation awareness in turn comprises the steps perception (gather information), 
comprehension (judge information) and projection (effect estimation/projection). 

In the perception step the DSS receives sensor input, including results from the 
simulation system. Following the sensor input will be processed and analyzed. In 
the comprehension step there is further analyzing of sensor input across sensor 
types. The projection step comprises the projection of the current situation into the 
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future. An assessment of consequences takes place. These three steps result in an 
improvement of situation awareness. While situation awareness focuses on under-
standing the situation that evolves and its consequences, this knowledge needs to 
be transformed into decisions and actions. This is the focus of the second part of 
the core decision support loop: 
• decide refers to the derivation of decision proposals from a given situation that 

the EWMS has become aware of. 
• act refers to the implementation of the decisions that the COOD has made. Ex-

amples for such decisions are product dissemination or sensor (de-) activation. 
The workflow is repeated each time new information is received by the DSS 

or a deadline has been reached. The workflow is terminated by the COOD if no 
tsunami threat exists anymore. 

4.4 Additional sources of information 

In addition to the collection of real-time sensor observations, the DSS can access a 
huge collection of a priori information and scenario data that helps interpreting the 
online input, assessing the tsunami threat and forecasting the consequences. 

Using this approach, the information gap immanent to the first minutes of a po-
tential tsunami is narrowed as much as possible. 

• A geospatial data infrastructure which allows the standard-based access to large 
databases of geospatial baseline data, such as administrational boundaries, 
topographic and bathymetric data etc. 

• Risk modelling and vulnerability assessment information which describe how 
high the tsunami risk at a particular location is and how vulnerable the people 
and infrastructure are. Information is also contained about the expected 
capability of people to respond to the event. 

• The large number of tsunami scenarios contained in the Tsunami Scenario 
Repository (TSR) which is used by the SIM to perform the online multi-sensor-
scenario selection process. 

4.5 Graphical user interface (GUI) 

The user interface and process workflows of the DSS have been designed for deci-
sion making under uncertainty and time pressure (Endsley 2003). Based on the 
large body of research literature on this topic and the results of an eye-tracking 
based study regarding a first DSS GUI version (FH Potsdam Interaction Design – 
Eyetracking Analysis), it is now available in an improved and optimized version. 
The GUI (see Fig. 2) consists of four displays (called perspectives) shown simul-
taneously to the decision maker (COOD) through which the operator can go in se-
quence or iteratively to gain support for the decision whether to send a warning or 

The most important sources of information are: 
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not. The DSS GUI was implemented as a set of plug-ins and extensions to the 
uDIG Open Source GIS client. 

The Situation Perspective (Fig. 2, upper left) illustrates the overall situation in-
cluding higher-level spatial and temporal views of all facts of interest (e.g. obser-
vations, simulation forecasts, sensor system states). For this purpose, a map view 
acts as spatiotemporal information display visualizing geospatial sensor data such 
as the event location, travel-time isochrones, estimated times of arrival (ETAs), 
thematic maps (e.g. borders, geologic realities), and sensor status information. A 
timeline view maps the incident data onto a temporal scale. All incoming sensor 
observations and simulation results that are relevant for the selected incident are 
displayed in detail in the Observation Perspective (Fig. 2, upper right). In addition, 
the user is provided with functionality to further explore single observations, e.g. 
to view parameters, time series, plots, etc. 
 

 
Fig. 2. DSS Graphical user interface (GUI) perspectives. Four separate screens 
which can be used sequentially and/or iteratively by the operator to assess an 
event from situation overview to dissemination of the warning message contain all 
the relevant observations and the assessment of the DSS in support of an ease of 
use in a fast decision process (From upper to left to lower right these are: situation 
perspective, observation perspective, decision perspective and product dissemina-
tion perspective). 

The Decision Perspective (Fig. 2, lower left) contains all information that is 
necessary for the COOD decision-making process, including decision proposals 
and functionality for the configuration of warning products. This includes highly 
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aggregated classification bars for the individual sensor systems and the SIM to 
support the COOD in assessing the situation. A colour code is used to represent 
the conclusions which may be drawn on the basis of the corresponding observa-
tions. Centred, a segment map and a list display the warning product proposals for 
each warning segment based on the simulation results. A similar colour code is 
used here to graduate the warning levels. 

Additionally, indexes for risk-relevant information are shown for each of the 
affected warning segments: e.g. number of exposed people, number of critical fa-
cilities, and number of high loss facilities, response index and an overall risk fac-
tor. 

The COOD may override the warning product proposals generated by the DSS. 
If the selected warning products should be sent, the button ‘Ready for Dissemina-
tion’ needs to be pressed. The actual execution/confirmation of actions is per-
formed on a separate perspective where a product preview and a summary of the 
actions that are about to be triggered is shown (Fig. 2, lower right). 

The COOD is required to confirm his choice (‘Disseminate’ button) in order to 
prevent unintended warning message dissemination; alternatively, the dissemina-
tion process can be cancelled (‘Cancel’ button). 

4.6 Warning product generation and dissemination 

Regarding the generation of warning and other products generated by the DSS, a 
template-based approach is applied. For all products and each of the formats and 
languages a product shall be provided, templates are prepared that contain fixed 
elements (e.g. text) and keywords. At the time of product generation, the key-
words are replaced with up-to-date information of the tsunami threat (e.g. magni-
tude, depth and location of the earthquake, warning levels for warning segments). 

The generation of products is a two-stage process: 
• In stage 1 the required basic products are generated (e.g. text warning 

messages); 
• In stage 2 these basic products are embedded into an additional message 

formatted according to the CAP standard (OASIS 2005). 
Once the required products (warning messages) have been generated, they are 

transmitted to the dissemination systems which are connected to the DSS. Cur-
rently two dissemination systems are connected to the DSS: the BMKG dissemi-
nation system/5-in-1 system and the 2wcom (2wCOM) FM-RDS (Frequency 
Modulated – Radio Data System) based dissemination system. The DSS sends the 
appropriate selection of products to the individual dissemination systems and initi-
ates thereby the dissemination process which itself is outside the scope of the 
DSS. 



242      U. Raape et al. 

5 Standards and interoperability 

A lot of effort is put into compliance to interoperability standards defined by the 
Open Geospatial Consortium (OGC) for geospatial and sensor data. In particular 
the OGC initiative ‘Sensor Web Enablement’ (SWE) (Botts et al. 2006) that aims 
at defining standards to enable the discovery, exchange, and processing of sensor 
observations, as well as the tasking of sensor systems as applied in the context of 
GITEWS. 

Within the context of GITEWS SWE will be used as a basis for integrating the 
various external sensor systems with the EWMS and to offer sensor observation 
data to DSS components for further processing. This especially makes sense when 
additional sensors become available in the future, e.g. new tide gauge or buoy sys-
tems or even remote sensing or airborne sensor systems. By adhering to these 
standards GITEWS will remain open and extensible in the future. For accessing 
geospatial information by the DSS GUI the established OGC standards Web Map-
ping Service (WMS) and Web Feature Service (WFS) are also used. 

5.1 OGC Sensor Web Enablement (SWE) 

For realizing the DSS Sensor Data Center (SDC) presented here the SWE archi-
tecture specified by the OGC is an important foundation. Thus this section will 
shortly introduce the basics of the OGC SWE framework and will provide an in-
troduction to those SWE components which were used for building the sensor data 
center. 

The activities of the OGC, an international consortium consisting of more than 
350 members, focus on the development of open standards that form the basis of 
geospatial data infrastructures. Within these activities the SWE initiative deals 
with the integration of sensors and sensor data. In order to fully integrate sensors 
and their data into a geospatial data infrastructure the SWE framework provides a 
broad range of functionalities. This includes the discovery of sensors and sensor 
data, the description of sensor metadata, access to sensor data (real time and his-
toric), tasking of sensors and alerting mechanisms based on sensor measurements. 
For fulfilling this set of requirements a framework of standards has been devel-
oped. It comprises two aspects: the information model dealing with data formats 
and the service model describing service interfaces. The information model con-
sists of the following standards: 
• Sensor Model Language (SensorML) (Botts and Robin 2007): Metadata format 

for sensors and sensor systems 
• Observations and Measurements (O&M) (Cox 2007): Data format for 

observations and measurements performed by sensors 
• Transducer Markup Language (TML) (Havens 2007): Data format, optimized 

for data streaming that allows encoding sensor data and metadata. 
The SWE service model provides standardized interfaces for accessing sensor 

data, alerting and controlling sensors:  
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• Sensor Observation Service (SOS) (Na and Priest 2007): Pull based access to 
sensor data and metadata 

• Sensor Alert Service (SAS): Alerting based on sensor data and user defined 
criteria (for example if a measurement value exceeds a certain threshold) 

• Sensor Planning Service (SPS) (Simonis 2007): Controlling sensors and their 
parameters 

• Web Notification Service (WNS): Asynchronous communication between web 
services (e.g. a SAS or SPS) and/or clients. 
For the DSS sensor data centre two of the above mentioned standards are of 

special importance: the O&M and SOS standards. Thus these two specifications 
will be introduced in more detail in the next two paragraphs. 

The O&M specification defines a standardized format for observation and 
measurement results. It is based on the OGC Geography Markup Language 
(GML) as it specifies a GML application schema. The basic concept within O&M 
is the observation which is defined as an event that occurs at a certain point in 
time and which generates a value for an observed phenomenon. Besides time and 
value of measurements, O&M allows encoding further measurement properties 
like information about processes used for obtaining measurements or the location 
and quality of observations. Another important concept of O&M is the binding of 
measurements to features of interest (FOI). These FOIs are used for describing the 
objects or the measurement locations (= features) at which the measurement was 
performed. 

Whereas O&M describes the data format for sensor data, the SOS specification 
standardizes an interface for accessing data gathered by sensors and sensor meta-
data. Thus the SOS relies on O&M as a response format for returning measure-
ment data (for sensor metadata SensorML is mostly used). The SOS specification 
is divided into three profiles: core profile, transactional profile and enhanced pro-
file. Whereas the operations of the core profile comprise the mandatory function-
ality the operations of the other profiles are optional. The core profile provides the 
essential functionality of a SOS: access to a description of the service and the 
available data (GetCapabilities), access to measurement data (GetObservation) 
and retrieval of sensor metadata (DescribeSensor). For inserting data into an SOS 
instance the transactional profile provides the necessary operations: registering 
sensors (RegisterSensor) and inserting sensor data (InsertObservation). Finally, 
the enhanced profile offers additional optional functionalities like retrieving FOIs 
or information about time-dependent data availability. 

5.2 DSS Sensor Data Center (SDC) 

The Sensor Data Center (SDC) is the core component of the DSS for ingestion of 
and provision of access to sensor data. The SDC is part of the DSS Data Manage-
ment Center (DMC) which is responsible for managing all data relevant to the DSS 
operations (e.g. Crisis and Risk Products, Geospatial Data) and includes software 
components for ingestion and archive tasks. All incoming sensor observation 



244      U. Raape et al. 

data passes an ingestion process during which the data is validated, transformed 
into the DSS-internal O&M data model and forwarded to the SDC. It provides 
mechanisms to store and access observation data as well as metadata about the 
used sensor systems. By implementing the open sensor web standards and models 
such as the SOS, O&M and SensorML specifications, it seamlessly integrates into 
the existing spatial data infrastructure (SDI). 

The software components Feeder and SOS used in the SDC are further devel-
opments and adaptations of 52° North open-source SWE implementations. 

5.2.1 Ingestion of observation data and sensor metadata into the SDC 

In situ observation data measured by the different sensor systems is sent to the 
SDC. After an ingestion component has verified and transformed the data it is 
forwarded to the Feeder component. This component acts as a Java Servlet and re-
ceives data transmitted through HTTP-POST. After validating the incoming data, 
the feeder determines the observation type. Depending on that type data is parsed 
and stored in a designated PostgreSQL database. All corresponding data, i.e. fea-
ture of interest (FOI), is being created and associated with the observation auto-
matically. For each result element of such an observation a unique id will be gen-
erated that is returned to the plugin together with the corresponding pickup point 
for later service access to this specific observation. 

The ingestion of SensorML data works analogously, but stores incoming Sen-
sorML files directly in a certain directory in the file system and not in a database. 
In both cases the SOS is being notified that new data is available by the Feeder 
components to update its service metadata. 

5.2.2 Providing observation data and sensor metadata 

Provision of observation data and sensor metadata is realized by a SOS. The service 
supports the implementation specification 1.0 (OGC 06-009r6) as defined by the 
OGC. Observation data is encoded using the O&M standard 1.0 (OGC 07-022r1). 
The SOS provides the operations defined in the core profile such as DescribeSensor 
and GetObservation. Furthermore it offers the GetFeatureOfInterest and GetObser-
vationById operation as defined by the enhanced profile. The implementation is 
based on the data access object (DAO) pattern (SUN) and supports an implementa-
tion for a PostgreSQL database. Since the SOS runs as a Java Servlet, too, it is capa-
ble of receiving HTTP-GET and -POST requests. Incoming requests are analyzed 
and translated into SQL queries. After execution of these queries the response is en-
coded using the Geography Markup Language (GML) for feature requests or O&M 
for observation requests. SensorML documents are returned directly as stored in the 
file system and associated with the requested procedure. The SOS interface offers 
the possibility to query observation data by id or allows applying certain filters such 
as temporal or spatial constraints. Due to performance issues there is one SOS 
instance for each observation type. 
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5.2.3 Access to observation data 

One of the main advantages of the OGC standards applied here is having a unified 
access layer for the retrieval of spatial data which can be reused by server-side 
components as well as the GUI. Access to spatial data is realized in GITEWS by 
using uDig [10] GIS (Geographical Information System). A plugin based on the 
52° North OWS (OGC Web Service) Access Framework (OX-Framework) for 
uDig allows retrieving observation data from a SOS. It provides mechanisms for 
creating SOS requests and parsing the O&M responses of the service. The encap-
sulated data is transformed into the uDIG data model and as such are accessible 
for further actions. 

Besides in situ data of the sensor systems the SDC is also able to store and pro-
vide simulation results. These contain a huge collection of a priori information 
with best matching tsunami scenarios for a defined set of input parameters. 

5.3 Common Alerting Protocol (CAP) 

The warning messages generated by the DSS are provided in the Common Alert-
ing Protocol (CAP) format, an open standard for disaster management message 
exchange (Incident 2008, OASIS 2005). CAP defines a standard for alerts and no-
tifications in the public warning domain independent of the hazard type and the 
technology used for transmitting warning messages. The CAP XML structure al-
lows the inclusion of event data, text, images and geospatial references. The Fed-

FEMA 2008) 
The DSS Dissemination Component offers services for creating, updating and 

disseminating Warning Products. For those dissemination systems connected to 
the DSS which are able to parse CAP the message (which includes related geospa-
tial references) is encoded and transmitted in CAP XML.  

6 Conclusions and outlook 

As part of the German contribution to InaTEWS and embedded in an open and 
modular ‘system of systems’ approach capable of integrating additional sensor and 
tsunami scenario sources, the Decision Support System DSS presents a novel ap-
proach to support the tsunami early warning process. The decision maker is able to 
assess the situation and take decisions in a manner and based on information quan-
tity and quality not possible before. He is supported through the entire process of 
information acquisition through information fusion to decision support and dis-
semination of the warning. Since the incoming information for the DSS is con-
tinuously updated, triggering an update of the decision proposal, the decision 
maker is supported through the entire lifetime of an incident. The extension paths 

eral Emergency Management Agency (FEMA) of the US Department of Home-
land Security has, among others, explained their commitment to use a profile of 
the CAP protocol in their Integrated Public Alert and Warning System (IPAWS, 



246      U. Raape et al. 

of the DSS are numerous, reaching from additional sensor and data sources to 
international coverage and functional extensions. The use of OGC standards for 
implementing the DSS Data Management Center has thus proven beneficial for 
comfortable data access and extensibility. 
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Abstract 

One of the main open issues in the development of applications for sensor network 
management is the definition of interoperability mechanisms among the several 
monitoring systems and heterogeneous data. Interesting researches related to inte-
gration techniques have taken place; they are primary based on the adoption of 
sharing data mechanisms; furthermore in the last years, the service-oriented archi-
tecture (SOA) approach has become predominant in many sensor networks 
projects as it enables the cooperation and interoperability of different sensor plat-
forms at a higher abstraction level. 

In this chapter we propose an architecture for the interoperability of sensor 
networks; it is based on web services technologies and on the definition of a 
common data model enriched with semantic concepts and annotations.  

The proposed architecture allows the integration of heterogeneous data and the 
implementation of Web Services to let data (raw or aggregated) be available to au-
thorized end-users. Finally, we will present an early warning service with the defi-
nition of a common data model for a specific class  of sensors.  

1 Introduction 

One of the main open issues in the monitoring and management of environmental 
risks is the integration of heterogeneous data from different sources.   

The wide diffusion of sensor systems, together with their numerous applications, 
has led to a huge heterogeneity that makes it difficult to interface and collect data 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_17, © Springer-Verlag Berlin Heidelberg 2010 
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from these systems. As for Wireless Sensor Networks, ad hoc programming 
languages (i.e. nesC, (Gay 2003)) have been developed to support base station 
programming and to express the application processing in terms of messages ex-
change among near nodes. Alternatively, different middlewares based on macro-
programming models have been proposed in order to bridge the gap between the 
application and the underlying hardware layers. Middlewares for WSNs provide a 
system abstraction so that the application programmer can focus on the application 
logic without having to deal with the lower level implementation details (Hadim 
2006). They are commonly used when a single application operates over a single 
WSN, while the application development for multiple WSNs is a rather cumber-
some work. 

Nowadays the interaction with multiple sensor systems is required by a lot of 
applications; monitoring applications of wide geographical areas have highlighted 
the research problem of the integrated management and correlation of data coming 
from various networks that cooperate for a common objective.  

Specific integration frameworks for accessing different data sources are 
needed; they should hide the heterogeneity between different sensor systems in 
terms of sensor, networking or middleware technologies and provide a standard 
way to access them. 

Interesting researches related to integration techniques for heterogeneous sen-
sor networks have taken place, but nowadays only few architectures have been 
proposed.  Most of them try to define a common exchange mechanism among dif-
ferent sensor systems in order to facilitate the integration and provide a software 
integration layer which allows different sensor systems to collaborate for the same 
purpose. These solutions are often tightly related to the referenced technologies 
and lack of a real implementation.  In the last years, the service-oriented architec-
ture (SOA) approach has become a cornerstone in many sensor networks projects. 
SOA-approach enables the cooperation and interoperability of different sensor 
platforms as it provides support for discovering, accessing and sharing services, 
data and computational and communication resources by the adoption of open 
standards.   

The new open standards as well as the adoption of a formalized approach to-
wards knowledge definition, formalization and sharing is one of the main features 
of such architectures and technologies that strongly support the definition of coop-
erative environments. As an example, the OpenGeospatial Consortium’s Sensor 
Model Language (SensorML) (OpenGIS 2007) standard provides an XML schema 
for defining the geometric, dynamic and observational characteristics of sensors. 
The purpose of SensorML is to (1) provide general sensor information in support 
of data discovery, (2) support the processing and analysis of the sensor measure-
ments, (3) support the geolocation of the measured data, (4) provide performance 
characteristics (e.g. accuracy, threshold, etc.), and (5) archive fundamental proper-
ties and assumptions regarding sensor. 

In conclusion, thanks to technological improvements in computer architectures, 
network infrastructures and sensor technology, it is now possible to build a know-
ledge-based sensing architecture which can acquire huge data sets from sensors on 
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a wide geographical scale, process terabyte of data on computing resources be-
longing to various administrative and political domains, store computation results 
and historical data in secure and accessible distributed databases. Within this con-
text, the Campanian Region (south Italy) is holding innovative environmental sen-
sor networks to gather real-time and near real-time information on natural (i.e. 

il/industrial structural/infrastructural vulnerability. Campanian region is a densely 
populated area and a natural case study of the multi-hazard problem: for these rea-
sons, the development of an early warning system as well as infrastructures de-
voted to risk management and to the realization of a decision support system be-
come an interesting challenge. It may allow to process and provide in real-time 
(pre-event warning) or in a near real-time manner (within few minutes after the 
emergency) all information about the risk of damages. A risk management system 
may have a twofold target of monitoring high environmental risk zones and inter-
vening as soon as possible with preventing operations such as sending alarm sig-
nals to emergency services (i.e. civil protection) and taking safety measures (i.e. 
control of emergency power generators). 

In this chapter, a comprehensive architecture is proposed to provide pre- and 
post-event warning information by integrating the above-listed networks, and de-
fining a common data model. To grant interoperability among multi-regional sys-
tems, a formal data model is presented, it specifies the data relations, terminology 
and meanings. It has been implemented through a set of ontologies and formally 
described in OWL (Web Ontology Language). Furthermore, to face interoperabili-
ty issues, we have exploited Service Oriented Architectures (SOA).  

As a result, we present an interoperable architecture for risk management that is 
completely based on services; it allows the integration of heterogeneous data and 
the implementation of applicative standard Web Services to let data (raw or ag-
gregated) be available to authorized end-users and/or applications. Moreover, we 
describe an early warning service, based on the definition of a common data mod-
el for a specific class of sensors. 

The remainder of the chapter is structured as follows: in Sect. 2 some related 
works are reported to assess the state of the art of many methodologies and tech-
nologies involved in facing interoperability issues among heterogeneous data. In 
Sect. 3 we will present the architectural model of an early warning system by illu-
strating its main layers and their functionalities. In Sect. 4 we illustrate the early 
warning system and the data model enabling the interoperability. Finally in Sect. 5 
some concluding remarks are given. 

1.1 Related works 

As already said, one of the main open issues in the monitoring and management of 
environmental risks is the integration of heterogeneous data from different 
sources. To reach this goal, there are many obstacles carried out by the need of 
guaranteeing interoperability among several monitoring systems. In the litera-
ture (EU framework 2003), interoperability issues have been categorized into 
three different dimensions: organizational, technical and semantic interoperability.  

seismic, volcanic, slope, stability, pluviometric, floods and meteo-marine) and civ-
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Some solutions to specific, but not complete, aspects of interoperability are avail-
able in the literature. The OGC consortium established Sensor Web Enablement 
(SWE) to model sensor characteristics and services.  

In particular, the suite includes different standards, among them (i) Sensor 
Model Language (Sensor ML), (ii) Observation \& Measurement and (iii) Sensor 
Observation Service, (iv) Sensor planning service and (v) Service alert service.  
They allow to model sensors and sensor observations, data retrieval mechanism 
and web services (for access of the sensor data via web); it is possible to specify 
information as coordinates and timestamps, but they do not allow to state the se-
mantics of the data and the meaning of sensor observations, making difficult the 
interoperability, the evaluation of the phenomena and the detection of situation 
awareness. 

A first attempt of semantics definition for sensor Web has been proposed in the 
SSW framework (Henson 2008) in which enhanced  meaning  for  sensor observa-
tions  is given by  adding  semantic  annotations  to  existing  standard  sensor  
languages  of the SWE, in order to increase interoperability and provide contex-
tual information for situation awareness. 

Several efforts have been done in the data modelling field too: different ontolo-
gies for heterogeneous sensor data representation are proposed. An ontology pre-
sented in (Ceruti 2004) models different concepts, as platforms and sensors, such 
characteristics tangible and intangible, and relationships and concepts such as data 
combinations. Another ontology for the sensor networks, presented in (Eid 2006), 
provides semantic  representation of sensor networks  data,  aiming at interpreting 
unambiguous structured information. 

From the technical interoperability point of view, the current leading approach 
is based on service oriented architectures (SOA). In (Kobialka 2007) the authors 
introduce Web Service Resource Framework (WSRF) mechanisms into the core 
services implementation of the NICTA Open Sensor Web Architecture (NOSA). 
WSRF enables to handle simultaneous observational queries to heterogeneous 
Sensor Networks. Moreover, the GeoICT group at York University have built an 
OGC SWE compliant Sensor Web infrastructure; they have developed a Sensor 
Web client capable of visualizing geospatial data, and a set of stateless Web Ser-
vices called GeoSWIFT (Liang 2005). 

Furthermore, some European projects based on service-oriented architectures 
(SOA) have been proposed, among the others: WIN (Wide Information Network) 
(Alegre 2004) (Alegre 2005), ORCHESTRA (Chu 2007) and SANY (Sensors An-
ywhere) (Schimak 2009) projects. 

WIN aims at developing an open and flexible platform to support multi-hazard 
and risk domains at European level, integrating national and sub-national (region-
al) data flows in the frame of web service architecture. It proposes a set of generic 
services and standard data modeling components that facilitate the deployment of 
several cases. The WIN metadata model is based on existing standards (such as 
Dublin Core, GML and ISO19115) and provides some additional specifications 
for WIN.  

ORCHESTRA adapts the ISO/IEC 10746 Reference Model for Open Distri-
buted Processing to service-oriented architectures. It implements geospatial SOA 
by adapting the Reference Model for geospatial service networks on a process 
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model, compliant with the ISO standard RM-ODP. The ORCHESTRA architec-
ture uses w3C Web services platform and the Geography Mark-up Language 
(GML) to implement web services. 

Finally, SANY is the most recent approved project, it focuses on interoperabili-
ty of in situ sensors and sensor networks. SANY architecture promises to provide 
a quick and cost-efficient way for reuse of data and services from currently in-
compatible sensor- and data-sources. 

All these projects underline the importance of adopting web services for the in-
teroperability of sensor networks. In addition to available standards and platforms, 
we have defined a common data model that is particularly suitable for the analysis 
of natural hazards (with pluviometric, flood, marine and seismic sensors), fur-
thermore it is extensible and enriched with semantic annotations. 

 

2 An architecture model for early warning 

To design an open system to manage heterogeneous sensor data sources, we have 
defined an architectural model that is based on Web Services. The model, named 
Web Services Early Warning (WS-EW) offers several services and functionalities; 
these can be classified into two main categories: (a) functions to elaborate data 
from heterogeneous sources and store; (b) functions to manage all data sources 
(sensors, databases, simulators, etc.). 

We adopted a service-oriented architecture (SOA) paradigm that introduces the 
concept of service as fundamental element for developing distributed applications 
in a network based heterogeneous environment and a layered service-oriented Ar-
chitecture is adopted (Booth 2004). 

The development of web technologies and standards such as HTTP, XML, 
SOAP, WSDL and UDDI enables pervasive adoption and deployment of web ser-
vices to reach interoperability.  

In the design of complex data-centric systems, the decomposition of the whole 
system in different layers is the most used approach. Each of these layers offers 
different services and is characterized by a deep functional specialization. Each 
layer is able to communicate with the others via standard WSDL interfaces. 

The proposed architecture is structured in layered functional services and there 
is also a set of transversal non-functional services as illustrated in Fig 1.  

The layered approach in the WS-EW facilitates the distribution of the applica-
tive responsibilities on more objects. It implies that the most complex functionali-
ties are built upon the collaboration of more elements of smaller complexities. 

We have located three horizontal layers: Data Collection Service Layer, Inte-
gration Service Layer, Application Service Layer, and some vertical layers whose 
services are transversal to the other layers, as Security, Management and Interope-
rability services. 

Such approach concurs to build a more robust, scalable and maintainable archi-
tecture, with a better logical structure. 
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Fig. 1. An overall view of the WS-EW architecture 

 
The layered architecture is a good solution also from a security point of view as 

each service can have a specific security policy to control access and preserve data 
privacy. 

In the following we provide a brief description of layers and their specific ser-
vices: 

Data Collection Service Layer: in order to map the raw sensor readings onto 
physical reality, and to provide to the upper layer an homogeneous view of the 
networks, a model of that reality is required to complement the readings. The pro-
posed approach enriches sensor querying with ontological modelling techniques, 
by associating an XML/RDF data model to raw sensor data sets. The main goal of 
this layer is to translate proprietary data format in a common data model that gives 
a homogeneous and standard view of the networks, sensors and observations and 
can be accessed by other services. 

Integration Service Layer: while the Data Collection Service Layer is focused 
on interactions with a single resource, this layer contains services that capture 
interactions across collections of networks. For this reason, we refer to this layer 
of the architecture as the Integration layer. 

The services of this layer provide aggregated data sets and numerical analysis 
values to the application level. It clusterizes network data sets according to the 
data model defined.  
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Application Service Layer: different services monitor and elaborate complex 
data structures from heterogeneous sensor network. Different kinds of applications 
exist in this context; for example, applications to implement warning threshold 
models or real-time event notification, applications to simulate events, applications 
to format sensor data according to specified standards and so on. Applications are 
built by invoking and composing services defined in other layers. Each service has 
its own security policy and it is published in a public registry.  

ing/using available services; every arrow represents information flows (e.g. control 
and sensor data) associated with components (i.e. services) interaction. Further de-
tails on components’ internal functional blocks as well as interfaces to access ser-
vices pertain to the specific application service and to lower level services. The 

Private and sensible data has to be managed only by authorized users. The Se-
curity services enforce WS-Security standards to grant access (authentication and 
authorization) only to those authorized users. These services also deal with confi-
dentiality and data integrity of the messages exchanged, non-repudiation of re-
quests of messages and resilience to denial-of-service attacks.  

Other management services are offered by the Management and Interopera-
bility services.  

3 An early warning system 

In this section we illustrate how WS-ES architecture works in the practice by illu-
strating an early warning system related to earthquake damages prevention.  In 
Fig. 2 we have reported a typical multi-risk application scenario where different 
sensor networks are located in seismic areas and on critical buildings to monitor 
seismic activities and building deformation information. For each network, a Data 
Collection Service is associated, it acquires data and formalizes them according to 
the common data model; the data are so available to the Early Warning application 
service for further elaboration.  

The following paragraphs deal with the logical description of the application 
scenario and the data modeling methodologies adopted.  

 

In Fig. 1, each block represents an architectural macro-component offer-

services in Fig. 1 are provided with a WSDL interface, they have been conceived 
to allow a standard interaction among modules. Furthermore, the interfaces are 
published in a UDDI catalogue. In this way any user can discover the services it 
needs and access them according to the access rights it has. Thanks to this proto-
col and standard adopted in our architecture, WS-EW is able to grant a high level 
of interoperability and reveals a high degree of scalability even considering differ-
ent kinds of sensor network. 
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Fig. 2. Campanian Region application scenario 

3.1 Application service layer for the Early Warning System 

An early warning service should be able to  
• Monitor sensor networks placed on critical buildings for data acquisition: this 

activity is a soft real-time phase, in which the attention focuses on sensor best 
management and access rather than on elaborations or transmitting time; 

• Compute the environmental data for the localization of all buildings under risk; 
• Notify alarms in case of risk. 

The service is made of three main components as illustrated in Fig. 3.  
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Fig. 3. WS-EW components 

The Computing Subsystem is responsible to locate and characterize the seismic 
environmental hazards (F1). It is also responsible to evaluate the maximum dis-
tance (F2) where a significant damage may happen to monitored structures such as 
hospitals, bridges). It deals with the elaboration of sophisticated deterministic and 
stochastic earthquake models, computing 

 
( )12 FfF = .      

The elaboration of F2 also requires simulated data as illustrated in the architec-
ture of Fig. 4. 

A Query Subsystem retrieves and stores data from the building sensor networks. 
It also retrieves data from historical and simulator databases to evaluate the build-
ings structural deformation (D). 

 
( )sSimulationDataHistoricalSensorsFFfD ,,,2,1= . 

 
Finally, the Alert and Notification Subsystem elaborates the information from 

the previous subsystems and sends alarms to all the structures under risk for the 
revealed hazard and within the distance (F3) of propagation of the environmental 
effects: 

 
( )DFfF ,23 = . 

 
According to the previous considerations, the EW-WS can be made up by com-

posing different services provided by the proposed model: a data modelling and 
access service, a computing and simulating service, an alert and notification ser-
vice. As illustrated in Fig. 4, all services communicate each other’s trough Web 
Services interfaces. The mechanism of service calling and data interchanging is 
the same as a typical service oriented architecture: services are completely de-
scribed by their WSDL interface. This interface describes, among other things, the 
methods to access data and the location of the service. Data interchange is made 
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upon standard protocols, such as SOAP, and data sets are structured in XML, ac-
cording to a specific schema related to each sensor network domain. Each data set 
is wrapped together in RDF, according to the defined ontological data model. 

The Computing subsystem is the most critical: it needs to guarantee system 
availability both on numerical precision and on continuous working even in criti-
cal conditions (Mission-Critical System). The module provides an updating phase 
(non-real-time) in which the elaborative units update the environmental historical 
data.  

The Query subsystem is dedicated to the structural analysis of one or more 
buildings; the module feeds its databases with the collected data and establishes a 
relation between an event and the generic structure involved by reporting all the 
structural variations during an event and correlating this information with the his-
torical data previously archived or with simulated data sets.  

The Alert and Notification subsystem selects from the structures on risk the 
ones that are located within the range of the hazard (like an earthquake); then it 
sends alarm signals to the interested buildings and lets people take the best safety 
reactions.  

We explicitly note that the Computing subsystem is directly connected to the 
sensors related to the hazard (i.e. a seismic network) while the other subsystems 
retrieve data even when a hazard is not occurring to evaluate a possible value of 
the deformation and feed the databases with the historical data (this is not a real- 
time data). The early warning system does not work by evaluating online if a 
building is dangerous but pre-evaluating if a hazard of a certain magnitude can be 
dangerous for a specific building within the range of the just sensed hazard. 

 

 

Fig.  4. WS-EW seismic application: logical model and data flows 
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3.2 Data Collection Service Layer: a Common Data Model 

The Data Collection Service Layer aims at supplying the needed mechanisms for 
the interoperability among heterogeneous sensor data. 

When integrating data from heterogeneous sources, the basic problem to be 
dealt comes from syntactic, schematic and semantics diversities of the schema. 
Syntactic heterogeneity refers to differences among paradigms used to format the 
data such as Relational DB, XML or RDF documents. Schematic integration re-
fers to different aggregation or generalization hierarchy defined for the same real 
words, facts and finally the semantic integration regarding disagreement on the 
meaning, interpretation or intended use data (Noy 2004), (Hakimpour 2001). 

Moreover in a sensor network context spatial, temporal and thematic informa-
tion are essential for discovering and analyzing sensor data. Spatial metadata pro-
vides information regarding the sensor location and data in terms of either a geo-
graphical reference system or local reference. Temporal metadata provides 
information regarding the time instant or interval when the sensor data is captured. 

In this section we describe the proposed Data Collection Service Layer, which 
allows either to resolve syntactic differences converting the proprietary data for-
mat into XML documents and then the semantic heterogeneity defining a common 
data model formally described using a unified ontology. Moreover, additional on-
tologies have been defined for modeling the sensors, sensor data and sensor ob-
servations. 

 

Fig. 5. Data Collection Layer 

Finally, thematic metadata describe a real-world state from the sensor observation, 
such as object and events (Henson 2008). 
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The Data Collection Service Layer provides the resources to access heteroge-
neous sensor network data and to translate proprietary data format into the defined 
common data model. To achieve this goal, three main subsystems are needed: (1) 
Data Aggregation Module, (2) Data Integration Module and (3) Data Fusion 
Module (see Fig. 5). 

The Data Aggregation Module acquires raw sensor data from heterogeneous 
sensor network middleware and encodes them into an XML document. The map-
ping is done using the XML-schema defined for sensor networks and stored into 
the Sensor Network XML-Schema Repository. As an example in Fig. 6 the origi-
nal format of the Pluviometric sensor data (right side) and the relative XML- 
schema (left side) are shown. The raw data are stored in a text file, which collects 
two days of data. 

The data file, depicted into the Fig. (6a), contains the following fields: day (dd), 
month (mm), year (yy), hour (hh), minutes (mm) and sensor identification num-
ber. The sensor identification number column specifies the accumulated precipita-
tion in 10 minutes.    

 

 

Fig. 6. Pluviometric Data 

The Data Integration Module translates the XML document into an RDF one 
using the concept defined into the Sensor Data Ontology.  

The Sensor Data Ontology includes knowledge models for the sensors and sen-
sor data. The Sensor Class describes the sensor attributes, capabilities and also 
spatial information. A snapshot of the ontology is depicted in Fig. 7. In particular, 
the model for a given sensor contains metadata such as Location, SensorStation, 
Measurement, Accuracy and Type. On the other hand, the Data class defines the 
formal data model needed for modeling and integrating sensor data. A Data is 
composed of a set of Measures, is stored in a Proprietary Format and is characte-
rized by a set of Parameters.  
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 Fig. 7. A snapshot of the ontology 

 
After this phase, the data sets have a standardized format and conflicts in data 

content are removed. Therefore, heterogeneous data appears to have been generat-
ed from the same source.  

Finally, the Data Fusion Module builds a new RDF model from the data model 
obtained from the Data Integration Module, adding inside concepts and relations 
between entities gained by reasoning on the Sensor Observation Ontology and 
Phenomena domain Ontology. That information allows understanding the sensor 
information in order to eventually identify situation awareness. In particular, the 
Phenomena Domain Ontology contains concepts regarding the domain elements 
and phenomena. As an example, weather domain ontology could contain concepts 
describing the weather domain such as wind, air and snow and weather phenome-
na that should appear such as liquid precipitation and storm. Besides, the Sensor 
Observation Ontology describes the context of the sensor with respect to its spatial 
and temporal observations, and thematic information. The sensors are grouped in-
to classes, each of one is associated with a specific domain described in the Phe-
nomena Domain Ontology. For instance, a temperature sensor, a humidity sensor 
and a wind sensor may collectively monitor weather, therefore they may belong to 
the weather sensor class.   

The defined ontologies are needed to semantically describe the sensor data and 
observations from the spatial, temporal and thematic point of view (Sheth 2008). 

The use of a set of ontologies is motivated by the fact that some recent works 
on the use of process ontologies showed an increase in the precision of service 
discovery/queries when semantic representations were used over syntactic repre-
sentations (Klien 2001). Finally, the RDF is are accessible through Web Services. 
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4 Conclusions and future work 

The management and elaboration of data sensed by heterogeneous sensor net-
works represent one of the main open issues to face for defining interoperable ser-
vices. At the state of the art, a lot of ad hoc solutions to solve the interoperability 
problem have been installed, but new interesting solutions based on open stan-
dards and architectures are now available; they are primarily implemented through 
the adoption of new open standards for data definition and data exchange proto-
cols. In particular, SOA is becoming very popular in this research domain.  

On the basis of the experiences made in the Campanian Region, in this chapter 
we have presented an architectural model based on service layers. Three different 
service layers compose the architecture; they manage data collection, data aggre-
gation and value-added applications. The proposed layered approach allows any 
developer to design different kinds of applications, by invoking low-level services 
through their standard interfaces and by composing them.   

To show the advantages of the proposed architecture, we have presented an 
Early Warning System based on data collection and aggregation services; further-
more the modelled services propose a data model that has been formalized accord-
ing to specific domain ontologies. The data model has been built on the basis of 
many available sensor networks. In a future work we intend to extend the imple-
mentation of such a model, to supply other application layer services. Moreover, 
the description of such services through standard interfaces lets the services be ac-
cessible from public services repositories. We intend to provide our services at 
European level, too, within some European projects that proposed some European 
public registries for international plans. 
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Abstract 

Recurring disastrous landslides cause great damage worldwide and many people 
were affected during the last decades. Obviously there is a strong demand for de-
veloping and improving early warning systems to save lives and properties. Al-
though strong efforts were made in the last decade, the understanding of the haz-
ards and the forecasting of critical events are still particularly weak points of the 
early warning chain. In an ongoing research project a new approach to improve 
these critical points in the field of early warning systems of landslides is pursued: 
complex finite element (FE) simulations of landslides are coupled with geoinfor-
mation systems (GIS). This chapter researches the interconnection between the 
GIS and the FE-Analysis system. Further, two main operational modes, the learn-
ing system and the decision support system mode, for such a coupled system are 
introduced and a workflow for these system is proposed and investigated in detail. 
 

1 Introduction to the coupled system 

“Early Warning Systems include a chain of concerns, namely: understanding and 
mapping the hazard; monitoring and forecasting impending events; processing and 
disseminating understandable warnings to political authorities and the population 
and undertaking appropriate and timely actions in response to the warn-
ings”(NDMA 2008). Over the past years the evaluation of natural danger has been 
nationally and internationally identified as an important task and is still respond-
ing to a growing interest (Alexander 2006, Dilley et al. 2005, Fuchs et al. 2005). 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_18, © Springer-Verlag Berlin Heidelberg 2010 
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Nevertheless the understanding of the hazards and the forecasting of impending 
events are still particularly weak points of the early warning chain. A number of 
studies exist for the early warning of volcanic eruptions with sensor net ap-
proaches and for the early warning of floods (Handmer 2001, Plate 2002, Werner-
Allen et al. 2005) Early warning systems for landslide hazards are hardly re-
searched. Some approaches exist with particular sensors, e.g. ground-based SAR 
interferometer (Casagli et al. 2002) or other sensors (Zan et al. 2002). 

In order to advance research in the field of early warning systems for landslides, the 
joint project “Development of suitable Information Systems for Early Warning 
Systems” was launched. The project aims at the development of components of an 
information system for the early recognition of landslides, their prototypical im-
plementation and evaluation (Breunig et al. 2007, 2008) One subproject of the 
joint project addresses the coupling of complex finite element simulations with 
geo information systems (Ortlieb et al. 2008, Trauner et al. 2008). Numerical 
simulations are set up to examine the physical processes of landslides induced by 
various scenarios and to improve the understanding of the causes of slope instabil-
ity and triggers of ground failure. This allows for the evaluation of unstable slopes 
and their imminent danger for human infrastructure. The coupling with the GIS al-
lows for a user-friendly preparation of the complex simulation results in the GIS 
for decision support.  

At present the FE simulations of landslides are a subject of research. Due to 
their complexity the corresponding simulation systems are predominantly used by 
experts and scientists. For disaster prevention and management such tools are cur-
rently not available, but would obviously be very helpful. An FE simulation of a 
landslide requires detailed input information. Therewith the configuration of the 
simulation input data is very complex and usually not sufficiently supported by the 
simulation system. On the other hand simulation outputs are extensive and com-
plex and the interpretation of the simulation results is usually only weakly sup-
ported by the simulation system. For a broader use of simulation systems of land-
slides their handling should be more intuitive and user-friendly. GIS with their 
ability to store, manage and visualize geographical information provides as good 
basis for setting up the inputs of an FE simulation, analyzing and integrating the 
outputs and finally support a decision.  
 

Fig. 1. Interconnection between Simulation System and GIS  
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The interconnection between simulation system and GIS is schematically 
shown in Fig. 1. The process starts with the selection of relevant parameters which 
are needed for the simulation. These parameters include basically geometry, the 
subsoil structure and several boundary conditions (Sect. 2.3). The parameter trans-
fer is controlled by the GIS. Within the simulation system the modelling of the 
slope and the simulation of the landslide is executed.  

After the simulation the results are transferred to the GIS for visualization, as-
sessment and for processing into a form which is understandable for decision 
makers. Furthermore, stability indices and movement vectors can be calculated 
from the simulation results to assess the slope stability, the likely system behav-
iour in future and the potential risk scenario. Uncertainties in the data used in the 
simulation and in subsequent processes should also be modelled and visualized in 
the GIS. In particular for the support of the user in the decision-making process 
the uncertainties have to be recognizable, in order to allow for validation of the re-
sults by the user. Additionally, rule-based GIS components support the user in the 
decision whether to issue an early warning or not. 

Because the simulation of landslides is complex and requires a number of 
manifold and extensive input information, the whole dataflow between the simula-
tion system and the GIS is complex. In this chapter, a proposal for a possible 
workflow is made and a detailed insight is given. 

2 Workflow of the coupled system 

Comprehensive and exhaustive simulations are complex and computationally in-
tensive and can be in case of an early warning decision too time consuming. 
Therefore two main operational modes of the coupled system with differing com-
putational costs are identified:  

1. Learning system for better understanding of landslide movements 
2. Decision support system (DSS) for reaction after a hazardous event. 
In the following sections a workflow of the coupled system is proposed. Some 

components of the workflow are only used by one operational mode, but there are 
also components which are used together. 

2.1 Learning system workflow 

In the learning system mode the user can evaluate the consequences of many sce-
narios to learn how certain parameters (e.g. certain amounts of rainfall) influence 
the stability of slopes. This allows for a better understanding and prognosis of 
landslides. Furthermore the learning system enables to compare observed histori-
cal events with simulated ones. This enables the calibration and refinement of 
simulations and supports the improvement of the understanding of the geotechni-
cal characteristics of the slope. Further the comparison of historical events with 
simulated ones allows for the determination of critical events (e.g. a critical flood 
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discharge). This allows for the announcement of warnings at an early stage when 
the critical event is expected or forecasted (e.g. intense rainfall).  

 
Fig. 2. Workflow of the learning system 

The learning system workflow is schematically shown in Fig. 2. If the user 
wants to investigate a scenario, he has the possibility to check whether there have 
already been simulations for this scenario in the past. Therefore the user has to 
first query the database. In the database several results from previous simulations 
and previous analyses are stored. To inform future users of the available simula-
tions they are stored with their simulation parameters and metadata. Simulation 
parameters include all parameters, which were used to perform the simulation 
(Sect. 2.3). Metadata include e.g. the person responsible for the simulation and 
the date of the simulation.  

If there are simulations available in the database they are either transferred to 
the rulebase for linkage with decision rules to provide a decision proposal for the 
user or, if the simulation results are already linked with decision rules, directly to 
the learning system. If there are no simulations available a new simulation has to 
be calculated in the simulation component related part of the workflow (Sect. 2.3). 

2.2 Decision support system workflow 

In contrast to the learning system mode, the DSS mode is used if an acute danger 
exists. This can be the case if an ascertained event, e.g. an intense rainfall event, 
occurs, which may destabilize the slope and causes a potential risk. This occur-
rence requires a fast decision whether to issue an early warning. Therefore the fo-
cus is put on performance and fast assessment routines, to allow for the an-
nouncement of a warning timely to the critical event.  
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The DSS workflow is schematically shown in Fig. 3. To assess, whether the as-
certained event is critical or not, the user has to adapt actual measured values of 
this event. Because in most cases there is no time for complex and comprehensive 
and therefore time-consuming numerical modelling of the slope and simulation of 
landslide hazard, it is of particular interest that there are already simulations exist-
ing in the database. In case there has been a simulation calculated before, the 
simulation results are either transferred to the rule-base for preparation or, if the 
simulation results are already prepared, they can be transferred for visualization in 
the DSS. If there hasn’t been a simulation before a new simulation has to be car-
ried out (Sect. 2.3). 

 

 

Fig. 3. Workflow of the decision support system 

In the DSS the landslide susceptibility of the slope and the associated uncer-
tainties can be visualized. In case the area of interest is landslide susceptible the 
user has to trigger an early warning to activate the early warning chain. Subse-
quently, a warning is disseminated to authorities and to the population and appro-
priate actions can be undertaken. 

2.3 Shared components of the workflow 

As shown above, for the DSS and the learning system a specific workflow has 
been defined. But there are also components, which are used in both cases. This 
includes the simulation, the database and the rulebase component related parts of 
the workflow. For further information about the database and the rulebase compo-
nent, see Breunig et al. (2009) and Ortlieb et al. (2009a). The simulation compo-
nent related part of the workflow is described in the following paragraphs.  
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The process in the simulation component related part of the workflow starts 
with the selection of the required input data (Fig. 4). For a numerical simulation 
various kinds of data are needed. Some of them are user-defined parameters and 
some can be imported from the database. The user-defined parameters include 
• The area of investigation, 
• The event, which influences  the slope shall be examined (e.g. rainfall), 
• The dimension of the event (in case of rainfall litre per square metre). 

A fundamental input is an FE-mesh, which represents the geometry of the 
slope. It consists of a collection of nodes and edges, which defines the finite ele-
ments. To generate the FE-mesh two specifications are needed, which are queried 
from the database: 
• A digital terrain model, to define the upper model boundary of the slope, 
• A three-dimensional model of the subsoil structure (geology), which shows the 

distribution of different soil types in the slope. 
 

 

Fig. 4. Simulation component related part of the workflow  

In addition to the user-defined parameters and the FE-mesh, the material of the 
soil layers is needed for the simulation and is therefore also written in the input 
file. Afterwards the input file is transferred to the simulation system. Within the 
simulation system the finite element modelling of the slope and the analysis of the 
landslide susceptibility is executed (Boley and Trauner 2009). Results of the simu-
lation are several parameters, e.g. deformations of the nodes of the FE-mesh. Be-
cause the simulation results are very complex and extensive they have to be linked 
with decision rules in the rulebase to allow for a user-friendly visualization with 
appropriate methodologies in the learning and the decision support system, respec-
tively (Ortlieb et al. 2009b). 

3 Conclusion and outlook 

In this chapter a workflow for a coupled system and two modes of the coupled system 
are presented. At the moment the presented workflow is tested and implemented with 
real mass movement scenarios. Therefore a part of the hillsides in the Isar valley in the 
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south of Munich has been selected for exemplary simulations. In this area, the height 
difference of the slope reaches up to almost 40 m and potentially endangered hu-
man infrastructure is located near the edge of the slope. In the seventies there have 
been several landslides. After these events and because of the high risk potential 
several measuring devices were installed by the Bavarian Environment Agency. 
Today, after more than 30 years of investigations, extensive knowledge of the sub-
soil structure and the failure mechanism are available and can be used in the pro-
ject (Baumann et al. 1988). 

Future research will basically address the FE-modelling of the slope and the 
simulation of the landslide. Another focus is put on the preparation of the complex 
simulation results for the support in the DSS. Therefore they have to be linked 
with decision rules, which have to be defined in the presented project. Further, the 
simulation results have to be prepared with appropriate aggregation techniques, to 
allow for a user-friendly visualization in the learning and the decision support sys-
tem, respectively. 

Besides the user-friendly visualization of the simulation results corresponding 
uncertainties should also be modelled and visualized. In particular for presentation 
in the DSS the uncertainties have to be recognizable, in order to allow for valida-
tion of the results by the user. Both, the modelling and the visualization of the un-
certainties are still a subject of research in the presented project. 
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Multi-criteria Evaluation for Emergency 
Management in Spatial Data Infrastructures 

Matthias Müller, Lars Bernard and Rico Vogel 

Abstract 

This chapter presents an approach for the integration of Multi-criteria Evaluation 
(MCE) into Spatial Data Infrastructures (SDIs) to be used in an ad hoc manner. 
The approach is demonstrated using two case studies: (1) a selection of action 
priorities in emergency management, illustrated with a specific implementation for 
the SoKNOS project; (2) a safe site selection problem that identifies future tasks 
and issues related to interoperable spatially enabled MCE Services. Special con-
cern is given to interoperability by relating our approach to the current OpenGIS 
Web Processing Service specification and the ORCHESTRA and INSPIRE archi-
tecture frameworks. Finally, this chapter discusses the initial steps required for an 
application profile for MCE in SDI. 

1 Introduction 

Spatial Decision Support Systems (SDSS) can be understood as an umbrella 
term for systems that integrate spatio-temporal data from various sources, 
models, analysis, and exploration functionalities, in order to assist users in 
solving semi-structured problems. Frequently, solutions to decision problems 
are found by means of Multi-criteria Evaluation (MCE, Malczewski 1999). 

Emergency management requires the integration of information from a large 
number of sources. SDSS can provide decision makers with refined and structured 
information on the spatial and temporal distribution of threats, assist in steering 
evacuations, or identify safe locations for emergency care. 

The availability and quality of environmental data are crucial factors influen-
cing emergency management. Spatial Data Infrastructures (SDIs) can be used in 
an ad- hoc manner, thus facilitating the distribution and sharing of the most up-
to-date spatio-temporal data and geoprocessing functionality. Furthermore, SDIs 
are considered ideal means of support for efficient emergency management. The 
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Management, Lecture Notes in Geoinformation and Cartography,  
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European INSPIRE Directive (Infrastructure for Spatial Information in Europe; 
European Parliament 2007) is currently Europe’s most prominent effort to realize 
an operational network of national SDIs to improve sharing of geospatial data to 
assess the European environmental situation. With INSPIRE focusing on existing 
geospatial information, other European initiatives, such as GMES (GMES 2009), 
and national developments, such as Pegelonline (PEGELONLINE 2009), have fo-
cused on data infrastructures for sensor data obtained from remote or terrestrial 
sensors that provide real-time data. In this way, standardized and interoperable 
spatio-temporal Data Access Services are becoming available. However, the 
processing of geospatial data in service-oriented SDIs is an ongoing issue and 
provides an interesting field of research. 

This chapter discusses the first attempts to specify interoperable spatially 
enabled MCE services that will subsequently enable distributed SDSS in SDI. 
Two use cases are provided as examples to study the feasibility of current specifi-
cations to support this approach and to identify related research issues. 

2 Multi-criteria evaluation in Spatial Data Infrastructures 

According to Pundt (2008), disaster management always includes a spatial com-
ponent. Natural disasters occur at specific locations or within specific regions. For 
instance, a flood occurs in parts of a drainage basin and includes river floodplains 
with various land-use types, such as industry, business parks, settlements or agri-
cultural areas. These disasters typically result in damage to the infrastructure, and 
human beings are often affected. The 1993 and 1995 floods of the Rhine River, for 
example, resulted in damages amounting to over 1 billion EUR (Akkermann 
2004).  

Emergency management helps to prevent and mitigate the impact of natural ha-
zards or man-made disasters. Typically, a large amount of information is needed 
to plan the actions required for emergency response, including the spatial extent of 
the disaster, the amount and severity of damage caused by the event, as well as de-
tails about the affected locations and possible endangerment to neighbouring 
areas. SDSS can support this task of information gathering and aggregation in two 
ways. First, an SDSS can provide decision makers with information on potential 
effects of a specific decision. Second, it can provide evaluation tools to compare 
and rank decision alternatives according to a given goal or a given set of goals.  

As there is no universal definition of an (S)DSS, Sprague (1986) used a para-
digm to describe the three necessary components required to build a DSS: Dialog, 
Data and Modelling. Dialog components are required for user interaction, a model 
base is used to generate analysis results, and a database is required to contain all 
the data needed to solve the decision problem. A number of SDSS applications 
have been developed based on monolithic Geoinformation Systems (GIS) (e.g., 
Jankowski 1995, Jankowski et al. 2001). A recent and comprehensive survey of 
GIS-based SDSS applications was undertaken by Malczewski (2006). Rinner 
(2003) provides an overview of web-based SDSS approaches. The first efforts to 
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link SDSS with SDI concepts based on standardized service interfaces are de-
scribed in Bernard et al. (2003). In this study, a simple MCE method was encapsu-
lated behind an OpenGIS Web Map Service Interface (WMS). The advent of the 
OpenGIS Web Processing Service (WPS) interface specification allowed for more 
sophisticated approaches to share geoprocessing functionalities in SDI (OGC 
2007b). Kiehle et al. (2007) and Friis-Christensen et al. (2007) offered in-depth 
analyses of the potential of the WPS for distributed geoprocessing. Bernard and 
Ostländer (2008) presented a general framework for the integration of SDSS and 
SDI using standardized service interfaces and demonstrated its application for the 
assessment of climate change effects. 

2.1 Multi-criteria evaluation 

MCE is one of the most common approaches used to support spatial decision mak-
ing (Jankowski 1995, Malczewski 2006). In brief, MCE helps to find solutions to 
decision problems characterized by multiple alternatives. These alternatives can be 
evaluated by the performance of decision criteria or by attributes that correspond 
to some predefined objective(s) and are associated with each of the decision alter-
natives. Several MCE methods exist to support the choosing, ranking or sorting of 
alternatives. An overview of these methods can be found in Figueira et al. (2005). 
A common goal in emergency management is the prediction of impact, relating to 
questions such as ‘Where are most people affected by a disaster?’ or ‘Which areas 
should be evacuated to ensure the best protection of the population?’. The desired 
outcome of such a decision analysis usually falls into one of three categories: one 
recommended alternative, a set of alternatives with good performance or a simple 
ranking of alternatives from best to worst (Jankowski 1995). 

The MCE process can be expressed as a common process model containing the 
elements ‘decision alternatives’, ‘decision attributes’, ‘decision matrix’, ‘aggrega-
tion’, ‘sensitivity analysis’ and ‘final recommendation’. In this context, Starr and 
Zeleny (1977) distinguish between ‘outcome-oriented’ and ‘process-oriented’ ap-
proaches. The latter serves to improve insights into the underlying phenomena and 
is normally used in an iterative and interactive manner, as the process model re-
quires a loop between the final recommendation and the decision matrix. Depend-
ing on the outcome of the sensitivity analysis, the evaluation result can be ac-
cepted or rejected. If an unstable result leads to an aggregation with a new set of 
decision preferences from the decision maker, it qualifies as a real decision sup-
port tool. In contrast, if the aggregation is run only once, the MCE process is in-
stead used as a sophisticated assessment instrument to aggregate the considered 
criteria. 

Due to the wide acceptance of this process model and its many existing applica-
tions, efforts have begun to transform this common procedure for spatial MCE in-
to a process algebra for specific fields of application (e.g., Chakhar and Mousseau 
2007). The work presented here focuses on analyzing the extent to which distri-
buted SDSS processes can be realized in current SDI. 
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2.2 An abstract architecture  

Following the methods of Rinner (2003) and transferring Sprague’s (1986) 
(S)DSS concepts into SDI, Fig. 1 sketches an abstract service architecture. In gen-
eral, this abstraction follows the architectural approaches developed in 
ORCHESTRA (OGC 2007a) and applied to INSPIRE (INSPIRE 2008). Most ab-
stract service types described in the architecture can be mapped to existing plat-
form-independent service interface specifications. For example, View Services 
can be mapped to the OpenGIS Web Map Service, and Data Access Services can 

Coverage Service (WCS, OGC 2008). Service types shown with dashed lines cur-
rently lack well-defined and standardized service interface specifications (Kiehle 
et al. 2007, Friis-Christensen et al. 2007).  

The decision attributes for spatial MCE processes are provided by Data Access 
Services, Sensor Services and Simulation Services (a group encapsulating simula-
tion runs, e.g., simulation of pollutant dispersal). Hence, it is possible to evaluate 
present and future states of the environment. The coarse grained MCE algorithms 
can make use of Processing Services, such as Transformation Services (e.g., coor-
dinate transformations) and Geoprocessing Services, which offer simple Map Al-
gebra operators (Tomlin 1990) to calculate and aggregate spatial criteria. All ser-
vices are accessible through a suitable client application that handles 
communication with the Web Services and provides a graphical user interface. 
Service instances are registered and can be found, explored and subsequently used 
by client applications using Discovery Services. Services might be access-
controlled or charge fees. In this case, related functionality is encapsulated in a 
specific service layer to handle all related Digital Rights Management. 
 

 

Fig. 1. Abstract architecture for a Spatial Decision Support Service Infrastructure 

be mapped to the OpenGIS Web Feature Service (WFS, OGC 2006) and the Web 
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Furthermore, it is possible to store spatially enabled MCE processes on a 
Workflow Enactment Service as a chain of the necessary consecutive process ex-
ecutions. Such a complex process can be represented by an MCE process, con-
nected with atomic spatial and spatio-temporal operations from the Geoprocessing 
Service to integrate spatial data. Schaeffer (2008) uses a transactional WPS for a 
similar purpose and proves his approach with a workflow for air quality assess-
ment. 

Atomic operations in MCE include classifications, normalizations or algebraic 
functions that contribute to the individual MCE process steps. The basic 
processing operations, more complex process workflows, and the schemata de-
scribing well-defined and commonly agreed-upon feature models (such as those 
currently being developed with the harmonized INSPIRE data specifications) are 
stored in repositories and made accessible via Registry Services. In this way, the 
Registry Services provide a common understanding about the semantics of the op-
erations and data sources available in SDI. Lutz (2007) discusses related ap-
proaches on semantic discovery and chaining of geoprocesses.  

A discussion regarding how to describe the MCE process and its elements at 
different levels of granularity is ongoing. Hwang and Yoon (1981) provide a tax-
onomy for generic MCE algorithm classes, and Malczewski (1999) translates 
many atomic MCE operations into their corresponding GIS functions and synthe-
sizes geoprocessing workflows. Bernard and Ostländer (2008) apply Sprague’s 
DSS Toolbox model to SDI services, reflecting different granularities from high-
level workflows down to low-level transformation and data access operations. 
Chakhar and Mousseau (2007) formalize a ‘decision map algebra’, relying on the 
work of Pullar (2001) and Tomlin (1990). However, there is no interoperable ar-
chitecture that helps to leverage MCE in SDI. 

Current problems arise from a variety of sources. First, it is difficult to agree on 
a common hierarchical process model. Although there is a broad acceptance of the 
overall MCE process model, the decomposition of this model into atomic process 
steps varies by author (e.g., there is no formal creation of a decision matrix). It is 
also a common practice to build customized MCE processes that include the syn-
thesis of complex decision attributes. In order to enable MCE workflows that con-
sist of chained atomic operations or process fragments, it is necessary to agree on 
a strict and commonly accepted process model. Second, there is no systematic ap-
proach that we know of that leverages the full range of MCE methods in the geos-
patial world. Some effort is still required to create spatial data types based on both 
geospatial and MCE-specific data structures. The OGC abstract specifications on 
features and coverages (OGC 2005, Topics 5 and 6), accompanied by the data 
structures described in the MCE process model, can be regarded as a sound basis 
for this task. Third, a great amount of effort is needed to transfer processes and re-
lated operations into a Web Service infrastructure. Most Web Services function 
statelessly, which is a major hurdle when MCE processes will be required to pro-
vide decision support beyond a simple measurement of indicators. The necessity 
to branch and loop-back after the sensitivity analysis, and to provide an aggrega-
tion step with a new set of preferences, requires stateful services capable of re-
questing user interaction and runtime alteration of some of the input data. 
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3 Application example 

The application of use cases within an infrastructure based on today’s service in-
terface specifications demonstrate how to realize the above given abstract archi-
tecture on a concrete technical platform. In the following section, two use cases 
are considered to analyze the suitability of the suggested architecture and currently 
available service interfaces. 

The use cases are motivated by a scenario developed in the context of the 
SoKNOS project (Service-Oriented Architectures Supporting Networks of Public 
Security; SoKNOS 2009), which aims to establish a service platform as a technic-
al basis for collaboration in emergency management. In contrast to other decision 
situations, the decision process in emergency management organizations results in 
additional system requirements, such as providing information in (near) real time, 
offering failsafe and secure systems, logging decision processes for later analysis, 
etc. These issues are also addressed in the SoKNOS-project, but are not consi-
dered in this chapter.  

3.1 MCE for screening and assessment: priorities of action 

North of Cologne, in the floodplain of the Rhine River, a chemical plant is dam-
aged during a flood event and a cloud of contaminants escapes due to a subsequent 
explosion. In order to plan accordingly for evacuations, the decision makers are 
interested in the possible spatial distribution of contaminants and their health im-
pacts. Consequently, the MCE algorithm applied in this context requires input 
about the pollution and the possibly affected population. Data about the spatial 
distribution of the contaminant can be generated by either a simulation model or 
by a geostatistical algorithm that relies on sensor data. To estimate the affected 
population, information about settlement, industry, business parks, agricultural 
areas, forests and surface water, as well as large-scale population distribution data, 
must be integrated. 

In this use case, the ‘priorities of action’ are calculated on the basis of three cri-
teria: ‘contaminant exposure’, ‘population density’ and ‘land use’. After dividing 
the operational area into rectangular grid cells, each cell will be treated as an al-
ternative for an evacuation action and will be characterized by these three criterion 
values. 

3.2 Interactive MCE for decision making: safe site selection 

In contrast to the technically simple evaluation problem presented in the former 
scenario, we wish to outline a more complex use case for a spatially enabled MCE 
workflow to point out further directions for research and show further potential of 
interoperability research in this field of application.  

When facing major disasters, emergency response forces often decide to es-
tablish a supply camp to sustain their personnel or to medically treat the local 
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population. It is important to select a site for this camp that is not only close to 
the focal point of the disaster impact but also reasonably secure from the ad-
verse effects of the disaster. Other technical and spatial considerations, like the 
overall size, shape, slope or type of soil, might also be taken into account in the 
case of site selection.  

In contrast to the straightforward assessment use case, the search for a safe site 
may involve several validation steps, loops and iterative adjustment of decision 
criteria, criterion weights and aggregation functions. Additionally, due to the in-
creased number and complexity of the decision attributes, it might be necessary to 
use more complex algorithms for evaluation and incorporate an uncertainty analy-
sis to estimate the potential error in the evaluation. 

3.3 Implementing an OpenGIS web service architecture for multi-
criteria evaluation 

We have developed a simplified service infrastructure based on OpenGIS Web 
Services (OWS) to realize the ‘priorities of action’ use case (Fig. 2). In order to 
access data concerning the distribution of contaminants, Sensor Observation Ser-
vices (SOS, OGC 2007c) and WPS can be established and orchestrated to realize 
interoperable access to the required data sets. WCS provides access to land use 
and population density data, which are used to indicate the presence of potentially 
affected populations for the MCE algorithm. 

Fig. 2. Implementation architecture for spatially enabled MCE 

With respect to the ORCHESTRA architecture, the spatially enabled MCE 
service is implemented as a WPS to ensure the potential for integration with 
other frameworks for spatial decision support. The 52°North WPS framework 
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(52°North 2009) is used for the prototypical implementation. This framework has 
been released under an Open Source licence and can be extended by writing cus-
tom algorithms. The MCE toolboxes containing the required MCE algorithm 
models are set up using the ArcGIS ModelBuilder and provided to an ArcGIS 
Server Instance for execution. The MCE algorithms can be started by an instance 
of the WPS using the processing capabilities and licences from the ArcGIS Server 
instance. For the ‘priorities of action’ use case, a prototypical MCE workflow for 
spatial data is accessible through a WPS interface. 

The evaluation of ‘priorities of action’ is currently performed on the basis of a 
cardinal function, which indicates the performance of an evacuation at a given 
spatial alternative. Each alternative can be described as a cell of a geospatial ras-
ter. A high population density and a high concentration of hazardous gases and 
fumes yield a high performance for a spatial alternative. The performance is calcu-
lated using the weighted product method (Hwang and Yoon 1981, Malczewski 
1999) in which attributes and corresponding weights for the evaluation are treated 
as variables and must be passed over to the MCE service (Fig. 3). 

The specialized service for this use case is built of atomic operations for the 
generation of a decision matrix and an evaluation algorithm that calculates the 
ranking of alternatives. The intermediate result is a score describing the perfor-
mance of an alternative and is grouped into customizable classes to enable rank-
ing. A normalization of the input attributes is optional and is triggered by a Boo-
lean value. 

 
Fig. 3. Input and output of a simple spatially enabled MCE process 
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The service for a spatially enabled MCE must be executed while passing along a 
set of spatial alternatives: n spatial attributes with n associated weights. The indi-
cation of normalization and classification parameters is optional. As specified in 
the use case, the evaluation is based on raster data. The set of alternatives is mod-
eled as a discrete grid-coverage, according to OGC (2005), containing one single 
thematic dimension. Each alternative is identified by a direct position within the 
coverage and its geometry is determined by the grid geometry. 
 

Fig. 4. Workflow of the ‘priorities of action’ use case 

The algorithmic steps (Fig. 4) of the MCE process reflect the subsequent stages 
of the MCE process model. The execution command to the WPS instance for-
wards a reference to the necessary spatial attribute data sets and the corresponding 
evaluation preferences. After requesting the required data sets, the MCE algo-
rithm begins calculating the spatial alternatives according to the cell size of the 
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population distribution grid. Following this calculation, the spatial decision ma-
trix is created as a set of attribute-value layers sharing the same coordinate refer-
ence system and grid geometry. If indicated by the decision maker’s preferences, 
the attribute values are also normalized during this step. Finally, this matrix is eva-
luated using the desired evaluation function with the set of attribute weights and is 
subsequently classified if a classification expression was provided. The result is a 
ranking of the grid cells through a performance indicator describing the degree of 
threat to the population due to contaminant exposure (Fig. 5). The overall 
processing time, a crucial point in emergency management, amounts to about 30 
seconds, depending strongly on the bandwidth of the underlying network infra-
structure, the download speed of the Data Access Services and the computational 
performance of the GIS backend. 
 

 

Fig. 5. Example result of the MCE process showing potential degree of threat to 
the population due to contaminant exposure (vicinity of Cologne, Germany) 

In order to provide information about the reliability of the evaluation, a future 
version of this service might produce a result accompanied by a simple estima-
tor of the result uncertainty. This step can be easily realized using a simple 
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Monte Carlo algorithm on top of the evaluation function that varies the input 
values within given intervals. A more exhaustive approach could even offer the 
ability to specify attribute and preference uncertainty in the execute request to 
the processing service. A promising candidate for this task is UncertML (OGC 
2009), which provides a variety of mathematical concepts of uncertainty in a 
Web Service environment. 

4 Conclusion and future work 

As demonstrated above, it is possible to access an MCE process using spatial data 
inputs through a Web Service interface, thus facilitating their use in current ser-
vice-based SDI. This service is currently working well in a closed environment, 
using coverage data. In order to develop an interoperable service for MCE of spa-
tial data, some issues, which will be discussed in the context of the requirements 
of the second use case, must be addressed. 

As previously discussed, the selection of an appropriate evaluation model, 
paired with appropriate model parameters, is crucial in obtaining a useful evalua-
tion result. The re-implementation of MCE algorithms is a labor-intensive, expen-
sive and error-prone task. As SDSSs are a special flavour of DSSs, it would be of 
value to reuse some of the functionality, especially the MCE tools, from a com-
mon DSS with spatial data, as proposed in the abstract architecture. Thus, intero-
perable DSSs should be further investigated to allow for efficient coupling of 
SDSSs and DSSs, particularly to support the generation of a spatial decision ma-
trix and its subsequent aggregation. The preliminary and succeeding transforma-
tion steps from and to spatial data types can be accomplished using standard geo-
operators for feature attribute extraction and assignment. 

As emphasized by Starr and Zeleny (1977), the interactive and iterative coupl-
ing of these process elements to solve semi-structured problems cannot be ade-
quately modelled within the SOA paradigm. The main reason for this is the state-
less nature of SOA services in general, and the WPS in particular. This 
statelessness makes it impossible to alter parameters during runtime or to allow 
the service to ask back for information on how to proceed further if the sensitivity 
analysis fails. 

The use of standards for Data Access and Processing Services is a precondition 
to achieve syntactic interoperability and, thus, to ensure data sharing among dis-
tributed systems. To ensure semantic interoperability, it is necessary to share a 
common process meta-model for MCE that represents the common problem un-
derstanding and identifies the subsequent steps of the evaluation process. For in-
stance, the approach initiated by Chakhar and Mousseau (2007) defines dedicated 
input and output data types for the MCE process steps to allow for an algebra-like 
coupling. Typical functional components within these steps include the generation 
of a decision matrix from alternatives and attributes, the aggregation of the deci-
sion matrix, and the sensitivity analysis. A consistent application profile for spa-
tially enabled MCE needs to support the components of this meta-model. Hence, it 
must contain not only the coarse-grained evaluation process but also meaningful 
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process fragments and algorithmic elements, such as evaluation algorithms, nor-
malization functions and procedures for the generation of the decision matrix. 
These different functional levels preserve enough flexibility for the integration of 
MCE functionality into customized processing chains. 

Bernard and Ostländer (2008) discuss this issue by distinguishing between spe-
cific Spatial Decision Support Services and Processing Services in their SDI ap-
proach to SDSS, thus reflecting the concept of technology levels developed by 
Sprague (1986). Using this approach, a specific SDSS is constructed on the basis 
of a toolbox containing the functionality to access and process spatial data. The 
conflation of single tools to a decision-supporting workflow is performed by a ge-
nerator component, which combines process models with the processing tools. 
The generation of such workflows using WPS technology and BPEL (Business 
Process Execution Language) has been discussed by Friis-Christensen et al. 
(2007), Kiehle et al. (2007), and Schaeffer (2008). They demonstrate the benefits 
of service orchestration for evaluation problems in emergency management and 
show the necessity for the ability to conduct translucent chaining in order to as-
semble complex workflows from simple processes and access these processes ei-
ther completely or partially. A prerequisite to access processes in this manner 
would be the ability to enable translucent process chaining using the WPS inter-
face, a feature which is currently not supported. 

For our modelling approach to a spatially enabled MCE service, we can foster 
these insights and encourage further development of the specifications of 
Processing Services in general, and a special application schema for spatially 
enabled MCE in particular. 
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Field Tracking Tool: A Collaborative Framework 
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Abstract 

The JRC, in conjunction with the UNHQ Cartographic section, designed and devel-
oped a collaborative mapping framework focused on supporting the information- 
management process and aimed at assisting the decision makers during emergencies. 
Compared with several tools already available on the market, the JRC development 
was intended to answer three clear requirements, in particular to support the 
whole information flow in an emergency situation, to facilitate the users’ ex-
perience and to ensure quick information dissemination from the field to the 

1 Introduction 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_20, © Springer-Verlag Berlin Heidelberg 2010 

mission’s headquarters. All the information is stored in a common repository 
and shared among all the crisis players through a web portal and other geo-
graphic-aware systems such as Google Earth. The system  underwent a real 
test scenario during the post-2008 hurricane season PDNA exercise in Haiti 
where it was demonstrated to be a valuable tool to support the decision-
making process in all its stages. 

Between 1974 and 2003 more than 255 million people were affected by natural 
disasters globally each year, with an annual average death toll of 58,000 lives 
(Guha-Sapir et al. 2004). The estimated damage cost during the last decade 
amounts to US$ 67 billion per year on average. There are scientific predictions and 
evidences indicating that the number of disasters per year will increase in the near 
feature. Following the usual pattern, the poor countries have more victims, while 
the rich countries have greater damage (Guha-Sapir et al. 2004). 



288      A. Annunziato et al.  

In a post-disaster scenario, generally in any emergency, several organisations 
and bodies collaborate to plan the response and to manage the crises in the most 
efficient way. The interorganizational coordination of the response operations and 
the assessment of the ongoing crisis situation are managed through a situation 
room, where the disaster managers take the best decision according to the infor-
mation they have available, that must be reliable and up to date. 

As for the type of information needed to support the decision-making process, 
it is important that information from all the available fields of application or the-
matic domains are made available to the manager. In fact, most of the time the in-
formation is maintained in different and geographically spread repositories; the 
access to the needed knowledge takes too long. In some real crisis scenarios, such 
as after 9/11, the lack of data readily available to integrate and use in the analytical 
systems, affected the timeliness of the rescue teams and/or the response operations 
(Fickes 2003). Other studies demonstrated that substantial technical and politi-
cal/social issues exist in collecting, accessing and sharing the spatial data to sup-
port post-disaster management (Sanjay Jain and McLean 2003, SNDR 2002, 
Rajabifard and Williamson 2003). 

It is important to collect and keep up to date the needed data sets before the oc-
currence of a disaster; it is likewise important to efficiently manage the flow of 
updates from the field to the situation room. 

As today, considering the management, the political and the economic issues, 
there is no one organization that can cover the role of unique coordinator and data 
manager, the data collection and management for disaster response should be done 
jointly through a collaborative effort of all the bodies participating in the opera-
tions (Mansourian et al. 2006). 

Considering all the previously stated factors, a better way of managing and 
sharing information, needed in all phases of the disaster-management cycle 
(Wattegama 2007), is now possible. 

Approaching the problem with the adoption of a Spatial Data Infrastructure 
(SDI) will solve most of these issues. In fact, an SDI, intended as an environment 

During the last decade ICT tools have impacted dramatically on the informa-
tion-management process during emergencies. It is true that an increase in the cir-
culation of disaster information does not always correspond to new assimilation of 
disaster knowledge (Marcinoni 2007) and also that the waves of raw data reaching 
the decision maker during the emergency is like a ‘cyber-replication’ of the disas-
ter (Amdahl 2001).  

Without any doubt, the global widespread use of Internet technologies, the 
almost ubiquitous mobile communication networks and the market availability of 
spatially aware devices set the technological structure for the development of a 
new set of collaborative mapping frameworks (Parker and Stileman 2005). At the 
same time spatial tools pervaded different aspects of every day life; people be-
came more used to maps and to reasoning spatially. The spatial dimension became 
the environment where several in homogeneous data sources could be analyzed 
consistently. This clear trend is not only technology related; also new trends in us-
ing geographic information began after the advent of Google Earth and car naviga-
tion systems. During the last years we have seen the beginning of a new branch of 
geography: Volunteered Geographic information (VGI) (Goodchild 2007). 
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in which all stakeholders can cooperate and interact with technology to better 
achieve their objectives at different management levels (Chan et al. 2001), assists 
the users by granting a link between the human component and the data, through a 
series of standards, policies and networks. 

The authors agree with the validity of an SDI approach to spatial data manage-
ment during emergencies; but, according to their experiences in the field of disas-
ter management, the design and the implementation of multiorganization SDI has 
to deal with and to solve a large series of technical, institutional, political and so-
cial issues that create barriers for the adoption of such a system. 

Another issue that limits the interest in adopting a unique multiorganization 
SDI is that many international organizations have already invested in that direc-
tion quite large amounts of money, such as the European Commission for 
INSPIRE and the UN for UNSDI. Such organisations would be hardly interested 
in changing data structure, procedures and tools toward the adoption of a unique 
and shared GSDI. 

This chapter focuses on a georeporting system to support information manage-
ment during crises and emergencies. The tool is not intended to substitute an SDI, 
but to couple with existent SDIs to facilitate the collection and the sharing of up to 
date data in the aftermath of a disaster. In the authors’ opinion the most important 
contribution this article gives to the literature relating to ICT in support of disaster 
management is the description of the experience in a real case scenario. In fact, the 
chapter describes our system focusing on the test performed in the aftermath of the 
2008 hurricane season in Haiti.  

In the next paragraph the system architecture and functionalities are described, 
while the results of the test run in Haiti are shown in the following section. 

2 The field tracking tool 

2.1 Description of the system 

The Field Tracking Tool (FTT) is a software suite designed in collaboration be-
tween the Joint Research Center and the United Nations Cartographic Section to 
promote a quick assessment of the ground scenario and situation awareness at the 
management level. The FTT supports information management and sharing during 
all phases of the crisis and emergency decision process; it endorses the collabora-
tive field data collection and provides a common environment for the publication 
of all the results of the spatial analysis and the cartographic rendering.   
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Fig. 1. The FTT in support of the decision-making process 

Considering the three main user categories playing a role in the decisional 
process, namely the field operators, the analysts and the decision makers, the FTT 
allows a real-time collaborative spatial reasoning and multidirectional communi-
cation mechanism. The FTT plays a fundamental role in the spatial reasoning, be-
cause it helps with the visualization, analysis and modelling of information be-
longing to completely different domains of knowledge in a common collaborative 
environment (Fig. 1). 

The field teams deployed in the crisis area have their position tracked and they 
are able to collect geo-referenced information and pictures. In almost real time, if 
any type of mobile connectivity is available in the area, the information can be up-
loaded to the central repository and become immediately available for all the other 
system users. In fact, as soon as the information is uploaded to the central shared 
repository, it becomes available in several different formats enabling both geogra-
phers to perform any desired spatial analysis and the decision makers to visualize 
the collected information using a geographic browser such as Google Earth.  

The web repository is also the container for the analysis results. 

2.2 System architecture and technical specifications 

The FTT is made up of three components: the MobileFTT, the DeskFTT and the 
FTTPortal (Fig. 2). 

The MobileFTT is a software application to use on PDAs, smartphones and 
mobile devices, the DeskFTT is a desktop application to support the preparation of 
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the data to use in the field and to revise and/or integrate the collected information 
and pictures before uploading to the shared repository. The FTTPortal is a server 
application that provides a web interface to the information stored in the main re-
pository and give to the authenticated users the ability of inserting, querying and 
downloading the available information. 

The system is not a GIS software. This is a pondered design choice to give the 
users the ability of choosing their preferred software for the tasks they have to per-
form. Also, in order to eliminate all the software dependences and to ease the shar-
ing process, the FTT uses extensively a set of standard data formats, mainly XML 
files like RSS or KML, and interfaces, such as the OGC’s web interfaces. 

 

 

Fig. 2. System architecture  

The communication between the three software components strongly relies on 
the Internet to exchange data and information. A network connection is needed to 
exploit the full potential of the system and of the collaborative functionalities. 
However, each single component keeps working without a connection and the 
easy data structure and the textual configuration files allows the exchange of in-
formation and preset applications also when offline by means of any supported 
memory device. 

The FTT software modules are based on Microsoft .NET technology. The 
MobileFTT is an application written in VB.Net for Compact Framework. It is 
GPS aware: that is automatically detected and used if available. It can work in the 
background allowing the user to use other applications on the PDA, while track-
ing. Also, the MobileFTT exploits the built-in camera if present, to take pictures, 
which will be tagged with a timestamp and GPS position. Interfacing with WMS 
services, it can serve real-time maps for positioning and navigation purposes. It 
can also access huge tile sets stored on memory cards, or accessible as a TMS ser-
vice over the Internet, to show fast detailed maps. 
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In order to speed up the acquisition process, a need usually felt when working 
in severe or risky environments, the application provides a series of quick-add 
functionalities. With only few user interactions it is possible to add geo-referenced 
information and pictures through a large-size pictorial button-based interface dy-
namically generated according to predefined domain ontology.  

The DeskFTT is used for reviewing and analyzing the data both before and af-
ter the field data survey. Before deploying the field teams in the disaster area, this 
application serves to define the operative environment for the MobileFTT. It is 

After the field campaign, the collected information can be reviewed, edited, or-
ganized and integrated in a simple and intuitive way, such as drag-and-drop sup-
port from one document to another or from lists to intuitive tree views and vice 
versa. This environment is meant for the user to add all information that is not eas-
ily managed by PDA interfaces like long texts, to refine data and to benefit from 
the work performed on many MobileFTT systems. 

The moderating activity is improved by the capability to use high-resolution 
images and maps, both from WMS or tile sets. During this process, the informa-
tion manager can integrate the data coming from the MobileFTTs, and can also 
feed them new information gathered elsewhere. It can also be used to design fur-
ther activities to be performed during the next days. After elaboration, data can be 
exported easily in common formats like KML or ShapeFile, or uploaded to the 
FTTPortal.  

The FTTPortal is DotNetNuke based, incorporating several special-purpose 
modules to share contents, which are geo-referenced, such as GEO-RSS, 
KML/KMZ and the like. It presents on interactive maps the data collected and 
elaborated by MobileFTT and DeskFTT, and can provide extensive reports on the 
data uploaded. 

The FTTPortal provides also the infrastructure for the Web Service that allows 
the management of the information, capable of mass downloads and uploads. A 
simple authentication mechanism provides the means to authorize modifications 
of the content. 

possible to easily configure the available online data sources (WMS, TMS, and 
images) but it has also caching capabilities to store offline the data needed in a 
form that can be used by the PDA. The context for the field mission can also be 
created, adding waypoints and other useful references. Other information can be 
easily retrieved from the FTTPortal. The DeskFTT is then used to define the do-
main ontology for the future field mission and to organize quick-shot buttons to be 
used on the MobileFTT.  
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3 The FTT in a real post-disaster scenario 

3.1 The 2008 hurricane season in Haiti 

During August and September of the year 2008 Haiti was swept by four consecu-
tive hurricanes (Fig. 3).  

Hurricane FAY (GDACS 2008a) made landfall onto the Dominican Republic 
on the 15th of August and, even if it was of category Tropical Storm in the Sap-
phire-Simpson scale, it dumped heavy rains and caused approximately 50 fatalities 
and great destruction.   

Hurricane GUSTAV (GDACS 2008b), the seventh named storm of the Atlantic 
2008 hurricane season, made landfall near to Jacmel, a city in the South-West pen-
insula on the 26th of August. Thousands of people were affected by floods and 
heavy winds. The road network between the affected area and the capital, Port-au-
Prince, was heavily damaged and the aid organization had to cope with logistic 
challenges to assess the situation in the area. Gustav caused 75 fatalities and, ap-
proximately 6,000 people were moved into temporary shelters.  

Fig. 3. Haiti hurricane season 2008 (courtesy of the GDACS Archive)  
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The effects of Gustav were exacerbated by the storm HANNA (GDACS 2008c) 
that kept moving erratically off the north coast of Haiti. Hanna’s torrential rains 
caused several floods and mudslides in the North departments. The most affected 
area was the Department of Artibonite where the capital, Gonaives, was covered 
by two meters of water and mud. In some areas of the city the thickness of the silt 
layer left behind after the floodwater receded reached the roof of the houses. The 
UN calculated 2.5 million cubic meters of mud were deposited in the city alone 
and it estimated it would take the removal of about 400 truckloads of mud a day, 
every day for a year to clear Gonaives (Reilly 2008). Hanna killed at least 500 and 
left thousands of houses destroyed, flooded warehouses and hospitals. 

 

Fig. 4. Situation map of Haiti on the 10th of September 2008 (courtesy of Euro-
pean Civil Protection and Critech)  

On the 9th of September the category 4 hurricane IKE (GDACS 2008d) passed 
north of Haiti dumping more rains on the ‘Departments of Nord-Ouest’ and left at 
least 65 people dead.  

By the 10th of September the situation in Haiti was catastrophic (Fig. 4). The 
large amount of rains in a territory already scourged by deforestation and topsoil 
erosion caused extensive floods and numerous mudslides. Several bridges col-
lapsed and most of the road links from the capital toward the North and South dis-
tricts were interrupted. Gonaives was inaccessible by road. 

For the four storms more than 800,000 people were affected, 793 killed and 310 
missing. More than 22,000 houses were destroyed and approximately 85,000 were 
damaged (USAID 2008). 
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In this scenario the European Commission, the United Nations and the World 
Bank jointly performed a Post-Disaster Need Assessment (PDNA) exercise to es-
timate the extent of damage and to assess the needs in order to support the interna-
tional response and funding. This was the first joint operation after an international 
agreement was signed in September 2008 in order to address jointly post-disaster sup-
port and recovery (Kayitakire 2008). 

3.2 The operational scenario 

According to a common paradigm in the discipline of Crisis Management, the 
FTT test workgroup was made up of four categories of experts: the field operators, 
the analysts, the managers/decision makers and the technical-logistic support.  

Two field teams were deployed to Haiti to create a real multiuser field envi-
ronment. One team focused on the quality evaluation of the damage assessment 
procedures based on the analysis of the satellite imagery previously performed, the 
other team was more focused on testing the FTT and on evaluating the real poten-
tial and the limitations of the tool in this context. The FTT was installed on three 
commercial off-the-shelf smartphones having a GPS receiver and a digital cam-
era mounted. In particular the positioning system consisted of an assisted GPS 

Each team’s equipment included also a GPS logger and a standard digital cam-
era to act as a failover and control system. The aim was to gather a set of reference 
data to validate and evaluate the quality of the information collected using the 
MobileFTT. 

As long as the mobile connectivity is concerned, only one of the deployed 
teams was connected to the Internet through a GPRS EDGE connection provided 
by a local mobile company called Digicell. To set up a test scenario with limited 
connectivity, the second team was not network enabled. In this configuration the 
PDA devices exploit the Bluetooth connectivity for local exchange of data and 
only the network enabled device synchronizes with the central repository.  

As a backup system the teams were given a laptop running the DeskFTT and a 
complete virtual map server solution providing local access to a complete set of 
contextual data.  

The situation room was set in Ispra (VA, Italy) where one GIS expert and one 
manager were on duty during the ongoing survey in Haiti. Also the European 
Civil Protection MIC followed the evolution of the field mission from the central 
office in Brussels (Belgium). 

The developers of all the three modules provided transversal support for all 
needs and the activities performed. 

for the two more recent devices, while the older one has a standard receiver. Each 
team were provided with two additional batteries and an additional two gigabyte 
memory card.  
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3.3 Test case description 

As specified above, the main role of the JRC scientists within the PDNA expert 
group was to estimate the damage extent of the most affected urban areas by 
means of a methodology consisting of the analysis of satellite images and of the 
following validation of the results through ground truth observations. The FTT 
was used in this context to support the ground-truthing and it was tested to as-
sess its real potential, and obviously its limitations, in a real post-disaster crisis 
environment.  

The tests ran in Haiti were designed with particular attention to understand the 
potential of the system for collecting GPS tracks and geo-referenced punctual in-
formation and pictures, to enable real-time communications between the field 
teams and the situation room, to understand the grade of situation awareness 
achievable and to tune and refine a set of pre-defined procedures for rapid and col-
laborative mapping. The tests ran were also to assess and evaluate a set of system 
features such as: 
• the performance, reliability and robustness of the MobileFTT and the PDA 

devices in a severe environment; 
• the limits of communications among field teams and between the field team 

and the crisis room; 
• the usability and the ergonomics of the systems; 
• the learning curve for beginners. 

3.4 Test outcomes 

3.4.1 System software modules 

The DeskFTT and the MobileFTT modules performed well during the whole set 
of field emergency tasks and activities.  

Apart from some minor AGPS malfunctioning, it was possible to track the po-
sition of the deployed teams at any time and to collect geo-referenced punctual in-
formation and pictures. The software was demonstrated to be reliable, in the sense 
that even after a general system failure no data loss was registered. The data col-
lected have the same level of accuracy as the GPS logger used as the control 
system. Even if no statistical analysis of the data accuracy was performed, the 
outcome of a visual check in urban areas showed that the error in the positioning 
of the acquired information was generally within the range of 5-15 meters, when 
compared with the geo-referenced satellite images. 

The graphic user interface was demonstrated to be efficient for data collection. 
The quick-add pictorial buttons were the most used while collecting data when it 
was difficult to fill all the available fields in the form, because of the severe exter-
nal environment or safety issues.  

The DeskFTT was a valid support for preparing the mission and reviewing the 
collected information. The laptop with all the data available and a virtual map 



Field Tracking Tool: A Collaborative Framework      297 

server installed was demonstrated to be a valid backup system to load data on the 
PDAs in any situation. 

The FTTPortal performed well as a central repository of geo-referenced data 
and pictures and as an information-sharing platform accessed by the decision 
makers and the analysts. In some cases the access time to the needed information 
was too high when accessing through a low bandwidth connection, and it is felt 
that an alternate strategy should be implemented to provide efficiently the needed 
information through slow user connections.  

3.4.2 Field devices 

The commercial mobile devices used for the Haiti test session showed a lack of 
robustness and often the feeling was that a rugged device would be necessary. 
Also the cameras mounted in a this kind of device are often too slow to acquire an 

The GPS receivers mounted on the deployed devices worked well in most 

The two gigabyte memory card was sufficient to store a full day of surveying. 
In order to work the whole day at least three fully charged batteries were needed 
and it was very helpful having the car battery charger to plug in the mobile when 
moving by car. Also, the desktop is a viable way of recharging the batteries when 
in the field.  

3.4.3 Field-situation room and field–field communication 

During the field mission the Digicell’s EDGE connectivity allowed US to keep 
slow but reliable real-time communication between the mobile devices and the 
central repository. The upload time varied from a few seconds to several minutes 
according to the number and kind of punctual information collected, increasing 
proportionally to the number of pictures uploaded. Experienced uploading trou-
bles, due to network failure when uploading on the move, were common but the 
implemented incremental uploading procedure avoided any data loss. 

In general the teams deployed in the field can share information either exploit-
ing the Internet connectivity, in this case using the server as a network bridge, or 
taking advantage of the built-in bluetooth antenna for a peer-to-peer data ex-
change. Since only one device was network enabled, the paradigm used presented 
a central point for uploading/downloading the information to/from the server, 
while the other mobile devices shared the data through bluetooth. In Haiti this was 
a successful configuration and it presented a set of advantages. Only one of the 
devices was locked during the uploading/downloading process, and the other two 
could be used normally for data collection in the meantime. Considering the 
low bandwidth available, having the data downloaded on one device it was much 
faster to exchange the data through the bluetooth channel than repeating the 
download procedure from the other devices. Moreover, this strategy reduced the 

image when moving in a car or helicopter; and the resolution and the light sensi-
tivity seemed poor in some contexts. 

cases, but the GPS mounted on two of the devices experienced some problems re-
lating to accuracy when not enough satellites were fixed. The PDA device mount-
ing the standard GPS receiver performed well in any experienced situation.  
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cost of connectivity. As a drawback, this configuration cannot be used if the teams 
are deployed in very different areas: in this case each team must be network en-
abled and the communications between the field teams must go through the cen-
tral repository. 

Another architecture tested was the one where the laptop worked as a tempo-
rary field central repository and proxy, all the PDAs uploaded data to the laptop 

3.4.4 Common procedures  

During the test a set of common pre-defined procedures were tuned and refined to 
cope better with the limited, and limiting, resources available while in the field. 

The procedures designed for the preparation of the data for supporting the field 
activities demonstrated their validity, but it took too much time to complete when 
in the field. In fact, considering the intense workload during the field mission, the 
data preparation is performed during night-time. To improve this procedure the 
DeskFTT should integrate components to prepare the data support more effi-
ciently, in other words an advanced tiling system should be used.  

At the same time all the hardware equipment is to be revised, the batteries 
charged and the data moved from the laptop disk to the memory cards. Since it is 
not possible to shrink the time needed to perform these activities, a parallel-
processing approach should be used.  

The work done for defining a rapid mapping procedure, and in particular the 
design of a set of map templates, the definition of symbol sets, the implementation 
of the analysis procedure and the automation of some data integration processing 
produced a high-quality rapid mapping infrastructure. Obviously, there is still sub-
stantial room for improvement but the test demonstrated this procedure to be 
ready to be promoted to the production level.   

3.4.5 Real-time information sharing and spatial analysis 

With the collected information stored in the central and shared repository, it is 
time to analyze the data using the common GIS programs to produce up to date 
situation maps or spatial analysis. As stated above, the FTT itself is not a GIS 
software nor is it able to perform analysis. It is an information-management tool 
and the users are free to use the tools they prefer, in order to perform the analysis 
and the elaborations of the data they need. Having then newly derived datasets, 
they can upload again to the portal to share the results with other authorized users. 

During the test, while the mission was ongoing, the time needed for making avail-
able an updated situation map was approximately 20 minutes. A contextual example is 
the visit to the collapsed bridge in Montrouis, a village placed on the National Road 
1, between Port au Prince and Gonaives (Fig. 4). The N1 was deviated on a secondary 
road where an old rail bridge survived the river flood. In a time span of about 30 
minutes the data collected in the field were updated to the central repository, a 
new logistic map showing the new road was generated and shared with all the por-
tal users. 

using bluetooth or a USB cable and the data synchronization was performed 
through the DeskFTT, leaving all the mobile devices available for field surveying. 
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Fig. 5. Information flow during the survey of Montrouis road interruption  

A similar example is the daytrip to Gonaives, the most damaged city by the events 
of 2008. On the 9th of October the road from Port au Prince and Gonaives was in-
terrupted in the plain of Gonaives because of an extensive flood. The whole trip 
was tracked and uploaded in real time; a new map of the deviated roads was avail-

3.4.6 Usability, troubleshooting and learning curve 

Even without any usability test done so far, the efforts to make a simple system 
gave the FTT a general high level of usability. 

The simple data structure and configuration files make it possible also for non-IT 

able to download in less than 20 minutes from the data collection (Figs. 5 and 6).  

experts to troubleshoot or customize the tool for user needs. The learning curve is 
really flat. A short training period is enough to make a new user productive in the 
field. 
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Fig. 6.  Maps of the national road deviation toward Gonaives  

4 Discussion 

The tests performed in Haiti demonstrated that the FTT is a valuable tool to sup-
port the collaborative information management during emergencies. Obviously the 
system met some limitations, and some bugs were discovered but none of them 
produced an invalidating condition. Using the three components, the whole infor-
mation flow is assisted and eased, starting from the field data collection to the de-
cision making. Even working on low bandwidth network connections, the com-
munication link between the field and the server was almost always possible and 
reliable. The network failures experienced did not cause any data loss due to the 
efficiency of the incremental uploading algorithm implemented. The whole sys-
tem was demonstrated to have a good level of robustness and reliability. As in the 
case of the network failures, they did not produce any data losses. 

The field test focused mainly on the MobileFTT component and on the com-
munications among this component and the other two modules in the system. It is 
a logical consequence of the character of the geo-reporting tool and of the kind of 
field test. In fact, the server component acts mainly as a shared repository and the 
desktop acts as a broker between the FTT and the GIS solutions adopted in the 
various organizations (in our case the suite of ESRI). They both performed well 
assuring effective data sharing and preparation. The spatial analysis on the newly 
collected data are performed through the suitable GIS tools, and they were not part 
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During the test in Haiti, a group of new users were asked to use the MobileFTT 
while performing their field activities. As stated in the previous section of this 
document, even without a dedicated and well-designed usability study, the users 
were productive after a short training period. This outcome, together with other 

citizens in the FTT activities. At least three major limitations affect the participa-
tion of those categories of users, namely the lack of field data collection experi-
ence, the availability and the cost of the smartphones/PDAs and of the Internet 
connectivity and the fact that training the volunteers/citizens in the next disaster 
affected area is very difficult, impossible in some cases, due to the social and geo-
political issues and to the frequent impossibility of forecasting where the next dis-
aster will strike. 

Concerning hardware, one of the main limitations encountered was the robust-
ness of the commercial PDAs used. It is clear that for field use commercial mobile 
phones do not have the requirement of roughness and resistance needed. A more 
specialized and rugged device would be advisable, if not needed, for this kind of 
use. 

The low quality of the smartphone camera is mainly due to the poor resolution, 
the long acquisition delay and the low light sensitivity, if compared to the cheap 
commercial camera available on the market, but it is not an issue in our opinion; 
because it is more important to have data in real time than high-resolution data 
that is difficult to upload when connecting through slow networks.  

Several aspects can be improved. Optimizing the format of data for network 
transmission and also simplifying the applications serving those data would speed 
up the field–situation room data exchange. On the other hand, simplifying the 
quick acquisition functionalities would improve the speed of information collec-
tion. Designing a more integrated data preparation and context configuration 
would reduce the deployment time. For deployment it should be kept in mind that 
each device must be accurately tested before deployment in the field. To serve 
this, a set of guidelines for data preparation and application testing is under prepa-
ration. 

The system is presently in a tuning stage to fix some bugs and to develop better 
and new functionalities to respond to the needs raised by the test in the Caribbean. 
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Abstract 

A year ago, the development of a Contextual Map Service called Sissi began. As it 
has been introduced in previous research articles, the purpose of this service, 
which is based on the OGC WMS specification, is to implement the idea of con-
textual cartographic visualisation into the web environment. Today, we have the 
first functional prototype of Sissi, which was tested in November 2008 during a 
field experiment called ‘Transport of Dangerous Goods II’.  

This chapter consists of four sections. The first section briefly introduces the 
terms ‘context’, ‘elementary context’ and ‘contextual cartographic visualisation’. 
The second section deals with the main principles of the Sissi Contextual Map 
Service and with the practical creation of the complex context structure. The next 
section focuses on assigning the map’s content and symbology to particular con-
texts, with special attention paid to map symbology that is described by the OGC 
Styled Layer Descriptor (SLD) specification. Finally, the chapter focuses on the 
course and the results of the experiment. 

1 Introduction 

The contextual approach to cartographic visualisation has been known since the 
mid-1990s; nevertheless, only a few solutions to this approach have been imple-
mented. 

Tumasch Reichenbacher (Reichenbacher 2004) introduced a solution for mo-
bile devices that was based on a client–server architecture. The server side was re-
sponsible for the contextual cartographic visualisation; however, the client side 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_21, © Springer-Verlag Berlin Heidelberg 2010 

Practical Experience with a Contextual  
Map Service 
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was only responsible for presentation and interaction. The same idea was used in 
the GiMoDig project (Lehto 2003), which ensured communication between the 
client and server sides by extension of two specifications: the Web Map Service 
and the Web Feature Service. Both solutions had invariant elementary context 
types. 

This chapter first presents practical experiences with our solution to the contex-
tual approach, called Sissi–Contextual Map Service, which was designed two 
years ago (Kozel 2007). The solution follows the same philosophy as the two pre-
viously mentioned ones; however, it has several improvements. First, Sissi is not 
bound to a set of given elementary context types, which means that each Sissi in-
stance is able to support different types, and therefore different contexts. Second, 
it is based on the Web Map Service specification with an extending request that 
ensures that the client can simply obtain supported elementary context types and 
contexts. Third, the symbology of the contextual maps is defined through the 
Styled Layer Descriptor specification. 

2 Context theory 

Context is a widely used term in many fields of science and has many meanings. 
In this chapter, the term is used in relation to geoinformatics and the adaptation of 
map applications. In this field, the term context was introduced by Bill Schilit 
(Schilit et al. 1995). 

Although many definitions of context exist, none of them fully correspond to 
our conception. This is why we introduce another definition: ‘Context is any in-
formation (or set of non-contradicting pieces of information) that is relevant to 
user–application interactions and that can be used by the application to affect its 
running or appearance.’ This definition is based on the Dey and Abowd definition 
(Dey and Abowd 1999), which is probably the most-used, non-enumerating defi-
nition of context. For example, in relation to map applications, any information 
that describes the user’s role, location, activity, environment, display device, etc. 
can be considered as a context. 

From the cartographic point of view, context is closely related to the purpose of 
a map. Nevertheless, context is a much more general term than the purpose of a 
map in many respects. For example, while the purpose of a map influences the 
map’s appearance, the context may affect both the map’s application appearance 
and run. 

2.1 Contextual cartographic visualisation 

Contextual cartographic visualisation (or adaptive cartographic visualisation) is a 
process of adapting a map’s application to a particular user’s context by highlight-
ing the context-relevant spatial information. The process of map adaptation in-
cludes operations that change the map’s properties, e.g. content, symbology, 
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et al. 2006). In other words, this process is used by context-aware map applica-
tions to change the appearance. The context is described by a user or it can be ob-
tained, for example, from sensors (see Reznik 2007). 

A user who works with a context-aware map application should be able to de-
scribe his context rather than defining the map’s content and symbology (as is 
common in traditional approaches to cartographic visualisation). This contextual 
approach saves the user time because the user does not need to search through a 
number of map layers and choose the relevant ones. Furthermore, he does not 
need to know anything about access to these layers and about the definition of 
map symbology suitable to his context. In other words, a context-aware map ap-
plication can be used by users without any cartographic knowledge because the 
map is (or should be) correctly composed by the application. 

2.2 Special types of context 

Let us define three contexts A, B and C: 
• A: ‘User is a fireman.’ 
• B: ‘User intervenes in a flood.’ 
• C: ‘User is a fireman intervening in a flood.’ 

By referring to the definition of context, it is clear that the set A∪B is also con-
sidered a context and is equivalent to context C. For a better orientation, it was de-
cided to define three special types of context according to their structure. 

Composite context is a context that is equivalent to the union of at least two dif-
ferent contexts. Context C is equivalent to the set A∪B; therefore, it is a compos-
ite context. 

Subcontext is a context that is a non-empty proper subset of another context. 
Both contexts A and B are subcontexts. 

Elementary context is a context that cannot be divided into more different con-
texts, or its division is senseless. Both contexts A and B are also elementary con-
texts. Senselessness of division is a theme that is similar to atomicity of domains 
in data modelling. 

2.3 Context types according to object of description 

For simpler work with contexts, it is also necessary to classify contexts into types 
according to their object of description. Let us define two contexts: ‘user is a fire-
man’ and ‘user is a policeman’. It is evident that both contexts describe the same 
object–the user’s role–and therefore, they are of the same context type ‘user’s 
role’. In the rest of this chapter, the term context type means a set of all contexts 
that have the same object of description. It is possible to speak also about elemen-
tary context types, composite context types, etc. 

cartographic method, coordinate reference system, extent and scale (Friedmannová 
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3 Sissi – Contextual Map Service 

The contextual map service called Sissi is a web-based server application that is 
intended to provide contextual (or context-aware) maps for map clients. In other 
words, Sissi is a mediator that realises the process of contextual cartographic visu-

sion of the Open Geospatial Consortium (OGC) Web Map Service (WMS) speci-
fication (OGC 2002b). The extension was designed to provide contextual abilities; 
nevertheless, any ordinary WMS client is able to request any contextual map. 

One of the main advantages of Sissi is that it is not restricted to a given set of 
contexts or context types, but enables its provider to define any elementary con-
text type, any elementary context, and consequently any composite context. The 
only restriction that is caused by the current state of Sissi’s development is that 
each elementary context type must be an enumeration of elementary contexts. 
However, it is possible to express both qualitative and quantitative data types as an 

Sissi obtains the content of contextual maps from one or more remote WMS 
servers. Furthermore, it is possible to describe appropriate symbology in the at-
tached SLD style. The schema of the Sissi connection at both the client and server 
side is shown in Fig. 1. 

 

 

Fig. 1. Communication between Sissi, WMS clients and source WMS servers 

Processing of a GetMap request (see Fig. 2) is a good example for understand-
ing the basic functionality of Sissi. Every GetMap request that is sent to Sissi con-
tains a special parameter that describes the user’s context (see Sect. 3.2, GetCapa-
bilities request) and two other special parameters, ‘mapwindow’ and 
‘wmssession’, that specify the requested map window and the WMS session, 

enumeration, e.g. by classifying it into several classes. Each class represents one 
elementary context and is described by a string (e.g. ‘Fireman’ or ‘1–100 lux’). 
Furthermore, support for non-enumeration context types is expected to be added in 
the future. 

alisation. The communication between Sissi and map clients is ensured by an exten-
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respectively (see Sect. 4.1). First, Sissi decodes the user’s context from the ‘con-
text’ parameter and also the requested map window and the requested WMS ses-
sion. Then, Sissi selects an appropriate context from all of the supported contexts 
and, together with this context, also selects the map content and the symbology 
definition. Finally, Sissi transforms the incoming request into one or more Get-
Map requests and sends them to a remote WMS server(s) that requests con-
text-relevant content with context-relevant symbology. After obtaining image re-
sponses, Sissi merges these images together, if needed, and sends the result to the 
client. 

 

 

Fig. 2. Processing GetMap request with Sissi 

Configuration of Sissi consists of three major steps: 

The first and the second step are described in Sect. 3.1 while the third is de-
scribed in Sect. 4. 

3.1 Context structures 

The first objective of the Sissi configuration is to decide which pieces of informa-
tion are relevant for the provider’s Sissi instance and then, to classify these pieces 
into elementary context types. This whole process is very similar to data model-
ling. For example, in crisis management, you can identify the elementary context 

1. Identify elementary context types and elementary contexts 
2. Specify supported contexts 
3. Define map content and symbology for supported contexts 
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type ‘Role’ as an enumeration of three contexts ‘Fireman’, ‘Policeman’ and ‘Am-
bulance’ and the elementary context type ‘Situation’ as an enumeration of two 
contexts ‘Fire’ and ‘Flood’ (of course this example is very simple). Then, the 
specified elementary context types are described in an XML file that is called the 
Sissi configuration file (see Fig. 3). 
 

 

Fig. 3. Definition of elementary context types in the Sissi configuration file 

The next part of the Sissi configuration file contains the specified supported 
contexts and their contextual maps. These contexts are identified as nonempty 
sets of elementary contexts of different context types. You can identify ele-

3.2 Extension of web map service 

As was mentioned above, communication between Sissi and the map clients is 
based on the extended WMS specification. 

3.2.1 GetElementaryContextTypes request 

The first extension of the standard WMS specification is a GetElementaryCon-
textTypes request, which shows the elementary contexts that are supported by the 
Sissi instance. Response to this request is a simple XML structure, which is very 
similar to the structure in Fig. 3. 

After this request, the user should be able to choose one context, which is the 
most suitable for him. The more elementary contexts that are used to describe the 
client’s context the better because a more suitable contextual map will be provided 
to the user. 

3.2.2 GetCapabilities request 

The GetCapabilities request is an integral part of the WMS specification; however, 
in the case of Sissi, it has one more required URL parameter: ‘context’. The 

mentary contexts (e.g. ‘Role=Policeman’) or composite contexts (e.g. 
‘Role=Fireman & Situation=Flood’). The contextual map content and symbology 
definition is described in Sect. 4. 
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parameter that holds the user’s context and its value is encoded as a 

text is also held in the GetMap request by using the same parameter, which is a 
part of the GetMap URL that is obtained from the GetCapabilites response. Two 
other special parameters also exist, which are described below in Sect. 4.1: ‘map-
window’ and ‘wmssession’. 

Another change in GetCapabilities is just a conceptual one. An incoming re-
sponse to the request does not contain all of the Sissi map layers but consists only 
of map layers that are appropriate to the given context, with one appropriate sym-
bology for each layer. In other words, the response is one complete contextual 
map and therefore, the user should simply display all available layers. 

3.2.3 GetMapWindows request 

The third extension of the standard WMS is a GetMapWindows request. A re-
sponse to this request brings information about the WMS sessions of the map 
window and the map overview that are suitable for a given context (see Sect. 4.1). 
The request is not simply usable for standard WMS clients but is very valuable for 
extended contextual clients that are developed along with Sissi (see Sect. 5). 

4 Map content and symbology definition 

The most complex part of the Sissi configuration file is the definition of the con-
textual map content and the symbology. The contextual map content and the sym-
bology are described separately for each supported context, as was suggested 
above. 

4.1 Map windows and WMS sessions 

Each contextual map inside of Sissi consists of one main map window and one 
map overview. Both the main map window and the map overview are subtypes of 
a map window and their content is described in the same way within the Sissi con-
figuration file. The content of each map window is composed of graphic layers 
that are called WMS sessions. A WMS session is defined as a group of map layers 

comma-separated elementary context string (e.g. ‘Fireman,Flood’). The user con-

that are sent by any WMS service as one image (i.e. as a response to a GetMap 
request). 

An important fact is that the refresh time can be defined for each WMS session. 
After this time has elapsed, the map layers of the WMS session should be re-
freshed periodically. Hence, it is logical to place dynamic objects (e.g. cars or 
floods) in one WMS session with frequent refreshing while placing static objects 
in the second WMS session without refreshing. 
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Neither the WMS sessions nor multiple map windows are taken into account in 
the WMS specification. Therefore, in addition to the ‘context’ parameter, both the 
GetCapabilities request and the GetMap request contain the next two special pa-
rameters: ‘mapwindow’ and ‘wmssession’. Thus, Sissi can determine which map 
window and which WMS session are requested. A client obtains information 
about the possible values for the parameters from the GetMapWindows response. 
If the ‘mapwindow’ parameter is not set, the main map window is automatically 
selected. If the ‘wmssession’ parameter is not set, all of the WMS sessions of the 
map window are merged together. 

4.2 Definition of map content 

Each WMS session element consists of map layers that are structured into the-
matic groups. Each layer in the Sissi configuration file corresponds with one re-

Sissi, Sissi requests the corresponding remote layer from the source WMS server). 
For every single context, Sissi is able to redefine the remote layer’s name, title, 
scale range and other properties because the remote layer’s properties do not have 
to be suitable for each context. Furthermore, they are generally not context-aware. 

When Sissi creates the GetCapabilities response for a client, it takes layer 
groups and layers of all of the related WMS sessions from the Sissi configuration 
file and transforms this hierarchy into a standard GetCapabilites Layer element 
tree hierarchy. The result is always a three-level hierarchy: the zero level contains 
only the mandatory root layer, the first level contains the thematic layer groups 
and the second level contains the map layers. In other words, the structure of the 
map’s layers in the GetCapabilities response is the same as the structure of layers 
and the groups in the Sissi configuration file. Every WMS client generates a struc-
tured map legend from the GetCapabilities layer structure. It means that the carto-
graphic rules about the legend’s structure should be respected even during the 
creation of the Sissi configuration file. 

There is a slightly different situation with the order of map layers in the Get-
Map response image. The order is the same as an order of map layers in the Sissi 
configuration file by default; however, it can be changed by using SLD styles (see 
below). The SLD style is added to the WMS request that is sent to the remote 
WMS server and therefore, it controls an order of map layers that is described in 
the SLD specification. 

4.3 Definition of map layer symbology 

There are two ways to define map layer symbology inside of Sissi. First, it is pos-
sible to choose one of the styles available on the remote WMS server that provides 
the map layer. Second, there can be a reference to an SLD file. 

Using the WMS styles (see element Style in the WMS specification) is not a 
very powerful way because a cartographer is limited to select one of the WMS 

mote layer of any source WMS server (i.e. if a client requests some layer from 
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styles that is supported on the remote WMS server. Unfortunately, WMS servers 
usually support only one WMS style for each layer. 

SLD is an acronym for the OGC specification Styled Layer Descriptor (OGC 
2002a), which describes the symbology of the WMS layers. SLD symbology is 
stored in the XML files that are called SLD styles. A cartographer is able to 
describe the most suitable symbology and is not limited to a set of supported 
styles. Within Sissi, it is possible to define one SLD style for each contextual map; 
hence, different symbology can be defined for different contextual maps. SLD 
styles are definitely the more powerful way; however, this way requires SLD sup-
port on the remote WMS server. This way also allows separating map content and 
map symbology definitions. 

5 Sissi testing 

The contextual map service, Sissi, was comprehensively tested during the ‘Trans-
port of Dangerous Goods II’ field experiment that was held in the autumn of 2008. 
The experiment followed the first experiment with the same name that was held 
two years before (Mulíčková et al. 2007). Both experiments were organised by 
members of the Laboratory on Geoinformatics and Cartography, Masaryk Univer-
sity, Brno, Czech Republic. While the first experiment used a very simple and in-
sufficient solution of the contextual cartographic visualisation, the second one 
used Sissi–Contextual Map Service. One of the main purposes of the experiment 
was to verify Sissi’s functionality and usability. 

During the second experiment, monitoring a vehicle transporting dangerous 
chemical substances and intervention management after its accident was simu-
lated. The location of the vehicle and the intervening fire brigade vehicles were 
obtained from the GPS locators and were transferred through the wireless internet 
to a database. Furthermore, there were some sensors at the location of the acci-
dent, and the data from these sensors (e.g. about meteorological situation) was 
also transferred to the database. Data from the database was provided as map lay-
ers through a WMS server, which was one of Sissi’s source WMS servers. The 
other source WMS servers provided topographic layers and ortophoto images. 

Sissi was used for both monitoring all cars and organising the intervention. It 
was successfully used on different map clients at the location of the accident and 
in a coordination operational centre. 

The only necessary software to work with Sissi was any WMS client (e.g. 
open source GIS software OpenJump, www.openjump.org). However, a special 
contextual client was developed by Jan Palas and Jakub Hrádek. The client is 
based on an open source JavaScript library that is called OpenLayers 
(www.openlayers.org) and can be accessed and used by most web browsers. The 
client allows easy selection of the user’s contexts and shows both the map over-
view and the active map legend (see Fig. 4). 

For the experiment, two elementary context types were defined: ‘Situation’ and 
‘Version’. The meaning of ‘Situation’ was the situation of the user and it consisted 
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‘Version’, allowed switching between different types of symbology. There was 
one context with complex symbols for a standard monitor, one context with sim-
ple symbols for a display with a smaller resolution and there was also a context 
with an ortophoto layer. 

Fig. 4. An example of a contextual map that is displayed in a contextual client. 
The context ‘Incident’ is visualised with a complex version of symbols and with 
an ortophoto layer. The legend is shown 

Five composite contexts were specified and supported as a combination of 
these elementary contexts. An example of one contextual map is in Fig. 4. 

6 Conclusion 

This chapter described the experience of development, configuration and testing 
of Sissi–Contextual Map Service, which is a web solution for contextual carto-
graphic visualisation that is based on the WMS and SLD specifications. The Sissi 
architecture enables composition of contextual maps from the map layers of any 
public WMS server. By comparing with previous solutions (T. Reichenbacher or 
GiMoDig project), Sissi is able to support different sets of elementary context 
types and contexts for each instance. Furthermore, the GetElementaryCon-
textTypes request informs the users as to which contextual maps can be requested 
from the specified Sissi instance. 

of two contexts. One context represented a standard supervision during transporta-
tion of dangerous goods (‘Monitor’) and the second represented an intervention 
management in the case of an accident (‘Incident’). The elementary context type, 
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The Sissi configuration file consists of the map’s content and the symbology 
definition for each supported context. These definitions can be very time consum-
ing and therefore, Sissi is especially efficient in the case of using a relatively small 
number of elementary context types or elementary contexts. Nevertheless, the 
number of supported context types and contexts is not limited by any means. 

During the ‘Transport of Dangerous Goods II’ field experiment, Sissi’s func-
tionality and usability were tested and successfully verified. However, there have 
been demands for better interactivity between the client and the user. These de-
mands mean adding the support of the WMS GetFeatureInfo request and later, 
also adding the general support of the OGC Web Feature Service specification. 
There is also a possibility to use the OGC Web Map Context specification as one 
format of the GetMapWindows response for better communication with ordinary 
WMS clients. 
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Abstract  

The nature of environmental disasters makes measuring, monitoring and mapping, 
using sophisticated geospatial analysis tools, extremely valuable in understanding 
the geography of disasters. Early warning systems, real-time and predictive mod-
els, along with community awareness programs, benefit from the information gen-
erated using computer systems that can integrate data from multiple sources. The 
common base is the geographical location and extent of the impact of the disaster. 
Cartographers are skilled in the analysis of spatial data and the presentation of 
these data as information products to support the management of disasters. 

This chapter uses case studies to develop discussion into environmental disas-
ters by considering the key information product deliverables; community vulnera-
bility; the geospatial information creator and the geospatial information users.  
 

1 Introduction 

Early warning systems and emergency management associated with events 
such as forest fires, landslides, mining, hurricanes, tsunamis and volcanic 
eruptions require the consideration of cartographic models and associated 
geospatial models that draw together key characteristics of the environment so that 
the temporal framework for the event and the probability and impact of occur-
rence can be ascertained. During, or immediately after, an event it is necessary 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_22, © Springer-Verlag Berlin Heidelberg 2010 
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for the cartographer to provide sophisticated near real-time solutions for the 
provision of information to the emergency services dealing with the crisis. 

Geospatial technologies such as Global Positioning Systems (GPS), Geographi-
cal Information System (GIS) and remote sensing all have a role to play in the de-
velopment of early warning systems and emergency management geospatial re-
sources. Cartographic products can be highly technical and require the skills of 
highly trained and educated individuals when production and interpretation is re-
quired. With field-based mapping such interpretation may be needed over a very 
short timeframe to allow the deployment of emergency services to key locations.  

This chapter presents case studies associated with forest fire (Australia), 
landslip (Australia), mining (China), hurricane (USA), tsunami (Thailand) and 
volcanic eruption (Montserrat) and focuses on the creators and users of the carto-
graphic information products that are developed for such situations.  

2 Cartographers and technologies 

The cartographer leading the mapping for early warning and emergency manage-
ment must be highly trained, educated and skilled. His, or her, past performance 
will be a key factor in the selection for such a mapping task as it is directly ob-
servable and must be exemplary as competency is inferred from performance. The 
cartographer’s observable technical performance, knowledge, problem-solving 
skills and work habits are all important considerations for this specialised area of 
mapping (Gonczi et al. 1993). 

For emergency services the demand for maps online cannot be overemphasised.  
According to Peterson (2003) maps are now second only to weather information in 
the number of World Wide Web search requests. He estimates the number of maps 
distributed through the Internet on a daily basis to be over 200 million. Recent in-
novations in web site technology have revolutionised map data displays. This has 
been further fuelled by free satellite imagery being made available to the media 
and the general public by satellite image companies such as Digital Globe and 
Space Imaging, and GIS vendors such as ESRI.  Recent global GIS awareness has 
been heightened by environmental impacts such as the South East Asia Tsunami 
and Hurricane Katrina.  The media, both television and newspaper, copied GIS 

viewers (Peterson, 2003). More recently in February 2009, during the horrific for-
est fires in Victoria, Geoscience Australia had unprecedented demand for its on-
line national bushfire monitoring system, Sentinel, which is designed to provide 
timely information about fire hotspots to emergency service managers. 

The demand for maps online is growing exponentially, as the Web has become 
the medium of preference in accessing geospatial products; accessing maps via the 
Web has become perhaps the first stop for the general public when they seek 
geospatial information. The cartographic community involved with emergency 
management must continually develop their knowledge and skills so that they 

imagery from the Internet and rebroadcast it to hundreds of millions of worldwide 
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can provide the latest information effectively and efficiently using this, and oth-
er sophisticated modes of information transfer. 

As a means of exploring the different mapping requirements for early warning 
and emergency management a number of case studies will now be presented. 

3 Case studies 

3.1 Forest fire – Australia 

Each year in Victoria, Australia, there is a fire season which may include days of 
higher than normal temperatures and strong hot northerly winds. On such days the 
forest, and its inhabitants, are most vulnerable to fire storms. On Saturday, Febru-
ary 7, 2009, Victoria experienced the worst forest fire ever recorded. Whole towns 
were destroyed, thousands of homes were lost, thousands of hectares of forest and 
farmland were destroyed and over 170 people lost their lives. The fire fighters and 
the public were provided with up-to-the-minute news on the location and intensity 
of the fires. Emergency services information was broadcast on the national radio 
station. Maps and satellite images of the hotspots were available over the Internet 
for all to view. Unlike in previous fires, not one fire fighter lost his life on this 
day. This, in part, was attributed to the improved management of the human re-
sources and the more sophisticated mapping resources that were available. 

3.1.1 The key deliverables 

Experience from previous forest fires is used in the construction of fire behaviour 
models which are used to examine strategic fire behaviour and to investigate how 
the fires move across different landscapes, different vegetation, and under variable 
weather conditions. 

During a fire event the forest fire spread can be simulated based on a fire beha-
viour model and an animation of the past and predicted movement of the fire can 
be generated. 

Fire behaviour models, on-ground information and satellite and airborne im-
agery can be used to generate maps showing fire locations. This information can 
be generated in hardcopy form for the fire fighters on the ground. 

3.1.2 Community vulnerability  

Residents in fire prone areas are required to have in place a fire plan. They have 
two options: stay and defend their property or leave early. The Australian Broad-
casting Commission dedicates the radio broadcast in a fire region to the transmis-
sion of emergency information. Residents are advised when they need to enact 
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their fire plan. If possible they are also advised by police or emergency services 
officers on the ground. The broadcaster and the emergency services are informed 
of the location, direction of spread and severity of the fires from the mapping ser-
vices at the headquarters of the fire service organisation. 

3.1.3 Geospatial information creator  

Development of the fire behaviour models and their simulation requires many 
years of research and input from past fire events. The models created before the 
forest fires in the Australian Capital Territory in 2002 were found to be inadequate 
for that event. Similarly this recent fire event in Victoria has gone beyond the lim-
its of existing models in terms of its intensity and its spatial and temporal charac-
teristics. Researchers are now required to rework the models to accommodate such 
extreme fire storms. 

3.1.4 Geospatial information users  

Fire models allow key decision makers to give guidance based on the characteris-
tics of past forest fires. Since the decision makers are dealing with life or death 
situations they need to be certain that the advice they are sending out is unambi-
guous and suitable for those at the fire front. Where cartographic products are the 
source of the information it is necessary for these products to be placed in the 
hands of those who are trained and skilled in the interpretation of the symbolic re-
presentations. Those in charge of fire fighting crews must be supplied with prod-
ucts that can be readily interpreted under trying conditions so that split second de-
cisions can be made. So even though the information products may be based on 
years of research and development activity, they must be easy to interpret in the 
field. 

3.1.5 Summary 

These recent fires have opened up the debate on how people in the fire-affected 
area can be communicated with more effectively and in a timely manner. Emer-
gency services need ready access to Internet mapping and in emergencies some 
critical websites are blocked from use by the general public so that the speed of 
access is not reduced. There is a call for government data to be open access and 
made freely available during times of such emergencies. Personal communication 
systems, such as the more sophisticated cell phones have the potential to provide 
early warning messages and maps showing escape routes. Forest fires can now be 
monitored more efficiently than in the past due to improvements in the production 

The detection and monitoring of forest fires is increasing in sophistication with 
the use of Global Positioning Systems in vehicles providing exact coordinates of 
spot fires and airborne imagery providing thermal scans of fire fronts. Dynamical-
ly created maps, using a web-based mapping system, can take advantage of many 
information sources. Handheld technology is improving and so too is our ability to 
report on the various aspects of fire activity and management. 
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and distribution of geoinformation products (Geoscience Australia 2009). What is 
still an issue, despite the increased spatial and temporal awareness of pending fire 
fronts, is the civil right of citizens to stay and defend property no matter what the 
cost. 

3.2 Landslip – Australia 

This project involved the development and assessment of a mechanism for effec-
tive visualisation of community vulnerability to a perceived threat. There is an 
important distinction to be made between what constitutes a hazard and what con-
stitutes a threat (Knzel 2006). In this case we are considering the concept of 
“threat” which may or may not be associated with a hazard in a geographical area, 
where people still feel threatened by a general awareness of risk. 

The aim of this project was to assess the capability of local government to pro-
duce an effective visualisation of community vulnerability from currently availa-
ble data, modelling techniques and technology, suitable for community education 
and hazard mitigation. 

3.2.1 The key deliverables  

1.  A framework for Local Government to integrate currently available spatial 
data, models and techniques for visualisation related to community 
vulnerability.  

2. A limited assessment of the adequacy of currently available data, models and 
techniques for visualisation of community vulnerability, together with an 
indication of the potential benefits of wider knowledge and information sharing 
as might be achieved through the Australian Disaster Information Network 
(AUSDIN) proposal.  

3. A case study in the Shire of Yarra Ranges, Victoria, Australia, as an example of 
the degree to which an authority, with significant need for such an information 
product, is able to do so with generally available resources and organisational 
arrangements.  

4. Increased awareness of community vulnerability to landslip by the Yarra 
Ranges community (Fraser 2001). 

3.2.2 Community vulnerability  

In a report produced for the Department of Industry, Science and Resources 
(Granger and Hayne 2001), the authors adopted five themes when assessing com-
munity vulnerability to hazard impact. The themes were: the setting (physical en-
vironment), shelter (buildings), sustenance (infrastructures), security (facilities 
such as hospitals) and society (community groups). 

The data selected for this project were used to create visualisations of com-
munity vulnerability that had been adapted to fit the themes outlined above. Fea-
tures (buildings, roads) identified to be at risk were able to be determined and an 
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indication of the degree of community risk was identified by highlighting the 
areas that had a number of these features in close proximity to the risk areas. 

3.2.3 Geospatial information creator  

This project utilised Geographic Information System (GIS) and visualisation tech-
nology to integrate existing landslip probability assessments with social, infra-
structure and economic measures to provide a visualisation of community vulne-
rability to landslip. The resultant information tool was then evaluated for 
practicality and usefulness in community education and hazard mitigation. 

The information on community risk, available to officers of local government 
and regional authorities, is typically limited to an assessment of the risk of the ha-
zard eventuating. However, community vulnerability to these hazards is a function 
of many aspects of the location. These include: proximity to the source of the ha-
zard, proximity to the propagation path of the hazard, demographics (population 
density, age, income, ethnicity, education, etc.), value of land and improvements, 
and post-incident availability of essential services and support (a destroyed bridge 
may isolate an otherwise unaffected community from essential services). Informa-
tion on these further variables is often available to Council, but not in integrated 
forms immediately useful for community education and hazard mitigation. 

3.2.4 Geospatial information users  

The different forms of visualisation developed as part of this project were eva-
luated at a local community meeting. Present at this meeting were representatives 
from the emergency services (Country Fire Authority, Metropolitan Ambulance 
Service, Police, State Emergency Services), the Shire of Yarra Ranges, the 
RMIT University, the local school principal and the local residents. Each visu-
alisation met with a positive response but the simplest animation using an 
aerial photograph as a base was preferred by the majority of the participants. 
The lesson learnt is that it is often wise to build on the information products 
that the community already feels comfortable using, in this case the aerial 
photographs. 

3.2.5 Summary 

Geographical data stored in digital form by local shires, such as the Shire of 
Yarra Ranges, can be used to produce a range of visualisations suitable for use 
in landslip vulnerability assessment. 

Geographical data stored in digital form can be structured in a manner that al-
lows it to be processed for the following purposes:  
1. Hazardous area profiling  
2. Identification of areas prone to instability  
3. Spatial analysis of critical facilities  
4. Environmental analysis of a landslip site and its surrounds  
5. Environmental modelling of a landslip site and its surrounds  
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The application of a number of geographical visualisation techniques to a specific 
landslip site has shown that photographs, maps and animations can contribute to the 
community’s understanding of landslips and help to overcome misinformation.  

The increased awareness of community vulnerability should be a staged 
process allowing for those most affected to be informed before the general com-
munity. This would allow these individuals to take ownership of the problem and 
to gain access to more detailed information. The different types of visualisation 
can be used to assist in informing the community at various forums depending on 
the audience and purpose of the forum.  

3.3 Mining – China 

Mining is costly both financially and environmentally. A Geographic Information 
System (GIS) when combined with a land suitability assessment can produce out-
comes that allow decisions to be made on the suitability of particular geographical 
locations for mining before any on-ground development has occurred. 

Key physical, environmental, social, cultural and economic considerations can 
be analysed and combined using the approach outlined in this project. The ap-
proach to land suitability assessment uses indices to identify the limiting factors 
relating to proposed mining land. The land suitability assessment procedure is 
used to analyse the attributes of the land and the GIS allows the results of the 
analysis to be displayed spatially. 

The primary aim of this project was to present a geo-referenced model for mine 
management which integrates a land suitability system with GIS. 

3.3.1 The key deliverables  

• A report on the identifiable correlations between physical, economic and social 
parameters based on three types of mining activity (open cut, pit and 
underground). 

• Three-dimensional geographical representation tools implemented in a GIS for 
mapping the mine environment. The production of interactive cross sections of 
geological maps should be integrated in the interactive 3D GIS. 

• A report on the feasibility of placing the functionality of an existing GIS, land 
suitability model and imaging system into the one geospatial modelling 
environment that would enable the user to undertake interactive 3D modelling 
and spatial and temporal analysis of existing digital geographical, social and 
economic data. 

3.3.2 Consideration  

The mining suitability assessment refers to all elements of the physical environ-
ment including: climate, geology, topography, soils, hydrology and vegetation 
along with the economic and social attributes of the area under consideration. 
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Key considerations when determining the suitability of the land for mining are: 

Air quality  Demographics   Drilling 
Geology  Ground water   Infrastructure 
Land cover  Land ownership   Land use change 
Mining leases  Noise impact   Rainfall 
Reclamation  Seismic testing   Soil 
Surface water  Temperature   Topography 
Town planning Transport   Vegetation cover 
Visual impact  Waste disposal   Water quality 

The assessment relies on “systems” which define where the land exhibits con-
sistent patterns of physical, social and economic characteristics. The system can 
be divided into “components” which are uniform with respect to a broad range of 
physical, social and economic characteristics. The components are amalgamated 
or subdivided when considered in the mining suitability assessment. These are the 
mining suitability units which can be used to rate a site’s suitability for mining 

3.3.3 Geospatial information creator  

For a project of this type the cartographer must draw on the expertise of many pro-
fessions. Capability tables must be set up for each of the key considerations. This 
preliminary work can be long and protracted but, once in place, the capability 
tables which bring together the combined knowledge from many professions can 
be applied to any mining site. Map products must clearly identify geographical 
areas suitable for mining based on the application of the capability tables to a case 
study area. The skill is to bring together the spatial and non-spatial information in-
to suitable output forms which extend beyond traditional map products. 

3.3.4 Geospatial information users  

The knowledge database used for this mining capability assessment is the product 
of specialist professionals. The user would be a specialist in only one of the dis-
ciplines but must be confident that such a system has a sound foundation. To gain 
this confidence a users may need to be guided through the mining suitability as-
sessment system so that they become convinced, or otherwise, of the validity of 
the system. Subsequent to this workshop approach an individual would need train-
ing before such a system could be used routinely for the assessment of a potential 
or operational mine site. 

3.3.5 Summary 

The results from the land suitability assessment can be used as a stand-alone prod-
uct or combined with vector data from a GIS and remotely sensed imagery. Re-
motely sensed imagery provides a rasterised objective view of the geographical 
area under study. The image can be visually interpreted and used to locate areas 
with specific landform and land cover characteristics. A parcel of land identified 

from Class 1 – highly suitable, to Class 5 – not suitable (Fraser 2006). 
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on the imagery can be analysed digitally by linking it to the vector spatial data 
equivalent on the relevant GIS layer. By attaching the other attributes, the spatial 
relationship between the physical, economic and social features for a mine site can 
then be analysed in the GIS and presented as a cartographic information product. 

3.4 Hurricanes – USA 

Emergency managers find themselves in the unenviable position of trying to make 
rational decisions often in the face of unpredictable natural phenomenon. The 
stakes may be quite high with lives and property being at risk. Resources are often 
inadequate and unless constant drills are undertaken the support staff may be in-
adequately prepared. The apparent multiple failures of emergency management, in 
response to the hurricane in New Orleans, were quite astonishing (Handmer 
2006). 

Hurricane Katrina landed on the coast at New Orleans causing the levee bank 
protecting the site to break resulting in the whole city being flooded. Massive 
property loss and dislocation of people caused the city to shut down. The follow-
up response by emergency services left a lot to be desired. 

Often in disaster situations there is a firm belief that technology will solve 
many of the problems. However, reflecting on New Orleans it is difficult to see 
that technology alone would have made a significant difference (Handmer 2006). 

3.4.1 Geospatial information creator  

Monmonier discovered that many maps associated with hurricane activity in 
America had not been standardised and were “a symptom of the nation’s loosely 
structured, largely voluntary approach to hurricane preparedness” (Monmonier 
1997). It makes the task of informing the public extremely difficult when a stan-
dard approach is not adopted and personnel involved in emergency services 
change regularly. 

The challenge for the creator of any hazard map is to know at what level of 
technical detail the information should be portrayed for each user group. If the 
map is too complex then people will tend not to use it as it confuses rather than 
enlightens. If the map is too simple then key information may be left off and this 
in turn may lead the user to take inappropriate actions.  

Hurricanes can be erratic and it is not possible for the cartographer to map their 
territory with any great certainty, such is the nature of nature.  

3.4.2 Geospatial information users  

Citizens may be aware that they live in an area prone to hurricane activity but hu-
man nature being as it is, they live with the belief that it won’t happen to them. In 
the case of New Orleans the people on the whole are the poorest in the nation and 
education levels are very low (Handmer 2006). This low level of education and 
high level of unemployment results in many households just trying to survive 
from week to week. Informing the public in relation to hurricanes must be done at 
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a very rudimentary level and hence map products must be theme specific and send 
a simple message. 

3.4.3 Summary 

The New Orleans hurricane event was well anticipated, planned and rehearsed. 
The attributes and vulnerabilities of the population were, or should have been, 
well known. So it would be reasonable to expect that the emergency response was 
at least adequate if not exemplary. As is now well known this was far from the re-
ality with all levels of government failing (Handmer 2006). 

To what extent can maps of hazards be regarded as universal? Most hazard 
maps may appears as if they are perfectly transferable across national boundaries. 
The same comment may be made about the uncritical transfer of information with-
in countries to rather different contexts. For example, the results of risk research 
conducted in rural towns in the US and Australia have been applied to metropoli-
tan areas without consideration of the differences. In regards to hurricanes there 
are so many local economic and social factors to consider that each location must 
be treated independent of another. 

3.5 Tsunami – Thailand 

This case study takes a different slant by commenting on the role of non-
government organisations (NGOs) in facilitating economic recovery in regions of 
Southern Thailand devastated by the Indian Ocean tsunami. Over 70% of Thail-
and’s people are employed in the informal sector of the economy, primarily in 
tourism and fishing. This is where the most Tsunami affected proportion of the 
population is employed. It is important that governments are aware of, and provide 
support for, such informal, power-weak sectors of communities. The basis of eco-
nomic livelihood for a large proportion of the affected Thai population fall into 
this category (Coate et al. 2006). 

The longer-term rehabilitation and recovery phase, in relation to the govern-
ment and the NGOs response to the tsunami disaster, covers four key areas that 
have been broadly agreed upon, these being: 
• Social protection; 
• Livelihood recovery; 
• Environmental rehabilitation; and 
• Disaster preparedness (Handmer et al. 2007) 

Resilient communities need to be built on recovery efforts that are broad based 
and involve community groups at the grass roots level. This is an opportunity for 
development plans to incorporate the needs of the community so that they take 
control of their future more closely (Coate et al. 2006). 
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3.5.1 Geospatial information creator  

What role can a cartographer play in this situation? Taking each key area, as out-
lined above, it is the responsibility of the cartographer to consider the following: 

3.5.2 Social protection 

Delineate and define the property boundaries for displaced persons so that false 
claims cannot be made on the basis of land ownership that the people have. The 
cartographers may not undertake the surveying task themselves but they should be 
able to direct the surveyor to define the land under question. Ownership, or rights 
over land, constitutes a basic component of human security. 

3.5.3 Livelihood recovery 

It would be over valuing the cartographer’s role to suggest they had a part to play 
in this aspect of the disaster.  

3.5.4 Environmental rehabilitation  

The planning and mapping of the rehabilitation, based on input from other discip-
lines, can provide a spatial record of the required environmental changes. Here is 
the opportunity to value add to the environment. This is where the mental map 
comes to the fore. To visualise what might be is an important component of rais-
ing the morale of the individuals affected by the tsunami. 

3.5.5 Disaster preparedness 

Do we learn from the past? If this is so, then we can analyse what has been, and 
inform the community as to more appropriate strategies for the future. Maps play a 
vital role in recording past events and in providing the spatial context for scenarios 
that may aid in preparedness for future disasters. 

3.5.6 Geospatial information users  

In Hawaii a tsunami evacuation map is included as part of the telephone white 
pages and is upgraded each year. Every home and business receives one. This map 
at least provides citizens with guidance on what to do in the event of a tsunami. 
The hazards map was developed in 1946 after the islands were hit by a tsunami re-
sulting in the loss of 159 lives (Monmonier 1997). Is a hazard map a possibility 
for Thailand? What means of dissemination is available in Thailand and how can 
the financially poor of the country be empowered to avert disaster if a tsunami 
strikes again (Handmer and Choong 2006)? The process associated with a tsunami 
can be modelled spatially and the impact can be mapped. New techniques in geo-
visualisation can aid in the transfer of information to the community by transcend-
ing the language barrier. 
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3.5.7 Summary 

People are increasingly attracted to hazardous places. The trend is to live closer 
and closer to the sea.  Two aspects of predicted global environmental change, sea 
level rise and an increase in the number of cyclones associated with higher sea 
level temperatures, will bring more storm surges and make smaller surges more 
dangerous. The cartographer needs to be a key member of disaster response teams. 

his/her understanding of measuring, mapping and monitoring technologies. 
 

3.6 Volcanic eruption – Montserrat 

Many natural disasters pass through a crisis point into a process of recovery very 
rapidly. Volcanoes on the other hand may have a more prolonged impact with pre-
cursory and eruptive activity which can last from days to years and thus deserve 
special consideration. 

Taking Montserrat as a case study, the seismic activity began to escalate, phys-
ically manifesting itself in June 1995 as ash and steam began to vent from within 
the volcanic crater. Activity during 1996 led to the permanent evacuation of the 
south of the island. In 1997 a volcanic dome collapsed triggering a large pyroclas-
tic flow. By 1997, the volcano was experiencing repetitive explosions with pyroc-
lastic flows occurring in a radial direction. Activity had slowly increased in severi-
ty becoming cyclic and uncertain (Haynes 2006). 

The small size of the island made emergency management problematic.  
There were major issues associated with the disaster response. Some issues recog-

nised as leading to the lack of preparedness for the disaster were the following: 
Limited corporate learning; the rotation of government every 3–4 years with 

limited support staff reduced the capacity for the retention of corporate knowledge 
of scientific activities and disaster preparedness; difficulty in communicating a 
low-probability high-consequence event.  

Many of the authorities and public held an inflated belief in the predictive pow-
ers of the scientists to provide accurate and timely warnings and reduce the uncer-
tainty associated with the volcanic activity. 

3.6.1 Geospatial information creator  

Volcano hazard maps must be created at two levels. Firstly a map providing an 
overview of volcanic activity would represent the active volcanoes and the areas 
being monitored. Secondly more detailed maps could show areas which may be 
impacted by ash or pyroclastic flows along with evacuation routes and assembly 
points. 

Volcanologists cannot forecast the exact forces and geographic impact of an 
eruption and hence hazard-zone maps must accommodate this high level of uncer-
tainty (Hayne 2006). 

To maintain this role the cartographers needs to remain at the forefront in terms of 
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3.6.2 Geospatial information users  

Predictive modelling and scenario mapping are tools available to the user. Such 
information must be combined with local knowledge relating to infrastructure, 
likely flow paths, escape routes, safe areas and impact zones. A cartographer can 
model data and produce excellent graphical representations of phenomenon. The 
next step is the critical one and that is relating the model outcomes to reality. Nat-
ural processes are complex and models can only use a limited number of parame-
ters to mimic a process. The uncertainty and imprecision associated with models 
of volcanic activity should be discussed at any forum where predictions and scena-
rios are presented. Such user feedback will allow the cyclic revision of the carto-
graphic products to make them more information rich and usable by the targeted 
community. 

3.6.3 Summary 

Information support systems associated with volcanology need to have built into 
them the consideration of the social demands that may be encountered in a volcan-
ic crisis and be flexible enough to be adapted to specific situations. 

During a long-running crisis it is important to continually update and renew 
education and outreach activities using innovative techniques. 

Risk communicators need to mix and match communication methods to suit the 
audience and must have confidence to relinquish some responsibility for decision 
making to those at risk. 

4 Discussion 

Humans are skilled at distilling important aspects of their environment and are 
trained, from an early age, to recognise patterns and analyse structures (Burrough 
and Frank 1995). Consequently today’s emergency management teams build on 
this base level training and look towards computer databases to provide them with 
those data suitable for the production of spatial information related to natural dis-
asters. The difficulty here is that decision makers may rely too heavily on the spa-
tial database system to provide them with an appropriate approach to take. A poor-
ly formulated problem description and methodology will result in poor outcomes. 
A computerised decision support system may provide easy access to a large vo-
lume of data but for most applications cannot be considered as a substitute for 
sound problem formulation undertaken by the modeller. After the problem has 
been carefully formulated conceptually the creator of the database must decide 
what features are important and what useful characteristics can and will be re-
tained. Knowledge from those with expertise related to a particular natural disaster 
is required as input and an understanding of how to present the data in computer 
compatible form is required. According to Goldstein and Goldstein (1978) facts 
selected are usually based on some preconception or past theory which guides us 
as to what is important and what is not. A cartographers must consider first the
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information which is appropriate to aid emergency managers and victims during 
and after a disaster and consider their own professional needs last. 

5 Concluding comments 

We map natural hazards in our belief that the underlying science provides us with 
a suitable level of geographical certainty associated with the location and perhaps 
the temporal nature of the hazard. Sometimes this proves effective and yet at other 
times the mapping fails dismally. Random events, such as lightning strikes, cannot 
be mapped because of the geographical uncertainty associated with the event 
(Monmonier 1997). Fault lines associated with earthquakes can be mapped but the 
temporal nature and the intensity of an event cannot be mapped to the same degree 
of certainty. 

Considerable changes in approach to hazard mapping have resulted in changes 
to what is expected and required from those working in the cartographic sciences. 
Rapid changes in technology, the growth of internationalism in trading, an in-
creasing awareness of, and need for, digital data in various formats and a move 
towards more formalised data transfer standards, have been dominant factors in 
this forced change. This has meant that the cartographer's role has changed from 
that of basic hazard map production, to that of being a producer of customised 
geo-information products, these  geo-information products being appropriate map 
depictions of various types of hazard on a variety of spatial and temporal scales. 

This change requires that cartographic education must also be adaptable and 
responsive to changes in technology and employment opportunities, recognising 
the blurring of traditional professional boundaries and encouraging the student to 
become a self-motivated learner, capable of changing and growing. To achieve 
these goals requires a shift in the teaching of the cartographic sciences, in the way 
that the subject matter is both approached and presented. 

The huge increase in the use of geo-information for all types of decision mak-
ing means that more than ever, the cartographer must be able to supply the user 
with the information that they need, in the format that they require it. Implicitly 
then, the cartographer's role does not end with map production but with making 
sure that the users are getting the most appropriate information. This includes pro-
viding the necessary information on data accuracy, not only on the data set as a 
whole, but also about local anomalies in data quality and mismatches between data 
sets. Knzel’s experience with mapping for rapid response, while responding to the 
Pakistan earthquake in 2005, was that the quality of map content varied with dif-
ferent maps; conflicting administrative boundaries occurred, place names differed 
on different maps and maps had different geographic reference systems (Knzel 
2006). There is obviously a need for more education in techniques of data quality 
analysis and visualisation. 

Maps not only help people to decide what to analyse, they also support people 
in formulating decisions on issues with a spatial impact and help to communicate 
these decisions. In the past, cartographers have placed too little emphasis on these 
aspects of decision making. The common function of maps produced for educa-
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tion, orientation and navigation, management, monitoring and scientific analysis is 
the act of decision making based on spatial information. Maps are documents, still 
images or animations that support this decision-making process and should there-
fore be produced in a format that enables and sustains such processes. This calls 
for specific designs that allow for the possibility of maps being produced quickly 
and quasi-automatically by the decision maker. This, in turn, calls for education in 
building and updating databases and accessing and using databases in a way that 
quality information may be derived from them. 

Hazard mapping relies heavily on evidence of prior performance which leads to 
refinement of the cartographic products. Direct observation of the phenomenon on 
the ground and after the event can assist cartographers to refine the maps and 
models they create. New approaches test the technical skills of the cartographers 
but also allow their creative side to find a place to shine. Simulation of past events 
can be used to generate discussion on the portrayal of particular phenomenon and 
this questioning should be encouraged and acted upon so that cartographers re-
main at the forefront of mapping for early warning and emergency management.  
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Abstract 

A multidisciplinary approach is key element in current emergency management 
research. This chapter illustrates issues of defining, formalising, and visualising 
geodata content within emergency management and combines them with process 
modelling and procedures analysis. We compare existing US and EU attitudes in 
emergency management organisational and geoinformation needs and analyse the 
situation within the Czech Republic. Because of the overall complexity of emer-
gency management, the solution is proposed for a specific scenario dealing with 
traffic accidents and the transportation of dangerous substances. We answer the 
following questions: Who are the main actors within this scenario and what roles 
do they play? What geoinformation must be delivered in order to successfully 
complete the emergency response? Which geovisual techniques are appropriate? 
We propose adaptive cartographic representations based on an analysis of user 
roles and types of emergency situations.   

1 Introduction 

The field of emergency management (EM) usually divides any situation into four 
components (phases) that roughly correspond to the before (termed preparedness), 
during (termed response), and after phases (recovery) of any particular event. The 
last but not least mitigation phase has to do with minimising the effects of possible 
disasters by mandating policies and regulations that will lessen the effects of a hy-
pothetical disaster.  

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_23, © Springer-Verlag Berlin Heidelberg 2010 
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Many approaches have been proposed to develop a geoinformation-driven sys-
tem for disasters; these concentrate primarily on the response phase. This phase 
deals with the immediate aftermath of an emergency, including the mobilisation of 
relief agencies, the delivery of aid and the provision of medical care. In the Czech 
Republic, there exists a common will to develop effective information support at 
all levels of EM. Geoinformation and process support at the tactical level and di-
rect visualisation and updating of geoinformation in the field could simplify the 
decision-making process of an intervention commander and raise the quality of 
work of the Integrated Rescue System.  

One of the important questions raised by the Committee on Planning for Catas-
trophe and National Research Council (NRC 2007) is how we can effectively pro-
vide assistance to those who have been affected, through the development of a 
common operating picture and common situational awareness shared by all emer-
gency responders. Geospatial requirements and gaps identified in the response 
phase by the Committee on Planning for Catastrophe and National Research 
Council (NRC 2007) have been partly addressed within the scenario ‘Transporta-
tion of dangerous goods’ proposed in 2006 by Talhofer et al. (2007) and further 
developed in 2008 in a focus on verifying the dynamic geovisualisation proce-
dures for communication reports to and from the field.  

The aim of this chapter is to propose a complex geoinformation attitude for 
supporting decision making in the response phase of EM. Our proposal combines 
adaptive mapping that reflects the geospatial needs of EM users (what will be 
visualised and how depends on the particular activity in the specific emergency 
situation and the geoinformation skills of the user) and process modelling that 
controls the run of tasks within the activity for which the user is responsible.  

The chapter is structured as follows: Section 2 discusses wider research frame-
works for emergency management support, analyses activities within the inte-
grated rescue system, and introduces the visualisation principles of adaptive map-
ping. Section 3 describes the selected case study and geoinformation needs during 
the response phase as a process model. Section 4 deals with the direct geovisuali-
sation support of the intervention commander within the field activities, the meth-
odology and standards used to deliver the solution. Section 5 concludes on our 
preliminary results and proposes further research directions. 

2 Principles of emergency management  

The organisation of emergency management as well as the system of civil protec-
tion varies between the EU and US. However, there are still important commonal-
ities. The nature of emergencies means that all levels of government (federal, 
state, regional, local) and all sectors of society are responsible for dealing with 
them (NRC 2007, Diehl et al. 2006). There generally exists a ‘bottom up’ ap-
proach for requests for resources support that travel upward until appropriate re-
sources are ensured and the incident stabilised. Thus, most emergency incidents 
are responded to at the local level. On the other hand, each country has different 
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legislation, procedures, and obligatory documents to be followed within the EM 
process. There also exists no universal terminology within EM, not only interna-
tionally but even within the agencies across all government levels. 

The following paragraphs describe the principles used in civil protection in the 
Czech Republic that are valid for designing the elaborated case study. Civil Pro-
tection is a set of prepared measures that are realised during Extraordinary Events 
(EE) and Crisis Situations. These measures are executed by components of the In-
tegrated Rescue System (IRS). The IRS is a legally specified, open system of co-
ordination, cooperation, and modelled cooperation, procedures. In the case of an 
Extraordinary Event, the IRS components realise Rescue and Liquidation Works 
(RaLW), resp. Civil Protection. In order to conduct the RaLW, there must be 
Forces and Means (FaM), e.g. sources of manpower, tools, technical equipment, 
and powers (competence), i.e. qualification for various activities within the RaLW 
given by law. The basic aim of the IRS is to integrate facilities of all actors who 
should participate in the RaLW. There are basic and other IRS components (i.e. 
actors) (Table 1).  

Table 1. Actors in the integrated rescue system of the Czech republic 

Basic IRS Components Other IRS Components 
Fire Rescue Corps of the Czech Republic (FRC) 
Fire Prevention Units (FPU) 
Police of the Czech Republic (PCR) 
Medical Rescue Service (MRS) 

Army of the Czech Republic 
Armed security corps (except the PCR) 
Other rescue corps (except the FRC) 
Public health authorities 
Emergency, profess. and other services 
Civil Protection facilities 
Non-profit organisations and civil associations, etc. 

 
Basic IRS components are responsible for permanent emergency phone call re-

sponse (numbers 150, 155, 158, and 112), evaluating the event and immediate in-
tervention. Other IRS components are used when the basic IRS components are 
not sufficient for RaLW. All of the IRS components are registered and their coop-
eration is set by the IRS Alert Plan. 

Coordination is done on three levels, tactical, operational, and strategic (Šafr 
2008), and is corresponding with the generic levels as defined by ORCHESTRA 
(2008).  

The strategic level of the RaLW management is realised by standing or tempo-
rary coordinating authorities of the administration, region commissioners and 
Ministry of Interior – General Management of the Czech Republic Fire Rescue 
Corps.  

On the operational level, permanent coordination and cooperation within and 
between individual IRS components takes place; this includes operational centres 
of the basic IRS components (FRC, PCR, and FRS) and dispatching centres, 
standing services, and oversight centres of distributive and emergency services. 

2.1 Coordination of activities within the emergency  
management system  
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The operational and informational centre (OIC) manages cooperation within the 
RaLW with IRS documentation (e.g. IRS alert plan, emergency plan of the region, 
water sources survey, Model Action Activity of the IRS Components at the Com-
mon Intervention). The responsibility of the OIC includes securing the activities of 
the intervention commander, coordinating higher level activities, citizens’ warn-
ings, exchange of information, etc. Current geospatial support on this level is de-
scribed in Pilný (2008). 

The tactical level includes activity coordination at the place of intervention and 
cooperation of IRS components. The intervention commander proclaims the ap-
propriate level of alert, which predetermines the needs of the FaM for the RaLW. 
In simple cases, the intervention commander coordinates the FaM alone. In cases 
requiring time-consuming and complex cooperation, the staff of the intervention 
commander is established. Its members are the IRS component leaders and even-
tually experts or assistants of cooperation units. In cases that are too complex or 
require large-scale intervention, individual sectors are set and sector commanders 
are nominated. The intervention commander organises the RaLW based on con-
sultation with IRS component leaders; he or she also follows the document ‘Model 
Action Activities of the IRS Components at the Common Intervention’. This level 
is currently missing any direct geospatial support for field activities. 

3 Adaptive mapping 

The adaptation of geographic information (GI) can be seen as an optimisation 
process that enables the provision of objects of high utility that satisfy a user’s 
current situational context (Erharuyi and Fairbairn 2005); this can be carried out at 
different levels – e.g. data, communications, and task-specific levels. For example, 
GI can be adapted to a special format, adapted for transmission over a wireless 
network, adapted to a specific device etc. Geographic information is produced and 
used by people to support better informed and faster decision making. However, 
this potential can only be exploited adequately if the purpose (tasks) for which the 
user needs the data is taken as an important intervening variable (operator) for the 
optimisation process. 

Adaptive maps have become a vital approach for modern cartography in gen-

bacher 2001; Wang et al. 2001). The principles of adaptation deal with the devel-
opment of so-called contexts. The context is a set of determinants identifying 
particular cartographic representations. If something happens around the map de-
vice, its context is changed and an appropriate visual representation is selected. 
The basic idea of adaptable maps follows the practice of map use. There, we can 
distinguish many attributes of map context and their impacts. The selection of 
these attributes is strongly related to the overall purpose of map representation. 
Table 2 describes selected attributes of context in EM.  

For context identification, a detailed analysis of the solved task is crucial. A 
generic description of the goal and necessary information is not enough. We need 

eral and map use in particular (see e.g. Erharuyi and Fairbairn 2005; Reichen-
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to know how the acting subjects perceive the reality. The same phenomenon may 
have a different meaning for a specialist who observes it than for people who are 
influenced by it. To handle such issues, we need detailed descriptions of the world 
views of crisis management actors and of specialists who create supporting data. 
Additionally, we need to create the necessary translation between these models. 
Questions of semantic translation within context visualisation in EM are discussed 
in Mulickova and Stachon (2009), while the metadata issues are described in 
Reznik (2008). In full accordance with Erharuyi and Fairbairn (2005), we believe 
that there is a need to refocus geographic information adaptation from a strictly 
technological to a more problem-based process, asking questions such as the fol-
lowing: What are the activities for which we use it? What are the tasks that consti-
tute an activity or phase in emergency management? What actions do we need to 
perform within a task? Geographic information is produced and used by people to 
support more information-rich and faster decision making, but this potential can 
only be exploited fully if it accommodates user expectations and decreases cogni-
tive overload.  

Table 2. Selected context attributes and how they influence the final map repre-
sentation. Adapted from Stanek et al. (2007) 

Context attribute Influence Expressed in 
USER  
- age 

Perception abilities Symbol complexity, size and 
use of colours 

USER  
- education 

Map content according to explicitness of  
representation (theme knowledge decreases  
demand of explicitness) 

Number, geometric type and 
meaning of features 

USER 
- map skills 

Complexity of representation (people more  
effectively use familiar representations) 

Symbology and selection of 
cartographic methods 

SITUATION  
- location 

Orientation in space (how familiar is the user 
with the place and how he or she can identify 
the distribution of phenomena) 

Topographic background and 
map face extent and  
orientation 

SITUATION  
- time/season  

Importance and validity of objects Symbol enhancement and ob-
ject selection 

SITUATION  
- accident type 

Map content  Feature and object selection 

ACTION  
- map purpose (task)  

Map content, importance of features Feature selection, object  
selection, feature symbolisation  

 
It is very important to understand the process of reading and understanding map 

representations in various situations (Stachoň and Šašinka 2009). Within the re-
search plan ‘Dynamic geovisualisation in crisis management’, various cognitive 
tests were undertaken; the results of the testing are being used to construct suitable 
maps for various situations. In addition, adapting the graphic user interface (GUI) 
is one of the present research topics, since users have different abilities to work 
with geoinformation technologies. 
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4 Case study 

The adaptive visualisation of geoinformation can be seen as a tool to support co-
operation on both tactical and operational levels. This chapter focuses on the tacti-
cal level of cooperation – activity of the intervention commander and decision-
making support during the organisation of intervention in the situation ‘Accident 
of vehicle transporting dangerous goods’. In a wider context of emergency man-
agement, we are focusing on certain gaps in geospatial needs that, according to 
NRC (2007), exist in the response phase: 
• Capability to track the location and characteristics of responders. 
• Fleet tracking systems that provide full resource locations in a dynamic context. 
• Integrated, location-based field data acquisition system linked to a central GIS. 

The principle aim of this research is a cross connection of adaptive visualisa-
tion and process modelling on the domain of emergency management. The pro-
posed solution has to do with the control of the intervention commander activity 
during the response phase of the accident of a vehicle with dangerous goods. The 
authors are aware of other attitudes that have been proposed and are often used in 
this area, like semantics-driven or ontology development (e.g. Klien et al. 2005, 
Tanasescu et al. 2007). However, this research aims at building the support in a 
different manner starting with a simple use case, identifying the main obstacles 
and possible bottle-necks for a more extensive implementation. 

4.1 Analysis of IRS activities and geoinformation needs 

While in the US there exists an office responsible for geospatial issues coordina-
tion (Geospatial Management Office – see NRC, 2007 for details), there is no 
equivalent within the EU.  

Users’ requirements have been investigated on three different levels of detail – 
on the EU level, several international projects (e.g. OASIS 2008, ORCHESTRA 
2008), and studies (e.g. Diehl et al. 2006) dealing with emergency management 
and geoinformation have been analysed and their results synthesised into the ge-
neric requirements level. A directed interview with a complex questionnaire has 
been further conducted within the public administration bodies in the Czech Re-
public, defining the current state of the art and main demands on geoinformation 
support in EM (Foltynova and Stachon 2008). Both US (NRC 2007) and EU 
sources (ORCHESTRA 2008; Diehl et al. 2006) agree that geoinformation needs 
vary across the disaster phases and hazard types. Therefore, key user requirements 
are usually divided according to the EM phase and into categories like require-
ments, current capabilities, and gaps to be solved. On the other hand, the local 
level geoinformation requirements for a specific use case (forest fire, flash floods) 
are usually described within the national procedures (Diehl et al. 2006) and can 
serve as a pilot implementation. 

The activities of the intervention commander were analysed using the docu-
ment Model Action Activities of the IRS Components at the Common Intervention, 
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which models the activity of the IRS component of Rescue and Liquidation Works 
with regard to the character of the Extraordinary Events. It defines the responsibil-
ity and activity of the involved units in nine different emergency situations, e.g. 
use of radioactive agents, aircraft accident. In order to analyse the activity of the 
intervention commander in the accident of vehicle with dangerous goods, the 
model situation finding item with suspicion of presence B-agents or toxins (Fig. 1) 
was used and modified for the case of a vehicle accident by analysing other IRS 
documents and based on discussions with experts. A few observations on Opera-
tional and Informational Centre were undertaken to gain deep knowledge about 
cooperation and coordination on both tactical and operational levels. 

 

 

Fig. 1. Place of an Extraordinary Event and its zoning by common intervention of 
IRS in the situation finding item with suspicion of presence B-agents or toxins 
(adapted from FRS 2006). In brackets are the names of map features defined for 
the use case 

4.2 Process support of the intervention commander 

The event ‘accident of vehicle transporting dangerous goods’ can be seen in com-
plex view represented by the UML (Unified Modelling Language) use case dia-
gram. The main purpose of the use case diagram is to find and document the mod-

for capturing use cases and does not directly relate to methodology. Diehl et al. 
(2006) used UML to model actors and the relations between them with respect to 
25 disaster management activities (e.g. traffic control and management, disinfec-
tion of vehicles and infrastructure, and clearing and evacuation) as specified in the 
Netherlands. They described and formalised selected measurements that might be 
needed if dangerous substances are released in different environmental conditions 
(air, water, soil, and surface). We are following a similar procedure where each 
use case is based on analyses of the EM procedures in the Czech Republic. This 
model is also applicable for EM in other states, but other actors and use cases 
would probably be administered.  

elled system requirements (Ludík and Ráček 2008). UML is only a modelling tool 
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The border of the modelled system is defined by the Czech Fire and Rescue 
Act. Everything else is considered to be the surroundings of the system. By ana-
lysing the activities within the event, an actor list is created containing different 
roles that are assigned to persons or subjects that use the modelled system. Ad-
dressed questions are ‘Who or what uses the system?’ and ‘Who or what commu-
nicates with the system? Identified actors are depicted in Fig. 2.  

Having understood the roles of the individual actors, it is possible to start creat-
ing use cases. A use case is perceived as the specification of the sequence of ac-
tivities that the system or subsystem can execute through interacting with external 
actors. Figure 2 illustrates five use cases in the main use case diagram as a result 
of grouping similar activities. Each use case can be specified by process maps 
(Fiala and Ministr 2007) incorporating and defining the activity sequences in the 
particular directives. A process is a set of activities arranged in parts that cre-
ates in a repeatable way a required output on the basis of one or more inputs 
(Hollingswort 1999).  

 
 

 

Fig. 2. The main use case diagram of an accident of a vehicle transporting danger-
ous goods. Actors are illustrated on the left and right sides 

To illustrate a process map, the use case called ‘organisation of intervention’ is 
processed. This directive controlled by the intervention commander consists of 10 
activities illustrated in the process map in Fig. 3. In this way, the process map of 
organisation of intervention is created.  

 

Organization of intervention 

Evaluation of intervention 

Decontamination of intervention 

Coordination of health care 

Closing of intervention 

Accident of vehicle transporting dangerous goods 

Operational and Informational Center 

Intervention Commander 

Medical Rescue Service 

Public Administration Bodies 

Integrated Rescue System 

Police 

Fire Rescue Corps 

Fire Prevention Units 

Public Health Protection Authority 
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Fig. 3. The process map of organisation of intervention. In grey are manual activi-
ties, in white are activities automatically supported by the system 

All modelled processes (process maps) are transformed to XPDL (XML Proc-
ess Definition Language) format (Hollingswort 1999), where the individual proc-
ess activities are assigned to the required geoinformation. The example of the re-
sultant relationship between geoinformation and process activities is shown by the 
CRUD matrix in Fig. 4.  

4.3 Geovisualisation support of the intervention commander 

Within the activities of the intervention commander, it is possible to identify spe-
cific tasks that are more or less spatially dependent and thus require geoinforma-
tion support. 

To judge what and how to visualise, it is necessary to decide what parameters 
will determine the context in which geographic information will be used. In order 
to simplify the case study, the following parameters were selected and populated 
to define the context: USER – member of Fire Rescue Corps, ACTION – organis-
ing of intervention, SITUATION – accident of vehicle with dangerous goods, 
DEVICE – TabletPC. Broadly, ACTION and SITUATION determine the knowl-
edge necessary for decision making and thus what to visualise. USER and 
DEVICE specify how to visualise this data, i.e. set the visualisation criteria.  

The process formalisation in the XPDL form specifies which geoinformation 
needs to be used and finds an appropriate way to process to. Subsequently, the 
processes and geodata are rebalanced using the CRUD matrix. The matrix shows 
which activities are executed in the process and which geoinformation is needed. 
In the particular matrix fields there are the following operations that can be ap-
plied to the map feature: create (C), read (R), update (U), and delete (D). The 
CRUD matrix is illustrated in Fig. 4, which also lists map features defined for the 
case study. The meanings of selected map features can be found in Fig. 1.  

The map features listed in the CRUD matrix (Fig. 4) pose so-called context 
specific map content that is visualised over the background of a topographic base. 
This BASETOPO is a set of topographic features that can be reused in other con-
texts. BASETOPO is defined at a few scale ranges – in the case study, the use of 
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BASETOPO for large-to-middle scales is expected. An example of visualisation is 
given in Fig. 5. 

 

 

Fig. 4. Part of the CRUD matrix of the use case organising of intervention. In 
rows are the map features and types of allowed operation (R-read, C-create), while 
in columns are the activities within the use case. The letters A, B, and C in the 
name of the map feature determine within which endangered zone (ZONE -A,-B,-
C) the feature is defined 

Within the framework of the research plan ‘dynamic geovisualisation in crisis 
management’, a contextual web service (SISSI) was developed to maintain adap-
tive mapping in a web environment. The contextual map service is based on Open 
Geospatial Consortium standards. A transactional Web Feature Service (WFS-T) 
is used for the bi-directional transfer of data and on-the-fly updating of the central 
database. The service is described in detail in Kozel (2007). 

 

 

Fig. 5. Map content and its visualisation within the activity ‘determination of entry 
area’. During this activity, the user creates the object ‘entry area’. The background 
shows BASETOPO on the large scale 
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5 Conclusion and further research 

The contextual web service based on previous process analysis and mapping has 
been used in the field experiment during which an accident of vehicle transporting 
dangerous goods was simulated and geoinformation support of the intervention 
commander tested. Nowadays there is no direct automatic connection between 
adaptive visualisation and process analysis. However, the fusion of both methods 
has helped to optimise the geodata visualisation rules and the amount of informa-
tion transferred. Future development will consider the CRUD matrix as a direct 
driver for contextual service automation and further development of other emer-
gency management use cases. The general research line here is in compliance with 
the directions for the future research and practice on EU emergency and crisis 
management as distinguished by Ekengren and Groenleer (2006). Multidiscipli-
narity, EU and transgovernmental level comparison, and fostering the direct coop-
eration of research and policymaking communities together built a wider EM re-
search framework. 

The described activities of integrated rescue system procedures are mainly lo-
calised within the Czech Republic. However, both the adaptive visualisation 
methodology and the contextual web service (SISSI) are generally valid, based on 
international OGC standards, and usable in the wider European emergency man-
agement framework. The combination of process analysis and adaptive geovisu-
alisation has the goal of improving the visual communication to and from the field 
and supporting the efficient delivery of appropriate geoinformation according to 
the context. Despite the achieved system interoperability of the proposed solution, 
limitations still exist. The diversity of methodological approaches reduces the 
comparability of information and makes it difficult for information to be consoli-
dated at the European level. The ‘Community approach on the prevention of natu-
ral and man-made disasters’ (EU 2009) published in early 2009 offers a strategic 
approach for disaster prevention and for the first time emphasises the importance 
of guidelines on hazard/risk mapping.   
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Perceptions of Various Cartographic 
Representations Under Specific Conditions 

Zdeněk Stachoň, Čeněk Šašinka and Václav Talhofer 

 

Abstract 

 
Maps are usually better abstractions of reality than other media and allow easier 
perception of included spatial information. This fact makes maps convenient for 
several specialised societal purposes, including emergency management and 
transportation, among others. 

It is very important to understand the processes of reading and understanding 
map representations during a variety of situations. There are significant differ-
ences in map use by various users. Differences can be caused by variations in car-
tographic method or lack of time. Therefore, specific situations need specific map 
representations. This article addresses the problem of testing the practice of read-
ing and understanding maps. The evaluation emphasises the externality of the test-
ing process, meaning that results cannot be based only on subjective opinions of 
tested participants.  

Results of the testing will be used for construction of suitable maps for various 
situations as well as the development of a software tool that will enable creation of 
standardised testing sets. Additionally, standardised research methodology will be 
developed to enhance exploration of cognitive map reading processes. Results are 
validated by statistical analysis tools using a combination of quantitative and 
qualitative methods.  

Fundamentally, this work provides insights into the processes of perception by 
different groups of users, allowing increased map information transmission effi-
ciency, especially important during crisis situations. 

  

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_24, © Springer-Verlag Berlin Heidelberg 2010 
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1 Introduction 

This chapter deals with the evaluation of perceptual-cognitive qualities of carto-
graphic products, in particular considering the potential influence of stressors that 
occur in the field of crisis management. We describe an experiment in which test 
subjects performed tasks using maps displayed on computer screens. The aim was 
to monitor not only the influence of alternative cartographic visualisation methods 
on achievement but also the overall behaviour of the test subjects throughout the 
experiment. The goal is to use the data acquired from observation of the testing 
process itself and from the research interviews for development of a standardised 
research method that will enable map evaluation in future. Interdisciplinary coop-
eration is necessary in this kind of research. Psychology concentrates on the inter-
nal environment of the human mind and the factors that influence mental proc-
esses. Cartographers are specialists in maps – representations of the external 
environment – and are interested in how people are able to work with their prod-
ucts.  

2 Stressors and cognitive processes 

The influence of acute stress on cognitive processes has been verified in many 
studies. Recent work has focused on deep understanding of stress mechanisms and 
their influence on particular cognitive functions, such as memory, attention and 
decision making (see Gohm et al. 2001, Slobounov et al. 2000, Zeelenberg et al. 
2006).  

Vedhara et al. (2000) explored the relationship between acute changes in corti-
sol and memory and attention in the context of an acute naturalistic psychological 
stressor. They observed a significant improvement in a short-term memory task 
associated with a reduction in cortisol levels, whereas significant declines were 
observed in tasks measuring selective and divided attention and in the primacy ef-
fect1. No significant differences were observed in a task measuring auditory verbal 
working memory. In an experiment by Dror et al. (1999), participants under time 
pressure were more conservative at lower risk levels but were more prone to take 
risks at higher risk levels. These and other studies provide information on the ef-
fects expected during map work conducted under stress. However, these discover-
ies cannot be applied directly to perception of cartographic products since a map is 
a complex piece of information. It cannot be decomposed into parts, and the indi-
vidual cognitive functions involved in map reading cannot be observed separately.  

                                                           
1 The primacy effect is the tendency for the initial stimuli presented in a series 

to be remembered better or more easily and to be more influential than those 
presented later in the series. 

Hammond (2000) distinguishes two groups of stressors. Exogenous disruptions 
are those that arise from outside the system, for example, fire, noise, heat, and in-
terruptions from external physical breakdowns. Endogenous disruptions are those 
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that emerge from the task situation itself. Examples include time pressure or a 
computer program with bugs. Inadequate map representations and GIS systems 
used in emergency situations can be endogenous disruptions that eventually in-
crease the stress level of the user. 

Emergency situations are characterised by high dynamics, complexity and un-
certainty of cues. Participants have responsibility; their wrong decisions can 
worsen the situation and can have fatal and irreversible consequences. These indi-
viduals almost always work under time pressure and stimulus overload.  

Stressors are events that provoke stress. What will be perceived as a stressor 
depends on the personality traits of participants. Gohm et al. (2001) investigated 
the role of emotional experience and understanding in acute stress situations for 
fire fighters. They assessed the relationship between three individual difference 
variables (clarity, attention and intensity) and cognitive difficulties under acute 
stress. 

Bourne and Yaroush (2003) introduced three methods that can be used to 
measure stress effects: Neuro-physiological measures (for example, EEG patterns 
or cortisol in the saliva of human subjects), self-reported measures (interviews and 
questionnaires) and performance or behavioural measures.  

The most appropriate method for measuring stress during work with maps ap-
pears to be a method that provides objective data during the course of the entire 
experience. The SOM Biofeedback 8000 device measures EEG, temperature, 
pulse, skin resistance and respiration frequency simultaneously while participants 
work. The advantage of this technique is that the baseline values of test subjects 
can be measured before the test for subsequent comparison with the values ob-
tained after exposure to various kinds of stress. As a result, we can evaluate the 
physiological responses associated with various stressors. More importantly, we 
are able to concurrently monitor and record the achievement of the map work and 
the physiological correlates associated with the task. Measurements of experi-

By using this method for experimental evaluation of cartographic products de-
signed for crisis management, we can evaluate how a stressful situation impacts 
performance during work with maps and how various cartographic products con-
tribute to the stress experienced (i.e., whether the cartographic products cause en-
dogenous disruptions). 

                                                           
2 The settings of the experiment must approximate the real-life situation that is 

under investigation. 

enced stress can thus be assigned to various critical moments. The disadvantage of 
this method is that subjects must be connected to the device throughout the 
experiment, which restricts movement to some extent and thus reduces the eco-
logical validity2 of the experiment. The use of this device demands very special 
conditions (e.g., a stable microclimate), and the preparation of the participants is 
time-consuming. 
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3 Spatial information transmission 

Maps represent one of many possible ways of spatial information transfer. The 
amount of information transferred by maps can be evaluated using cartographic 
theories. The precursors to cartographic theories were developed in the 1960s 
when information and communication theories were published (Pravda 1990). One 
theory still being developed is the language theory, which describes maps as a 
special type of language. The language theory was elaborated in detail by Bertin 
(1967) and Pravda (1990). The process of information transfer was described by 
Kolá ný in 1968 (see Fig. 1). 

 

 

Fig. 1. Information transfer as described by Koláčný (1968)  

Koláčný described the process of map creation and the transfer of information 
as a straight line from cartographer to user. Communication is provided by the 
map through map language. Stress factors can be represented by psychology (per-
sonality) and external stimulation. The theory of map communication was subse-
quently further developed by numerous authors (e.g., Morita (2004), Slocum 
(2005)). Essentially, the process of information transfer from map to reader is 
expected to take place on several levels, especially under stress conditions, and 
can be considerably influenced by cartographers through understanding of this 
process.  

The process of information transfer from cartographer to reader was described 
to show where potential loss or distortion of information can be expected. A map 
is a simplified representation of reality that can be misinterpreted. Therefore, iden-
tification of potential problems with information transfer is very important. Com-
parison of complete and accurate information about the external environment with 
results of experimental map use can provide information about the cause and ori-
gin of misinterpretation. 
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4 Psychological perspectives on geovisualisation 

we need to understand the structure of the external environment to be able to un-
derstand and evaluate internal cognitive processes and the resulting human behav-
iour. Various situations initiate differences in ways of thinking. Hammond devel-
oped this concept further, forming the cognitive continuum theory. He argues 
(Kostroň 1997) that cognition oscillates between two extremes in accordance with 
the nature of a perceived problem. Pure intuitive and pure analytic judgements are 
the two extremes of how we can deal with the problem. Intuitive judgement is 
characterised by high levels of information processing and by low levels of both 
awareness about the process and knowledge about the situation. Analytic judge-
ment is the opposite. This distinction means that in a given situation, one type of 
judgement is expected to produce better results than the other. A financial audit is 
a typical task relying on analytical judgement, while piloting an aircraft in an un-
usual emergency situation is an example of intuitive judgement. 

A map has two qualities. First, it is an abstraction and a representation of an 
environment that offers some additional information: cues to the user for problem 
solving. Secondly, a map is an environment in itself with a specific structure, and 
the user has to understand and decode this system to find the required information. 
Users can be expected to reach higher achievement levels when the structure of 
the map corresponds to their cognitive styles3 and/or to the structure of the whole 
situation (Fig. 2). 

 
  

Fig. 2. Interaction of the three main variables involved in map reading 

                                                           
3 Cognitive styles were described as developmentally stabilised cognitive con-

trols that are relatively invariant across situations (Sternberg and Zhang 2001). 
Cognitive style describes the way individuals think and perceive information or 
their preferred approach to using such information to solve problems. 

Egon Brunswick argued (Dhami et al. 2004) that psychological processes are 
adapted to environmental properties. He emphasised (Figueredoa et al. 2006) that 
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Brunswick also shows in his lens model4 how humans use directly perceived 
cues from the environment to make assumptions about invisible phenomena. For 
example, an internist may assume that an invisible agent (virus, bacterial infec-
tion) causes the symptoms of an illness that he perceives directly. 

When a cartographer chooses a method of spatial data representation or creates 
an iconic symbol, he chooses which features best represent the object based on his 
own experience. He also needs to know if these cues will be valid for recognition 
of this object by future users (c.f. Fig. 1). For example, a cartographer may believe 
that a cross symbolises an ecclesiastical building, but a user may find a lofty tower 
a better representation. 

5 Methodology 

Our research addressed two goals. The first was to explore possibilities and meth-
ods of testing map usability. We are currently using these results to develop spe-
cial map-testing software. The second goal was to test hypotheses about the influ-
ence of three different map representations on perception. 

We anticipated that different map representations would influence the process 
of cognition. In particular, we assumed that a dot map would stimulate intuitive 
thinking more than a choropleth map or a simple bar map because a dot map of-
fers information about quantity in a form that is not readily decoded. We further 
hypothesised that only the choropleth representation would lead to ambiguity in 
the process of reasoning without a legend. The dot map and simple bars both offer 
cues that are closely associated with concrete physical experience: the number of 
dots or height of the bars represents quantity. On the other hand, a choropleth map 
uses colour as the cue. Following Brunswik’s theory, this means the cue has a 
lower level of ecological validity; quantity is not naturally characterised by colour. 

5.1 Test participants 

The test was conducted for 74 participants aged between 10 and 41 years. Results 
from 59 participants (36 males and 23 females) were used in the statistical analy-
sis. The others were tested under specific conditions, such as teamwork. The test 
subjects were volunteers chosen from visitors at a public event called ‘European 
Researcher’s Night 2008’. They were informed about the goal of our research. 

                                                           
4 The theory assumes the perception of distal and uncertain events (phenomena) 

is dependent on a process of inference from immediately observable (proximal) 
cues.   
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5.2 Structure of the test 

The test consisted of three variants, each using a different cartographic method. 
Variant A used a choropleth map, variant B used a dot map and variant C used 
simple bars. Each variant consisted of five simple and short tasks in which partici-
pants were asked to mark requested areas on maps displayed on a PC. We used 
two types of research methods. Nomothetic methods provided information about 
causal relationships between variables and statistical analyses showed the extent to 
which two variables were correlated. The advantage of using nomothetic methods 
is the ability to survey a large number of subjects with relatively low cost. The 
primary disadvantages of nomothetic methods are that we are only able to study 
a limited number of variables and the method is completely insensitive to any 

In the first task of the test, test subjects were given a simple map without a leg-
end. The participants had to determine the location of highest intensity of a given 
phenomenon. The second task was the same but this time with a legend. The third 
task required participants to mark a concrete value according to the legend. The 
fourth and fifth tasks also involved determining concrete values using the legend, 
but with additional phenomena included on the map (one additional phenomenon 
in task 4, two in task 5). Figure 3 shows examples of tasks 3 and 4. 

other variables. We measured the correctness and quickness of the answers. Idio-
graphic methods allowed us to better understand the behaviour of test subjects 
during the tasks. We were able to record unusual (infrequent or unexpected) 
phenomena using this method. The disadvantage is that it is difficult to general-
ise data acquired in this way. During the group work on the tasks, we used un-
structured observation.  
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Fig. 3. Example of maps showing task 3 of test variant B (top) and task 4 of test 
variant C (bottom) 

Communication between participants during the test was observed and re-
corded. Some additional interviews with individual participants were also con-
ducted. The participants were asked questions in certain cases, for example what 
happened when they failed, why they chose certain areas, how they perceived the 
task or what they found difficult and why. 

6 Results 

6.1 Examples of qualitative analysis  

Qualitative methodology is often used in pilot studies to provide deeper under-
standing of issues and to choose variables to be subsequently monitored by nomo-
thetic methods. Qualitative researchers aim to gain an in-depth understanding of 
human behaviour and the reasons that govern such behaviour with survey ques-
tions asking ‘How?’ and ‘Why?’. Our goal was to use both methods concurrently. 
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We used the qualitative method as a supplement to the quantitative analysis in or-
der to better interpret our data. We also used qualitative methods for meta-analysis 
of the research process itself. The aim was to evaluate the possibilities and restric-
tions associated with our research design for future development of automated 
testing software. We obtained additional data using idiographic methods. 

Our qualitative observations allowed us to determine that some participants 
counted the single points to find the correct area while others only tried to estimate 
the density, as evident in the following conversation: 

Participant 1: ‘Don’t lose time with the counting!’ 
Participant 2: ‘I have to count it.’ 
Participant 1: ‘That’s useless, you should just guess.’ 
The participants had no legend at their disposal in task 1. We hypothesised that 

some participants would mark the brightest area in the choropleth map (variant A) 
as the area with the highest quantity of the given phenomenon. We also expected 
that most of the participants would automatically choose the darkest area. The fol-
lowing conversation gives an example of the former hypothesis: 

Participant 3: ‘What are you waiting for? Mark this area!’ 
Participant 4: ‘But it could be the white one, too.’ 

6.2 Statistical analysis results 

Objective evaluation of perception of different cartographic methods is needed. 
The first data we collected was the time necessary to accomplish the task. Variant 
A provided organised information; therefore we expected the quickest perform-
ance with this type of map. In general, time to complete a task increases with the 
complexity of the task. The shortest times were found for variant A (choropleth 
map), except during task 1. Because there was no legend in task 1, participants 
had to decide whether darkness or brightness signified intensity. Variants B (dot 
map) and C (simple bars) showed times that were longer but in most cases compa-
rable to those from variant A. Exceptions were task 1, with significant differences 
in standard deviation, and task 3, with significant differences in average time to 
complete the task (Fig. 4). 

                
 

Fig.  4. Average time needed to accomplish the tasks 
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Figure 5 shows the percentage of wrong answers in each task. Task 2 was not 
included because of ambiguous determination of correct answers. 

We tested for the homogeneity of two binomial populations (see Table 1). Val-
ues below 1.96 (p < 0.5) indicate no significant difference in achievement between 
the three tested map representations. 

Task 1 was very simple, so there was no significant difference between vari-
ants. High differences between variants were found in tasks 3, 4 and 5. Variant A 
had the lowest error rate in all cases. The time needed for accomplishing the task 
was not involved in this evaluation. 

 

Fig.  5. Percentage of wrong answers 

Table 1. Comparison of error rate between variants of the test 
 Comparison of A & B Comparison of A & C Comparison of C & B 
Task 1 0.91  0.94  0 
Task 3 0.72  6.07  1.99  
Task 4 4.77  1.99 2.18  
Task 5 8.92  1.49 2.18  

 

 
Table 2. Percentage of correct answers between variants B and C 

 B (%) C (%) Comparison between C & B 
Task 1 38.9 89.5 3.22 
Task 4 16.7 33.3 1.00 

The next step was the comparability analysis. Table 2 shows the difference in 
error rate between variants B and C using the percentages of correct answers for 
tasks 1 and 4–absolute maximum. We again tested for the homogeneity of two 
binomial populations. Results show significant differences between variants in 
task 1. 
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7 Conclusions and further research 

The results from Chap. 6 validate the expectation of high levels of achievement 
using choropleth maps (variant A), except when a legend is absent (task 1). On the 
contrary, using this method can misrepresent the real distribution of a phenome-
non. Comparison between variants B and C showed differences in the ability of 
participants to find absolute numbers, with variant C being advantageous. The re-
sults also indicate that the concrete applied map method can very strongly influ-
ence human perception and mental representation of a situation. Those findings 
correspond to the cognitive continuum theory mentioned in Chap. 4. Note, how-
ever, that the small number and heterogeneity of test participants may lead to er-
roneous conclusions and our results should be further verified. 

We believe that the combination of idiographic and nomothetic methods can 
eliminate the deficiencies associated with each method. Strong statistical data can 
be obtained from nomothetic methods, while idiographic methods can be used to 
simultaneously provide deeper understanding. Additional variables that would be 
lost by statistical analysis alone can also be explored. As an example, consider a 
test response where two districts were marked together instead of one district. If 
we had used only a nomothetic method, we would have evaluated it as a mistake 

There is a need for a special tool to use with this research design. Such a tool 
should be able to analyse achievements of participants immediately on completion 
of the test and then to choose the suitable individuals. These participants could 
subsequently be explored as representatives of different categories. Physiological 
correlates of the participants in the PC-based map tasks could also be measured, 
enabling observation of stress levels.  

The findings of this research are very important for software currently being 
developed that will be used for testing various map methods and their usability. 
Primarily, the results have shown that statistically significant disparities in per-
formance are associated even with very simple types of tasks (e.g., simple dot or linear 
markings) and thus testing software could be based on these types of tasks. Analysing 
the behaviour of test subjects during the experiment will allow us to optimise the user 
interface and presentation of stimuli in future testing programmes.  
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by the test subject. Our additional qualitative analysis, allowed us to discover that 
the border between the districts was covered with dots and that the ‘mistake’ was 
actually a consequence of the cartographic method. 
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Research of Students’ Cartographical Knowledge 
in Early Warning and Crisis Management  

Abstract 

European Union and other developed countries are discussing ways to reinforce 
their disaster response capacity. The wide activities portfolio is intended to 
improve the European civil protection response capacity. A European Disaster 
Response Training Network has been developed with high standards of 
preparedness, self-sufficiency and interoperability in order to increase the 
European level of training and scientific knowledge dealing with natural hazards 

1 Introduction 

Children need to understand and know how to work with cartographic materials in 
crisis management situations. At the same time, cartographers need to know if 
students know about early warning and crisis management (EW and CM), if they 
know certain definitions. They must also know whether students know how to 
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Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_25, © Springer-Verlag Berlin Heidelberg 2010 

Temenoujka Bandrova, Milan Konecny and Monika Rusnakova 

and disasters issues (COM 2008). We suppose that the fundamental way to 
sustainably improve the training process should involve education and preparation 
tailored to different levels of schools. In order to accomplish this, we must first 
know the level of knowledge, understanding, skills, ability and preparation of 
students for crisis situations. This chapter describes the results of an investigation 
of the possible response of students for early warning and crisis situations as re-
gards their cartographical knowledge. The study was conducted in four Euro-
pean countries: Austria, Bulgaria, the Czech Republic and Slovakia, among three 
student groups: 12–13-year-old students in secondary schools, 17–18-year-old 
students in high schools and university students. We present the study and analys-
es of the results based on questionnaire investigations. Using these, we draw con-
clusions about the students’ knowledge and preparedness for crisis situations. The 
study clearly shows that mapping and cartography can greatly help these youths. 
To achieve this, cartographers should use the students’ ideas in map design. 
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behave, use spatial geographic information, orient themselves, work with maps in 
crisis situations and read and understand special symbols. Furthermore, carto-
graphers must learn how students learn and understand each of these concepts. We 
recommend using students’ ideas in the future development of symbol systems for 
map compiling in the case of early warning and crisis management. Cartographers 
must make an effort to be closer to their users and recognise real needs. We at-
tempt to do this using questionnaire-based experimental work in three user groups 
in four countries: Austria, Bulgaria, the Czech Republic and Slovakia, with a total 
of 210 students (see Table 1). 

The results of the questionnaire experiments will help teachers and professors 
of geography, cartography and GIS to prepare their students for crisis situations. 
Negative responses or misunderstandings can point out the need for lessons 
with information on certain topics. 

Only a few researchers have investigated the role of cartography for children in 
the context of early warning and crisis management. More children-related re-
search can be found in environmental sustainability and education areas. For ex-
ample, Taylor et al. (2003) investigated the views of primary and secondary teach-
ers about sustainability education in New South Wales. Other studies are directed 
at children’s understanding of object presentations on maps (Bandrova and Deleva 
1998), gender comparisons for understanding and extracting information from at-
lases (Bandrova and Nikolova 2005), and students’ knowledge of maps (Bandrova 
and Nikolova 2000). All of these studies aim to connect cartographers and child-
ren and to find a way for these studies to help cartographers to make maps more 
attractive and understandable to children. We conduct similar research on a de-
tailed subject connected with EW and CM: how cartographers can help children 
and students in disaster situations to make their lives safer and minimise damage 
using maps created for these purposes. 

The cooperation between two ICA (International Cartographic Association) 
commission/working groups on cartography and children and on cartography for 
EW and CM has led to several important steps: maps for natural disasters in 
school atlases were published, standards for the colours of disaster representations 
on maps were proposed and a classification of natural hazards and disasters was 
completed (Konecny and Bandrova 2006). The research presented in this chapter 
is a continuation of these studies. 

2 Background 

Disasters are happening in all four countries within this study; they are sometimes 
similar, sometimes specific to the region. The flood protection practices in Bulga-
ria comprise a range of activities, more or less intensive in different regions, de-
pending on the level of flood hazard. Other natural hazards in Bulgaria are earth-
quakes, landslides, forest fires and avalanches. It is difficult to say which disaster 
is most frequent, floods or earthquakes. The total number of disaster events in 
Bulgaria is shown in Fig. 1.  
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Fig. 1. Number of crisis events in Bulgaria in 2003, 2004, 2005, 2006 and 2007 

Reading many studies in the field of cartography, it is clear that non-
cartographers, students and children should be educated in different cartographic 
subjects related to thematic mapping and special cartographic topics related to ex-
tracting information from maps quickly and easily. This can be seen in informa-
tion brochures distributed by the UN (Anderson and Innes 2008, Anderson and 
Vasconceilos 1995) and in many other scientific studies. The conclusions confirm 
that people are not sufficiently educated in how to use maps, what to do and how 
to behave when a disaster happens. The systems for EW and CM have just started 
to be developed; the responsible organisation is the Ministry of Emergency Situa-
tions. The emergency telephone number 112 started to work in the country during 
the last year. 

In Austria, the most frequent disasters are avalanches and floods. However, Stau-
dinger and Lehner report in MeteoRisk (www.meteorisk.info) that storms, lightning, 
hail, flooding snowstorms, avalanches, arctic cold, icy streets, extreme heat with 
chronic water shortages and forest fires comprise additional dangers. This is a very 
good example where the EU regional programme covers the Alpine countries Aus-
tria, Germany, Italy, Slovenia and Switzerland. In the provided website we can see 
online maps that are designed in EU standard colors for EW and CM (Bandrova and 
Konecny 2006). Staudinger and Lehner in their published brochure in 

 

www.meteorisk.info show symbols and texts describing the current weather hazards 
(Staudinger and Lehner). The warning levels are precisely calibrated for the differ-
ent climatic regions. For example, the emergency level red is reached after 20 cm of 
fresh snowfall in cities, but only after 60 cm in the mountains. The provided infor-
mation is clear and readable for users using international standards and associated 
symbols. This could be a good example for other regions in the EU for preparing ne-
cessary public information in EW and CM. No similar brochures or maps exist in 
Bulgaria, the Czech Republic or Slovakia. 
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In the Czech Republic and Slovakia, the most frequent disaster is flooding. 
During August 7–16, 2002, Prague was plagued by a disastrous flood, during 
which the level of culmination and maximum flow rate and seriousness were the 
biggest in the history of Czech floods. The flood originated from two waves of 
extremely intensive rainfall on the 7th and 11th of August. Sixteen people died, 
225 000 of citizens were evacuated and the overall flood damages reached 
3.5 billion €. Other dangerous meteorological phenomena include exceptionally 
strong extratropical storms connected with extremely strong rainfalls and drai-
nage. The worst of these in the Czech Republic were the storms Kyrill in January 
2007 and Emma in February 2008. The maximum wind speed during Kyrill was, 
e.g., 60 m/s (220 km/h) in Sněžka and 47.4 m/s (170 km/h) in Dukovany. Kyrill 
was the worst natural disaster in Europe since 1999. The death toll in Europe was 
47, out of which 4 were in the Czech Republic. The direct damages in Europe 
were 4 billion EUR, 80 million in the Czech Republic. Emma caused less damage: 
14 Europeans died, out of which 2 were in the Czech Republic. Damages in the 
energy industry in the Czech Republic were approximately 50 mil. EUR, which is 
more than during Kyrill, but damages to forests and public property were only 
one-third those of Kyrill. 

Floods in Slovakia are very common, especially in the eastern part. The biggest 
flood took place in August 1998 due to extreme rainfall that raised the water level 

This detailed information shows that the responsible organisations gather all 
details of disasters after the fact, but we cannot find similar information before the 
disaster hits. One of the tasks of cartography is to gather, analyse and visualise the 
information that shows the existing disaster risk and to teach and prepare people 
for coming events. This could be one way to save human lives and reduce material 
loses. 

In 2008, 236, 000 people died worldwide as a result of natural disasters. The In-
ternational Strategy for Disaster Reduction (ISDR) U.N. organisation consultant 
and hazards expert Ben Wisner said there were an estimated 34 million children 
living in the 20 countries that registered the most deadly earthquakes during the 
20th century. Over 150,000 people died in the tsunamis, and at least one-third of 
the dead are children, according to the United Nation’s Children Fund (UNICEF). 
Because of so many disasters in all of the countries mentioned above and many 
children casualties, we decided to investigate the preparedness of children and 
students in crisis situations. The aim of the following experimental work is to un-
derstand more about students’ knowledge in the field of EW and CM and on this 
basis to make recommendations to teachers, cartographers and other specialists. 
The study can be considered a first step towards more fundamental research.  

of all the rivers. The water flowed with an estimated return period of 1000 years 
and involved the entire eastern part, especially the small village of Jarovnice, 
where 2 hours cloudburst killed 50 people. Flood damages there reached 
2.5 million. €. On September 19, 2004, one of the biggest wind disasters in the 
High Tatras, which destroyed 3 million m3 of wood over an area of 12,000–14,000 
ha, took place. The reason for this was the wind ‘Poljak’, which reached a speed of 
90–170 km/h and uprooted trees 2 – 7 m high. It will take about 100 years for the 
High Tatras to return to its pre-disaster conditions. 
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Research experiments and practices from all over the world will help authors 
develop some plans for working with children in EW and CM. A good step in this 
direction can be seen in (Wortley, D. 2009), where serious games, virtual worlds 
and geo-spatial technologies can help educate children about early warning and 
crisis management. Many studies in the field of 3D can increasingly improve the 
presentation of information in 3D forms and their users needs (see e.g., Zlatanova, 
2008). These two last approaches are the most attractive in children’s education in 
EW and CM. National attempts in these directions should develop new approaches 
using international achievements and best practices. 

3 Research experiment – questionnaire 

The research experiment was based on a questionnaire and analyses of the an-
swers. The goal was to understand more about students’ knowledge, early warn-
ing, crisis management, mapping and thematic maps related to specific subjects. 
Negative answers will direct cartographers understand how to make maps for ear-
ly warning and crisis management, specifically how to visualise information on 
the maps. 

The most important task in the questionnaire is the last one, connected to stu-
dents drawing maps. The resulting maps will show cartographers whether students 
understand how the necessary information should be represented on the maps. The 
cartographers will learn which cartographical symbols and methods or cartograph-
ical representations and visualisation are most closely linked to students’ thoughts. 

The questionnaire consists of the following twelve questions: 
1. Do you know what ‘early warning’ is? Please explain. 
2. Do you know what ‘crisis management’ is? Please explain. 
3. Have you ever heard of a system for early warning and crisis management in 

your country? What do you know about it? 
4. Do you know who is responsible for crisis situations in your country? 
5. Do you know what to do if you are in a place where a forest fire starts? 
6. Have you ever seen maps for early warning? Where? Please describe them. 
7. Do you think a map could be useful for you in crisis management? How? 
8. How would you represent the following phenomena on a map: fire, 

landslide, flood, earthquake, and volcano? Please draw the symbol. 
9. Do you have lessons in school about early warning and crisis management? 
10. Do you use maps on the Internet or on your mobile phone? If yes, for what 

purposes? 
11. What meaning do you associate with the symbols below (which object or 

phenomenon do they represent)?  
12. How do you imagine a map that could be helpful to people? Please draw it 

using your own symbols. Explain them in a legend. You can use the Google 
map of Vidin city in Bulgaria as a background for your map. The city is situ-
ated on the Danube River (Fig.2). (The map is given in Fig. 10.) 



366      T. Bandrova et al. 

These questions are constructed with several intentions. The first two questions 
aim to clarify the understanding of early warning and crisis management; research-
ers need to know if students understand the terminology. The next three questions 
are directed at knowledge about administration and correct behaviours in emergency 
situations. From all five questions, we can extract general knowledge related to us-
ing and understanding maps and cartography in these specific cases. Questions six 
and seven are chosen to clarify whether students need maps in EW and CM. The last 
four questions are directed at map making, map using and cartography. The res-
ponses here should show the level at which students and cartographers are ready to 
work together. Some questions specify some cartographical elements and can be 
used in proposals for future work: for example, questions eight and eleven may help 
cartographers in legend construction and symbol design. 

Students that participated in the experiment were distributed into groups as 
shown in Table 1. The youngest students were from primary schools. Only the 
Slovak students are from a region in which floods often happen. The students from 
high schools study in gymnasiums without special preparation for this study. The 
university students study geodesy in Bulgaria, geography in Austria and different 
subjects in Slovakia and Czech Republic. This means that the research was done 
with students who do not have preliminary preparation in drawing or working with 
materials for EW and CM (the UN directs more attention to preparing students liv-
ing in the regions of the world with the most disasters). In this way, the results can 
be used as a general conclusion about the knowledge and preparation of an aver-
age student. 
 
Table 1. Students’ distribution by country and age 
 
Country/ 
Questions 

Austria, 
Vienna 

Bulgaria, Sofia Czech Rep., 
Brno 

Slovakia, 
Kosice, Cana, 
Preso 

Age 
groups 

C A B C A B C A B C 

Number of 
participants 

10 22 24 14 20 20 20 40 20 20 

Total num-
ber 

10 60 60 80 

A – 12–13 years old; B – 17–18 years old; C - University students 
 

Students had between 20 min (for the youngest ones) and 30–40 min for the 
high school and university students to complete the questionnaire. This time is 
common for similar tests (Alexander 2004). When a disaster occurs and starts to 

Fig. 2. Map symbols (wwww.sokwanele.com/map/all_breaches) 
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develop, the time for disaster managers as well as all people living in the region to 
react is limited. Because of this, the time limitation will also influence the stu-
dents’ reactions in disaster situations and questionnaire answers. Their responses 
are given in written form, anonymously.  

4 Research experiment – responses 

The first question will show whether students understand the topic of this re-
search. We use the ISDR definition: ‘The provision of timely and effective infor-
mation, through identified institutions, that allows individuals exposed to a hazard 
to take action to ...’ (ISDR 2004) and the definition used by the UN Staff Col-
lege’s program on ‘Early Warning and Preventive Measures: ‘The process of col-
lecting and analyzing information for the purpose of identifying and recommend-
ing strategic options for preventive measures.’ (Fabrizio Bilucaglia, personal 
communication), http://www.allacademic.com/meta/p_mla_apa_research_citation. 
The percentages of correct responses in different countries and groups are shown 
in Fig. 3. 
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Fig. 3. Responses to the first question (where A, B and C obtain values as ex-
plained in Table 2) 
 

The second question is: ‘Do you know what ’crisis management’ is? Please 
explain’. If we again use the Web definition: ‘Crisis management is the systematic 
attempt to avoid organizational crises or to manage those crises events that do oc-
cur’ (Pearson and Clair 1998) or ‘CM is the process of measuring or assessing risk 
and developing strategies how to manage it’ (Reznik 2008), we can say that stu-
dents in high schools and universities give correct answers (correct contexts and 
meanings). More difficulties appear with students at secondary schools, for exam-
ple some of them connect the term with financial crises, most likely influenced by 
the media frequently speaking about the world finance crisis (end of 2008). This 
means that they are not educated enough about this topic and do not have theoreti-
cal knowledge. 
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These two questions and students’ answers show that the participants have clear 
idea about the topic. One unexpected fact is that all of the youngest students in 
Slovakia and the Czech Republic tried to write correct answers, in contrast to the 
older students. This is because the students who participated in the research live in 
an area where floods happen often. They are very active in this subject, having 
their own experience and more lessons given by teachers and parents. 
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Fig. 4. Results’ presentation of fourth question responses 

The third question is directed to the administration in the participant countries. 
Almost all participants from Bulgaria report that they do not know about such a 
system and if it exists, it does not work effectively. It is interesting that in the 
youngest group from Bulgaria, 50% declare that they know about such a system, 
which may be influenced by the media (for some, TV and radio announcements 
attempt to describe the local development of an EW system, for example in the 
Rousse city region), and they do not understand what exactly it is. In Bulgaria, 
there still is no working system for EW and CM, except for some local attempts. 
In Bulgaria, there is a Ministry of Emergency Situations (formerly the Ministry of 
State Policy for Disasters and Accidents), which is responsible for developing EW 
and CM systems for different kinds of disasters. Austrian students explain this 
question with some examples of EW system for the Alps, floods, local systems, 
etc. The students in the Czech Republic and Slovakia think that is a system of co-
operation of police with the fire brigade and rescue teams. They criticize the lack 
of information – they want to know more about this system. This means again that 
the education in EW and CM is not sufficiently developed. 

‘Do you know who is responsible for crisis situations in your country?’ is the 
fourth question. Many students – more than expected – do not know the answer, 
as is visible from Fig. 4. The smallest percentage of correct answers comes from 
high school students from the Czech Republic and Slovakia and university stu-
dents from all countries. This result shows that there is no information given to 
students about organisations responsible for different crisis situations. Students 
from the Czech Republic and Slovakia gave very different answers; some of them 
think that depends on how large the involved area is. 

The fifth question is ‘Do you know what to do if you are in a place where a for-
est fire starts?’ 70% of Austrian students gave the answer that they would call the 
emergency institutions that are responsible in such situations of that country. One of 
the interesting results is that of the Bulgarian participants, 80% of the youngest par-
ticipants, 70% of high school participants and 60% of university students gave the 
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correct answer. This means that the youngest group is better educated than the 
others. All of the students in the Czech Republic and Slovakia know what to do. 
The youngest students in particular learn each year how to react correctly in this 
situation. 

The sixth question is ‘Have you ever seen maps for early warning? Where? 
Can you describe them?’ About 50% of students declare that they know about 
such maps. Many Bulgarian participants connect these maps mainly with plans for 
evacuations, which are situated in buildings. Most of the students from the Czech 
Republic and Slovakia have never seen these maps. Some university students gave 
examples like maps of places with the frequency of fire in the USA or South 

such maps are not used in the teaching of geography and students are not familiar 
with them or have never been educated using maps for EW and CM. This means 
that the maps for early warning as one of the newest cartographic products are not 
popular and people do not know about them. These maps are mainly represented 
by animation cartography and need special software and computer equipment. 
Cartographers should find ways in which these maps can be used by a wider range 
of users, including non-professionals.  
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Fig. 5. Responses to the seventh question (where A, B, C are given values as 

explained in Table 2) 
 
The seventh question and its positive answers are evidence that everyone 

needs maps in EW and CM and it is the duty of the cartographers to make the ne-
cessary maps. Students from the Czech Republic and Slovakia wrote for example 
that maps are very useful in case of emergency when it is important to find a way 
to get away from a dangerous place and for dispatching of trace. University stu-
dents wrote that flood maps can reduce the effects and size of the potentially af-
fected area or in case of forest fire maps can notify of tree species. The positive 
results are shown with column ‘A’ – ‘Call emergency institutions’, ‘B’ shows cor-
rect behaviour in the place, ‘C’ – wrong response (see Fig. 5 and Table 2). 

 

America, and the youngest mentioned student evacuation plans. It is clear that 
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Fig. 6. Symbols drawn by a 13-year-old Bulgarian student 
 

 
 

Fig. 7. Symbols drawn by an Austrian university student 
 

 
Fig. 8. Symbols drawn by a Czech university student 
 

 

 
Fig. 9. Symbols drawn by a 17–year-old Slovak student 
 
The eighth question is ‘How would you represent the following phenomena on 

a map: fire, landslide, flood, earthquake, and volcano? Please draw the symbol’ 
and the proposed symbols help cartographers in the visualisation process for map 
making. Most of students prefer pictorial associative symbols. The form of sym-
bols depends on the age group of the students. The youngest students drew very 
detailed and colored pictures, while older students drew simple and pertinent sym-
bols. Some examples are given in Fig. 6, 7, 8 and 9. 

The ninth question ‘Do you have lessons in school about early warning and 
crisis management?’ shows that many students do not recognise lectures concern-
ing EW and CM. Some of them declare that they have evacuation training every 
year. Bulgarian and Slovak students remember their lessons from primary school. 
Czech and Slovak students learned about EW and CM in school during one lesson 
of geography and Slovak students have evacuation training several times per year. 
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It is clear that the simple lessons given in primary school are not enough. Lessons 
and training in primary schools are good first steps, but the education stops and is 
not developed in secondary and high school. Students do not remember everything 
from their lessons in primary school and are not given any more information about 
EW and CM. We need to develop special lessons for secondary school and high 
school and lectures for university students. 

The tenth question is ‘Do you use Internet or mobile phone maps? If yes, for 
what purposes?’ The responses show that students use Internet and mobile phone 
maps mainly for orientation, to identify certain locations, do homework and find 
addresses. This is one of the mapping areas where cartographers could direct at-
tention to EW and CM mapping. Cartographers continue to require children’s in-
put to produce proper maps and help children in EW and CM. Cartographers also 
have started to develop technology for EW and CM based on mobile phones, 
SMS, with instructions for children in disaster situations and navigation maps 
(Bandrova and Vasilev, 2008). This new cartographical direction could continue 
to develop, as students and children use Internet and mobile phone maps more in 
the future. 

The eleventh question is related to symbol recognition. ‘What meaning do you 
associate with the symbols below (which object or phenomenon do they repre-
sent)?’ The symbols are taken from ‘Mapping the election conditions in Zim-
babwe’ (Sokwanele Article: March 11th, 2008) and their correct meanings are: 1. 
Looting, 2. Voter Registration, 3. Abduction, 4. Political Cleansing and 5. Unlaw-
ful Detention. Moreover, they have very long definitions given in the legend (Ta-
ble), given below: 

 
 

1. 
 

Looting and Destruction of Property: Incidents where personal be-
longings are stolen or ‘confiscated’, or where property is destroyed. 

2. 

 

Voter registration: Events related voter registration; for example, 
ineffectual efforts to register voters, refusing to allow people to reg-
ister, fraudulently registering voters, and a lack of information in 
relation to the voter registration. 

3. Abduction: Forcing people, often violently, to go somewhere 
against their will. 

4. Political Cleansing: This term and icon covers attempts to clear or 
'cleanse' an area of political opposition. It covers a wide range of 
atrocities. In some instances people are literally driven from their 
homes: in others intimidation and threats are used to achieve the 
same 'cleansing' objective. The ruling party has used the words 
'reorientation' and 're-education' as part of its political strategy before. 

5. Unlawful detention: Activists and political and civic leaders are 
regularly arrested for no reason at all in Zimbabwe.  

 



372      T. Bandrova et al. 

Students’ answers to the above symbols are  
1. fire; 
2. information point/note, school, map, editor note, crisis centre, laboratory, 

voting station plan, penalty ticket, matchsticks, office, school, information 
point; 

3. police, arrest, prison/crime zone, theft, criminality, criminal offence; 
4. emergency exit, evacuation, kindergarten, disaster, refuge; 
5. prison, telephone box, no exit, info point, crime. 
The bold, first words in each line above is the most common in students’ an-

swers. (Students did not know the original purpose of the symbols, so nobody 
gave the original meaning of the symbols in the map).  

These symbols are also used in emergencies. The children interpreted the sym-
bols very well. They were put in the context of emergencies and they did so. If we 
told them that these were elections, they could have represented the phenomena 
and objects in a different way. The results clarify that these symbols have popular 
meanings regarding phenomena in EW and CM and that cartographical symbols 
should have associated meanings. The same symbol should not be used for mul-
tiple purposes, objects and phenomena. 

It is clear that the cartographers need to work with their users to produce un-
derstandable and quickly readable maps, especially in EW and CM. The best prac-
tice is when cartographers check the maps’ understandings before publishing 
them. 

The last, twelfth task is connected with drawing a map. The background is the 
Google map of Vidin city in Bulgaria. The city is situated on the Danube River. 
The results are visible in Table 1. Half of the students have no training in drawing 
maps. The other half understands the situation and proposed a map that could help 
people in a crisis situation. Students from the Czech Republic and Slovakia did not 
draw the expected maps from a cartographical point of view. This could be be-
cause they do not use enough maps in their education or because teacher expla-
nations have not been clear enough about the expected results. Only some of 
them gave a full explanation and a map with a legend. Most of them know that 
people on the image need an early warning system, but they cannot imagine or 
draw this map.  

Usually when cartographers are not sure if users will accept information given 
by maps for various reasons (too young users, blind people or too specific a topic 
as EW), they start with experiments about users drawing symbol systems, maps, 
plans, etc. This task was the most difficult for the students but the most useful for 
cartographers. It is clear that if cartographers use symbols used by students in their 
maps and cartographers represent the data and information in the way shown by 
students, then the cartographical products will be clear and easily understandable. 
This is the way to make the gap between the cartographer and the user shorter. By 
examining many drawings, we can say that different nations and age groups need 
different approaches to maps: more pictorial associative symbols for young stu-
dents and more topographic objects for older ones; more schematic presentations 
for students living in regions with frequent disasters. 

Some examples are given in Fig. 10. 
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(a)     

(b)  

 
(c) 

(d)  
 

 

Fig. 10. Maps – plans for evacuations in a flood situation drawn by (a) Austrian 
University; (b) Bulgarian University; (c) Czech- secondary and (d) Slovak- 
high school students 
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Table 2. Distribution by group and country of students who participated in the 
questionnaire research and their responses 
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For questions 1 and 2: Answer quality is A if you find a good complete definition; B – good defini-

tion; C – poor or missing definition. 
For questions 3, 4 and 9: Answer can be ‘Yes’ or ‘No.’ 
For question 5: Answer is A if you find ‘Call emergency institutions,’ B – appropriate behaviour, 

C – wrong response. 
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For question 6: Answer is A if you find ‘Yes with description of maps’, B – ‘Yes’, C – ‘No’, Evac-
uation maps = maps for CM. 

For questions 7 and 10: Answer quality is A if you find answer ‘Yes and reason / details’, B– ‘Yes’, 
C – ‘No’. 

For question 8: Answer is A if you find ‘Pictorial associative symbols’, B – ‘Animation presenta-
tion’, C – ‘No proposals’. 

For question 11: Answer quality is A if you find the correct response; C- incorrect response. 
For question 12: Answer quality is A if you find a full explanation and map with legend, B – incom-

plete explanation and not very good map, C – bad response. 
 

5 Conclusions 

Our investigations show that students in the mentioned countries have some 
knowledge about EW and CM without education, but this is not enough for them 
to be well prepared when a disaster occurs. This conclusion is documented by all 
of the responses of our questionnaire. The goal of all international and national or-
ganisations working on this topic is to educate a large number of students and to 
follow the good practice and examples of the educated Australian students from 
special schools ‘where three-quarters of children reported participating in a hazard 
education program. These programs were generally carried put in school by Civil 
defense personnel or a teacher’ (Finnis et al. 2004).  

To propose national or international education programs, more similar studies 
should be carried out and more good practices should be investigated. Institutions 
such as FEMA and EMA are well developed for American and Australian condi-
tions. Taking everything that could be adopted for Europe as well as all results 
from such studies should help to investigate ways to develop good education pro-
grams for students in EW and CM. 

To improve the present situation in countries where the research was done, sev-
eral directions of work with children were planned: 

1. New appropriate lessons with tests and exercises about fire escape planning, 
smoke alarms and general home fire safety, etc. Ideas for such lessons can 
be found in (Bandrova and Konecny 2008); 

2. Publishing books, brochures and information materials in an attractive way 
for different age groups; 

Using the best examples published by UN children commissions and organisa-
tions (Bandrova and Konecny 2006) and gaps in children education visible 
from the studies, textbooks and pamphlets should be prepared. In Bulgaria, 
some books for teachers are published; this work should continue in writing 
books for students (http://zadeca.mes.bg). The published books will help 
teachers because they are not educated a priori in these topics. 

3. Developing web pages helping students in disaster management. 
This task was developed in its first step in Bulgaria by the Ministry of Emergency 

Situations (http://zadeca.mes.bg). This first step could be further developed and cov-
er the needs of students of different ages. The web page should give detailed an-
swers to all questions connected with EW and CM that were poorly answered by 
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students. This research shows some weaknesses in students’ knowledge. Others may 
be found in future studies. Some web exercises could be developed as serious games 
and the best ideas could be taken by www.ema.ohio/gov/Kids_Page/index.htm and 
www.fema.gov/kids/, where ‘Each game teaches your child safety precautions to 
take in the event of a natural disaster. The more children know about how to protect 
themselves from natural disasters, the better prepared they are...and being prepared 
is their best defense.’ 

Designing and distributing lessons, books and web pages are steps that could be 
developed by a common program for each of the countries that participated in the 
experiment. Special national specificity should be taken into consideration, but the 
UN and all international directives (including EU ones) should be followed as 
main directions in program development that will help students’ education in EW 
and CM. 
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Abstract 

The large and ever-increasing amounts of multi-dimensional, multi-source, time-
varying and geospatial digital information represent a major challenge for the analyst. 
The need to analyse and make decisions based on these information streams, often in 
time-critical situations, demands efficient, integrated and interactive tools that aid the 
user to explore, present and communicate visually large information spaces. This ap-
proach has been encapsulated in the idea of Geovisual Analytics, an emerging inter-
disciplinary field based on the principles from Visual Analytics that facilitates analyt-
ical reasoning and decision making through integrated and highly interactive visual 
interfaces and creative visualization of complex and dynamic data. Geovisual analyt-
ics supports geo-information for emergency and early warning systems through a 
science that augments analyst and decision-maker capabilities to assimilate complex 
situations and reach informed decisions. Geovisual analytics originates from geovisu-
alization and information visualization but also growing particularly on a high degree 
of synergy from scientific visualization. In this context, we introduce a web-enabled 
toolkit GeoAnalytics Visualization (GAV) and associate demonstrators developed in 
close collaboration with SMHI and OECD, composed of GAV components facilitat-
ing a broad collection of dynamic visualization methods integrated with the Adobe© 
Flash© and Flex© development platform. We also seek to support collaborative know-
ledge sharing.  

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_26, © Springer-Verlag Berlin Heidelberg 2010 
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1 Introduction 

Geovisual Analytics tools are designed to support interactive explorative spatial-

2006, Guo et al. 2006, OECD 2009, Roberts 2004) of large geospatial data. They ena-
ble analysts to look at geospatial data from multiple perspectives and explore interest-
ing and important relationships that may exist over a wide array of spatial, time and 
multivariate scales. Geovisual analytics research focuses in particular on integrating 
cartographic approaches with visual representations and interactive methods from the 
information visualization community and on exploring data and enabling collabora-
tion and sharing of gained insights over the Internet.  

The major tenets of Web 2.0 are collaboration and sharing, be it of content or tech-
nology. The term ‘Web 2.0’ has become undisputedly linked with developments such 
as blogs, wikis, social networking and collaborative software development. Web 2.0 
can make dramatic impact on developing interactive and collaborative Geovisual 
Analytics tools for the Internet. A challenge here is to increase the awareness and re-
quirement for more advanced geovisual analytics methods, i.e. tools beyond simple 
static graphs. Tools are needed that advances humans ability to exchange gained 
knowledge and develop a shared understanding with other people (Thomas and Cook 
2005). Stimulating brainstorming and problem-solving through creative and incre-
mental discovery and developing a contextual collaborative understanding – commonly 
referred to as geospatial ‘analytics reasoning’ – are important tasks to solve. 

While the benefits of geovisual analytics tools are many, it remains a challenge to 
adapt these tools to the Internet and reach a broad user community through sharable 
knowledge. In this context, we introduce a web-enabled toolkit GeoAnalytics Visuali-
zation (GAV) (Jern et al, 2007) and associate demonstrators composed of GAV com-
ponents facilitating a broad collection of dynamic visualization methods integrated 
with the Adobe© Flash© and Flex© development platform (Fig. 1). GAV is based on 
the principles behind the Visual Analytics research program (Thomas and Cook 2005). 
providing explorative, communicative and collaborative visualization. We demonstrate 
the GAV Flash toolkit in the course of three demonstrators OECD eXplorer (Fig. 2), 
Ship and Weather Information Monitoring (Figs. 3,4) and Swedish Road Warning 
Prediction (Figs. 5,6) related to visualization of emergency and early warning scena-
rios. These demonstrators are developed in close collaboration with domain experts 
from OECD (OECD eXplorer. 2009) and the Swedish meteorological and hydrologi-
cal institute (SMHI) and focus on the analytics reasoning aspects enabling analysts to 
explore spatial, temporal and multivariate data from multiple perspectives simulta-
neously using dynamically linked views, discover important relationships, share their 
incremental discoveries with colleagues and finally communicate selected relevant 
knowledge and publish early warnings if required. These discoveries often emerge 
through the collaboration between expert domains and operators with diverse back-
grounds and are precious in a creative analytics reasoning process.  

temporal data analysis (Andrienko and Andrienko 2005, Guo et al. 2005, Chen et al. 
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Fig. 1. GAV Flash visualization components are integrated and embedded with Adobe Flash 
and Flex and programmed in Flash’s ActionScript 

 

 

Fig. 2. A snapshot of OECD eXplorer (http://stats.oecd.org/OECDregionalstatistics/) display-
ing an indicator ‘crime against property’ for small regions across Europe and Turkey. Data is 
simultaneously explored in three dynamically linked views Map, Scatter Plot and Parallel 
Coordinates (see Fig. 6). Several regions of interest, Stockholm (highest crime rate in Europe), 
Vienna, Brussels, Paris (Ile De France), London and Istanbul) are highlighted in all views. 
Most of the high crime rate against property (darker regions) appears in Sweden, France and 
the northern regions of Italy 

European countries have experienced a growing interest in regional statistics in re-
cent years (OECD 2009). Geovisual analytics of local regions in Europe could also 
become an important tool of geo-visualization for emergency and early warning 
scenarios related to, for example, epidemic or natural disaster events. The OECD re-
gional database provides a ‘socio-economic layer (indicators)’ to the geographical one 
and gives the opportunity to integrate different information to increase the knowledge. It 
contains yearly time-series for around 50 indicators on demography, economy, health and 
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labour market opportunities, environment, social issues and innovation related activities 
for more than 1,700 regions of the OECD countries. 

Fig. 3. A geovisual analytics application is assembled from GAV Flash components 

Many analyst operators want to create content and express themselves through 
‘user-created knowledge’ and a more pro-active, collaborative role in content creation, 
distribution and shared use to citizens. More active users and user-centred innovation 
could have increasing social impact and importance. Target groups for such a know-
ledge-generating collaborative geo-visual web analytics tool are quite diverse. A po-
tential target group is regional decision-makers in charge of regional security devel-
opment policy, who can make use of geovisual analytics tools in their decision 
process. Citizens and the media would also be able to get informed and at the same 
time participate in increasing the knowledge on an emerging epidemic disaster scena-
rio from region to region. Because of the different expertise and needs of the target-
groups, the tool should be flexible and adaptable to different audiences. 
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Fig. 4. The GAV Flash Choropleth map component applied to TL3 (small) European regions 
showing a simulated epidemic disaster scenario in west Europe. We see regions in darker co-
lour around larger cities such as London Paris developing an epidemic disaster. The GAV map 
component is here overlaid on top of a Google map using the GAV map layer approach 

 

Fig. 5. The GAV Flash map component facilitates a map layer architecture that can integrate 
with, for example, a Google map.  The location of a colour-shaded region can now more easily 
be identified from the Google map layer, while the regions are coloured by GAV (Figs. 2 and 
4). The same Mercator projection is applied for both layers to guarantee correct overlapping. 

and wind symbols (Fig. 12) can be added on top of the map layers 
The opacity level is specified by the user. Additional glyph layers such as ships (Figs. 10, 11) 
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Fig. 6. This PCP is linked the two views in figure 2 (‘Crime against property’) and shows three 
highlighted regions Stockholm (top profile), Brussels (middle) and Istanbul (lower) 

Fig. 7. Regions (outliers) with a low and high population share for ‘Crime against property’ are 
discovered using the statistical method percentiles. Regions above the 10% percentile and be-
low the 90% percentile are removed (filtered out). The Table lens (right view) displays the list 
of regions from highest values (top) to lowest values 

2 The Geo-visual analytics framework 

GAV was originally developed for Microsoft’s .Net and DirectX (Jern et al. 2007, Jern 
and Franzén 2007). Visualisation of Emergency and early warning tasks, however, re-
quires a Web 2.0 integrated solution facilitating dynamic geovisual analytics. The new 
GAV Flash uses Adobe©’s Flash basic graphics and Flex 3 for user interface layout, pro-
grammed in Adobe’s object-oriented language ActionScript and facilitating common 
methods from the information and geovisualization research domain. Interactive features 
that support a spatial analytical reasoning process are exposed such as pan, zoom, tooltips, 
brushing, highlight, conditioned filter mechanisms that can discover outliers and dynami-
cally linked multiple views adhering to Shneiderman’s mantra (Shneiderman 1996) 
‘Overview and zoom, filter and details-on-demand’. The key implementations of the tool-
kit are described in more detail below. 
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2.1 Layered component architecture 

The GAV Flash framework enables deployment of customized and user-centric 
applications by assembling visual and manager GAV Flash components (Fig. 8). Each 
component according to its nature in the context of object-oriented ActionScript 
programming performs a small specific task in the overall geovisual analytics process. 
The functional components in Fig. 8 is the level that is constituted by the combination 
of one or more atomic GAV and Flex components and typically implements the 
functionalities in a dynamically linked views environment (Fig. 2). This component way 
of thinking could enable a shorter development time, scalability, extensibility, 
reusability and a key contribution for architecture supporting storytelling. 

 

Fig. 8. During an explorative session, the operator first selects data to be analysed. Then a 
search for trends, outliers, discovers important observations, highlights regions to be compared 
etc. - a discovery is made! Secondly, open the Story Panel, use button Create a Story, a Story 
Editor panel comes up, fill in the required information and associate reasoning text and finally 
press Capture, the entire current exploration scenario (all views and attributes) are saved to-
gether with selected data. The user can now start a second Chapter (New) and create a new sce-
nario and repeat the process or Close and then use the button Save as, give the Story a name 
‘my story nr 2’.xml. The Story is now saved locally on your computer and can be reused Open 
or sent to a colleague for review 
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Fig. 9. Time animation applied to European regions for growing ‘elderly population 65+’ and 
at the same time reducing population for ‘age group 0-14’. Three views (choropleth map, scat-
ter animation plot and optional PCP) are dynamically time-linked and animated. Four regions 
are highlighted and we can follow their traces in the scatter plot from time step 1990 to 2006, 
see how their colour changes in the map and their profiles in the PCP simultaneously 

2.2  Dynamically linked views 

Spatial, temporal and multivariate data are analysed through the use of dynamically 
linked views (Roberts 2004). In order to detect complex patterns it is convenient to view 
it through a number of different visual representation methods simultaneously, each of 
which is best suited to highlight different patterns and features. These alternative and 
different views on the data can help stimulate the collaborative visual thinking process 
that is so characteristic for geovisual analytics reasoning. The views are separated by in-
teractive splitters allowing the user to scale the individual views and allocate more space 
to visual representation that is most important. The views are coordinated using a data 
linking method where the visualization components use the same cube data model, 
transformation and colouring scheme, and where any dynamic filtering or picking made 
in one of the linked visualization components propagates to all the others. Visual 
highlighting is another feature exemplified through visual representations that use 
pre-attentive highlighting styles like colour, shape and transparency. Figure 2 shows 
highlighting implementation in the choropleth map and scatter plot views. 

2.3 Dynamic choropleth map using map layers and dynamic 
colour legend  

The choropleth map (Figs. 2, 9, 10, 3, 4 and 5) provides the overall context such 
as data-dense summary of a selected indicator for thousands of regions. Moving the 
mouse over the map, tooltips display actual indicator values for comparison. Each re-
gion is coloured according to the current assigned colour map indicator. Colour cod-
ing is a fundamental important technique for mapping data to visual representations 
and is widely used in a large variety of geographical visualizations. GAV Flash supports 
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a dynamic colour legend based on percentile distribution that splits the data into four 
intervals based on the 25th, 50th and the 75th percentiles. This provides a better 
automatic distribution of colours related to the data based on an accurate statistical 
method and the visualization is improved in a way that differences between values 
can be more easily detected. Colour scale values can also be adjusted dynamically by 
moving the handlers. The percentile and corresponding data values are shown to 
guide the user when moving any of the handlers attached to the colour scale legend. 

Colour coding is a fundamental technique for mapping data to visual representa-
tions. We use perception-based colour schemes, which have been evaluated by do-
main experts and proven to be appropriate and facilitate better insight into the data. 
By considering data characteristics we combine our colour scale legends with embedded 
fundamental statistics methods. Usually, colour mapping functions perform a linear in-
terpolation based on the minimum and maximum of values of a chosen indicator, a me-
thod that leads to problems if the values are not uniformly distributed, e.g. if outliers 
are plotted. In this case a wide range of the colour scale represents a small number of 
values and the majority of values have to cope with only a narrow range on the colour 
scale. Our (default) colour scheme is divided into four ranges, separated at the values 
of the 25th, 50th and the 75th percentiles (Fig. 2). This provides a better automatic 
distribution of colours related to the data based on an accurate statistical method 
and the visualization is improved in a way that differences between values can be 
more easily detected. Alternatively, the 10th, 50th and 90th percentiles are used to 
discover outliers (Fig. 11). Colour scales can also be adjusted interactively and dy-
namically (e.g. all linked views are updated immediately). The percentile value and 
corresponding data value is shown to guide the user when moving one of the three 
range sliders attached to the colour scale legend. 
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Fig. 10. Tool for Ship and Weather Information Monitoring visualizing weather data combined 
with data from ship voyages developed by NCVA and SMHI. The GAV choropleth world map 
ships are visualized using glyphs and their routes are plotted as lines. Significant wave height is 
displayed using an iso-surface layer (GAV map layer technique) where warmer colour indicates 
higher waves. The time step can be changed using the time slider positioned underneath the 
world map. Using the weather attribute panel, the operator can select which attribute to visual-
ize and which visual representation to use. At the bottom weather attributes are plotted in the 
PCP showing all voyages with selected time step. Each voyage is represented as a line where 
each axis corresponds to a specific weather parameter. The operator gets a forecast of the 
weather for all the voyages at a specific time step. Advancing the time slider will update all 
views simultaneously with new weather information for each voyage at selected time step. 
Weather forecasts are thus generated for each voyage and early warnings and alternative route 
recommendations can be communicated to the ship by the operator 

 

Fig. 11. The world map is the main view where all weather attributes originating from corre-
sponding GRIB files (data format used in meteorology to store weather data) can be presented. 
Options are provided in the panel on how to visualize an attributes, e.g. iso-line, iso-surface, 
glyph or numerical values. The ships are represented by ship glyphs which are positioned and 
rotated according to an interpolation based on their pre-planned waypoints, reported positions 
and present time. Weather data for a certain date and time provide ten days forecast with a time 
interval of 6 hours the first 5 days and an interval of 12 hours the later 5 days. This enables the 
temporal aspect to be taken into account and it is represented by a forecast time slider 
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Fig. 12. This extended (Jern and Lundblad 2008) Flash-based version of Swedish Road Warn-
ing Prediction System (SMHI 2009) now also includes a meteogram plot with 24h forecast cal-
culation with dynamic time animation. During the winter months, the Swedish roads are dan-
gerous for driving. Ice, rain and snow make the roads slippery and hundreds of people are 
killed or injured. The Swedish road administration based on measurements from 700 road sta-
tions prevents accidents by preparing the roads based on real-time weather forecasting. Today, 
this is done by accessing static pictures over Internet and direct contacts with meteorologists. 
The Road Warning Prediction application was developed in collaboration with the SMHI and 
assembled from GAV Flash components (map with layer support, glyph layer, PCP, line dia-
gram) demonstrates that advanced geovisual analytics tools are suitable for developing highly 
interactive and tailor-made applications applied to early warning management. The GUI is de-
veloped with Flex components. The map shows stations coloured according to temperature or 
ice slipperiness. The left map displays the wind direction and speed. Each station is represented 
by a line in the PCP where the colour is dependent by the attribute Surface temp. Three selected 
stations are highlighted and provide each individual station with a profile allowing the analyst 
to compare Surface temp., Dew point and Snow condition next to each other, and can now ex-
plore how the selected profiles show the potential for condensation occurring or frost depend-
ing on the surface temperature. The time slider at the bottom of the window controls a 24 hour-
ly forecast. This application will be published on the Web this fall by the Swedish Road 
Administrator: http://produkter.smhi.se/trafik/land/roadwizard/Test/RoadFlash.html 

2.4 Parallel coordinates 

The parallel coordinates plot (PCP) (Inselberg 1985) technique has a long history 
within the information visualization research community and has demonstrated to be 
useful in many scientific environments (Andrienko and Andrienko 2005, Andrienko 
et al. 2006, Guo et al. 2006). The PCP enables visual representation of spatial multi-
variate attribute data and hence an important explorative mechanism in a Geovisual 
Analytics application. The relationships (or patterns) formed in the PCP have, over 
the years, been extensively evaluated and are today well known by users in the re-
search community – whereas it has, through this joint project, proven a new and 
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welcome revelation to the analytics community. The technique supports a large num-
ber of tasks for both analyses of relationships between data items as well as between 
indicators. This enhanced PCP component is the first known ActionScript implemen-
tation and integrated with choropleth maps could help to increase its exploitation 
among the statisticians and public users. The PCP provides the following features: 
• Revealing correlation between indicators; 
• Estimation of degree of similarity between regions; 
• Finding clusters and outliers; 
• Analysing the characteristics of many regions;  
• Picking and highlighting of interesting data items for profile and comparison; 
• Comparison of individual characteristics of a region to the characteristics of all regions; 
• Comparison of indicators associated with a selected region; 
• Comparison of variations of values of different indicators; 
• Dynamic range sliders and statistical methods for defining events such as exceeding 

of a given threshold and identification of outliers; 
• Dynamic visual inquiries, filter operations using familiar statistical methods; 

Each region is represented by a string (polyline) that intersects the axes at the val-
ues of the attributes for that region. Each axis represents a single indicator (e.g. Crime 
against property, Unemployment rate and GDP per capita etc.) in the statistical data 
set. Each indicator axis corresponds to a column in the spreadsheet. The scaling of the 
individual axes typically ranges from the indicators minimum values at the bottom to 
their maximum values at the top. The string forms a visual representation of the cha-
racteristics of one regional area – see the highlighted thick black line representing 
Paris in the figure below. Differences between selected regions can be found by vi-
sually comparing the strings representing them and plotted with different line styles 
(Figs. 2, 7, and 5). This new PCP Flash version has been further extended with histo-
grams, thresholds and filter operations using range sliders and percentile statistics. 

2.5  Visual Inquiries and filter operations 

Range sliders are attached to each PCP axis (Fig. 7) and the user can interactively select 
or combine filter methods thus altering constraints on indicator values. The range of 
an indicator can be specified by moving the handles on the top and bottom of the cor-
responding range slider (Fig. 7). Regions with values for selected indicator that fall out-
side of the specified range are filtered out. A combination of range slider movements can 
be used to dynamically formulate complex visual inquiries. These visual conditions and 
constraints will immediately reflect the visual contents in all views. 

3 Collaborative geovisual analytics through storytelling  

Operators with diverse background and expertise participate in creative discovery 
processes that transform information into knowledge. Recognized scenarios, however, 
that cannot be captured remain within the mind of a single user and are not easily 
accessible to external analysis (Takatsuka and Gahegan 2002, Wohlfart and Hauser 
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2007). Tools that integrate the geovisual analytics process with collaborative means are 
necessary in many emergency operations to streamline a knowledge exchange process 
of developing a shared understanding with other experts and for early warning to the 
public. The GAV Flash Framework integrates tools for both collaborative interactive vi-
sualization and sense-making. A story indicates a successful suggestion and subsequent-
ly fosters additional suggestions based on similar considerations. This learning mechan-
ism allows our storytelling system to improve the accuracy of its suggestions as well as 
to dynamically adapt to particular users, tasks and circumstances. Colleagues can review 
a story arrangement and respond with suggestions and comments and subsequently fos-
ter additional suggestions based on similar considerations.  

Our demonstrators facilitate the GAV tools and architecture to support means of cap-
ture, add descriptive metatext, save, package and share the discovery and results of a 
geovisual analytics process in a series of snapshots ‘Story’. When the button ‘Capture’ 
in the Story Editor is pressed, the state of each GAV view is saved together with user-
defined metatext. Before closing the application, the operator exports the story into an 
XML formatted file. Team members can through metatext combined with interactive 
visualization follow the analyst’s way of logical reasoning by loading selected stories. 
At any time a team member can access stories and apply them in the current demonstra-
tor or any other GAV application assembled from the same component. A comprehen-
sive story in the context of a remote collaborative sense-making activity can thus be 
created by the operator through a set of linked snapshots (chapters). Operators can thus 
discuss relevant issues through storytelling based on solid evidence, thus raising aware-
ness and increasing the common knowledge on a certain phenomenon. 

 

Fig.13. Meteogram plot for two selected road stations. The left vertical axis represents tempera-
ture, the right snow condition and the horizontal axis shows time. The upper line shows the air 
temperature, middle line road surface temperature and the lower line dew point. The various 
line types represent two 24h forecast scenarios. A tooltip in lower figure guides the operator 
with real numbers 
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4 Simultaneous spatial-temporal and multivariate 
animation 

GAV Flash employs a data model optimized for handling spatial-temporal and multi-
variate data in a geovisual analytics context. This conceptual data model can be seen 
as a data cube with three dimensions: space, time and attributes. The spatial dimension is 
here (Fig. 10) represented by OECD TL2 regions and the indicators are various de-
mographics measurements (GDP growth, elderly dependency rate, etc). Time is the 
data acquisition period. The bubble plot is demonstrated to be an effective Flash-
based time animation method, but integrated and linked with a choropleth map and a 
multivariate indicator frequency histogram and dynamic filter operations embedded in 
a PCP, makes it even more useful. The GAV open architecture, handling of large data 
sets and integrated snapshot mechanism are other important extensions to this emerg-
ing animation technique. The spatial cognition for the time-linked views was eva-
luated by OECD and SMHI and found to be both intuitive and innovative. The opera-
tors discovered important trends in all views. 

5 Evaluations 

Our application development follows a user-centric design approach (Vos et al. 2000). 
A combination of domain experts from OECD and SMHI have been involved in the 
various stages of the prototype design and implementation, providing user feedback 
about usability and utility evaluation. The user-centric design process involved public 
access to beta versions of the web-based tool, allowing focus group discussions. The 
overall involvement and reactions have been very positive.  Many useful suggestions 
for improving the functionality were made and have been incorporated in successive 
implementation iterations. 

A number of characteristics of the first version of GAV Flash components were de-
rived from comments received during the evaluation phase. First, it became clear that 
there was a need of having help functions and tutorial features for geovisual analytics 
tools targeted at audiences whose expertise is not in geo- or information visualization 
technologies. Second, users asked to keep the entire structure sufficiently simple, 
while maintaining some functions to analyze data and not only visualize them. In this 
context, for example, the PCP was considered not to be self-evident to traditional us-
ers of statistics, as this is a technique that has not previously been employed in the sta-
tistics community and is not described in the methodological literature on statistics, 
and therefore it was decided to keep it hidden in the start-up phase; at the same time it 
was regarded as a valuable addition to the statistical toolbox, especially the possibility 
of dynamically filtering to discover outliers and use profiles to make comparisons be-
tween highlighted regions.  Finally, the dynamic links between views (context and fo-
cus maps scatter plot, PCP and table grid) were evaluated as very important. 
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5 Conclusions and future development 

The authors expect that the three demonstrators introduced in this chapter and now in 
full operation will enhance the use and understanding of spatial-temporal and multiva-
riate data, thus adding to sound, evidence-based policy decisions. At the same time, 
the availability of a comprehensive web-enabled GAV Flash toolkit will encourage 
the practical use of advanced geovisual analytics science technologies in emergency 
and early warning systems because of its easy accessibility and dynamic visualization 
on the Internet. It will enable the analyst and operator to take a more active role in the 
discovery process of exploring. The tool will increase the interest in and knowledge 
of structures and development patterns among specialist as well as non-specialist us-
ers. Feedback from domain experts and operators who have started using the tool 
shows that a sense of analytical reasoning and speed-of-thought interaction is 
achieved. Major achievements include 

• Introduction of a novel geovisual analytics framework and toolkit developed in the 
object-oriented language ActionScript with 100% deployment to Internet; 

• Three proof-of-concept demonstrators developed in close collaboration with do-
main experts from OECD and SMHI facilitating case studies from emergency and 
early warning scenarios based on real data and to be deployed; 

• A Flash implementation of an extended PCP with embedded fundamental statistics 
based on dynamic percentile inquiry and filtering with virtually instantaneous re-
sponse time and also attached histograms; 

• An architecture facilitating the operators to explore data and simultaneously save 
important snapshots of discoveries or create a continuous story of snapshots (story-
telling) to be communicated and shared with team or public;  

• Dynamically time-linked views for simultaneous animation of multivariate data; 
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Kernel Density Estimations for Visual Analysis 
of Emergency Response Data 

Jukka M. Krisp and Olga Špatenková 

 

Abstract 

The purpose of this chapter is to investigate the calculation and representation of 

incident distribution and the identification of high (or low) incident density areas 
supports the general emergency preparedness planning and resource allocation. 
Point density information can be included into broad risk analysis procedures, 
which consider the spatial distribution of the phenomena and its relevance to other 
geographical and socio-economical data (e.g., age distribution, workspace distri-
bution). The service mission reports include individual points representing the x/y 
coordinates of the incident locations. These points can be represented as a con-
tinuous function to result in an effective and accurate impression of the incident 
distribution. The continuity is recognized by kernel density calculations, which re-
places each point with a three-dimensional moving function. This method allows 
to control the degree of density smoothing by the search radius (also referred to as 
bandwidth) of the kernels. The choice of the kernel bandwidth strongly influences 
the resulting density surface. If the bandwidth is too large the estimated densities 
will be similar everywhere and close to the average point density of the entire 
study area. When the bandwidth is too small, the surface pattern will be focused 
on the individual point records. Experimentation is necessary to derive the optimal 
bandwidth setting to acquire a satisfactory case-specific density surface. The ker-
nel density tools provided in standard GIS (like ArcGIS) software suggest a de-
fault calculation of the search radius based on the linear units based on the projec-
tion of the output spatial reference, which seems to be inadequate to display 
incident density. Within this chapter we provide a flexible approach to explore the 
point patterns by displaying the changes in density representation with changing 
search radius. We will investigate how the parameters can be optimized for 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_27, © Springer-Verlag Berlin Heidelberg 2010 

geocoded fire & rescue service missions. The study of relationships between the 
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displaying incident distribution in relation to the service areas of Fire and Rescue 
stations. 

1 Introduction 

It is of growing importance to investigate and enhance risk models for the fire and 
rescue services. The preparedness in the fire brigades must be based on the 
municipal risk analysis. Such a risk assessment should create a basis for setting the 
target level of the preparedness for emergencies in each municipality (Lonka 
1999). We consider the visual analysis on point densities, which are introduced 
further on, as an important assistance to the mitigation process for the fire & 
rescue services. Therefore it is essential to provide visualization techniques as a 
means of exploring spatial data in order to detect features of interest contained 
in them as suggested by Hearnshaw (Hearnshaw and Unwin 1994). Previous 
research by Krisp (Krisp et al. 2005) investigated the possibility to visually review 
the significance of a variable (e.g., population density) in the context of risk 
analysis. 

Geographic information systems utilizing geo-visualization methods provide a 
wide set of tools and processes to create all kinds of maps, and this research indi-
cates that making use of these tools helps the interaction between decision maker, 
general public and domain experts. Interaction with domain experts essentially as-
sists the development of models and the creation of task-specific maps. Visualiza-
tion is a crucial point in getting the message across. Visualizing spatial-functional 
relationships is a problem of growing importance for several research fields. The 
choice of the visualization, the orientation of the geographic space in relation to 
the viewer, as well as the selection of the spatial area portrayed all similarly affect 
the overall message in these cases. These points also concern appropriate risk as-
sessment and planning the emergency preparedness, which requires political back-
ing and communication of experts from various domains. 

Within this paper we investigate kernel density estimation methods which are 
included in a variety of applications: point data smoothing; creation of continuous 
surfaces from point data in order to combine these with other data sets that are 
continuous/in raster form; probability distribution estimation; interpolation or hot 
spot detection. Kernel density estimation methods can also be used in visualizing 
and analyzing temporal patterns, for example crime events at different times of 
day and/or over different periods, with the objective of understanding and poten-
tially predicting event patterns (Smith et al. 2008). Bandwidth selection, as ex-
plained in the following, is often more of an art than a science, but it may be sub-
ject to formal analysis and estimation, for example by applying kernel density 
estimation procedures to sets of data where actual densities are known. An alterna-
tive to fixed bandwidth selection is adaptive selection, whereby the user specifies 
the selection criterion, for example defining the number of event points to include 
within a circle centred on each event point, and taking the radius of this circle as 
the bandwidth around that point kernel. 

6
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The definition of ‘high’ and ‘low’ point densities needs to be considered 
because those values differ greatly between different countries. Typically known 
values are average density calculations for entire cities or counties. It is difficult to 
compare point density values between the counties because of the size of the area 
may differ greatly. This influences the results of the calculations. Point densities 
can be displayed as classic choropleth map within a thematic map (Slocum 2005; 
Slocum et al. 2001). Generally as areas are bigger the level of generalization 
increases (Baxtor 1976). There can be a tendency either for increasing the size of 
the units to provide the lower measures for the point densities or to decrease the 
size of the base areas, so that both the peak values and the variance of the point 
density increases. Furthermore the location boundaries have in most cases no 
logical relationship to the density properties that are being mapped, as they take 
administrative boundaries into account (Langford and Unwin 1994). Previous 
research includes work done by Langford and Unwin (1994). They compare the 
point densities represented in a conventional choropleth map, in which the point 
density surface is shown as a continuous (or field data) representation. Unlike in 
this research the data used in their maps is based on an interpretation of a 30 m by 
30 m pixel gird, which provides a density estimate at the zone centroid. Levine 
(2004) provides an excellent discussion of the various techniques and options, 
including alternative methods for bandwidth selection, together with examples 
from crime analysis, health research, urban development and ecology (Levine 
2004; Smith et al. 2008).  

Kernel density maps serve different purposes in the emergency preparedness 
planning process. Maps of small scales covering bigger region are needed for a 
high-level planning, On the other hand, maps of bigger scale unveiling more de-
tails in the spatial distribution of incidents are necessary for planning the actual 
preparedness of particular fire brigades. Such detailed maps are also used in fur-
ther analysis of relations between the incidents and underlying environment. As a 
need of rescue missions in urban environment is often related to human activities, 
various socio-economical aspects are subject of such analysis. In addition, the in-
cidents’ occurrence forms a dynamic system. Changes in the time domain are 
therefore of the interest, while the most significant variations are expected for dif-
ferent hours of a day corresponding to the strongest patterns in the characteristic 
behaviour of inhabitants. 

 A relevant question for the fire and rescue services is ‘Where and when the 
peaks in the amount of missions occur?’  Within this chapter, we aim to provide 
an answer by investigating methods to model and to visualize the service mission 
records, which include x/y coordinates of the mission location as a point. We 
study the visualizations techniques as a means of exploring the spatial data on 
point densities in order to assist the Fire and Rescue services in their planning and 
preparation procedures. We suggest that viewing mission points as a continuous 
surface, by using kernel density estimations, and visualizing it as a ‘landscape’ 
(using the third dimension), support the identification of the areas, which are of 
particular importance to the fire and rescue services. Our aim is to investigate dif-
ferent parameters within the kernel density calculations to determine which set-
tings would fit the needs and provide an appropriate visualization. 



2 Methods and data - determining point density 

2.1 Kernel density estimation – function and bandwidth 

Point density is a continuous function and in order to present an effective and ac-
curate impression of its distribution, a scheme that recognizes this continuity is 
needed (Langford and Unwin 1994). In this paper we investigate the calculation 
and visualization of point density using kernel function (Bowman and Azzalini 
1997), which allows controlling the degree of smoothing by the search radius 
(bandwidth) of the kernels.  

Given the point data of Helsinki including the geocoded fire and rescue service 
missions, the probability distribution of these variables at every location within the 
study area can be estimated by replacing each point with a kernel, giving them a 
‘spatial meaning’. The kernel is defined as a three-dimensional function, which is 
determined by the shape of the kernel, its bandwidth and the output size for the re-
sulting raster cells. The density  at each observation point s is estimated by 

 

( ) =sλ  UsxssK
n

i
iih ∈
⎭
⎬
⎫

⎩
⎨
⎧ −∑

=

,)(
1

 

 
where K is the kernel and h the bandwidth (Silverman 1986). According to this 
formula, the contribution of incidents to the density estimation corresponds to 
their distance from the kernel centre – the closer to the kernel centre, the bigger 
the influence. 

A number of different density estimation methods have been compared in pre-
vious research (Bowman 1985; Cao et al. 1994; Hwang et al. 1994). According to 
Smith et al. (2008), the kernel function does not tend to have a major impact on 
the set of density values. Of much greater impact is the choice of the spread pa-
rameter, or bandwidth (Abramson 1982; Salgado-Ugarte and Pérez-Hernández 
2003; Smith et al. 2008). In practice only the bandwidth, which represents the 
search radius, is adjusted. The choice of the kernel bandwidth strongly influences 
the resulting estimated density surface. If the bandwidth is too large the estimated 
densities will be similar everywhere and close to the average point density of the 
entire study area. When the bandwidth is too small, the surface pattern will be fo-
cused on the individual point records. Experimentation is required to derive the 
optimal bandwidth setting to acquire a satisfactory density surface (O'Sullivan and 
Unwin, 2003). Some investigations on the methods for optimal bandwidth selec-
tion have been conducted to some extent, although user experimentation is always 
needed (Park and Marron, 1990; Sheather 1992; Sheather and Jones 1991). 

Smith (2008) argues that, when the density estimation is adjusted using normal-
ized Gaussian kernel function, which often represents probability density, the re-
sulting surface is described as a probability density surface, rather than a density 
surface. The density can be then interpreted as the probability that the point lies 
within any defined area, which is equal to the volume of the surface over that area. 
The volume for the entire study region is exactly 1, reflecting the fact, that the 

λ
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point is certain to lie somewhere (Smith et al. 2008). In this context, a suitable 
bandwidth would be a smallest value, which for different data collections yields a 
stable density map. 

The use of kernel functions as a form of point weighting enables the creation 
of locally weighted means and variances. The locally weighted (kernel) statistics 
could be also supported within the geographically weighted regression (GWR) 
(Fotheringham et al. 2002). 

2.2 Software packages for kernel density calculations 

GIS packages support a variety of kernel functions and procedures. Within this 
study, we use ArcGIS Spatial Analyst, which provides kernel density estimation 
for point and line objects, but only supports one kernel function, which it de-
scribes as a quadratic kernel (a bounded kernel), but which is often described as an 
Epanechnikov kernel. MapInfo’s grid analysis add-on package, Vertical Mapper, 
includes kernel density mapping. Additionally the spatial statistics package 
SPLANCS and the crime analysis add-on for MapInfo include a hotspot detective 
which are based on quartic kernels. TransCAD/Maptitude supports what it de-
scribes as density grid creation with the option of count (simple), quartic, triangu-
lar or uniform kernels. Crimestat supports four alternative kernels to the normal, 
all of which have finite extent (i.e., typically are defined to have a value of 0 be-
yond a specified distance). These are known as the quartic, exponential, triangular 
and uniform kernel (Smith et al. 2008). Density calculations using Gaussian kernel 
functions are also supported within spatstat, and R package for analyzing spatial 
point patterns (Baddeley and Turner 2008). 

Now how does ESRI’s ArcGIS Spatial Analyst suggest finding a default value 
for the bandwidth and output grid size in its spatial analyst extension? The default 
settings are found based on the input features (points or lines) to calculate the den-
sity for. The search radius units are based on the linear unit of the projection of the 
output spatial reference. For example, if the units are in meters, to include all features 

point features in the output spatial reference, divided by 30. The cell output size 
defines the output raster that will be created. This is the value in the environment 
if specifically set. If the environment is not set, then cell size is the shortest of the 
width or height of the extent of point features in the output spatial reference, di-
vided by 250 (ESRI 2008). 

2.3 Classification for the kernel density output raster 

Kernel functions applied to point data results in a continuous density surface. Due 
to limited ability of human eye to discriminate shades, it is desirable to classify the 
density values into several categories for visualization, while a suitable number of 
classes should not exceed seven (Gilmartin and Shelton 1989). Classification of 
the data then leads to more perceptual image and also saves a processing time 

within a 1 mile neighbourhood, set the search radius equal to 1609.344 (1 mile = 
1609.344 m). The default is the shortest of the width or height of the extent of 
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(Slocum 2005). Naturally, the aim of classification is to approximate the original 
surface as closely as possible by preserving characteristic patterns of the phe-
nomenon. As methods used to classify the data can introduce an ‘error’, which in 
some cases substantially alters the final appearance of the map, definition of the 
class limits considering the data distribution is a challenging task (Jenks 1977; 
Unwin 1981). A method based on Jenks algorithm (Jenks 1967), also called natu-
ral breaks or goodness of variance fit (GVF) classification, offers a suitable solu-
tion. The method uses a measure of classification error (sum of absolute devia-
tions about class means) to keep similar data values in the same class. In this way 
the classification gives in the most accurate and objective overview of the original 
data. The method is also commonly implemented in the GIS software.  

2.4 
point data 

This study covers the Helsinki Metropolitan Area, which is as the most densely 
populated region in Finland of particular interest to fire and rescue Services. 
Finland is one of the countries where data collection, digital databases and infor-
mation society in general is well developed and organized, but this is no guarantee 
that information is available and interoperable. Organizational boundaries are 
clearly visible also in the domain of emergency planning (Jolma et al. 2004). Gen-
erally the unequal quality of spatial data requires individual models and scales for 
a risk analysis in each community. Additionally municipalities in Finland are 
obliged to gather register data on their point, buildings and land use plans. Due to 
the uniform character of the region it is important for the planners and decision 
makers to have reliable register data on the whole area, irrespective of these mu-
nicipal boundaries. For this reason, Helsinki Metropolitan Area Council (YTV) 
has been working since 1997 on the production of a data package, SeutuCD, 
which covers the whole metropolitan area. It is a data package gathered from the 
municipalities’ registers and other sources. It is updated once a year and includes 
register data on buildings and land use plans as well as the enterprises and agen-
cies located within the metropolitan area (YTV 1999). In addition to register data, 
SeutuCD includes maps for different scales and metadata software. 

Finnish fire and rescue Services document all their rescue missions in ‘Pronto’, 
an accident database maintained by the Ministry of the Interior. The provided data 
form a point data set, where each of the missions is used as a spatial object, which 
has a position (X, Y coordinate tuple) and a set of attributes, such as time of an-
nouncement, address, incident type and response time. This enables to ignore the 
municipal boundaries of metropolitan area in the analysis. We use the data from 
years 2005–2007. Attributes we are initially interested in are the location, mission 
types and time stamp.  

Records of the past incidents provide a valuable source of information to be 
analysed and used to improve the effectiveness of rescue services. In Finland, the 
incident data are recorded into the register via an electronic report filled by the 
mission commander after each mission. The textual attributes are complemented 
by coordinates of the incident location given by clicking a map before the report is 

Data – background and Fire and Rescue Service mission 
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finished. This process should ensure the highest accuracy of the registered data, as 
it guarantees the completeness of the data and eliminates frequent errors caused by 
misprints. The main responsibility of rescue brigades, however, is in protecting the 
public safety and we may doubt about the precision of inserted incident coordi-
nates, which may not correspond to the associated addresses. The issue of posi-
tional data errors and their identification was tackled by Krisp et al. (Krisp et al. 
2007) proposing removal of erroneous points from the analysis. In the following, 
the full set of fire and rescues service mission points has been used for the density 
calculations. Generally we are dealing with probability densities; therefore in fu-
ture data, e.g., about the next period (2008–2010), the points are likely to appear at 
different places, but the interpolated density map should look quite similar to the 
one of 2005–2007. Using the data for each individual year 2005, 2006 and 2007 
the interpolated densities do show a comparable distribution of hotspots at similar 
locations. It can be suggested that a good bandwidth would be the smallest value 
that satisfies this criterion. It yields a meaningful density map, one that provides a 
‘signal’ as detailed as possible without too much statistical ‘noise’. 

3 Results 

We try to restrain the large number of possible analysis usages in the paper to the 
determination of an optimal bandwidth for displaying fire and rescue service inci-
dents to the rescue services. One question occurring is ‘Where are the locations of 
incidents hotspots?’ Using kernel density maps we can compute different maps 
with one, two, etc. hotspots displayed in the map. We apply the kernel density es-
timation to the fire and rescue mission data points using ESRI’s ArcGIS 9.2 and 
analyze the suitability of the resulting map in relation to changing calculation 
parameters. As the search radius controls the strength of contribution of the inci-
dent points to the resulting density, it has the most significant influence on the 
smoothness of the surface. Figure 1 shows the kernel density estimation with the 
settings suggested by the ArcGIS Spatial Analyst extension based on the default 
values (see above). 
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Fig. 1. Kernel Density map for Helsinki fire and rescue service missions with a 
scale 1:100.000 applying ESRI’s ArcGIS default parameters for bandwidth 
703.6 m and output grids size 84.4 m 

As described above the software calculates default settings based on the extent 
of the mission data points. The software suggests settings for the bandwidth with 
703.6 m and output grids size with 84.4 m. The output raster is classified using a 
natural break (sometimes referred to as Jenks) classification with six classes. They 
are visualized with a colour range from red, orange to yellow and transparent for 
zero values. Generally a 30% transparency is applied to show the underlying 
background map.  

The parameters of the search radius can be altered. Theoretically we can acquire 
an infinite number of different density maps. Figure 2 illustrates four examples of 
a map series with 18 maps that have been produced to investigate an ‘optimal’ 
bandwidth for this data set for the scale of 1:100.000.  
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Fig. 2. Mission points density maps with a scale of 1:100.000, setting different 
bandwidth; (a.) bandwidth 50 m, (b.) bandwidth 200 m, (c.) bandwidth 1000 m, 
(d.) bandwidth 1500 m 

The maps actually show the number of incidents that happen within the se-
lected bandwidth from any point in Helsinki. It is important to notice that larger 
values of the radius parameter produce a smoother, more generalized density 
raster. Smaller values produce a raster that shows more detail. In this way we can 
control the amount of information contained in the resulting maps. The same test 
has been done for a map with a scale of 1:25.000 shown in Fig. 3.  

The meaning of the data is difficult to interpret and requires close collaboration 
with the responsible fire and rescue services. Generally the services use classic 
statistical methods to analyze the mission data. The case for the Helsinki Fire and 
Rescue services indicates that the desirable density maps should not be too fo-
cused on details on one hand, but on the other hand they should also not be too 
general. The required level of detail also depends on the map scale and purpose of 
its use. Having a large scale for example 1:10.000 we might want to set a smaller 
search radius to have a less generalized density surface. For a map with a scale 
smaller than 1:100.000 it might be useful to select a bigger search radius to get a 

a. b.

c. d.
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more generalized density surface. For this particular mission data set and specified 
area we suggest a search radius between 1000 and 1500 m for a density map of 
scale 1:100.000. For the larger scale 1:25.000, we suggest to select a bandwidth 
between 700 and 1000 m. 

4 Conclusions 

Generally the calculation of a density surfaces gives the users a better overview of 
the point data compared to a dot map, where we have to deal with overprinting. 
Besides visualization purposes of point data sets, density maps are often subject to 
further spatial analysis, for which a suitable density map and understanding its 
meaning is crucial. Using the kernel functions for density estimation allows con-
trolling information presented in the resulting map by changing the kernel search 

Fig. 3. Mission points density maps with a scale of 1:25.000; different bandwidth; 
(a.) bandwidth 50 m, (b.) bandwidth 200 m, (c.) bandwidth 1000 m, (d.) bandwidth 
1500 m 

(a.) (b.)

(c.) (d.)
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radius parameter. Suitable visualization of the density maps then supports com-
munication of such information, which leads to finding adequate parameter values 
for the given purpose. 

This study illustrates that the choice of parameter settings for density calcula-
tions is case specific. The primary question is what message the map should pro-
vide. The answer should be established according to the user requirements. It is 
important to consider the scale of the output map when calculating the point den-
sity, as maps with different scales may require to present different level of detail 
to the user. The user should be also aware of the physical meaning of the resulting 
maps. An additional finding of this investigation is the importance of scale, the re-
search area and the distribution of the incident points. It seems to be difficult to 
make universal statements about the computation of an incident kernel density 
map. The optimal map needs to incorporate the common planning scale(s) used by 
the rescue services, the unique distribution of incident locations and the character-
istics of the study area (e.g., clustered by water areas, rivers, mountains). There-
fore each incident density map may have unique parameters depending on these 
features. 

The visualization classified from red to yellow proves to be useful in visually 
identifying hot spots; it also gives useful results in a black/white printout. When 
combining the output map visually with a raster grid, it is important to consider 
this size when setting the output cell size. The output density map and the overlaid 
grid correspond visually better when the density cell size is the same (or a deri-
vate) with the raster size. For example a density map with a 62.5 m cell size is 
overlaid with a 250 m raster matches well in a visual way. The search radius is 
depended on the data set, the scale of the map and the study area.  

It is difficult to give a general suggestion on parameter settings, as they are de-
pendent on user requirements.  However, information represented by the resulting 
density surface depends on the choice of the kernel bandwidth and the output grid 
size. It is therefore necessary to experiment with these parameters to acquire map 
suitable for the user needs. Presentation of the results using expressive visualiza-
tion techniques supports understanding the differences and thus enables the user to 
make the decision. The existing software support seems to be insufficient for these 
purposes. 

In our test case related to the fire and rescue missions, we find a bandwidth 
1000 m adequate to display the density of incidents on a scale 1:100.000. In this 
case, the grid cell size is set to 25 m. To display the incident density on a large 
scale 1:25.000, a bandwidth 700 m is more appropriate to encompass more details. 

5 Further research 

Density analysis as presented in this study is one step in often very complex risk 
assessment process. We may also think of less frequent incidents, which will af-
fect rather an area than a point, e.g., forest fires, floods. In this case these incidents 
are not suitable to be visualized in mission density maps and they should be dealt 
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with separately. These results are open for further interpretation and can be used 
by the fire and rescue services in a risk model.  

Past incident records are a valuable source of information in the risk analysis. 
Investigation of changes in the incident density patterns over time can provide an 
insight into the dynamics of the phenomena, either by visualizing the development 
of incidents distribution over years and decades, or showing daytime variations to 
support the actual preparedness of fire brigades.  It is also important to investigate 
possible trends considering especially the point density. These can be studied to 
find more information for future situations, e.g., how the point mission patterns 
are likely to change within the Helsinki metropolitan area in the coming years. 
Additionally, further research has to consider individual records in the data, the 
time of each record and the time of the point density calculations.  The integration 
of a time variable (daytimes, nighttimes etc.) seems to be essential when relating 
the point density to incident densities. The density patterns can be also compared 
to the distribution of other geographical or socio-economical attributes to under-
stand the relations existing behind the incidents. 

Fig. 4. Illustration kernel density slider tool mock-up 

A proper density estimation using suitable parameters for the particular purpose 
is crucial for all of these applications. As experimentation is required to select a 

visually explore the data and find appropriate parameter settings. This needs to in-
clude selection tools for the bandwidth, the output grid size and possibly the scale 
of the output map. The parameter sliders are interconnected with a map preview 
window, where the selected options are visualized using a simple classification 
method. A proposed tool layout is shown in Fig. 4. 

Future work will investigate the possibilities for this slider tool and the techni-
cal implementation into existing geographic information systems. Fire and rescue 
Service mission records are stored for a reasonably long time, within the fire and 
rescue service München, Germany for about 5 years. Eventually these records will 
be deleted. We may have to investigate how these databases can be stored for a 

suitable kernel bandwidth, we aim to develop a ‘slider-tool’, which allows user to 
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longer (perhaps infinite) time. These records provide a valuable ‘window into the 
history’. These missions have been geocoded now starting around the beginning of 
the century with increasing location accuracy. Eventually these records can be 
used in 20, 30, 100 years to investigate the ‘historical’ hotspots of fire and rescue 
service missions. Therefore we suggest strongly investigating sustainable methods 
to store this data. 
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Abstract 

As decision support in flood warning, experts within crisis management groups 
need readily available real-time data, and real-time visualization derived from 
them. Up until now, work steps including acquisition, harmonization, storage, 
processing, visualization and archiving of data have been accomplished manually 
or semi-automated. In a cartographic real-time application, these worksteps have 
to be achieved online and error-free. The presented web application and the gener-
ated real-time visualization products are based on a viable data model which is ex-
tendable by additional measurement or model ouput data. By means of a graphical 
user interface, users may overview the most current hydrological situation in the 
form of automatically processed real-time maps. In addition, these maps may be 
interactively compiled, depending on users’ needs, on different levels of detail, 
and in various thematic combinations. In order to classify the most current hydro-
logical situation in the historical context, i.e., to eventually learn from the past, the 
application also allows to easily create visualizations of past flood events. Data 
from a long-term, high-resolution archive undergo the same cartographic rules and 
abstraction as real-time data for the purpose of direct comparisons. 
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1 Introduction 

1.1 Motivation 

Climate models suggest that extreme precipitation events will become more preva-
lent and future changes of such events, in response to global warming, may even 
be under predicted (Allan and Soden 2008). As a ramification of an anthropogenic  
warmed climate and increased rainfall events, recurrence intervals of natural ha-
zards – such as flooding – are decreasing. Depending on the time period under in-
vestigation, flood events, such as the devastating one of 2005 in Switzerland, must 
rather be termed rare than extraordinary. Post-event analyses of this and other ex-
treme events in Switzerland clearly indicate that it is imperative to prepare and 
adapt to more intense natural hazard events (Bezzola and Hegg 2007). 

 

 

Fig. 1.  Integral risk management circle (Kienholz et al. 2004) 

In order to be better prepared for future floods, methods aimed at detecting 
flood events at an early stage must inevitably be improved and refined. Flood 
monitoring can significantly contribute to the reduction of flood-induced damages 
as any time saving is crucial when preparing counter-measures in flood-prone 
areas. This primarily includes the provision of a place-independent access to real-
time data. Flood specialists need such real-time data, ideally visualized in the form 
of interpreted and well-readable visualizations, in order to be capable of optimally 
advising crisis committees in emergency situations.  
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1.2 Early warning context and application specifications 

The ultimate goal of any monitoring infrastructure is to aid in detecting at an early 
stage a potential flooding. From the viewpoint of integral risk management 
(Fig. 1), a monitoring system is positioned in the domain of preparedness, in 
which availability and accessibility of time-critical information is eminently im-
portant to revaluate the most current hydrological situation. In consequence of in-
cluding most modern hydro-meteorological forecasting to the integral risk man-
agement, the domain of coping shifts much closer to the domain of preparedness, 
or even ahead of the event (Bezzola and Hegg 2007). 

Compared to other existing cartographic solutions, supplementary value is add-
ed by presenting data interactively as well as by providing efficient analysis tools 
in a graphical user interface (GUI). The GUI should permit to retrieve processed 
and adjusted data of past flood events in a user-friendly manner. This way, users 
(i.e., operational hydrologists) may instantly draw on the experiences and knowl-
edge from past floods and may better assess the current situation. Finding compa-
rable data is time-consuming and disadvantageous in emergency situations. Mak-
ing available historical data archives in the application itself is certainly more 
efficient.  

1.3 Monitoring and comparing – similar approaches 

This chapter takes up this idea of comparing real-time hydrological data with his-
torical data. The presented results are based on the ongoing project ‘Real-Time 
Cartography in Operational Hydrology’, supported by the Swiss National Science 
Foundation. Besides flood hydrology this project apparently crosses various other 

Currently, a lot of efforts are made in real-time data assimilation for hydro-
meteorological nowcasting and forecasting purposes (the former denotes shortest-
term forecasting). Forecast models are run as ensembles and the combined output 
is used to feed hydrological models (i.e., Bartholmes and Todini 2005; Jaun et al. 
2008). There are applications dealing with the use of water resources that facilitate 
flood risk and emergency management (i.e., Foraci et al. 2005; Jha and Das Gupta 
2003), but regardless of whether we deal with real-time data or with real-time 
forecast data, methods to visualize real-time data are essentially the same. Still, 
they often fail to meet today’s user needs and have to be improved. In order to 
observe cartographic rules when handling real-time data, work steps such as data 
acquisition, storage, processing, visualization and archiving must be achieved 
on-line, error-free and entirely automated. A robust system is needed, capable of 
displaying real-time data on different spatially and temporally related levels of 
detail. Time-sensitive data have to be represented dynamically and the system 
must be able to classify data for which the accuracy, range and absolute values are 
not known in advance. In addition to these requirements, maps are to be delivered 
to any computer and displayed in different web browsers. In order that the generated 
cartographic products look as intended in the map users’ preferred browsers, they 
necessarily have to comply with current web standards.  
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research fields such as web cartography, real-time applications in geosciences or 
decision support systems (Lienert et al. 2007).  

Merely few similar approaches exist that allow for simultaneous visualization 
of real-time and historical data. The Swiss Federal Office for the Environment, for 
example, publishes raster-based maps on its website on which the most actual riv-
er discharges at gauging locations are related to their extreme value statistics. 
Gauging locations are symbolized by a coloured dot representing a predefined re-
currence interval. This idea has been included in the application described here 
(Fig. 3).  

The new project Swissrivers (http://www.swissrivers.ch) may serve as an addi-
tional cartographic example with which real-time data from dozens of Swiss cat-
chments are shown. Historical data merely cover the past couple of hours back 
from the actual time. The application presents graphical forecast information at 
numerous river gauges, located on an interactive Google map mash-up. The con-
veyed information is of great importance to experts. The cartographic implementa-
tion of the application is yet expandable as to legibility and discriminability of the 
map symbolization and in terms of interaction between the user and certain map 
elements and forecast graphs. 

Decision support systems employed as operational and strategic components in 
decision making are widespread to address a variety of hydrological questions. 
Yet, some of these systems are built upon historical, averaged data and do not con-
tain real-time data at all (e.g., Berlekamp et al. 2007; de Kort and Booij 2007). 
Other systems handle real-time and historical data for the purpose of real-time da-
ta assimilation, calibration and validation of forecast models (e.g., Todini 1999; 
Vrugt et al. 2006). A rare example of a database that contains a chronology of hy-
drological extreme events is discussed in Black and Law (2004). The system 
stores hydrological information that dates from times when no measurements were 
made. The database, however, solely contains textual information about water le-
vels and extents of past flooding. As a result, queries are neither being geo-
referenced nor cartographically displayed. 

    

2 Basic data and spatial extent 

2.1 Qualified and used data 

The overall project was designed to visualize observed real-time data as well as 
manually collected archive data and records. Both types of data are stored in a da-
tabase and managed by a database management system. The difference between 
the two types is their accuracy. Real-time data are automatically collected from 
the data supplier’s data servers using routines that are run at certain intervals. Be-
fore insertion into the database takes place, data are rudimentarily checked for 
their integrity (i.e., duplicate measurement times, data type such as text or number, 
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data range or sign). If data fails to meet such conditions, either no data or prede-
fined substitute values standing for unavailable data are inserted. These integrity 
checks, however, do not entirely free real-time data from inherent uncertainties. 
Expert users should therefore consider varying degrees of confidence of real-time 
data when using them for comparing with archived data.  

Table 1. Overview of the archive data collection 

Parameter Archive from-to Spatial extent Temporal Reso-
lution 

River discharges, 
lake levels 
 

01.01.1974–
31.12.2007 

All of Switzerland 10 minutes 

Precipitation,  
air temperature, 
air pressure,  
air humidity 
 

01.01.1981–
31.12.2007 

All of Switzerland, 
plus additional 
gauges in and 
around Thur basin 

10 minutes 

Precipitation ra-
dar images 
 

01.01.1991–
31.12.2007 

All of Switzerland 1 hour

Groundwater le-
vels 

01.01.1996–
01.05.2007 

Thur basin 5 minutes 

 
Archived data, in turn, are delivered annually by network operators after having 

passed quality controls. Such control activities may involve the homogenization of 
data, the adjustment of faulty outliers or the adaptation of the rating curve (on 
which the real-time river discharges used in this project are based). Archived data 
have been inserted into the project data base manually. To draw comparisons, data 
have to be available at any gauging location in form of long, high-resolution time 
series as well as in real-time. Apart from being accessible through a network, the 

the Swiss Federal Offices and State Offices. Spatially, they cover all of Switzer-
land with some densification in the north-eastern part of the country, where the 
basin of the Thur river is located. In Table 1, an overview of the archive data col-
lection is shown. Real-time data, in contrast, feature coarser temporal resolutions 
but are identical to archive data as to the number of parameters and spatial extent.  

Data are assigned to the metric ratio scale, with the exception of air temperature 
data (which have metric interval scale properties). Apart from radar images, all 
data stem from individual point gauging stations. Different real-time point sym-
bolizations have been developed for these quantitative data. Additional automated 
processing and visualization functions were developed for more sophisticated de-
piction of precipitation radar, point temperature and point river discharge (Lienert 
et al. 2008; Lienert et al. 2009b).  

criteria for real-time data were that they had to have a temporal resolution of ≤1 
hour and a delivery interval of ≤2 hours. All data are measured and provided by 



414      C. Lienert et al. 

In addition to the thematic data mentioned above, different sets of static topo-
graphic and land use data have been collected and processed, including a multi-
resolution relief, hypsometric distribution, forest, and settlement areas. These data 
are used for the base map and are pre-loaded in the application by default. Static 
hydrological data in the application covers lakes, groundwater areas, the complete 
1:200000 and 1:25000 river network, and hydrological balance area geometry. 
Since the amount of data is continuously increasing an object-relational database 
management system has been installed on a separate server from the project start. 
The database stores numerical and vector data. Raster data, in turn, are not stored 
in the database but in web-enabled formats on the server’s file managment system.  

2.2 Geographical focus  

As shown in Table 1, data are collected from all parts of Switzerland, though the 
project’s geographical focus is on the Thur basin in the north-eastern part of the 
country (Fig. 2). The basin has an area of 1700 km2 and the altitude ranges from 
336 to 2501 m above sea level. With regard to early warning and monitoring ac-
tivities, the basin’s size is adequate for testing real-time cartographic concepts as 
lead times for warnings still allow for counter measures. From a hydrological 
point of view, the basin’s upper part is dominated by snowmelt in spring time and 
thus attributed nivo-pluvial (Weingartner and Aschwanden 1992). Climate change 
studies on the Thur basin’s hydrology suggest – even when examining past dec-
ades – a substantial reduction of the extent and duration of the snow cover. There-
fore, the seasonal runoff pattern is reckoned to shift, with earlier peaks due to 
snowmelt (Jasper et al. 2004). 

 
 

 

Fig. 2. Location of the Thur basin in north-eastern Switzerland (left) and enlarged 
view (right) 
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3 Design and methodology 

3.1 Conceptual considerations  

The visualization system consists of eight main, modular components (Fig. 3): the 
prototypical, web-based GUI (#1) that accesses data based on three different visu-
alization approaches (see below). Real-time data are treated as a self-contained 
component (#2) and are either delivered to the project server infrastructure or 
picked up on the data supplier’s server. Data are delivered in various formats and 
inserted into the real-time partition (#3) of the overall database by individual pro-
gram routines. Elementary quality checks, as noted above, are performed at this 
stage. The most actual and pre-processed data is stored in the database, ready to be 
used for further processing or immediate visualization. Additional database parti-
tions store static topographic and landuse vector data (#4) as well as archive mea-
surement data (#5) which have previously been quality-checked by the network 
operator and delivered once a year (see above). The combination of data in this 
partition and data in the real-time partition form the basis for comparing these two 
types of data. A fourth distinct database partition contains the metadata (#6) which 
store information about the overall data collection. Two interfaces are connected 
to the database: the first (#7) aims at interconnecting additional real-time data 
processing steps prior to visualization (e.g., point-to-area interpolations, inclusion 
of statistical or hydrological models). The second interface serves the purpose of 
importing new measurement data (#8) in order to annually update the archive with 
the network operator’s quality-checked data. This interface may also be used to 
store qualitative data in the database such as textual data (e.g., media products and 
written eye-witness accounts) of past flood events. 

The overall concept of the project and the data visualization in the GUI is also 
based on results obtained from discussion with potential expert users working as 
advisors in relevant federal or state administration offices. It illustrates what visua-
lizations and functionalities are needed in order that these specialists may 

1. quickly and comprehensively get an idea of the current (flood) situation 
(‘monitoring’, Fig. 3)  

2. retrace short-term developments of the current or any past situation (‘re-
tracing’) 

3. learn from past extreme events and relate them to the current situation 
(‘comparing’). 

In the following, emphasis is put on methodological aspects of ‘comparing’ 
real-time hydrological data with historical flood data. 
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Fig. 3. Conceptual framework of the real-time visualization application  

3.2 Comparing real-time data with historical data – how and what 
can we learn from the past? 

To generate maps and graphical representations of historical floods, an arbitrary 
point in time (in form of a timestamp) is input to the application via the GUI. Sub-
sequently, all user-preset data associated with this time stamp are retrieved. In 
doing so, each table of the database (Fig. 3, #5) is searched for the very record 
containing the timestamp that matches the input timestamp (see below). The result 
of this filtering operation is a thematic map showing the hydrological situation of 
the time that has previously been passed to the application. It is generated using 
identical cartographic abstractions and symbolizations that are applied to real-time 
data. In order to visually compare real-time and historical data, the respective 
maps are arranged in different tabs of the web browser. Users may then toggle be-
tween these two maps or they may decide to toggle between real-time and histori-
cal visualizations within the GUI itself. When exploring the data in the GUI, par-
ticularly on higher levels of detail, the configuration and the development patterns 
of past flood events are quickly conveyed (Figs. 4, 5 and 6). Comparing may in-
clude contrasting spatio-temporal relations of different parameters or interactive 
exploration of time series at various gauging locations (i.e., displaying of addi-
tional information when moving the mouse over such time series graphs). Such in-
teractive methods facilitate the access to historical data and contribute to genera-
tion of knowledge about past events which, in turn, may again be incorporated in 
the current decision-making process. Two ways of making accessible and 
representing such knowledge are conceivable: 
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• quantitative (logical data level)  
• qualitative (descriptive-textual, multi-media level) 

Further interactive methods have to be developed in order to support straight-
forward navigation (i.e., shifting, toggling, resizing, contrasting, overlaying, etc.) 
of the two above mentioned types of data. Ultimately, the main questions are how 
to make relevant information intuitively available and how to present it in a clear 
and space-saving way. 

In addition to these interactive methods incorporated in the GUI, comparing 
real-time data with similar, historical data call for algorithm-based search methods 
on the application’s logical level, taking into account uncertainty ranges of the 
data parameters in question. Looking up similar historical situations via one par-
ticular measuring point must result in the formation of multi-dimensional search 
terms linking locations, time points and value ranges of data measured at several 
adjacent gauges.  

3.3 Data model and visualization methods  

Generating real-time maps means to apply automated working steps to an underly-
ing, consistent data model. To achieve this, both measured data and automatically 
delivered real-time data are modelled in the database along with their related time 
of measurement. Measured values are therefore not only distinguishable by their 
value and location but also by their temporal occurence. In doing so, the time itself 
is treated as an attribute of the measurement data (e.g., Valpreda 2004) and, in 
terms of timestamps, defined as a unique identifier for every single measurement 
record. Joining of data records is accomplished using these unique timestamps and 
additional foreign keys. Beside the spatial database management system, all in-
volved technologies for data processing and cartographic data representation are 
based on free open-source software (Lienert et al. 2009b).  

Visualizations are produced at the end of a processing chain. Functions of an 
in-built webmap server are used when displaying raster data. Raster data are made 
available over the internet subject to map scale and actual map section requested 
by the GUI. Measurement and static, topographic base data are combined by 
scripts and then sent over the internet as Scalable Vector Graphic (SVG) code. 
SVG is the web standard for two-dimensional graphics and is suitable for most 
web-cartography projects (Neumann and Winter 2003). The index SVG file that 
gathers all the data to be viewed by the user is further supplemented by including 
a server-side software module, making the index file more dynamic. It is able to 
add newly created graphical elements or handle conditions when variables – such 
as timestamps related to past floods – are passed to the application. JavaScript is a 
well-known scripting language for web applications and is used to provide interac-
tivity. By means of these scripts intrinsic user events such as clicks or mouse-
overs can be handled in order to release additional work steps. Data is transferred 
asynchronously between the server and the browser so that merely the necessary 
parts of the index file have to be reloaded instead of the complete file. This me-
chanism proves to be advantageous as the application organizes thematic data in 
layers that can be turned on and off independently. 
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4 Exemplary results 

The GUI with its default data is accessible by typing a uniform resource locator 
(URL) in the browser. The automated creation of web-based real-time maps using 
true real-time data was one major project specification. Another specification was 
to offer interactive and user-friendly data access so that users do not have to deal 
with underlying workflows. Further data for visualization, processes and function-
alities are automatically loaded on the project server after the URL has been typed 
in. 

 

Fig. 4. Graphical user interface with comparing functionality and a map showing 
river discharge (square point symbols) and 24-hours precipitation sums (circle 
point symbols) of August 23, 2005 (see text for explanations) 

By means of the Map Manipulation button (Fig. 4, top left), a window opens up 
containing four tabs. One of them is called Comparing (#1 in Fig. 4) and compris-
es two different settings to choose from. The Time Point Selection Setting (#2) al-
lows for visualizing an arbitrarily chosen point in time, accurate to 10 minutes. To 
make comparing activities simpler and faster, the Event Selection Setting (#3) lets 
a user directly retrieve data of a pre-selected extreme event. Eleven preselected 
significant extreme flood events since 1977 that affected large parts of Switzer-
land are part of this list: April 2008, August 2007, August 2005, October 2000, 
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May 1999 (beginning), May 1999 (middle), September 1993, July 1987, August 
1987, August 1978 and August 1977. 

Information about a map object on a higher level of detail is obtained using an 
output window which can be opened, closed or shifted (#4a and b). It contains the 
map legend and the time series graphs of measurements. Such additional informa-
tion is directly generated when moving or clicking over the symbolization (#4b). 
Additional map navigation controls allow for activities such as map zooming, 
panning or re-centering (#5). In order to know which point in time a map refers to, 
the time of the data along with the map mode is indicated in the status bar (#6). 
The map mode is either set to monitoring or comparing. The map presented in 
Figure 4 shows the hydro-meteorological situation on August 23, 2005 at 
00:40:00. This is when a considerable number of both rain and discharge gauges 
measured their maximum during the devastating 2005 event in Switzerland. The 
square and circle sizes represent classified discharge quantities, and 24-hour pre-
cipitation sums respectively. The colours, for both parameters, denote the recur-
rence intervals, expressed in years. The darker the colour is, the smaller is the oc-
currence probability of the shown value. The occurrence probability is obtained 
from the long-term extreme value statistics, available for each gauge. 

 In Fig. 5, two maps are shown that cover the Thur basin and its surroundings. 
Lake levels and 10-min precipitation sums are represented as bars, 24-hour pre-
cipitation sums are represented as circles and river discharges are depicted as rec-
tangles. The map on the bottom shows the real-time situation while the one on top 
represents the situation of August 08, 2007 at 23:00:00. In case the map is set to 
the monitoring mode and a map symbol is clicked, time series graphs with data of 
the past 24 hours are displayed. If the comparing mode is on, the previous and the 
following 12 hours of the input timestamp are displayed. Users may interactively 
increase or decrease this 24 hours time span via a dropdown list so that another 
time span is immediately displayed (Fig. 5, top, graph in the middle). 

Another example of comparing real-time maps with historical maps is shown in 
Fig. 6. The layer that contains hypsometric data is switched off and the precipita-
tion radar layer is on instead. To some original data – like these raster-based radar 
images or point temperature data – complex, automated processing functions are 
applied in real time. The radar image shown in Fig. 6 is re-coloured for better rea-
dability and underlain by a grid, specifically created for that reason. This grid con-
tains indexed colours of each radar image pixel. Functions in the GUI let users ex-
plore the values and the new colour legend when the mouse is being moved over 
the image. In addition to the radar image, the map in Fig. 6 contains the 0°C iso-
therm which is a valuable indicator as to whether and to what extent precipitation 
falls in fluid or solid form. This line symbolization of temperature is based on the 
integration of automated interpolation of measured data from ground gauges and 
the extraction of the contour line for which 0°C was modelled. The workflows and 
functions that eventually result in improved precipitation radar and temperature 
visualizations are discussed in Lienert et al. (2009a).  
 



420      C. Lienert et al. 

 

Fig. 5. Comparison of two maps showing the real-time situation (bottom) and the 
situation at 2007-08-08 23:00:00 (top) in and around the Thur basin (see text for 
explanations)  
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Fig. 6. Comparison of two maps showing the real-time situation (bottom) and the 
situation at 2007-08-08 23:00:00 (top) with the 0°C isotherm and the radar image 
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5 Conclusion and outlook 

One approach to minimize devastating damages caused by natural hazards is to 
enhance monitoring and early warning capabilities. By means of legible and well-
interpretable hydrological real-time data decision makers are able to continuously 
revaluate impending hydrological floods and take targeted action. A complemen-
tary approach to offer additional decision support in an emergency is to provide 
immediate visual comparisons with historical flood data. Quick availability of 
such visually processed archive data allow for ‘learning from the past’. Analysis 
of past floods can contribute to a better assessment of an ongoing flood. By col-
lecting and maintaining quantitative, high-resolution measurement data as well as 
qualitative, descriptive data past events are both captured and documented. Both 
types of information provide invaluable help in flood hazard management, plan-
ning and the realization of protective measures. 

In this chapter, a conceptual and technical framework has been discussed that 
generates web-based, real-time visualizations of hydro-meteorological data from 
Swiss measurement networks. Experts within flood crisis management groups are 
enabled to interactively compile and explore relevant data parameters. Automated 
cartographic workflows are based on a flexible and extendable data model capable 
of visualizing both real-time and historical data. The integration of data from addi-
tional observation networks is achieved with little effort. Unsurprisingly, the qual-
ity of the presented online application strongly depends on the existence and accu-
racy of the delivered data. Network operators are addressed to improve the data 
quality and data availability aspect of flood hazard management, especially at key 
locations where no or few data exist but detrimental flooding frequently occurs. 

Apart from consolidating a couple of technical aspects, an outlook on next ac-
tivities could include, as discussed above, the integration of qualitative and multi-
media data (i.e., text, photographs, video) and research on qantifiable similarity 
measures to detect historical floods. Latter includes the consideration of measure-
ment data uncertainties and multi-dimensional data queries (adjacent locations, 
different parmeters, varying time and data value ranges). Also, data of hydro-
meteorological forecasts may be integrated in the automated workflows and pre-
pended to visualization functions. In all, the presented application aims at meeting 
the increased time-critical information needs of flood management experts. 
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Designing Map Keys for Crisis Management 
on the Regional Operational and Informational 
Centre Level: Monitoring Transport of Dangerous 
Goods via Contextual Visualisation 

Lucie Friedmannová 

 

Abstract 

The research presented in this chapter is part of the project called Dynamic Geo-
visualization in Crisis Management (GEOKRIMA – Masaryk University, Brno, 
Czech Republic, 2005–2011). The project is focused on the use of existing data, 
verification of the data’s timeliness and integrity, analysis of the data’s qualitative 
features, interpretation, presentation and implementation of its accessibility to the 
users who are crisis management personnel. The chapter revolves around contex-
tual visualisation that is designed, above all, for the regional Operational and In-
formational Centre of Integrated Rescue System. The goal is to offer maps in a 
form and structure that leads to a higher efficiency and a clearer communication 
process between the dispatching and rescue squads. The system of map keys con-
sists of topography in four versions and two thematic contexts (one for monitoring 
and one for the incident). The topography is designed to be used in all crisis situa-
tions that are defined by the National Security Council. The thematic content aims 
to monitor the transport of dangerous goods. The final proposal of the map key is 
a compact system where colours and shapes are the leading attributes that knit 
groups of symbols together. Individual symbols are stored in SVG format (com-
patible with SLD standard) to be used through WMS. 

M. Konecny et al. (eds.), Geographic Information and Cartography for Risk and Crisis 
Management, Lecture Notes in Geoinformation and Cartography,  
DOI 10.1007/978-3-642-03442-8_29, © Springer-Verlag Berlin Heidelberg 2010 
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1 Current situation in crisis management data 
visualisation and usage 

American cartographer Ute J. Dymon (Dymon 2001, 2003) called the consistent 
set of map symbols a missing ingredient for emergency mapping. Nowadays, the 
set of symbols that is provided by the FGDC HSWG (United States Federal Geo-
graphic Data Committee – Homeland Security Working Group) is one of the most 
quoted in the context of crisis management and was also accepted as an ANSI 
Standard in 2006 (ANSI INCITS 415-2006). Some features of the US Homeland 
Security symbology library were also included into the Australasian All-Hazards 
Symbology Project (Australia and New Zealand activity that is currently in test-
ing, http://www.anzlic.org.au/symbology.html). 

In Europe, visualisation is included in projects that are devoted to data manipu-
lation and technology improvement, such as OASIS (www.oasis-fp6.org) or 
ORCHESTRA (www.eu-orchestra.org). Visualisation also played a substantial 
role in projects such as ARMONIA (www.armoniaproject.net) or GeoWarn 
(www.geowarn.ethz.ch). Outside of the international projects, visualisation of cri-
sis management in European countries is often restricted by national boundaries 
(Netherlands’ CENVIS project). The reason is the complexity and sheer quantity 
of input information on one side and the request to satisfy traditional local visual 
approaches on the other side. Another aspect of the problem is the security-
sensitive nature of the input data. A large part of the research that is in support of 
crisis management is naturally oriented to developing Geospatial Data Infrastruc-
tures (GDI), ontology, data mining and data processing (Borkulo et al. 2006, Hal-
liday 2007, Ramesh et al. 2007, Ludík-Ráček 2008, etc.).  

Part of the GEOKRIMA project (Dynamic Geovisualisation in Crisis Man-
agement – Masaryk University, Brno, Czech Republic, 2005–2011, 
http://geokrima.geogr.muni.cz) was to observe and interview the operators and 
GIS administrators of the Integrated Rescue System (about IRS – 
http://www.hzscr.cz). It was determined that, currently, there is no unified sys-
tem to visualise relevant data in crisis management in the Czech Republic. Each 
region and each part of the IRS has its own GIS and is solely dependent on GIS 
administrators to maintain not only the data’s quality but also its visualisation. 
Most of the progress has been made in the Fire Brigade, where visual presenta-
tions of data from the central database are nationally unified. The chief GIS ad-
ministrator makes on-demand adjustments that are based on requests from the 
regional Operational and Informational Centers (OIC). Depending on regional 
particularities, the OIC are provided with additional data sets (for example, the 
South Moravian Center has additional information for the Dukovany Nuclear 
Power Station). 

GIS administrators are specialists in information technology. Visualisation is a 
part of their work load but usually not a part of their expertise. Usually, new in-
formation is simply added to the existing map key by selecting the graphics that 
are available in the software that is used. There is only a limited amount of time 
that the GIS administrators can dedicate to cartographic issues, such as designing 
original symbols. The offered symbol sets do not always correspond to the opera-
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tors’ requests, their level of expertise and the rooted visual traditions. For GIS 
administrators, it is also difficult to coordinate all of the visualised features. For 
example, the topographical base ZABAGED that is used by Crisis Management 
includes more than 100 types of geographical objects. ZABAGED is the Funda-
mental Base of Geographic Data that is guaranteed by the Land Survey Service 
(http://www.cuzk.cz). Kohlhammer and Zeltzer pointed out that this rich informa-
tion environment tends to overwhelm the decision maker (Kohlhammer-Zeltzer 
2004) while Andrienko added that for “intelligent” visualisation, reduction of the 
information load is a necessary requirement (Andrienko-Andrienko 2006). 
Operators basically use the GIS the same way as paper maps. They are certainly 
able to switch off and on layers with unnecessary or desired objects; however, this 
operation takes time and therefore, it is not done. Map key building in the frame of 
the project is task-oriented. The goal is to remove tens of map layers and to create 
“themes” that display only the information that is relevant within the defined con-
text. The task consists of visualisation of topography and thematic or contextual 
information. Common topography is designed for all of the crisis situations that 
are defined by the National Security Council of the Czech Republic. The thematic 
part is a case study that focuses on the visualisation of monitoring the transport of 
dangerous goods and the subsequent response to a potential disaster. 

2 Contextual visualisation in the communication 
process of crisis management 

2.1 Communication process 

The whole communication process during a crisis is complex and includes the par-
ticipation of various organisations with different levels of importance (Šafr et al. 
2008). Contextual visualisation would be most beneficial during the so-called re-
sponse phase. After the crisis situation has arisen, the response phase immediately 
follows and deals with mobilisation of IRS units (Halliday 2007, Kubíček et al. 
2009). A simplified schematic of the communication process on the regional OIC 
level during the response phase is presented in Fig. 1. 
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Fig. 1. Simplified communication process on the regional OIC level during a 
response phase 

In this case, contextual visualisation will be directed mainly at the Operator and 
at the Commander of the rescue operation. The operator deals with two types of 
communication: receiving information about the crisis situation and alerting and 
monitoring the relevant rescue squads. Communication between the Operator and 
the Commander is done principally by phone. During the whole rescue operation, 
the Operator serves as the informational support of the Commander, who is the 
decision maker. The Operator also serves as a mediator between the IRS units 
(Fire Brigade, Police, Ambulance Service, etc.). Nowadays, operators often prefer 
to have a uniform view with a pre-set configuration of map features because of the 
quantity of displayed objects and the time that is necessary for configurational 
changes. Moreover, a pre-set map configuration is part of the operators’ situation 
awareness (Kohlhammer-Zeltzer 2004). Nevertheless, there is a common will for 
the development of an effective information support of commander (Kubíček et al. 
2009) that includes changes in the map’s presentation. 

2.2 Target group 

Dynamic contextual visualisation requires a certain level of technical equipment. 
At least, there must be a computer furnished with the relevant software and data-
bases and an Internet connection. The part of the project that is concerned with 
visualisation is therefore focused on the OIC operators and, in a wider scope, on 
the Commanders of the operations. A majority of the members of the target group 
have at least a secondary education. All of them are specially trained in communi-
cation with people in crisis situations and in work with the Crisis Management 
Communication System (including GIS). The commanders and part of the opera-

nt
nt
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tors have practical experience with solving crisis situations. They also have rela-
tively wide knowledge of technical and urban plans, traffic, etc. For Commanders, 
profound familiarity with the province of their usual competence is typical. 

2.3 Definition of context in crisis management – dangerous goods 
transport case study 

Contextual visualisation is task-oriented and adaptive to the user (Staněk et al. 
2007; for the general idea of context in adaptive cartography see Fig. 2). 
 

 

Fig. 2. Context in adaptive cartography (Konečný et al. 2006) 

In Crisis Management, the term Context refers to a group of information and 
objects that are relevant to one particular task that solves one type of crisis situa-
tion. Understandably, crisis situations that are defined by the National Security 
Council of the Czech Republic had to be decomposed into scenarios that are re-
lated to particular tasks. Analysis of action plans for different types of crisis situa-
tions (fires, floods, etc., see Šafr et al. 2008) showed high repetition of tasks. A 
tasks’ repetition also implies repetition of the required information and the rele-
vant objects. Thanks to this fact, it was possible to define a group of common ob-
jects and to form a basic topographic map (compare to Dymon 2001 – Base map). 

The second level was to select groups of objects that are relevant to the defined 
types of crisis situations and to specify their roles in reference to defined crisis so-
lutions (on semantics, see Mulíčková and Stachoň 2009). For the case study that 
monitors the transport of dangerous goods, two contexts were specified: 
MONITOR and INCIDENT (Talhofer et al. 2007). 

2.3.1 2.3.1 BASETOPO – Topography for crisis management 

Topography should provide a means for orientation in the monitored space. To-
pography for Crisis Management should also provide specific information about 
the transit conditions for the rescue squads. From more than 100 object types in-
cluded in ZABAGED, 24 were selected for the most-detailed view (BASETOTO 
MAX is the level of detail that is approximately equal to the scale 1:2000 – 
1:10000). The object types represent detailed communication networks with po-
tentially problematic objects (bridges, tunnels, railway crossings, etc.) and simpli-
fied land use (several types of built-up areas, forest and water bodies). 

location 
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To enable the operators’ individual preference, visualisation of BASETOPO 
was designed both in shades of grey and in a coloured version. There is also the 
possibility to use orthofoto images. For a comparison of ZABAGED, orthofoto 
and BASETOPO see Fig. 3. 
 

 

Fig. 3. A comparison of ZABAGED, orthofoto and BASETOPO, respectively 
(scaled down) 

BASETOPO naturally includes objects with a potential to become context rele-
vant, such as bodies of water. In these cases, the visualisation change (highlight-
ing) is a part of the dynamic visualisation process.  

2.3.2 Contexts relevant to the case study – MONITOR 

MONITOR 
The case study that is devoted to Transporting Dangerous Goods treats its subject 
as a potential source of a crisis situation from the beginning of the transport. The 
monitoring itself comes under the pre-response phase of the crisis management 
process. The context MONITOR is primarily designed for Operators. The core of 
the context is tracking the vehicle’s interaction with objects of Critical Infrastruc-
ture (CI) and additional traffic information (e.g., closures, places of frequent acci-
dents). 

The symbol that represents moving vehicles changes its visual attributes when 
interacting with CI objects (see Fig. 4). The term interaction refers to the passage 
of a vehicle through the CI object’s safety zone. Objects of CI were divided into 
four thematic groups: 
• SOCIAL (administration, schools, banks, medical facilities, etc.), 
• TECHNO (technological objects, lines and safety zones), 
• ENVIRO (preserved areas), 
• WATER (water sources, water bodies, technological objects, etc.), 

and INCIDENT 
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The map objects were specified with two levels of detail. The transition be-
tween them is made by object omission and point aggregation. The context 
MONITOR can also track the progress of the rescue squads. The direct connection 
of the underlying GIS to the police traffic information allows the rescue squad’s 
route to be modified on demand. 
 

 

Fig. 4. Change of visual attributes that is activated by the interaction of the tracked 
vehicle with the CI objects 

INCIDENT 
The context INCIDENT is directly linked to the response phase of the Crisis 

Management process. In case of an accident, the tracking device that is located in 
the vehicle should directly send out a signal to the OIC. This signal should trigger 
a change of context from MONITOR to INCIDENT. Operators are of course also 
able to trigger the change themselves. INCIDENT has two sub-contexts: 
• SECURITY is the sub-context that is primarily designed for OIC operators 

because the map provides the Operator with general knowledge about technical 
and medical sources in the vicinity of the accident (fire station, hospital). 
Depending on the type of cargo, a theoretical danger zone around the accident 
location is generated and the affected objects of the CI are evaluated as 
dangerous/endangered. The idea is to offer a structure of visual information that 
minimises the operator’s need to manipulate the data. 

• PERIMETER is the sub-context that is designed for the OIC operators and the 
Commanders of the operation alike. The content is a combination of 
MONITOR-DETAIL and INCIDENT-SECURITY. There is also a group of 
objects that are directly related to the Commander (operation lay-out). For an 
example of the visualisation see Fig. 5. 
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Fig. 5. INCIDENT–PERIMETR is the visualisation of the theoretical danger zone 
that is generated around the location of an accident and depends on the cargo type 
(cutout) 

The system of proposed contexts can also work very well in other types of cri-
sis situations. Groups of objects that represent CI and Operational lay-outs are 
universal in Crisis Management, as is the base topography map. Additional info is 
accessible with “On click”, which contains detailed information about the trans-
ported cargo or objects of the CI that is presented in the pop-up windows. The op-
erator instantly sees potential problems and is able to alert the commander about 
possible dangers even before the Commander reaches the location of the accident. 
Incorporation of the dynamic contextual visualisation into the process of crisis 
management communication is shown in Fig. 6. 
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Fig. 6. Communication and visualisation processes in relevance to the situational 
change during the monitoring of the transport of dangerous goods  

3 3. Building of the map key 

3.1 Symbology background 

The starting point in designing the map key was to create a list of objects with the 
definition of their requested geometry dimension in individual contexts and the 
definition of the roles they play in particular contexts. The second step was to 
name the requirements on the map key design, which were specified as 
• The maximum use of symbols that are generally known to the target group 

(from a series of “Basic Maps of the Czech Republic”, tourist maps, technical 
and urban plans, traffic signs, etc.)  

• The maximum use of the leading attribute (the symbols in one group should 
have a common visual characteristic in order to allow aggregation) 

nt
nt
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• Visual connectivity (symbols that represent identical objects in different con-
texts or roles should have a common visual characteristic – for example shape 
or colour) 

• A base topography map should be offered in shades of grey and in colour  
• A universal use of symbols on both the base topography map versions 
• The possibility to use symbols on top of the orthofoto map  

Technological requirements (compatibility with SLD standard) restricted some 
of the most useful cartographic visualisation techniques. A particularly detrimental 
restriction was the inability to use the asymmetrical multi-lines and the inability to 
rotate a symbol set on a line towards the line’s progress. The point and linear 
symbols were designed for use on large and medium map scales. There is a dis-
tinct possibility to adapt the symbol system for usage on mobile devices. For more 
information about technical requirements on the contextual map service that was 
created for the GEOKRIMA project see Kozel and Štampach 2009. 

3.2 Two examples on how the map key works: visual connectivity 
and leading attribute 

The philosophy of map key building can be demonstrated by two examples. The 
principle of the leading attribute is best demonstrated on a group of symbols that 
represent CI objects. The basic leading attributes in this case are 
• Institutions’ headquarters – pentagram 
• Objects and facilities – square 
• Lines (landlines, pipelines, etc.) – symbolised line 
• Safety zones – dot-and-dash outline and semi-transparent fill (fill is optional). 

Each of the CI thematic groups (see Sect. 2.3.2) is characterised by using a spe-
cific colour (see Fig. 4); thus, the institutions’ headquarters, facilities, lines and 
safety zones, which comprise one thematic group, have different shapes but an 
identical colour. In the case of objects and facilities, the inner structure defines the 
type of object (school, medical facility, etc.). The inner structure, where possible, 
coincides with the symbols that are used for similar objects on technical maps or 
urban plans (compare to the first bullet in Sect. 3.1). An exception exists for gas 
stations. The symbol “gas station” that is used in BASETOPO is used also in con-
texts. The symbol is set off by a contrasting cyan edge (the colour that is assigned 
to the TECHNO thematic group of CI objects). Part of the map key for the CI ob-
ject can be seen in Fig. 7. 
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Fig. 7. Objects of Critical Infrastructure for the thematic group TECHNO (grey 
represents cyan) 

A second example of the map key philosophy refers to visual connectivity. The 
term visual connectivity refers to similarity in graphical representation of objects 
with similar meaning across themes, scales, roles and map views. The principle of 
the leading attribute refers to groups of symbols, whereas visual connectivity re-
fers to how one symbol changes through different contexts. The transfiguration of 
the Red Cross (Helvetian cross), a traditional representation for medical facilities, 
is a suitable example. All objects that are related to medical care have in their rep-
resentation the cross, as can be seen in Fig. 8. The colour is what changes; for in-
stance, an object of CI has a symbol that is a combination of black, white and ma-
genta (magenta is the colour of the thematic group SOCIAL, see Sect. 2.3.2). 
When representing hospitals, the symbol has a traditional red colour on a white 
background. To better distinguish the medical area from the symbol for hospitals, 
the red and white colouring is inverted. 
 

 

Fig. 8. Visualisation of objects that are related to medical care through the defined 
map contexts 
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4 Conclusion 

The map key was built as a compact system with elements that are firmly tied to 
groups both by meaning and by visual representation. The main visual sources 
were symbol systems of the Basic maps of the Czech Republic, tourist maps, 
technical and urban plans, system of traffic signs, etc. One of the crucial goals of 
map key building was to join widely known symbols of various backgrounds into 
one system. The main approach that was used was contextual visualisation, which 
is task-oriented and adaptive to users, who will be the operators of the Integrated 
Rescue System. Newly designed contextual visualisation should improve commu-
nication between the operator and the Commander, which is mainly done by 
phone. Unlike the HSWG (FGD HSWG) approach, where the first phase was fo-
cused on designing the point symbols that cover all of the possible Crisis situa-
tions, in the GEOKRIMA project the process of designing visualisation for crisis 
Management support was task-oriented. The case, which focused on monitoring 
the transport of dangerous goods, comprised universal building blocks (base to-
pography map, objects of Critical Infrastructure, operation lay out) and case-
specific content (tracked vehicle). 

The map key has undergone testing via experiments that were performed during 
the fall of 2008 and the spring of 2009. Some of the symbols and proposed visu-
alisation will have to be adjusted. For example, the danger and critical zones were 
visually undervalued (danger zones on Fig. 5. have already been adjusted). 
In the future, extension of the context system and consequently, the map key onto 
other crisis situations is expected. 
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