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Preface

Continuing advances in the development of wireless and Internet technologies
generate ever increasing interest in the diffusion, usage, and processing of geo-
referenced data of all types. Spatially-aware wireless and Internet devices also
offer new ways of accessing and analyzing geo-spatial information in both real-
world and virtual spaces. Consequently, new challenges and opportunities have
been provided that expand the traditional GIS research scope into the realm
of intelligent media, including geomedia with context-aware behaviors for self-
adaptive use and delivery.

The International Symposium Series on Web and Wireless Geographical In-
formation Systems (W2GIS) provides an up-to-date review of advances on recent
development and research results in this research field. W2GIS is a series of suc-
cessful events alternating locations between East Asia and Europe. The 10th
symposium returned to Kyoto, where the W2GIS series was first launched in
2001. This proceedings volume contains the papers selected for presentation at
W2GIS 2011, held in March 2011 in Kyoto.

We had 36 submissions from 20 countries, many of them of excellent quality.
Each paper received four reviews. A total of 13 full and 3 short papers plus 2
short keynote papers were finally accepted for presentation. The program and
proceedings cover a wide range of topics including geographic information re-
trieval on the web, geo-spatial semantic and sensor web, location-based services,
advanced GIS visualization techniques, personalization and adjustment for mo-
bile GIS applications, and geo-spatial data quality and context processing.

We had the privilege of having two invited talks by Steve Coast (founder
of OpenStreetMap) and Xing Xie (Microsoft Research Asia) plus one special
presentation by Nobuo Kawaguchi from Nagoya University in Japan. The best
paper of the symposium was selected by the Steering Committee and invited for
publication in the Transactions in GIS.

We wish to thank the authors who contributed to this symposium, for the
high quality of their papers and presentations, and the Springer LNCS team, for
their support. Furthermore, we are very grateful to the Kyoto University GCOE
program, for hosting the event. We would also like to thank all the Program
Committee members for the timeliness and quality of their evaluations, as well as
the Steering Committee and Local Organization Committee for their continuous
support.

March 2011 Katsumi Tanaka
Peter Fröhlich

Kyoung-Sook Kim
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Build Intelligence from the Physical World

Xing Xie

Microsoft Research Asia
4F, Sigma Center, No.49, Zhichun Rd., Haidian District,

Beijing, P.R. China
xingx@microsoft.com

Abstract. By accumulating and aggregating physical world contextual
information from multiple users and multiple devices over a long period,
we can obtain collective social intelligence from them. Based on this,
more innovative Internet services can be developed to facilitate people’s
everyday lives. In this talk, I will present our recent work on this direc-
tion, as well as other related works in Microsoft and the industry.

Context awareness is a key concept in ubiquitous computing. It means linking
changes in the environment with computer systems. In other words, computing
systems become more intelligent through analyzing and reacting to the phys-
ical world surrounding them. The coming era of cloud computing brings new
opportunities to this long studied research area. By accumulating and aggre-
gating physical world contextual information from multiple users and multiple
devices over a long period, we can obtain collective social intelligence from them.
Based on this, more innovative Internet services can be developed to facilitate
people’s everyday lives. At Microsoft Research Asia, we are working on various
technologies with a view to managing physical world information and building
intelligence from them. We link data generated by different people, services or
sensors together, based on a unified knowledge model and provide the intelli-
gence as a service in the Cloud. In this talk, I will present our recent work on
mining user generated GPS trajectories, geo-tagged photos and Taxi trajectories,
as well as other related works in Microsoft and the industry.

The advance of location-acquisition technologies like GPS and Wi-Fi has en-
abled people to record their location history with a sequence of time-stamped
locations, called trajectories. These trajectories imply to some extent users’ life
interests and preferences, and have facilitated people to do many things, such as
online life experience sharing, sports activity analysis and geo-tagging multime-
dia content. Using these trajectories, we can not only connect locations in the
physical world but also bridge the gap between users and locations and further
deduce the connections among users. That is, we are able to understand both
users and locations based on the trajectories.

In this talk, we will first introduce GeoLife project, which is a social network-
ing service incorporating users, locations and user-generated GPS trajectories.
People access a sequence of locations in the real world and generate many tra-
jectories in a form of GPS logs. Based on these GPS trajectories, we conducted
three lines of research. 1) Understanding trajectories: For example, we provide a

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 1–3, 2011.
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method to search for the trajectories by giving a set of locations of interests, or
by issuing a spatial query range combined with a temporal interval as a query.
Meanwhile, we infer the transportation modes that a user took when generat-
ing a GPS trajectory. 2) Understanding users: First, we estimate the similarity
between each pair of users in terms of their location histories represented by
GPS trajectories. Second, using an iterative inference model, we compute the
travel experience of each user based on their location history, and then find out
travel experts in a geo-region by ranking users according to the experiences.
Third, we can infer the activities that a user can perform in a location based on
multiple users’ location histories and the associated comments. 3) Understand-
ing locations: One example is that we mine the top interesting locations and
travel sequences in a given region from a large number of users’ GPS trajecto-
ries. Another example is we predict a user’s interests in an unvisited location by
involving the GPS trajectories of the user and that of others.

With the advancement of digital camera technology, people can casually take
photos when they find something attractive. These photos can be easily shared on
photo sharing Web sites, such as Flickr and Picasa. To make photo organization
easy, popular photo sharing sites provide functions to assign metadata to pho-
tos, i.e., tags and geo-tags. Tags can add descriptions that are understood by hu-
mans and geo-tags convey locations where the photos were captured represented
by their latitudes/longitudes. The number of geo-tagged photos in Flickr has al-
ready exceeded 100 million in 2009 and is growing at an amazingly rapid pace.

Since these geo-tagged photos are associated with locations, we can trace
people’s trips from them. The second project which we will present in this talk
is a system to detect frequent photo trip patterns from shared geo-tagged photos.
Photo trip patterns are beneficial for practical applications and services, such as
travel advisory. The advantage of trip pattern mining from geo-tagged photos
is that these photos are of previous travelers’ actual experiences. Therefore,
mined trip patterns would be highly practical and may show word-of-mouth
information. Another advantage is the scale; we can collect millions of people’s
data from the Web. We develop such an application where trip patterns are used
for travel plan recommendation that provides people with new ideas of trips and
the highlights of the places they may visit.

Our method automatically segments each user’s photo collection into photo
trips as sets of photos associated with cities the user visited, the duration of visit
to the cities, and clouds of photo tags. The photo trips are categorized according
to their trip themes. Finally, our method mines the photo trips of each trip theme
to detect frequent photo trip patterns, as city sequences frequently visited and
typical visit durations. To add more information that characterizes the photo
trip patterns, e.g., what to see and expect during the trips, we further mine
photo tags to extract descriptions of photo trip patterns.

We also try to discover and summarize city landmarks from geo-tagged photos.
We design a hierarchical visual-textual clustering scheme to structure city scene
photos. Then, to discover and summarize landmarks, on one hand, a PhotoRank
algorithm is developed to discover representative views within each scene; on the
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other hand, a Landmark-HITSmodel is presented to integrate community, context,
content cues in representative scene highlighting. Finally, to achieve personalized
tourist recommendation, we adopt a collaborative filtering scheme which leverag-
ing blog community knowledge to predict further preferences of target users.

Finding efficient driving directions has become a daily activity and been im-
plemented as a key feature in many map services. A fast driving route saves not
only the time of a driver but also energy consumption. In practice, big cities
with serious traffic problems usually have a large number of taxis traversing on
road surfaces. For the sake of management and security, these taxis have al-
ready been embedded with a GPS sensor, which enables a taxi to report on its
present location to a data center in a certain frequency. Thus, a large number of
time-stamped GPS trajectories of taxis have been accumulated and are easy to
obtain. Intuitively, taxi drivers are experienced drivers who can usually find out
the fastest route to send passengers to a destination based on their knowledge.
When selecting driving directions, besides the distance of a route, they also con-
sider other factors, such as the time-variant traffic flows on road surfaces, traffic
signals and direction changes contained in a route, as well as the probability
of accidents. These factors can be learned by experienced drivers but are too
subtle and difficult to incorporate into existing routing engines. Therefore, these
historical taxi trajectories, which imply the intelligence of experienced drivers,
provide us with a valuable resource to learn practically fast driving directions.

In the end of this talk, we will describe T-Drive project, which mines smart
driving directions from a large number of real-world historical GPS trajectories of
taxis. Taxi trajectories are aggregated and mined in the Cloud to answer queries
from ordinary drivers or Internet users. Given a start point and destination, our
method can suggest the practically fastest route to a user according to his/her
departure time and based on the intelligence mined from the historical taxi
trajectories. As the taxi trajectories are constantly updated in the Cloud, the
suggested routes are state-of-the-art. In our approach, we model a large number
of historical taxi trajectories with a time-dependent landmark graph, in which
a node represents a road segment frequently traversed by taxis. Based on this
landmark graph, we perform a two-stage routing algorithm that first searches
the landmark graph for a rough route and then finds a refined route sequentially
connecting these landmarks.



How OpenStreetMap Is Changing the World

Steve Coast

Microsoft
One Microsoft way, Redmond, WA 98052, USA

steve@asklater.com

Abstract. This talk reviews these and many more aspects of
OpenStreetMap and gives an in depth feel of the past, present and future
of the project.

OpenStreetMap is a map of the world built by volunteers. Using a peer produc-
tion model similar to wikipedia approximately 300,000 people collaboratively
map features such as roads, parks and buildings and submit them to be shared.
That map data is made available under an open license for anybody to use as
they see fit, with two conditions. First that if you use the maps you must say
where they came from and second that you release any changes to the maps
under the same creative commons license, CCBYSA.

The project was founded in 2004 as a practical solution to the lack of freely
available map data. Map data is traditionally collected and distributed by pri-
vate enterprises and governments which tend to charge high prices and restrict
the usage rights of the data carefully, much as encyclopedia britannica does in
contrast to the open wikipedia model. OpenStreetMap is very similar in that
regard.

Data is collected in an ad hoc and undirected manner by volunteers worldwide.
These volunteers use an open tagging system to classify data as they see fit,
instead of a hierarchical top-down ontological system. This leads to man benefits
such as allowing mallets to map what they want, when they want. This openness
is key to putting as few barriers as possible between mallets and the map.

OpenStreetMap has been key in places such as Haiti post-earthquake where
it was used as the defacto map base between government agencies, NGOs and
rescue teams in place of clumsy closed and overlapping maps. This has been
claimed to save lives.
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GeoST: Geographic, Thematic and Temporal 
Information Retrieval from Heterogeneous Web Data 

Sources 

Felix Mata1 and Christophe Claramunt2  

1 UPIITA – IPN Avenida Instituto Politécnico Nacional No. 2580,  
Colonia Barrio la Laguna Ticomán Delegación Gustavo A. Madero, CP. 07340 

mmatar@ipn.mx  
2 Naval Academy Research Institute, Brest, France 

christophe.claramunt@ecole-navale.fr 

Abstract. Geographical data commonly available on the Web is often related to 
thematic and temporal data, and represented in heterogeneous data sources. 
This makes geographical information retrieval tasks non straightforward proc-
esses as the information available is often unstructured. The research presented 
in this paper introduces an ontology-driven approach whose objective is to fa-
cilitate retrieval of geographical information on the Web. Spatio- temporal que-
ries are categorized in order to solve questions related to several complementary 
modeling dimensions: when, what and where. The retrieval strategy is based on 
the exploration of a spatio-temporal ontology, and implemented by a search en-
gine. The whole approach is exemplified by a prototype development, and the 
results obtained are evaluated by a metrics based on recall and precision meas-
ures. The experimental findings show that the strategy is effective for the types 
of spatio-temporal queries used by our geographical retrieval approach. 

Keywords: Geographic and temporal information retrieval, Ontology, Web  
information retrieval. 

1   Introduction 

Nowadays, geographic, temporal and thematic information associated to a given phe-
nomenon is usually distributed over numerous heterogeneous repositories such as the 
Web, but with not always explicit association or integration. Moreover, geographical 
information when available on the Web is often unstructured and represented using 
different data semantics and structures. One common problem users interacting with 
geographical information on the Web face is the correct expression of search queries 
in an appropriate form. For example: how to combine an event with entities and loca-
tions? How to define and approximate a query whose semantics is not completely 
well defined such as “Where is the Latin American tower? What places are near this 
tower? Why is this monument named so? How to go there?” Obviously such queries 
make sense for a Mexican, but not for others. It is also imprecise regarding the level 
of abstraction required in space, the time frame to search for etc. 
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The problem outlined by such query examples underlines the need for a methodol-
ogy and modeling approach that handles in an integrated way the spatial, temporal 
and thematic semantics of some documents available on the Web, and the expression 
of these queries. Moreover, such an approach should also take into account the large 
variety of data sources available on the Web, in order to solve the problem  
adequately. 

The research presented in this paper is grounded on recent progress in the model-
ing of geographical and temporal semantics, and on Geographic Information Retrieval 
(GIR) principles. Retrieval of geographical information has been long considered by 
geographical information systems. However, when considering the Web, retrieval of 
geographical information is a problem of different complexity as the information 
available is diverse and unstructured per nature. Contextual, temporal and thematic 
properties, associations between different geographical data sources and documents 
imply the development of novel retrieval mechanisms. Usually, retrieval approaches 
are centered on just one search criterion, for example using geographical and topo-
logical operations [24,26]. In contrast, the approach presented in this paper considers 
the whole range of geographical, temporal and thematic dimensions. The methodol-
ogy developed extends a previous approach oriented to geographical information re-
trieval [20], hereafter extended to the temporal and thematic domains. The issues  
addressed and the expected contributions are threefold: 1) An ontology-based  
approach for the retrieval of geographic information, where geographical entities are 
qualified by temporal, spatial, and thematic relations among them; 2) An extension of 
our previous framework [20] to process queries taking into account geographical, 
temporal and thematic parameters in order to retrieve geographical information on the 
Web; 3) A context-oriented query definition engine that includes a large variety of 
spatial, thematic and temporal parameters applied to the search of some geographical 
entities.  

The remainder of the paper is organised as follows. Section 2 briefly surveys  
related work. Section 3 introduces the principles behind the ontology design and the 
data modelling approach. Section 4 develops the retrieval strategy in the temporal, 
thematic and geographical domains, and the experimental results. Section 5 presents 
the evaluation of the results obtained. Finally section 6 draws the conclusions as well 
as future work. 

2   Related Work 

Time, thematic and space have been widely explored in the GIS literature, and this in 
several directions either at the conceptual, logical, or implementation levels [24,26]. 
Still, the way time, theme and space are associated to geographical entities are often 
represented in isolated and separated ways. Consequently, information processes ori-
ented to the retrieval, management and analysis of multi-dimensional data are chal-
lenging but promising tasks when one wants to perform a search query that matches 
these different domains [5]. This entails the need for a domain ontology that closely 
integrates the time, thematic and geographical dimensions within an homogeneous 
information reference. 

The potential of ontologies for the analysis and manipulation of geographical data 
has been already suggested [1]. It appears that ontologies and semantic annotations 
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are likely to contribute to the development of more efficient retrieval processes  
[14, 15]. An example of such approach is described in [3], where an integrated spatio-
temporal ontology has been developed in order to capture interactions between these 
different dimensions; the approach has been applied to several data sources. These 
semantics can be processed using first order logic and Web-based ontology languages 
such as OWL (Web Ontology Language). Other GIR recent efforts are oriented to the 
generation of a domain ontology based on several gazetteers and data resources such 
as the WorldNet general domain ontology and Wikipedia [6]. A different approach 
has been developed in a related work, instead of using a gazetteer; common sense 
geographic knowledge and qualitative spatial reasoning have been applied for the 
extraction of a geographic ontology [27]. Geographic search queries have been ex-
tended using a domain ontology represented as a semantic view of the data stored in a 
geographical database [7]. Integration of the geographical and thematic dimensions 
has been also considered in information retrieval [17,19]. A categorization of GIS 
tasks and GIR queries has been suggested in [19], the approach being applied to het-
erogeneous sources, including multimedia sources. A spatially-aware search engine 
(SPIRIT) oriented to the manipulation of geographical information has been devel-
oped [17]. The design and framework is based on a geo-ontology and on the integra-
tion of textual and spatial indexing of web documents.  

When combined with query languages, domain ontologies favor the design and  
development of domain-based search engines and their application to different areas 
such as in transportation [16]. This often implies to develop specialized Information 
Retrieval (IR) mechanisms such as the Vector Space Model [4], which is based on the 
application of lexicographic term matching between queries and documents. When 
combining GIR and GIS systems, matching processes are based on the application of 
rule-based and data-driven methods that allow access to data resources based on spa-
tial queries. One common trend of these ontological approaches is that they have been 
mainly oriented to the spatial and thematic semantics without a close integration of 
the temporal domain. 

A spatio-temporal integrated ontology has been recently suggested, but geographi-
cal information retrieval is not the main goal, and the work is still preliminary [28]. In 
a recent and related work, time, space and thematic concepts have been integrated for 
the generation of a multi-language search engine for the manipulation of history text-
books [25]. The interface developed offers several search capabilities based on meta-
data extracted from Wikipedia documents. Queries are mostly keyword based and 
predefined search criteria. Our approach also considers the development of a  
geographic, thematic and temporal information retrieval engine applied to a set of 
reference documents such as Wikipedia and as in [25], but our framework differs in 
the sense of the search engine developed is based on whatever form of queries as far 
as it integrates the conceptual, thematic, and temporal domains, and not on predefined 
metadata. The search queries give what relevant data should be retrieved from a par-
ticular data source (i.e., Wikipedia in our case), and by using some criteria in the  
spatial, thematic and temporal domains. The approach is based on the belief that  
ontology, support of the approach, can favor retrieval of geographic information on 
top of these heterogeneous data sources on the Web. 
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3   Ontology Approach and Data Modeling 

The research presented is based on a domain ontology that integrates the geographic, 
temporal and thematic dimensions related to some geographical objects of interest. 
The data sources used in this work are Wikipedia web pages that present a frame of 
reference for the integration of heterogeneous data sources (the Spanish version of 
Wikipedia is the one used for our work at http://es.wikipedia.org). The information 
contained in the geographical database used as an illustration of our approach is pro-
vided by the National Institute of Statistics, Geography and Informatics of Mexico 
(INEGI) and the Secretary of Communications and Transportation of Mexico (SCT).  

3.1   Ontology Structure 

A reference ontology is the core of our approach, it is built semi-automatically based 
on the principles introduced in [22], and our previous work that developed an inte-
grated information retrieval engine [20]. Overall the ontology developed contains 
around sixty concepts and five levels of depth, the main structure of the ontology is 
illustrated in Figure 1.  

 

Fig. 1. Ontology Structure 

In fact a reference ontology should contain and reflect the knowledge several users 
have on a given thematic, and the properties that make an entity member to such or 
such category should not be neglected (e.g., Latin American tower, emblematic build-
ings and post-Mexican revolution domains). Our reference ontology was built using 
thematic and concepts related to the country of Mexico and the Mexican Republican. 
A concept represents a geographical entity or an event of interest. Concepts are quali-
fied by attributes, and associated by semantic, spatial, temporal and temporal rela-
tions. For instance, semantic relations can relate events and places, or concepts using 
hierarchical relationships (e.g., part-of, is-a). Geographical properties include metric 
and topological relations, while temporal properties are described by dates and the 
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metric of time, and on an interval algebra [2]. Web pages are associated to concepts, 
as such they are termed as instances (e.g., a Web page about the Latin American 
tower is associated to a building concept). Finally, a context is defined as a set of 
neighboring terms (e.g., parent and sibling concepts) of a particular concept.  

The format of the XML data structure is shown for the Latin American Tower 
modeled as a geographical entity and identified by a label (e.g., id 16034). The XML 
file references the documents associated to a given concept, that is, the Wikipedia 
documents where the Latin American Tower has been identified as part of the infor-
mation provided (e.g., id 1789 and id 1567). The XML file also contains a description 
of some of the properties available in those documents (e.g., area, floor count), spatial 
relations (e.g., two towers located in the neighborhood of the Latin American Tower), 
some temporal facts (e.g., duration of the construction), and a few thematic properties 
(e.g., architect name). Overall the XML data structure favors the integration of the 
information identified for a given concept, and the relationships identified in the dif-
ferent domains. This allows for an extraction of relevant information from the  
geographical database and other Web documents. 

<XML> 
<Concept id="16034"> 
   <Documents> 
       <id1>1789</id1>  
       <id2>1567</id2>  
   </Documents> 
   <properties> 
    <area > 28000 m2</area> 
    <Floor count> 44 </Floor count > 
 </properties>  
   <spatial_relations> 
        <near1>Caballito Tower</near1> 
        <near2>Tlatelolco Tower</near2> 
   </spatial_relations> 
    <location> 
          <lat>19°26′02″N </lat>  
          <lng>99°08′26″W </lng>  
 </location> 
 <temporal_relations> 
     <rel1>Built</rel1> 
    <event1_starts>1956</event1_starts> 
    <event1_finishes>1972<event1_finishes> 
 </temporal_relations>  
 <time_reference> 
    <name1>50 anniversary</name1> 
    <year1>2006</year1> 
</time_reference>  
<thematic_relations> 
    <name1>developer_La Latinoamericana_Seguros de Vida</name1> 
     <name2>architect_ Augusto H. Alvarez</name2> 
</thematic_relations> 
 </Concept> 
 </XML> 
 
The ontology developed provides a basis for the development of a retrieval engine. It 
indicates what information should be retrieved taking into account the semantics of 
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some temporal, thematic and geographical criteria. For example, let us consider the 
query Q1 = {“When and where happened the Mexican Revolution?”}. First, one need 
to know what Mexican Revolution is, and which geographical entities and events are 
associated to it. This is achieved by exploring the reference ontology in order to find a 
concept that matches with Mexican revolution. If that concept is found, then the con-
text is extracted and each dimension of the context (time, thematic and space) repre-
sents the search parameter to apply to the document sources.  

The query approach uses a triplet format {what, where, relation}, where the term 
“what” denotes a geographical entity, the element “where” a geographic location or a 
geographical entity. Finally, the term “relation” denotes a semantic association be-
tween the “where” and “what” dimensions. The range of queries potentially applica-
ble is illustrated by some examples presented in Table 1. 

Table 1. GeoSt Queries 

Query type Query structure Query Examples 
Spatial query 

 
Spatio-Temporal 

Query 

{Where, Event/Object} 
 

{Where & When, Event/Object} 

Q2= {Where is the Upiita 
campus?} 

Q3= {Where and When  
occurred the epidemic 

AH1N1?} 
Spatial query  

 
 Temporal query 

{Where, Spatial  
Relation,Event/Object} 

 
{When, Event/Object} 

Q4= {Which are the hotels 
near airport Benito Juarez?} 

Q5= {When was built the 
Latin American tower?} 

Spatio-Temporal  
 

Spatio-thematic 
Query 

{When, Spatial 
 Relation,Event/Object} 

{What, Spatial  
Relation,Event/Object} 

Q6= {How much time to go 
from Mexico City to  

Cancun?} 
Q7= {Which earthquakes have 

happened in Mexico City?} 

Table 1 shows some query examples that combine spatial, temporal, and thematic 
criteria. Conjunction operators are applied when necessary. The temporal, theme and 
spatial domains are used either as criteria or as the data returned as a result of the que-
ries. Events and objects are the main primitives manipulated (e.g., epidemic AH1N1 
in query Q3, Mexico city in Query Q7, respectively). Relations are also integrated in 
these queries and this for the different domains (e.g., near as a qualitative spatial  
operator in query Q4). 

4   Retrieval Methodology 

Overall, the retrieval methodology is ontology driven. The retrieval strategy is based 
on the search for a matching between query terms and corresponding concepts in the 
ontology. Concepts represent either events that happen or geographical entities [12]. 
A distinction is made between continuants and occurrents as suggested in [13].  
Continuants denote entities which have continuous existence in time, and preserve  
their identity through change (e.g., a person, a city). Occurrents represent events and  
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processes; they happen and then no longer exist (e.g., an epidemics, a displacement). 
The retrieval process starts by submitting a query into the system. The ontology is 
then explored in order to find a matching between the terms of the query and the con-
cepts stored into that ontology. Each element of a query is searched within the ontol-
ogy (e.g., by label names as each concept has a label name). When a concept is found 
into the ontology, then its context is captured. A context is formed by the neighboring 
concepts of a matched concept and its semantic relations are extracted and stored into 
a vector. Each search element is stored into a vector and represents a parameter ap-
plied as a query to the heterogeneous Web data sources. The process works according 
to the following algorithm depicted in pseudo code: 

Begin 

Initialization 
1. Parsing and identification of each element of the query 

Ontology exploration 

2.    Search (by concept name) the concept corresponding to the elements in the query 
3.      If (match)  
4.         Context extraction using the semantic relations of the ontology 
5.         Extraction of relations and properties 
6.         Set context, relations and properties into the context vector  

Geographic Retrieval 

7.      Define the geographical search criteria data using the geographic parameters con-
tained into the context vector  

Thematic Retrieval  
8.     Define the thematic search criteria using the thematic parameters contained into the 

context vector relation 

Temporal Retrieval  

9.     Define the temporal search criteria using the temporal parameters contained into 
context vector  

Query execution 

10.      Execution of the query to the Geographical database  
11.      Execution of the Web service to the repository of Wikipedia documents 
12.      Execution of the Web service to the gazetteer Geonames 

Query result storage 

13. Integration of the query result into an XML file 

End 

The above algorithm illustrates how the different search parameters are used to find 
relevant information from the Web data sources (e.g., Wikipedia). A specific Web 
service Geonames has been developed in order to match a concept name to the terms 
of a gazetteer, and the matching is used as a parameter for the Web Service that is 
connected to the Geonames repository. 

For example, let us consider the spatio-temporal query Q1= {“When and where 
happened the Mexican Revolution?”}. The concept of the Mexican revolution is 
searched for into the ontology, when the concept is found, its context is extracted. The 
temporal context is a period of time [1910-1917], while the thematic context is related 
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to a social revolution, and the geographical context is referenced to Mexico City and 
Northern Mexico. Figure 2 presents a graphic representation of this domain ontology, 
and part of the extracted context for query Q1.  

 

Fig. 2. Ontology and context for query Q1 

In essence, this search technique is similar to the one of the query expansion used 
in [9], but temporal attributes are not considered, while in [11] natural language ex-
pressions are applied. In contrast, matching is here performed according to the con-
cepts and topological relations between the geographical objects considered by  
the query. Furthermore, the matching identified in some documents are associated to 
the concepts. For instance, in Figure 2 the concept “Mexican revolution” is related to 
the concepts “Mexico city” and “Northern Mexico” by the semantic relation “located 
at” and a period of time (1910-1917) by the temporal relation “event happened”. This 
means that the context of concept “Mexican revolution” is associated to {“located at”, 
“Mexico city”, “northern Mexico”, “event happened at”, “1910-1917”}. This  
approach is extended to instances (i.e., documents) associated to these concepts. 
These documents are associated to each pair of concepts according to their semantic 
relations. The association criterion is a preliminary step of the retrieval process, it 
works as follows: queries on a given concept (e.g., Mexican Revolution) are submit-
ted to Google and Yahoo Answers! Then, relevant results (i.e., web documents) are 
selected semi-automatically and associated to each concept into the domain ontology. 
This process is made using a XML file, which is structured to contain concepts, prop-
erties; spatial relations, temporal and thematic relations on the relevant geographical 
objects according to the ontology introduced in Figure 1. XML nodes are used to clas-
sify each one of them, and a node that references the documents associated to a given 
concept. A concept can represent some geographical entities related to temporal and 
thematic data. An XML file is used as a reference to ease the extraction of informa-
tion from the Web pages and the geographical database. The thematic and temporal 
data integrated into XML files is extracted from the Web using a parser that scans 
online web pages to find the terms related to concepts. Place names and landmarks 



 GeoST: Geographic, Thematic and Temporal Information Retrieval 13 

 

identified as terms are associated to geographical locations, and eventually related to 
some spatial and thematic data identified by the parser. 

4.1   Retrieval Mechanisms: Principles 

The retrieval mechanism is extended to some spatial and topological matching (e.g., 
two geographical objects related by a topological relation). When considering the 
query Q1= {“When and where happened the Mexican Revolution?”} part of the ob-
tained context is given by the terms {“located at”, “Mexico city”, “event happened 
at”, “Northern Mexico”, is a Social revolution}. The emerging context can be con-
sidered as a set of neighboring concepts; it is extracted from the hierarchical structure 
of the reference ontology. These concepts are related as subclasses, superclasses and 
sibling classes of the Mexican Revolution in the theme, temporal and spatial domains. 
For example, the Mexican revolution is associated to geographical concepts such as 
Mexico City and Northern Mexico, by the application of the spatial relation “located 
at”. Next, a matching between these different concepts is searched for. When  
considering geographical entities the matching searched for is qualified by spatial 
associations such as topological relations. The data source used to find a match is the 
geographical database support of the approach. When a matching occurs, the data 
found is integrated to a final set of results to be displayed. For example, the match 
found for the context of query Q1

 
is: Mexico City connected to Queretaro by highway 

57, where each object (Mexico City, Queretaro, and highway 57) is identified, and 
associated with a spatial connection relation. 

4.2   Retrieval from the Web 

The Web information retrieval is performed on unstructured and freely available 
online data sources. A set of documents from the Spanish version of Wikipedia is 
collected and is considered as the Web information repository, as it contains a repre-
sentative and large information space where all the information domains considered in 
our approach are available. This has also the advantage of reducing and bounding the 
search space as applied in other search mechanisms in the Web such as the Kleinberg 
algorithm [18]. Let us consider the query example Q1= {“When and where happened 
Mexican Revolution?”}. The information is collected from a set of documents from 
the Spanish version of Wikipedia as available in January 2009. One of these docu-
ments is taken from http://es.wikipedia.org/wiki/Revolución_mexicana as this docu-
ment is a relevant instance of concept Mexican Revolution. The search process is 
automated with a syntactical-semantic parser developed using the Ruby language 
[www.ruby-lang.org] In essence, the program browses the Web pages to find a match-
ing with the context of the query considered. Regarding Q1, the main concept 
searched is the “Mexican Revolution”. Wikipedia pages have a predefined structure 
with a list of contents and paragraphs which are used as a starting point to find rele-
vant information on the elements contained into the context. These paragraphs are 
scanned to find a term or terms of a given context. When a term is found, then the 
paragraph that contains the term is extracted. Next the sentences that contain the 
terms are extracted from the paragraph. Additional information that emerges from 
these sentences is searched for, that is, locations and place names, events and time 
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references, and thematic information, the rest is discarded. Furthermore, when a 
match for a given date is found (e.g., a year from 1910-1917 period), the sentence that 
contains this date is also extracted. These sentences are syntactic and semantically 
processed, where stop words (e.g. the, a, with, etc.) are eliminated, and according to 
the semantic relations identified in the ontology, the relevant terms are extracted, and 
the sentences are integrated into a final set of results. Overall, the search process 
closely considers the context of the query in the following steps: the former searches 
for geographic locations and place names. The second one searches for dates, events, 
and time references. Finally the third one searches for additional thematic information 
using a Web service. 

 

Fig. 3. Ontology and context for query Q1 

Let us illustrate this search process using the query example Q1. Figure 3 illustrates 
a fragment of Wikipedia page and how the sentences that contain a match for query 
Q1 (e.g., Revolution) are labelled. When a match for a given date is found (e.g., a year 
from 1910-1917 period), the sentence that contains this date is also extracted. These 
sentences are syntactic and semantically processed, according to three steps: The first 
step starts searching a lexicographic that matches Q1

 
and its context on top of 

Wikipedia pages. Several states and places related to the Northern of Mexico (given 
as the context) are retrieved (e.g., San Luis Potosi state, Puebla, Mexico city and other 
states of Mexican republic). These states and places are used as input parameters of a 
web service connected to the geographical database. The web service returns the geo-
graphical coordinates of these place names and states. The second step searches for 
some dates and temporal terms (e.g., start, finish, before, after) according to the query 
and the semantics exhibited by the web documents, and conceptualized by the ontol-
ogy. In particular, the domain ontology identifies if the event qualifies an occurrent or 
continuant.  For instance, for Q1, we find that the Mexican revolution started in the 
year 1910 and finished in 1917, it is thus considered as an occurrent. The third and 
final step consists of finding additional thematic information according to the query 
and its web context. This process is clearly derived from Wikipedia-based informa-
tion. For example, the Mexican revolution is described as a set of socialist, liberal, 
anarchist, populist, and agrarians movements, additional information can be similarly 
derived for the different places and states identified. The query results derived by the 
application of this search process are inserted into a XML database whose format is 
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defined to contain all the results according to the temporal, thematic and spatial  
domains. A Web map is finally derived using a geographical server where each geo-
graphical place related to the Mexican revolution is identified and labeled (Figure 4). 

 

Fig. 4. Query Q1 results 

As illustrated in Figure 4, a map displays the geographical locations related to Q1, 
and below, the places related to the period of time (i.e., when an event starts and fin-
ishes). In addition, a reference time is given when appropriate. Furthermore, the ap-
proach uses Google maps API to display the search results according to a temporal 
timeline (i.e., depicted by an oriented line that connects the locations), that is, from 
the ordered sequence of dates related to the Mexican cities involved in the revolution 
(Figure 5).  

 

Fig. 5. Time-ordered results for query Q1 



16 F. Mata and C. Claramunt 

 

The example developed illustrates the potential of the approach regarding the  
extraction of knowledge on the spatial, thematic and temporal domains. A large range 
of searches can be applied under similar principles. Figure 6 shows the results  
returned by the execution of query Q5= {When was built the Latin American tower?}. 

 

Fig. 6. Query Q5 results 

Figure 6 displays the geographical locations related to query Q5, and below, the 
places and time references related to this tower.  In that case, the streets where the 
Latinamerican Tower is located are displayed (e.g., Madero, Lázaro Cárdenas),  
together with an event related to its construction and a reference to the historic center 
of the city of Mexico as the Latinamerican Tower also belongs to this historic  
concept.  

5   Retrieval Evaluation 

The effectiveness of our approach has been evaluated with the metrics of precision 
and recall, which are commonly used for testing IR and GIR strategies [8]. Precision 
is defined as the ratio of the number of relevant documents retrieved (A) to the total 
number of irrelevant (B) and relevant documents retrieved (A). Recall is defined as 
the ratio of the number of relevant documents retrieved (A) to the total number of 
relevant documents retrieved (A) and not retrieved (C). Precision and Recall are re-
spectively given by 

 Precision = A / (A+B) 
 Recall = A / (A+C) 

Recall and precision are typically valued by the unit interval [0, 1]. Amongst the set 
of documents considered by our experimental setup, we ask a group of twenty five 
students to value the documents that are considered as relevant or irrelevant for the 
example queries. Also the number of relevant documents for each query in the 
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Wikipedia search space has been approximated. Execution of a search query allows us 
to identify how many relevant documents were retrieved or not by the search strategy, 
as well as for irrelevant documents. Table 2 presents the statistical results obtained 
with the selected queries, and the values obtained for recall and precision.  

Table 2. Recall and precision 
 
 

Query 
Irrelevant 
documents 
retrieved 

Relevant 
documents 
retrieved 

Relevant 
documents 
not 
retrieved 

Total 
documents
retrieved 

 
Recall 

 
Precision 

Q1= {“When and 
Where happened 

Mexican 
Revolution?”} 

18 80 15 98 0.84 0.81 

Q2= {Where is the 
Upiita campus?} 

35 70 14 100 0.83 0.66 

Q3= {Where and 
When occurred the 

epidemic 
AH1N1?} 

22 85 17 110 0.83 0.79 

Q4= {Which are 
the hotels near 
airport Benito 

Juarez?} 

31 70 14 110 0.84 0.69 

Q5= {When was 
built the Latin 

American tower?} 

34 76 12 110 0.84 0.69 

Q6= {How much 
time to go from 
Mexico City to 

Cancun?} 

26 60 16 86 0.84 0.69 

Q7= {Which 
earthquakes have 

happened in Mexico 
City?} 

28 74 18 102 0.80 0.72 

 
 

The results obtained reveal different patterns. Overall, the recall values obtained 
are relatively similar, those showing a relative high ratio of relevant documents  
retrieved, around one out of five documents retrieved being irrelevant (note that 
amongst the set of documents evaluated, the ones considered as relevant or irrelevant 
are know a priori).  

More interesting, the precision values obtained show that a combination of spatial 
and temporal criteria are likely to increase the relevance of the documents retrieved as 
the combination of these two dimensions narrows the search space when those are ex-
pressed without too much ambiguity (e.g., Q1 and Q3). Conversely, queries that con-
sider either the temporal or spatial dimension vary in terms of precision: the ones that 
perform not very well are the ones with either a qualitative spatial relation, those being 
more difficult to evaluate without ambiguity (Q4), or a search for a temporal metrics as 
a query result (Q6). Also there are cases where the search query is relatively precise 
from a linguistic point of view, this being the case of the temporal query Q5. The  
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precision is here relatively good because the context involves a search parameter that 
reduces the possibility of ambiguity, as combination of a keyword “built” and a given 
place “Mexico City” narrows the search space.  

6   Conclusion 

The research presented in this paper introduces a modelling and search approach to 
perform geographic information retrieval associated to thematic, temporal and  
geographical entities, events extracted from the Web and a geographical database. 
Retrieval processes are driven by a domain ontology. The queries used are contextual-
ized in order to closely relate geographical information to thematic and temporal 
events derived from Web resources. The approach is based on a method that matches 
user-defined queries with ontological concepts according to the temporal, thematic 
and geographical domains. Retrieval is executed on top of internet resources and  
geographical databases. Place names, time information, as well as spatial relations are 
used as query parameters by the search engine. The engine developed and imple-
mented so far combines XML-based queries with a parser and Google Map API. 
XML allows a close integration of the query results and support integration of infor-
mation from heterogeneous data sources. The approach has been experimented on an 
illustrative case study applied in several regions of Mexico. 

Further work will consider larger Web information spaces and document  
collections, and an integration of several distributed geographical databases as well as 
additional spatial relations. The domain ontology can be also enriched by considering 
additional spatial relations, and by application-based conceptualizations. The  
approach can be also applied to other ontologies available on the Web and free online 
resources and collections to compare with other IR approaches. 
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Abstract. We propose techniques for achieving the geographical nav-
igation of historical events described in Web pages as “Virtual History
Tour”. First, we develop a method for extracting information on the
historical events from the Web and organizing it into a chronological
table. Our method can effectively handle ambiguous cases – homonyms
and multiple location names in a sentence – by using the number of co-
occurrences among events, person names, location names, and addresses
in the Web. Next, we propose a method for ranking historical entities
according to their impacts at specific time and location. We extend the
PageRank algorithm to calculate the temporal and spatial impacts of en-
tities. Finally, we introduce our concrete application demonstrating how
users can browse historical events through timeline and map interfaces.

1 Introduction

In recent years, there has been a huge amount of historical information placed
on the Internet that can be accessed easily. Using this information, people can
easily gather Web pages related to a certain historical person or happening.

We propose a method to aggregate such historical information in the Web
and to generate a chronological table for a given historical person or happening.
In particular, the proposed method tries to identify the location and the time
of each event in the chronological table wherever possible. We also develop an
application called “Virtual History Tour”, which achieves the navigation of the
extracted events on a map interface with automatic movements in chronological
order. This is a novel means of providing information in which users can trace
the life of a specified person or collect all the historical incidents that occurred
at a specified location.

In order to achieve this service, we need a technique for extracting all the
historical events from the Web and for determining their location and time by

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 21–35, 2011.
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inferring from their descriptions that is often written in an ambiguous and sym-
bolic way or is often missing. In addition, we need a technique to add “impact”
on the output extracted from the Web information.

In this paper, we explain the techniques we developed and their applications
as follows.
– A technique to extract information on historical incidents relative to a spe-

cific incident from the text available in the Web, and to classify it by time
and location: in particular a technique for data inference with the help of
“Collective Intelligence”.

– A technique to compute the “Impact” of historical entities.
– A demonstration to the application called “Virtual History Tour”,that we

developed, to evaluate how available information can be used with the above
techniques.

2 Related Work

There are several environments for the visualization of a historical event se-
quence. Our system is implemented on Google Earth1, which is an application
that allows for the easy creation of geographical applications. Google Map2, a
map service on the Web, provides an API that can be easily used to create many
kinds of geographical Web services. Stoev et al. [18] provides a visual environ-
ment especially for the historical events.

There are several related techniques and applications that are proposed in
the research field of Geographic Information Retrieval (GIR), which is defined
by Larson [9,11]. Strötgen et al. [19] proposed a method for extracting spacio-
temporal information from a single document. They also developed a system to
explore an extracted sequence of spacio-temporal information on a Google Map
interface. While their target is a single document, our proposed method is to
aggregate information from many documents available on the Web. Several other
similar applications have been proposed by Larson’s research group [12,10,5,17].
They focus on historical biography and visualize a sequence of life events in
time and space. Their system places the historical events of a target person on a
Google Map interface. The historical events related to a location are explained by
clicking a place marker. The explanation usually contains temporal information,
but it is difficult to find an explanation that describes the events in chronological
order. Geocoding is a technique for identifying the latitude and longitude for a
given geographic document. There are several researches regarding this technique
[1,2]. We propose a method for extracting the location of an event by using an
existing geocoding system.

Information extraction is another research area related to our work. In par-
ticular, Web information extraction has become a large research field. For exam-
ple, Paşca proposed methods to extract factual information from a large Web
corpus [16] and query logs [15]. Although most of the research studies focus

1 Google Earth: http://earth.google.com/
2 Google Maps: http://maps.google.com/
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on current fact extraction, some focus on historical fact extraction. Garera et
al. [4] proposed a method for biographic fact extraction such as “birthdate”,
“occupation”, “nationality”, and “religion”. BioSnowball by Liu [13] is a method
for gathering and integrating biographical facts. Their method can construct
Wikipedia-stype pages for any person by aggregating the extracted facts. The
values of the attributes of a person can change over time. When extracting the
values from the Web, such changes can also be considered [14]. For temporal
information extraction, not only the past events but also the future events can
be extracted. Jatowt et al. [7] proposed a method for future event extraction
from news articles or Web pages. They mainly focused on a method for extract-
ing expressions that predict the future.

3 Historical Event Extraction

3.1 Extracting Historical Events from the Web

This section explains a method called “Historical Event Extraction” which ex-
tracts chronological events relevant to a specific person or happening, and classi-
fies them according to time and location. In our previous work [8], we developed
a method to gather chronological events about a specific person or happening
and to estimate the time when each extracted event occurred. Adding to the pre-
vious work, we developed a method for estimating the location of an extracted
event.

Fig. 1 shows the procedure for extracting historical events related to a specific
person or happening. It consists of three steps as follows:

web wikiweb wiki

On the stay at Honouji,….1582

To conquer Enryaku-ji avoiding the loss of 
time, Nobunaga Oda took the route of 
Sakamoto Hiyoshi Taisha shrine, and ruled 
Hieizan.
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Historical EventYear
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1575

Historical EventYear

Honoji:Kyoto City, Kyoto Prefecture 
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Sakamoto:Sakamoto, Otsu City, Shiga 
Prefecture (35.071839,135.868349)
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Sakamoto:Sakamoto, Otsu City, Shiga 
Prefecture (35.071839,135.868349)
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Fig. 1. Procedure for Chronological Event Extraction
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1. Collecting Web pages relevant to a specific person.
Let a user specify a word that represents the target person or happening,
which is used as an inquiry keyword on a conventional Web search engine
such as Google3 and Yahoo!4. Then collect as many Web pages that as
possible that hit on the query.

2. Adding chronological information to an extracted historical event.
From the Web sites collected in step 1, search words or expression that can
be a clue to adding chronological information, and modify these words or
expressions in a predefined way.

3. Adding geographical information to an extracted historical event.
Extract the name of the event and its location by applying segmentation to
the information acquired in step 2, and determine the longitude and latitude
where the event occurred.

Steps 1 and 2 are basically the same as the methods described in the previous
work [8] except for some enhancements such as the use of better regular expres-
sions to extract temporal information. These methods can efficiently aggregate
and normalize temporal data that is written in a different style.

The step 3, the location estimation of historical events, is one of the con-
tributions of this paper. In many cases, it is possible to determine the specific
locations of the extracted events by using a method called “Location Estima-
tion of Event with Collective Intelligence” The rest of this section describes and
evaluates this method.

3.2 Location Estimation of Historical Event

Although the name of a certain location can vary depending on the time or
era, we were able to safaly determine its location from the description safely by
using other resources such as historical materials. However, there still exist some
problems that need to be solved as follows.

The context problem: Multiple different location names in a single
sentence. It is often the case where there are more than just one location
name appears on a single sentence. For example, think of sentence below. “To
conquer Enryaku-ji avoiding the loss of time, Nobunaga Oda took the route of
Sakamoto Hiyoshi Taisha shrine, and ruled Hieizan.”5 If you apply automated
segmentation to this sentence and extracts all the words associated with the
geographical word, you will get three location names: “loss”, “Sakamoto”, and
“Hieizan”. Here, “loss” is not location name, but “loss” and “Los” of Los An-
geles is repsented in same way in Japanese, so it is extracted as location name.
Obviously, “loss” was extracted by mistake, so we need to determine which of
the remaining the candidates to choose.
3 Google: http://www.google.com/
4 Yahoo! Search: http://search.yahoo.com/
5 Nobunaga Oda is one of the most famous feudal rulers in Japanese in the late 16th

century. (http://en.wikipedia.org/wiki/Oda Nobunaga)
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The homonym problem: The same name that has different locations
For example, if you search geocoding with the keyword “Sakamoto”, you will get
two hits such as (1) Sakamoto-chyou, Yasiro City and (2) Sakamoto Otsu City.
If you are familiar with this event, you should correctly choose (1), but this is
not always the case.

To overcome these problems, we propose a technique called “Location
Estimation of Events with Collective Intelligence”.

3.3 Location Estimation of Event with Collective Intelligence

In our estimation method, we focus on the name of the place and its address in
the sentence. Here, we assume that the name of the place and its address appears
within the same document in the Web that describes the historical person and
event. The notation we use in this section is summarized as follows.

– Ti denotes one of the location names extracted from sentence that explain a
historical event.

– Aj denotes a text expression of one of the addresses retrieved from geocoding
with a location Ti.

– H denotes a set of people’s names extracted from the sentence.
– E denotes a set of happenings’ names extracted from the sentence.

The following formula is a scoring function that calculate relevance between a
location name and an address based on our assumption.

Score(Ti, Aj) = P (Ti|H, E) · P (Aj |H, E)

=
NH,E(Ti)

NH,E
· NH,E(Aj)

NH,E

=
WebHitCount(Ti, H, E)

WebHitCount(H, E)
· WebHitCount(Aj, H, E)

WebHitCount(H, E)
(1)

where P (Aj |H, E) is the conditional probability of the address Aj among NH,E

documents, and P (Ti|H, E) is the conditional probability of the location Ti

among NH,E documents. They can be calculated by NH,E , NH,E(Ti), and
NH,E(Aj). NH,E is defined as the number of the document that includes the
name of the person, H, and the event. NH,E(Ti) is the number of the document
among NH,E documents that includes the name of the location. NH,E(Aj) is the
number of the document among NH,E documents that includes the name of the
address. We can obtain NH,E , NH,E(Ti), and NH,E(Aj) by using a conventional
Web search engine such as Google and Yahoo!, which returns hit count with a
search result. Our implementation uses Google AJAX Search API6. Each of the
words in Ti, Aj , H, and E is added to the keyword query as AND condition.

For the event sentence we show in Section 3.2,Tican be either“loss”,“Sakamoto”
or“Hieizan”. WhenTi is“loss”,Aj can be“California,Los Angeles”. H is “Nobunaga
Oda”, and E is empty.
6 Google AJAX Search API: http://code.google.com/intl/en/apis/ajaxsearch/
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Table 1. P (Ti|H, E)

Ti P (Ti|H, E)
loss 0.0192
Sakamoto 0.3728
Hieizan 0.8065

Table 2. P (Aj |H,E)

Aj P (Aj|H, E)
Shiga Prefecture 0.2753
Otsu City 0.2674
Sakamoto 0.3728
Kumamoto Prefecture 0.0412
Yashiro City 0.0015
California 0.0014
Los Angeles 0.0087

Table 3. Score

�����Ti

Aj Shiga Pre-
fecture

Otsu City Sakamoto Kumamoto
Prefecture

Yashiro City California Los An-
geles

loss 0.0000 0.0002
Sakamoto 0.1026 0.0997 0.1389 0.0154 0.0001
Hieizan 0.2220 0.2156 0.3006 0.0332 0.0012

Our proposed method is unique in the way that we estimate the location
of the event by multiplying a term P (Ti|H, E) with P (Aj |H, E). Because each
probability term is acquired independently in terms of Ti and Aj , this covers the
case where the only address Aj appears but not the location name Ti appears
in the document, and vice versa. After multiplication, we calculated Score de-
fined by Eq.(1) above for each possible candidate address Aj . We selected the
address Aj with the highest Score as the most likely address where the event
occurred,along with its latitude and longitude. We show some examples of scores
computed by the proposed method in Fig.3. In this example, the highest score
is observed for T =Hieizan and A =Sakamoto, yielding the fact that Sakamoto
Otsu City is most strongly related in the given set.

3.4 Evaluation of Location Estimation

In order to see the validity of our proposed method, especially the method pro-
posed in Section 3.3, we evaluated the precision of location estimation.(conducted
on September, 30, 2009) in the following manner.

1. We picked up three well-known historical persons such as “Yoshitsune
Miyamoto”, “Nobunaga Oda”, and “Ryoma Sakamoto”, and collected 40
historical events associated with these three people by performing a Google
search.Here, historical events are chosen under the restriction in which both
the name of the person and name appear in.

2. We estimated the locations of these 40 events based on our proposed method.
3. After having these events plotted on a map with their estimated locations,

we asked a single examinee to evaluate the result subjectively.
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Table 4. Example of historical persons and events used in the experiment

Search key-
word

Historican event name of loca-
tion(bold)

Person H Event name E

Yositsune
Miyamoto

Yoritomo ordered samurais in
Kanto to serve in Kyoto and for
bided returning to EastArea on
April,15h.

Yoritomo serving at Ky-
oto

Ryoma
Sakamoto

In 1866, on November, Sakamoto
persuaded Satsuma Lord Saisuke
5th and Choshu Lord Heisuke Hi-
rosawa on the agreement to es-
tablish a joint venture at Shi-
monoseki.

Heisuke Hiro-
sawa

The estab-
lishment of a
joint venture

Table 5. Results

number of correct
Conventional method 17(42.5%)
Proposed method 25(62.5%)

The table below shows some of the events among the 40 events were used.
The evaluation result as shown in Table 5, appears to be 20% more precise

than a conventional method. Table 6 show the results of the estimation of the
location names of the event. As the data shows, we were still unable to estimate
the 37.5% of location of events. We think this is because of the following reasons:
failure of the sentence segmentation to extract the correct geographical words,
and the domination of the major name of places over the remaining minor places,
which can be mistakenly treated as a noise and discarded. This will lead to the
conclusion that our method alone is not so suitable to deal with minor events
where value N is small, and we are hoping to handle minor event case with other
inference method to enhance its availability.

Table 6. Result of Estimation

Search keyword Historican event, name of location(bold) Estimated loca-
tion

Yositsune
Miyamoto

Yoritomo ordered samurais in Kanto to
serve in Kyoto and for bided returning to
EastArea on April

Kyoto Prefecture

Ryoma Sakamoto In 1866, on November, Sakamoto per-
suaded Satsuma Lord Saisuke 5th and
Choshu Lord Heisuke Hirosawa on the
agreement to establish a joint venture at
Shimonoseki.

Shimonoseki City
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4 Computing “Impacts” of Historical Entities

The impact size of a certain historical entity changes with time. There are also
geographical impacts, for example an event that influences only Japan can occur.

In this section, a historical entity means a historical happening, place, per-
son, or item. We assume that a historical article on Wikipedia represent the
related historical entity. In this section, we propose an approach that assesses
the temporal and spatial impacts of historical entities by using the Wikipedia
link structure.

4.1 Wikipedia Link Structure Analysis

Review of PageRank. The main idea behind PageRank [3] is that a Web page
is important if several other important Web pages point to it. This means that
if page u has a link to page v, then the link implicitly confers some importance
to v. How should we represent the value of conferred importance? Let Rank(p)
represent the degree of importance of page p, and let Np represent the out-
degree of page p. We can simply assume that all links are equal, so the link
(u, v) confers Rank(u)/Nu units of importance from u to v. This simple idea
leads to the following recursion. If N is the number of pages, assign all pages
the initial value 1/N . Let Bv represent the set of pages that points to v. In each
iteration, the ranks are shifted as follows:

∀v Ranki+1(v) =
∑

u∈Bv

Ranki(u)
Nu

(2)

We continue the iterations until all Rank(p) stabilizes to within some threshold,
although the convergence of the recursion depends on the link structure. We add
the damping factor, α, to the rank propagation to guarantee the convergence.
We define a new recursion, in which we add the constant value (1− α)/N to all
pages:

∀v Ranki+1(v) = α
∑

u∈Bv

Ranki(u)
Nu

+
1 − α

N
(3)

This modification improves the quality of PageRank by introducing the damping
factor α, as well as facilitates to guaranteeing the convergence to a certain value
for all pages.

Biased PageRank. We can bias the PageRank computation to increase the
effect of certain categories of pages by changing the added value (1 − α)/N
described in above. In particular, let Dj be the set of pages in a certain category
cj . We introduce a new damping factor dij for the page i:

dij =

{
0 i /∈ Dj

1
|Dj | i ∈ Dj

(4)
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Then when computing the PageRank, we calculate as follows:

∀v Ranki+1(v) = α
∑

u∈Bv

Ranki(u)
Nu

+ (1 − α)dvj (5)

In this recursion, pages that exactly fit a category and pages that are closely
related get high scores.

The biased PageRank algorithm is also used in Topic-Sensitive PageRank [6].
For biasing, the 16 top-level categories of the Open Directory Project (ODP)7

are used. The set of URLs included in each category is used as Dj .
We create the temporal and spatial categories for Wikipedia historical entities

and discuss how Dj for category cj is determined in Sections 4.2 and 4.3.

4.2 Temporal Impact Calculation

As discussed in Section 4.1, the basic idea implemented by a graph-based ranking
model that includes PageRank is that a link of a Web page to another one has
a social meaning (i.e. “voting”, “recommendation”, etc.) In addition, if a graph
domain is specified, we are able to think on the domain specific meanings of
the link. In our study, each node on a graph is a historical entity given by a
Wikipedia article, so the links between these articles are not only a part of the
World Wide Web, but also a meaningful relation between the two historical
entities. We consider the linked relation as an impact of the history.

Our main idea is that a historical entity has a large impact on certain period if
several other entities occurred at the same time have links to it. In our approach,
we treat a certain period as a category cj and a set of historical entities occurred in
the period as Dj in order to use biased PageRank algorithm. We believe that the
given score has good correspondence to the historical impact of the entity in cj .

4.3 Spatial Impact Calculation

Similar to the temporal categories created to calculate the temporal impacts
of historical entities, we also create spatial categories to calculate the spatial
impacts of them. For example, the geographic information of Wikipedia entries
and the “history of somewhere” Wikipedia categories are particularly useful.

4.4 Experiments

As a dataset for our evaluation, we used 33,000 Japanese Wikipedia entries
which all belong to subcategories of the “History of Japan” Wikipedia category.
An element of the dataset represents a historical entity. There are 593,000 links
among these pages.

We divide 0 to 2009 into 201 ranges at 10 intervals and name each ranges
c0 · · · c200, respectively. To be specific, the first range c0 means 0 to 9, and the
last one c200 is 2000 to 2009. Dj is a set of historical entities which occurred in cj .

7 Open Directory Project: http://www.dmoz.org/
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Fig. 2. Impacts of “Nobunaga Oda”, “Hideyoshi Toyotomi”, and “Ieyasu Tokugawa”.
The horizontal axis means A.D., not a category’s index j. The vertical axis shows scale
of biased PageRank.

For example, D194 includes “Pacific War” which broke out at 1941. We make a
vector of 201 dimensions for all entities with these calculation.

The temporal impacts of the tree most important leaders: “Nobunaga Oda”,
“Hideyoshi Toyotomi”, and “Ieyasu Tokugawa” in the Warring States period
(16th century) are plotted in Fig.2. For all of them, the highest value is observed
while they alive. During Edo period (1603-1868) “Tokugawa Ieyasu” has higher
score than the other two. We think that this is the influence of his career; he
established the Edo shogunate, which has great significance in Japanese history.

Fig.3 presents a comparison after the 19th century between the impacts of
“Hiroshima Peace Memorial” and “Pacific War”. The score of “Pacific War”
reaches its peak around 1950; on the other hand the score of “Hiroshima Peace
Memorial” is still increasing. We think that this is the influence of its designation
as the UNESCO World Heritage Site in 1996.

Fig. 3. Impacts of “Hiroshima Peace Memorial”, and “Pacific War”. Since these values
are almost zero, the values of before the 19th century are not plotted in the figure.
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5 Geographical Navigation of Historical Events

5.1 Application Overview

In this section, we explain the developed application, “Virtual History Tour”,
which enables users to explore the historical events that are organized and sorted
by chronological and geographical order, having been collected from Web sites.
This application is features the following functions

1. The user can trace back relevant events in chronological order that are as-
sociated with a specified person or event.

2. The user can have historical events plotted on various types of maps ranging
from an ancient map to a satellite photo and view them.

3. The user can browse photos associated with a specified event that are col-
lected automatically from Web sites.

5.2 System Structure and Procedure

Virtual History Tour is composed of the following three parts:

1. History Time Table Generator
By using the technique “Historical Event Extraction”, this generates a time
table of events associated with a specified person and event is generated.

2. History Tour Planner
This creates a tour plan along with the time table acquired by the Time
Table Generator, together with photos collected from Web sites.

3. Browser
This allows the user to browse the tour planned above.The current prototype
works with Google Earth. Its procedure is shown in Fig.4.

5.3 Layout of Virtual History Tour

We show below, the result of tracing Ryouma Sakamoto8. Fig.5 shows the events
associated with him that are plotted on the current map. Fig.6 shows the his-
torical event details plotted on the old map. Fig.7 shows the superimposition of
the Kyoto Edo-period old map on the current map.

5.4 Discussion

With our application, “Historical Event Extraction”, one can follow certain per-
son’s life along time axis and his geographical range over his life, and learn to
what geographical and chronological extend a single person or event has spread
its influence.

8 The demonstration video is avairable in the following URL.
http://www.dl.kuis.kyoto-u.ac.jp/˜ohshima/historicalnavi/demo.wmv
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Hieizan.

1575

Address (latitude, longitude)Historical EventYear

Fig. 4. Procedure for Historical Tour

Fig. 5. Events associated with Ryoma Sakamoto plotted on the current map

At last, we consider the further possible use of our applications. First, it
can offer information about recommended historical famous spots to stop by on
traveling planning site. With this service, use can be aware of all historical spots
around his destination, he can make more flexible plan of palaces to go.
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Fig. 6. Historical event detail plotted on the current map

Fig. 7. Superimposition of Kyoto Edo-period old map to current map

This can be also applied to Car Navigation System, which offers drivers an
unexpected history guide, by following a trait of historical figures, replacing the
job done by bus guide concierge.

This guide feature can be further improved by adapting user’s routine or
preference, it lets a user decide what to learn next with his own, which helps
user to learn history more pleasant way.
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6 Conclusions

We proposed techniques for achieving the navigation of historical events de-
scribed in Web pages. First, we developed a method for extracting chronological
tables from the Web pages. The conventional method had difficulties in han-
dling homonyms and multiple location names in a sentence. By using collective
intelligence based on the number of co-occurrences among events, person names,
location names, and addresses in the Web, our method can effectively overcome
these difficulties. Next, we proposed a method for evaluating the impacts of his-
torical entities. We extended the PageRank algorithm to calculate the temporal
and spatial impacts of entities. Finally, we showed that our new application
“Virtual History Tour” enables users to browse historical events through time-
line and map interfaces. Our future work includes incorporating the temporal
and spatial impacts of entities into history tours. We also plan to extend our
system to other languages besides Japanese to see if it works.
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15. Paşca, M.: Organizing and searching the world wide web of facts – step two:
Harnessing the wisdom of the crowds. In: Proc. of the 16th International Con-
ference on World Wide Web (WWW 2007), pp. 101–110 (May 2007)
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Abstract. We propose and evaluate a recommendation method that
considers region-restrictedness. In our previous work, we defined a spot
as an establishment such as a restaurant, amusement facility, or tourist
attraction in the real world. A spot with high region-restrictedness in-
dicates that the spot is located in a restricted area but not in a user’s
home area. We defined the region-restrictedness score to extract region-
restricted phrases from text data about spots (such as promotional
descriptions about spots). Then, spots including these phrases are rec-
ommended to the user. In this paper, we present our proposed method
and discuss it on the basis of quantitative and qualitative experimental
results.

Keywords: Recommendation, Region-restrictedness, Local search.

1 Introduction

In recent years, many users have begun using local search services to search for
spots matching queries in a specific area. Google Maps[1] and Yahoo! Maps[2]
are examples of such local search services. When users search for an area using
an address or a place name along with keywords such as “bar” or “lunch,” close
spots matching the keywords are shown on the map.

However, simply providing information about the close spots does not always
satisfy the users. For example, suppose Ken, who lives in Osaka, Japan, goes on
a trip to Matsusaka, Mie prefecture, Japan. At night, he searches for restaurants
close to Matsusaka station and the foods available at these restaurants using a
local search service. Although he can obtain information about many restaurants
close to the station, some of the restaurants listed are also available in Osaka; for
example, Ken can eat a “teriyaki burger” at “McDonald’s” or a “hamburg steak”
at “Gusto” (a chain of family restaurants in Japan). Because Ken has been ea-
gerly awaiting this trip, he might not feel like going to these restaurants knowing
that they are also available in Osaka. A better solution would be to provide Ken
with information about restaurants and food available in Matsusaka but not in
Osaka (e.g. “Matsusaka beef” (a well-known food available in Matsusaka)).

In case of “Matsusaka beef,” a well-known specialty, Ken can retrieve infor-
mation using keyword queries because he can easily associate “Matsusaka” with

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 36–49, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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“Matsusaka beef.” However, when he goes on a trip to an unknown place, he
would not know the names of special food. In order to find such foods, it is
necessary to automatically extract keywords related to the foods available in a
restricted area and show them to users.

In our previous work, we proposed a recommendation method for region-
restricted spots [3]. We defined a region-restricted spot as a spot that is located in
a restricted destination area but not in a user’s home area. Here, the destination
area implies an area that the user is visiting when on a trip. The user’s home
area implies an area where the user lives. In this paper we evaluate our method
qualitatively and show the experimental results.

The remainder of this paper is organized as follows. In Section 2, we present
related works and services and describe the difference between our proposed
method and such existing methods. In Section 3, we explain our recommendation
method for region-restricted spots we proposed in the previous work. Section 4
presents basic experimental analyses of the validity of our method when applied
to real areas in Japan. Finally, Section 5 presents the conclusions of this paper.

2 Related Work

Tezuka et al. [4] have proposed a method for predicting the regionality of Web
pages and objects (e.g., “red leaves” or “noodles”). For example, when a user
wants to know about places that are famous for red leaves, he/she can input
“red leaves” as a search query, and this will display areas related to red leaves.
Therefore, the user can find related areas from the names of objects. On the
other hand, in this paper, we aim to extract region-restricted phrases based on
the input area.

Tarumi et al. [5] proposed the SpaceTag system to provide information to users
in a restricted area. The SpaceTag is an object such as text, an image, a sound,
or a program that is accessible in a restricted time and an area. A SpaceTag
is made by enterprises, public organizations, and general users. Therefore, their
opinions and intentions might be included in the SpaceTag. On the other hand,
our proposed method automatically extracts region-restricted phrases from a
large amount of spot data associated with real-world locations.

Many location- and time-based information delivery systems for tourism have
also been proposed [6][7][8]. However, these systems provide information about
only those spots that are close to a user’s current location. In other words, they
do not aim at region-restrictedness.

Many gourmet Web sites provide information about restaurants that serve lo-
cal specialties. However, such sites might also include the owner’s subjective in-
tentions. Moreover, although sufficient information is available about well-known
places, little or no information is available about unknown places. On the other
hand, if spot data were to be associated with real-world locations, our proposed
method can be applied to any place, including unknown ones. Furthermore, be-
cause our method automatically extracts region-restricted phrases, unexpected
phrases could also be discovered, such as minor phrases that a site owner might
not notice.
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3 Recommendation Method Considering
Region-Restrictedness

In this section, we explain our proposed recommendation method that considers
region-restrictedness.

Our proposed method focuses on the region-restrictedness of spots, and it
recommends spots with high region-restrictedness. In this study, we define a
spot as an establishment such as a restaurant, amusement facility, or tourist
attraction in the real world. A spot with high region-restrictedness indicates a
spot that is located in a restricted area but not in a user’s home area.

We can acquire spot data such as location and other information from spot in-
formation sites such as Gournavi[9]. The proposed method utilizes the following
information as spot data:

– Spot name
– Location (latitude/longitude or an address)
– Text data such as promotional descriptions

The proposed method recommends spots based on the following steps:

i Acquire home spots and destination spots.
ii Extract phrases from text data about each destination spot.
iii Calculate region-restrictedness score of each extracted phrase.
iv Recommend spots based on the region-restrictedness score.

In the remainder of this section, we explain each step.

3.1 Acquire Home Spots and Destination Spots

First, we define a home spot and a destination spot (see Figure 1).
We define a home spot hi as a spot in a user’s home area. A home spot set is

represented as follows:
H = {h1, h2, . . . , hn} (1)

Here, n is the total number of home spots. For example, if a user’s home area is
“Osaka prefecture,” the home spot set H includes all spots in “Osaka prefecture”
with n being the number of spots.

We define a destination spot lj as a spot in a user’s destination area (e.g., area
visited for tourist or business purposes). A destination spot set, which includes
spots existing within a radius of r from a base point in the destination area, is
represented as follows:

L = {l1, l2, . . . , lm} (2)

Here, m is the number of spots existing within the range. For example, for
the destination “Matsusaka” with the base point as “Matsusaka station,” the
destination spot set L includes all spots within a radius of r from “Matsusaka
station” with m being the number of spots.
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Fig. 1. Home spots and destination spots

Table 1. Extracted patterns of a part of speech

3.2 Extract Phrases from Text Data of Each Destination Spot

Our method extracts phrases included in text data about each destination spot
lj ∈ L. We can use a morphological parser such as ChaSen[10] to extract these
phrases. Phrases are extracted by the following steps:

i Extract words included in text data about each spot lj using morphological
parser.

ii Let a basic word be a word whose part of speech is “noun (general)” or
“noun (proper)” among the extracted words. If “noun (general)” or “noun
(proper)” occurs before or after the basic word in a sequence, combine these
words into one basic word. This prevents the loss of their features that may
occur by splitting them, for example, “Matsusaka beef” into “Matsusaka”
and “beef.” On the other hand, exclude a basic word consisting of only “noun
(proper.place).” Although the method may extract a name of an area such
as “Matsusaka” as a region-restricted phrase, in this case, “Matsusaka” is
obvious to the user.
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Fig. 2. A Japanese example of the extraction of phrases from text data about a
sample spot

iii Combine the basic word and a prefix and suffix dependent on it into one
phrase. In other words, extract a noun phrase consisting of patterns of a
part of speech shown in Table 1.

iv In the case of a noun phrase that can be combined by “particle (pronominal),”
combine these words into one phrase. In this manner, the method can extract
more restricted phrase such as“well-established restaurant in Matsusaka-city”
or “store with Sukiya architecture in a purely Japanese style.”

In Figure 2, we show an example of the extraction of phrases from text about
a spot. For example, a phrase “grilled meat with unpretentious price” was ex-
tracted by combining “unpretentious,” “price,” “with (),” and “grilled meat.”

We represent an extracted phrase set for a spot lj as follows:

Wj = {wj1, wj2, . . .} (3)

3.3 Calculate Region-Restrictedness Score of Extracted Phrase

Our method examines how each extracted phrase wjk ∈ W is restricted to
the destination area. In order to find it, we apply Inverse Document Frequency
(IDF), which is widely used in the field of document retrieval. Generally, the
IDF is represented as follows:

idf = log
d

de
(4)

Here, d is the total number of documents and de, the number of documents
including a word we. That is, a lower weight is assigned to a general word that
commonly occurs in many documents and a higher weight is assigned to a feature
word that occurs in specified documents.
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Based on this notion, we define the restrictedness νjk. The restrictedness
denotes how each extracted phrase wjk in text about a destination spot is
restricted against a user’s home spot set. In equation (4), when we regard the
text data of spots as documents, the restrictedness is represented as follows:

νjk = log
n + 1

njk + 1
(5)

Here, n is the number of spots included in a home spot set H (refer to 3.1) and
njk, the number of spots whose text includes a phrase wjk among the H . By
using this restrictedness, our method can extract a restricted phrase that occurs
only in the destination spots but not in the user’s home spots.

However, by considering only the restrictedness, a unique catch copy about a
spot, such as “with salad Vikings of coupon” or “vegetables for alcoholic drinks,”
may also be extracted. Most phrases used for such catch copy are unique. There-
fore, the restrictedness of these phrases is higher. Therefore, it is not necessary
that some content has regionality for a destination area.

Therefore, we consider the regional weight γjk in addition to the restricted-
ness νjk. The regional weight γjk indicates how a phrase wjk is related to the
destination area. That is, a higher weight is given to a phrase that is strongly
related to the destination area, such as “Matsusaka beef” in “Matsusaka,” and
a lower weight is given to a phase that is weakly related to one such as “with
salad Vikings of coupon.”

In order to take the regional weight, we use WebPMI[11], which indicates the
similarity between words based on their co-occurrence frequencies on the Web.
The WebPMI between words p and q is represented as follows:

WebPMI(p, q) =

⎧
⎨

⎩
0 if H(p ∩ q) ≤ c

log
H(p∩q)

N
H(p)

N
H(q)

N

otherwise
(6)

Here, H(p), H(q), and H(p ∩ q) denote the number of Web search results ob-
tained using the queries “p,” “q,” and “p + q,” respectively. N is the number of
documents a search engine indexes. c is a threshold for avoiding noise caused by
words with low frequency.

By calculating the WebPMI(wjk, local) between a phrase wjk and the name
of a destination area local, the method obtains γjk , which is the regional weight
of the phrase wjk for an area. γjk is defined as follows:

γjk = WebPMI(wjk , local) (7)

Here, we utilize reverse geocoding [1] to detect the name of a destination area.
Let local be the name of a city, such as “Matsusaka city,” that has been acquired
by reverse geocoding from the latitude and longitude of the base point.

Finally, we obtain the region-restrictedness score sjk of a phrase wjk based on
the above two measures, namely, the restrictedness νjk and the regional weight
γjk. The score is calculated as follows:

sjk = ν�
jk × γ�

jk (8)
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Fig. 3. Example of spot recommendation using region-restrictedness phrases

Here, ν�
jk and γ�

jk are normalized νjk and γjk as [0, 1] in spot lj, and they are
respectively calculated as follows.

ν�
jk =

νjk − min
k

νjk

max
k

νjk − min
k

νjk
γ�

jk =
γjk − min

k
γjk

max
k

γjk − min
k

γjk
(9)

3.4 Recommend Spots Based on Region-Restrictedness Score

For the threshold δ, we regard phrases that satisfy sjk ≥ δ as region-restricted
phrases. Our recommendation method provides users with spots with these
phrases.

Figure 3 shows an example of spot recommendation using region-restricted
phrases. For a base point as the user’s current or input location, the method
shows the surrounding spots with the region-restricted phrases on the map. As
shown in Figure 3, our method might extract multiple phrases for one spot or
the same phrase for multiple spots. A user can choose spots that he/she wants
to use by referring to such phrases.

4 Experiments

We carried out basic experiments in order to analyze the tendency of extraction
of phrases based on the region-restricted score described above. First, we explain
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Table 2. Example of restaurant data used in this experiment

Table 3. Prefectures used as home areas in this experiment

the data sets used in the experiments in Section 4.1. Section 4.2 shows the results
of quantitative analysis to evaluate performance of our method. In Section 4.3,
we show the results of qualitative analysis to evaluate the relevance of the region-
restrictedness score and discuss the results. In Sections 4.4 and 4.5, we discuss
the results of extracted phrases depending on the destination spot areas and
home areas, respectively.

4.1 Data Set

Although our proposed method can be applied to a restaurant, amusement fa-
cility, or tourist attraction, in these experiments, we applied it to restaurants as
a genre of spots.

We acquired restaurant data from Gournavi [9], a Japanese restaurant guide.
We obtained the following restaurant data using the Gournavi API [9] provided
by Gournavi:

– Restaurant name
– Location (as latitude/longitude)
– Text data (short and long versions of promotional descriptions)

Table 2 shows an example of the data.
In these experiments, we set the prefectures listed in Table 3 as home areas.

Let a home spot set of each prefecture be all restaurant data acquired by the
Gournavi API for each prefecture.

We also set the base points listed in Table 4 as destination areas. Let a des-
tination spot set of each base point be all restaurant data existing within a
radius of 3, 000 m from each base point. However, in cases where the number
of restaurants exceeded 30, the closest 30 restaurants from the base point were
chosen.

4.2 Quantitative Analysis of Region-Restrictedness Score

We carried out a quantitative analysis of the tendency of phrase extraction based
on the region-restrictedness score.
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Table 4. Base points used as destination areas in this experiment

Table 5. Example of phrase tagging

In this analysis, let the home area be “Osaka” and the base points in the
destination area be “Nara Park,” “Matsusaka station” and “Ohmihachiman sta-
tion.” Phrases were extracted from text data about each restaurant data in the
destination spot set according to the steps described in Section 3.2. The num-
bers of extracted phrases were 483, 165 and 265 respectively (except for repeated
phrases).

We ranked the extracted phrases in order of the region-restrictedness score.
Then participants in this experiment tagged each phrase with whether the phrase
was “useful” to show them. For all phrases tagged with “useful,” they tagged
each phrase with whether the phrase can be “found in the home areas” and the
phrase has “regionality to the destination areas”. Table 5 shows examples of the
phrase tagging in case of “Osaka” as the home area and “Matsusaka station” as
the destination area. The participants thought that “Matsusaka-city” was not
“useful,” while “Matsusaka beef” and “Steak” were “useful.” “Steak” can be
“found in also Osaka.” On the other hand, “Matsusaka beef” has “regionality
to Matsusaka.” Thus, our method aims to extract phrases tagged with “useful”
and “regional to the destination area.” Therefore, we regard these phrases as
compatible data while the other phrases as incompatible data. Based on these
compatible and incompatible data, we obtained precision of our method.

Figure 4 indicates precision every ten ranks. The precision denotes the aver-
age of those three cases. We can see from this Figure, the higher ranked phrases
have higher precision, while the lower ranked phrases have low precision. Al-
though, this Figure shows precision between 10 and 150 ranks, the lower ranked
phrases alsow showed precision of 0. In next section, we show these results in
qualitatively.

4.3 Qualitative Analysis of Region-Restrictedness Score

We carried out a qualitative analysis of the tendency of phrase extraction based
on the region-restrictedness score in order to evaluate the relevance of the score.

In this analysis, let the home area be “Osaka” and the base point in the
destination area be “Nara Park.” Phrases were extracted from text data about
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Fig. 4. Average precision every ten ranks

each restaurant data in the destination spot set according to the steps described
in Section 3.2. The number of extracted phrases was 483 (except for repeated
phrases).

The region-restrictedness score was calculated for each extracted phrase. Then,
we constructed a phrase ranking based on the score. Here, let c = 5 in Equa-
tion (6). The number of phrases that satisfies H(p ∩ q) ≤ c was 47. We then
ranked 436 phrases and excluded these 47 phrases. Figure 5 shows a part of the
ranking results. In order to evaluate the relevance of the ranking, we showed the
following:

(a) Top 30: 1st to 30th
(b) Worst 30: 407th to 436th (the lowest)

In the next section, we discuss each result.

Discussion of Top 30 Phrases. As shown in Figure 5 (a), we found that many
phrases that were strongly related to Nara but not to Osaka, such as “Yamato
chicken” (9th), “Yoshino Kudzu” (13th), “right in the middle of Nature in Mt.
Kasuga” (1st), and “Todaiji” (14th) were extracted. We focused on the contents
of extracted phrases, and found that the phrases could be broadly categorized
as follows.

A. Phrases related to foods or ingredients
B. Phrases characterizing a restaurant in terms of its ambience or facilities
C. Phrases including a name of a landmark around a restaurant
D. Phrases related to a restaurant name

Each alphabet in Figure 5 (a) indicates one of the above categories. We now
discuss each category.
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Fig. 5. Ranking results of phrases based on region-restrictedness scores (home: Osaka,
destination: Nara Park)

A. Phrases related to foods or ingredients
Phrases related to foods or ingredients, such as“Yamato chicken”(9th),“Yoshino

Kudzu” (13th), and “Yamato beef” (25th), that were peculiar to Nara were as-
signed higher ranks.

However, although “tea gruel” and “kakinoha sushi” are also specialties pe-
culiar to Nara, these phrases could not be extracted in this experiment because
they were not included in the promotional sentences used as text data about
restaurants. On the other hand, some restaurant data include these phrases in
their details pages or menu pages. Therefore, we would like to consider these
pages as text data about spot data in future work.

B. Phrases characterizing a restaurant in terms of its ambience or facilities
“Inn of ancient city” (4th) and “woody” (12th) were phrases that characterized

the restaurant’s ambience, and they were assigned higher ranks. “French terrace”
(11th) and “terrace style” (23th) were phrases that characterized the restaurant’s
facilities and “Hirokuni Akiyoshi” (3rd) was the name of a chef; these phrases
were also assigned higher ranks.

Using such phrases, a user can choose restaurants by also referring to the
ambience or facilities peculiar to the destination area.

However,“French terrace”and“terrace style”are not region-restricted phrases
for Nara alone. These phrases were extracted because there were a few samples
in Osaka that included these phrases in the promotional sentences. In the future,
we intend to examine whether it is better to consider spots available not in a
home area or only in a destination area.
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Fig. 6. Ranking results of phrases depending on destination areas (home: Osaka)

C. Phrases including a name of a landmark around a restaurant
“Right in the middle of Nature in Mt. Kasuga” (1st), “the middle of famous tem-

ples” (2nd), “Todaiji” (14th), and “primeval forest in Kasuga Okuyama” (20th)
were assigned higher ranks as phrases including a name of a landmark around a
restaurant. Because most landmarks indicate the regionality, it is also effective to
provide such landmarks in addition to the phrases characterizing a restaurant.

D. Phrases related to a restaurant name
“Kudara” (19th) and “Banzai” are the names of restaurants. First, because

most restaurant names are peculiar, these phrases can be extracted easily. How-
ever, the names do not always characterize their contents. Therefore, it is not
effective to show these phrases to users. Therefore, it is necessary to exclude
these phrases related to a restaurant name from the ranking.

Discussion of Worst 30 Phrases. Figure 5 (b) shows the worst 30 phrases.
We found that general phrases such as “course” and “restaurant” were as-

signed lower ranks. As a result, we confirmed that the general phrases could be
assigned lower ranks using the region-restrictedness score.

4.4 Discussion of Phrases Depending on Destination Areas

We compared the ranking results of extracted phrases for the home area “Osaka”
and destination areas as the base points listed in Table 4. Figure 6 shows the top
10 phrases when the base points were “Matsusaka station” and “Ohmihachiman
station.” 165 and 265 phrases were extracted for these respective base points.
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Fig. 7. Ranking results of phrases depending on home areas (destination: Nara Park)

As shown in Figure 6, phrases restricted to each area could be extracted,
such as “Matsusaka beef” at “Matsusaka station” and “Hachiman Konnyaku”
at “Ohmihachiman station.” In particular, foods based on “Matsusaka beef”
such as “Matsusaka beef steak” (10th) were extracted in various phrases at
“Matsusaka station” and various foods such as “Hachiman Konnyaku” (1st),
“natural bittern” (2nd), and “Chojifu” (4th) were extracted at “Hachiman sta-
tion”; in addition, various landmarks such as “Kasuga Taisya” and “Todaiji”
were extracted at “Nara Park.” Therefore, the characteristics tend to depend
on the destination areas. In the future, we intend to carry out further detailed
analyses using various areas.

4.5 Discussion of Phrases Depending on Home Areas

We compared the ranking results of extracted phrases for the destination area
“Nara Park” and home areas as the prefectures listed in Table 3. Figure 7 shows
the top 20 phrases when the home areas were “Tokyo” and “Aichi.”

As shown in Figure 7, there was not much difference among the three prefec-
tures in this experiment. In only one case, we found that “Yamato vegetable” was
ranked 16th in “Tokyo” and “Aichi,” whereas it was ranked 24th in “Osaka.” Ac-
tually, according to data obtained from Gournavi, there were three restaurants
serving this food in Osaka but none in Tokyo and Aichi. This implies that users
have some opportunities to eat this food in Osaka but none in Tokyo and Aichi.
This is why its rank was lower in the case of Osaka than in Tokyo and Aichi. This
implies that the ranking results tend to change depending on the home areas.

Although there was not much difference in this experiment, we intend to
examine the effect of the home area in greater detail in future work.

5 Conclusion

We proposed a recommendation method that considers region-restrictedness. In
this study, we define a spot as an establishment such as a restaurant, amuse-
ment facility, or tourist attraction in the real world. A spot with high region-
restrictedness indicates a spot that is located in a restricted area but not in
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a user’s home area. Then, our proposed method recommends spots with high
region-restrictedness. We define the region-restrictedness score to extract region-
restricted phrases for the destination area from text data about spots.

We carried out quantitative and qualitative analyses of the region-restricted-
ness score. From the ranking results based on the score, we found that many
phrases related to destination areas could be extracted with higher ranks. More-
over, we found that the extracted phrases could be broadly categorized into four
categories, and we discussed each category separately.

Although we have presented a basic analysis of the recommendation method,
we intend to examine this method further with the aim of developing a practical
recommendation system that considers region-restrictedness.
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Abstract. The sensing systems that monitor physical environments rely
on communication infrastructures (wired or wireless) to collect data from
the sensors embedded in the environment. However, in many urban envi-
ronments pre-existing communication infrastructures are not available,
and installing new infrastructures is unjustifiably expensive and/or tech-
nically infeasible. For such environments, we envision Participatory Data
Transfer (PDT ) as an alternative communication medium that leverages
users participation for data transfer. With PDT, users use mobile devices
to receive data from sensors, and forward the sensed data through the
ad hoc network of the mobile devices until the data is received by the
data aggregators (i.e., data sinks). Sensor deployment and ad hoc rout-
ing/networking are two related problems that are both extensively stud-
ied in the literature. However, to enable efficient deployment of PDT
for sensing applications one needs to consider the requirements of the
two aforementioned problems in conjunction. In this paper, we present
a case study of PDT with which we explore the performance of PDT-
based data transfer with a sample urban sensing application, namely, an
urban temperature monitoring application. Our experimental case study
is by simulation based on real datasets including GPS track data for
more than 2000 vehicles in the city of Beijing. We discuss our observa-
tions based on this case study which can serve as directions to design
application-specific optimal PDT mechanisms.

Keywords: Participatory Data Transfer, Sensor Placement, Aggregator
Placement, Urban Temperature Monitoring.

1 Introduction

With the recent technological advancements in developing low-power and inex-
pensive sensing devices, sensing systems that allow for real-time and accurate
monitoring of physical environments are becoming prevalent [3,7]. In particular,
there are numerous sensing applications for urban environment monitoring, such
as exposure analysis (pollution, noise, etc.), hazard detection (e.g., chemical con-
tamination, fire, flood), and urban traffic analysis (for vehicles and people). Such
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sensing systems consist of a set of sensors that sense the urban environment, a
set of aggregators (or sinks) where the sensed data is collected for further pro-
cessing, and a communication infrastructure that enables data transfer between
sensors and aggregators. For example, with an urban temperature monitoring
application a set of temperature sensors are placed in an environment. The mea-
surements from the sensors are transferred through a wireless network to a set
of processing nodes (i.e., aggregators). At the aggregators, the temperature for
the entire environment is estimated based on the measurements obtained from
the sensors.

While in some urban environments sensing systems can use the existing wired
or wireless (e.g., Wi-Fi) infrastructures for communication, in many other
environments pre-existing communication infrastructures are not available and
installing new infrastructures is unjustifiably expensive or infeasible. For such en-
vironments, we envision participatory data transfer (PDT ) [15] as an alternative
communication medium with which data is transferred by objects (individuals,
vehicles, etc.) that are moving through the environment and are equipped with
mobile devices such as cell phones, laptops and PDAs. With PDT, participating
objects use their mobile devices to receive data from sensors. Thereafter, the
data is forwarded through the ad hoc network of objects’ mobile devices until
the data is received by the aggregators of the sensing system.

The design objectives for Quality-aware PDT (Q-PDT) are to maximize the
coverage of the area monitored by the sensing application while minimizing the
delay in reporting the sensed phenomenon over time. Therefore, one needs to
consider solving two optimization problems conjointly to develop an efficient Q-
PDT solution: 1) placement/deployment of the sensors and aggregators given
the distribution and movement patterns of the urban population, and 2) routing
of the data through the network of the users participating in PDT. Although
sensor deployment and ad hoc routing/networking (or opportunistic networking)
are both extensively studied in the literature, a Q-PDT solution based on isolated
solutions for each of these problems may be poor and ineffective.

In this paper, we present a case study of Q-PDT with which we develop
and try various solutions for the two problems of placement and routing in
combination to make observations on their joint performance for future design.
The experimental case study is by simulation based on real datasets including
the GPS tracks of more than 2000 vehicles in the city of Beijing. The vehicles’
GPS tracks cover an area of approximately 600km2.

The organization of the paper is as follows. In Section 2 we present a model for
PDT based sensing applications. Section 3 formally defines the Q-PDT problem.
We study the computational complexity of the problem in Section 4. In Section 5,
we provide our case study. Section 6 reviews the related work and finally we
conclude the paper and discuss our future directions in Section 7.

2 System Model

A PDT based sensing system comprises of a set of sensors and aggregators, and
leverages PDT to transfer data from sensors to aggregators to be processed or
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further forwarded to a central processing unit via some existing communication
infrastructure (wired or wireless). With such a system, participating objects
collectively serve as a data transfer medium to transfer data from sensors to
aggregators. In this section, we present our models for the sensing application
as well as the PDT process in a PDT-based sensing system.

2.1 Application Model

The sensing application tracks a phenomenon such as temperature in an en-
vironment E based on the measurements collected from the sensors placed in
E. Assume the set of points in E is denoted by V. We assume the application
monitors the phenomenon in E during the time interval T. T is discretized into
equal length intervals, i.e., T=(I1, I2, . . . , In), and the application reports the
phenomenon variations for every point in V at the end of each Ii. For example,
with |Ii| = 1 hour for a temperature monitoring application, the application
reports hourly the temperature at each point in V . The phenomenon variations
during each interval Ii is assumed to be negligible and therefore any reading for
a point q during the interval Ii, is a sufficiently accurate representation for the
phenomenon during the entire Ii.

We presume the application can place at most NS sensors and NA aggregators
in E. The set of sensors are denoted by S={s1, s2, . . . , sNS}, and the set of
aggregators by A={a1, a2, . . . , aNA}. Accordingly, each sensor si ∈ S generates
a series of packets, Psi(t), where each packet contains a sensor measurement at t.
A packet p is considered received if at least one aggregator receives it. We denote
the earliest time at which p reaches an aggregator by trp . The packet also has a
lifetime of Tp which means that the sensors readings carried by packets become
stale for real-time monitoring purposes if received after Tp. If p is generated at
time tp ∈ Ii, Tp=|teIi

−tp| where Ii = [tbIi
teIi

]. We assume a sensor si generates
a packet p whenever an object o can communicate with si (while respecting the
communication constraints such as distance with si). However, if o carries a non-
stale packet already generated at si, no new packet will be generated to avoid
unnecessary data transfer and reduce the communication overhead. Imagine an
urban temperature monitoring as the running example. Figure 1 shows three
temperature sensors s1, s2 and s3 and two aggregators a1 and a2 deployed by
this application that are placed in the environment E. If this application reports
the hourly temperature of the urban environment (starting at 12:00am), the
packets generated at 12:30pm and 13pm have the life times of 30 minutes and
one hour, respectively.

2.2 PDT Model

PDT is the process in which a set of objects O = {o1, o2 . . . , oNO} participate in
data transfer. The objects may be constrained in their movement in the environ-
ment. For example, in Figure 1 four vehicles o1, o2, o3 and o4 are participating
in PDT. The vehicles are moving on a road network R where the road network
segments are highlighted in the figure. The vehicles use their embedded mobile
devices to exchange packets among each other (For example, o2 and o3 exchange
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Fig. 1. Sensors, aggregators and objects contribute to PDT

packets collected on their way in Figure 1. Later, each of these vehicles may
meet an aggregator and deliver the exchanged packets) and exchange packets
with sensors (e.g., o1 and s1 in Figure 1) and aggregators (e.g., o4 and a2 in
Figure 1). A data packet can be transmitted from a device to another one if the
devices are reachable from each other. Two devices are reachable if they are able
to communicate data given the existing communication media. For example, if
no wireless or wired connection exists, two cell phones are reachable when they
are close enough to exchange data via Bluetooth or infrared. Finally, we assume
all communicating devices which are used to exchange data are programmed to
participate in PDT automatically; hence, participation does not require active
intervention of the users.

3 Problem Definition

In this section, we define the problem of Quality-Aware PDT (Q-PDT). The
objective with the Q-PDT is to consider movement patterns of the participating
objects and accordingly place a set of sensors and aggregators in an environment
such that we can maximize the quality of the packets received by the aggregators
during the time interval T . Next, we first formally define the quality of a set of
transferred packets, and afterward formalize the Q-PDT problem.

Data Quality: The application reports the phenomenon in the environment E
at the end of each Ii ∈ T = (I1, I2, . . . , In). Therefore, we define the quality Q(P )
of transferred (and collected) packets P over the entire T as the summation of
the quality of packets collected during each Ii ∈ T (we exclude the packets from
P which are not received by aggregators during their life-time). In other words,

Q(P ) =
n∑

i=1

Qi(Pi),

where Pi is the set of packets received during Ii and Qi(Pi) represents the quality
of packets in Pi. We define Qi(Pi) as the amount of uncertainty reduction in
predicting the phenomenon at unsensed locations (locations where no sensor is
placed) during Ii, after receiving packets in Pi. We assume that the sensors report
the phenomenon at the sensed locations (locations where sensors are placed)
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accurately and with no uncertainty. We use Entropy function [12] to measure the
uncertainly in predicting the phenomenon at the environment points. Consider
a random vector with values in R

m and probability density function f(x). The
entropy of X is defined by

H(X) = −
∫

Rm

log f(x)dx

Assume the set of environment points is represented by V and the set of points
where sensors in Si are located is denoted by Vi. Therefore, to calculate Qi(Pi) we
only need to measure the uncertainty in predicting the phenomenon at unsensed
locations. Accordingly, we define

Qi(Pi) = H(V − VSi) − H(V − VSi |VSi), (1)

where H(V −VSi) represents the entropy in predicting the phenomenon at points
in V −VSi before placing the sensors. Correspondingly, H(V −VSi |VSi) is entropy
at the same locations after placing sensors at points in VSi .

However, we need to consider a model for the sensed phenomenon in order
to calculate the entropy of predicted phenomenon. A conventional approach for
modeling continuous physical phenomenon such as temperature is to assume that
sensor readings have (multivariate) Gaussian joint distribution [9,4]. In particu-
lar for the sensors in Si, the set of n = |Si| corresponding random variables X
have Gaussian joint distribution if

P (X = x) =
1

(2π)n/2|Σ|e
− 1

2 (x−μ)T Σ−1(x−μ),

where μ, Σ and |Σ| are the mean vector, covariance matrix and determinant of
the covariance matrix, respectively. If we index each random variable Xi ∈ X
by i, we end up with a set of indices V. Any subset of random variables with
index set A ∈ V has a Gaussian joint distribution as well. In the temperature
monitoring application, the goal is to monitor temperature for every point in
V and not just points in VSi . Fortunately, Gaussian Process (GP), which is a
generalization of multivariate Gaussian, considers an infinite number of random
variables and hence can be leveraged to model temperature for all the points in
V. A GP is associated with a mean function M(., .) and a symmetric covariance
function K(., .). For each random variable with index u ∈ V, its mean μu is
given by M(u). Accordingly, for each pair of indices u, v ∈ V , their covariance
σuv is K(u, v). With GP, given a set of sensor readings xA corresponding to set
A ∈ V , we can predict temperature at any point y ∈ V conditioned on xA, i.e.,
P (Xy|xA). The distribution of Xy is Gaussian whose conditional variance σ2

y|A is

σ2
y|A = K(y, y) − ΣyAΣ−1

AAΣAy,

where ΣyA is a covariance vector with one entry for each u ∈ A with value
K(y, u). The entropy of a Gaussian random variable Z conditioned on a set of
variables X is a function of its variance,
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H(Z|X) =
1
2

log(2πeσ2
Z|X ).

Consequently, this enables us to calculate Qi(Pi) based on Equation (1).

Definition 1 (Problem of Quality-Aware PDT (Q-PDT)). We define the
problem of Q-PDT as follow: Given a set of sensors S and a set of aggregators
A, place all the sensors and aggregators in an environment E, such that Q(P )
is maximized.

4 Complexity

In this section, we prove that Q-PDT is an NP-hard problem by reduction from
the optimal coverage problem [8] (which is also an NP-hard problem). The op-
timal coverage problem can be formalized as follows.

Definition 2 (Optimal Coverage). Assume an environment E is represented
by a discrete set of points V. Given k sensors to monitor a phenomenon in E,
optimal coverage places sensors in a set of points F ⊆ V, |F | = k, such that the
prediction accuracy of the phenomenon throughout E is optimized:

arg max H(V − F ) − H(V − F |F ) = F, (2)
where the set F is a set of points which maximally reduces the entropy over the
rest of the space V − F.

The following theorem proves that the Q-PDT problem is NP-hard.

Theorem 1. Q-PDT is an NP-hard problem.

Proof. We prove the theorem by providing a polynomial time reduction from the
optimal coverage problem. Towards that end, we prove that given an instance
of optimal coverage, denoted by IC , there exists an instance of Q-PDT, denoted
by IQ, such that the solution to IQ can be converted to the solution of IC in
polynomial time. Assume a given instance IC whose goal is to place k sensors
to monitor a phenomenon during the time interval T ′. We propose the following
mapping from IC to IQ to reduce IC to IQ. The environments for both instances
are the same, i.e., the set of environment points in IC are mapped to environment
points in IQ. Furthermore, for both instances we monitor the phenomenon within
the same time interval, i.e., T ′ is mapped to T. We assume there are k pairs of
sensors and aggregators in IQ where the ith pair consists of a sensor si and an
aggregator ai such that ai is placed in the environment with a negligible distance
of ε ≈ 0 with si. Due to the small distance between sensors and aggregators
in each pair, there is no need for objects to transfer packets from sensors to
aggregators. Given this mapping, it is easy to observe that if the answer to IQ

is the set of environment points F, F is also the answer to IC .

We conclude from Theorem 1 that optimal solution for the Q-PDT problem is
rendered unscalable as the spatial extent of the environment grows large. Hence,
heuristic solutions should be developed to solve Q-PDT for large environments.
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5 Case Study

In this section, we focus on a special use case of Q-PDT in which PDT is deployed
in a temperature monitoring application for an urban environment. With this
case study, participating objects in PDT are a set of moving vehicles which
are constrained to move on a road network R embedded in the environment E.
Below, we first explain our experimental setup for this case study and thereafter
provide our results and observations.

5.1 Experimental Setup

In this section, we first describe our PDT specifications and our assumed model
for distribution of temperature in the environment. Thereafter, as Q-PDT is
an NP-hard problem, we propose various heuristics for sensors and aggregators
placement. Finally, we describe data routing techniques we used for our case
study.

5.1.1 PDT Specifications
We conducted our experiments using real data capturing the movements of vehi-
cles in the city of Beijing. This dataset covers the GPS tracks of more than 2000
distinct vehicles collected during a day. The vehicles’ GPS tracks cover an area
of approximately 600km2. This area comprises the environment E. The vehicles
locations are recorded every minute (a total of more than 1, 400, 000 records).
We assume the vehicles use Dedicated Short-Range Communications (DSCR)
channels to communicate with each other, as well as with the sensors and ag-
gregators. The DSCR [18] standard is developed to support low-latency wireless
data communications between vehicles and from vehicles to roadside units. The
effective range for communication over DSRC is up to 1km. Therefore, two ve-
hicles (or a vehicle and an aggregator/sensor) are reachable if they are at most
1km apart.

5.1.2 Temperature Modeling
Since we did not have access to the temperature data for the city of Beijing (the
environment E), instead, we acquired the temperature readings recorded every
second at EPFL campus [1] from 210 sensors to simulate temperature variations
over E. The extent of the area for E is different from that of EPFL campus
and hence we had to spatially rescale the temperature readings. To this end,
first since the sensors at EPFL campus are not uniformly located, we interpo-
lated the temperature measurements at EPFL campus to find the temperature
at uniformly distributed locations (we selected 600 locations). Afterward, we
divided the space of E into 600 grid blocks with the block size of 1km × 1km
and assigned each EPFL temperature measurement to the corresponding grid
block while preserving the locality of the readings. We denote the set of these
grid blocks by G. The temperature variations within each grid block g ∈ G is
assumed to be negligible and therefore any point in g is a sufficiently accurate
representation of the temperature of all the point in g.
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5.1.3 Sensor Placement
We assume there is no direct communication between sensors and aggregators,
and hence, the sensors and aggregators should be placed on R to leverage PDT
for data transfer. Only a subset of grid blocks in G overlap with R, and therefore,
as a filtering step we select a set of grid blocks G′ ⊆ G which overlap with G.
As the temperature variations within a grid block is assumed to be negligible, a
sensor placed anywhere within a grid block g ∈ G′ can capture the temperature
for all the points in g. We adapt the greedy approach proposed in [9] for choosing
the sensors locations. Given the set of initial grid block G′, this algorithm chooses
the next location for sensor placement which provides the maximum reduction
in the entropy of predicting temperature at unsensed locations (locations where
still no sensor is placed). More formally, assume the currently selected sensors
locations is represented by SC (initially SC = φ). At each iteration the algorithm
selects a grid block g ∈ G′ and add its center gc to SC which maximizes

[
H(SC ∪ gc) − H(SC ∪ |SC)

] − [
H(SC) − H(SC |SC ∪ gc)

]
.

To simplify notation we use SC to mean V − (SC ∪ gc). After |S| iterations, the
set SC contains the sensor locations.

5.1.4 Aggregator Placement
Similar to sensors placement, we select a subset of grid blocks in G′ to place the
aggregators. We consider two different approaches to select aggregators locations.
Next, we explain each approach in details.

RAND Approach: With the first approach, we randomly select |A| grid blocks
from G′ where the set of selected grid blocks centers comprise the aggregators
locations. We call this approach RAND.

FREQ Approach: With the second approach, we consider the frequency with
which the vehicles visit the grid blocks in G′. Intuitively, the points which are
visited more often over time are better candidates to place the aggregators. We
denote this approach by FREQ. With FREQ, we select |A| grid cells from G′

which are visited the most. To find the frequency of visit for each grid cell,
we used the vehicles positions recorded during the first 12 hours of the day.
To prevent the aggregators to be placed very close to each other we consider a
constraint such that the aggregators locations should be at least dkm apart. The
selected grid cells centers comprises the aggregators locations. We experimentally
find the reasonable value for d in Section 5.2.1.

5.1.5 Routing Protocols
Variety of routing protocols are proposed to transmit a packet from a source
to destination node in ad hoc/oppurtunitic networks. In this work, we study
the performance of two of those protocols [16] in the context of PDT. We next
explain each protocol in detail.

Epidemic Routing: The first protocol is Epidemic routing which floods the
packets into the network. With epidemic routing, whenever two vehicles o1 and
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o2 meet all the packets carried by o1 (o2) are transferred to o2 (o1). Clearly, with
this approach packets are propagating fast between the vehicles but at the same
time this approach consumes a huge amount of communication resources.

Random Routing: The second approach is Random routing. With random
routing a transfer probability pr is selected and a packet is transmitted with the
probability of pr at each contact. By changing the value of pr one can control
the amount of packet transfer in the network.

We selected these two algorithms as they are easy to implement and at the
same time they enable us to change the amount of data transfer in the network
and observe its consequences on the effectiveness of Q-PDT.

5.2 Results

In this section, we present the results of our experimental case study.

5.2.1 Aggregator Placement
In this experiment, we evaluate the efficiency of different aggregator placement
approaches. We first study the efficiency of FREQ algorithm and afterward com-
pare the effectiveness of FREQ and RAND approaches.

5.2.1.1 Efficiency of FREQ: With the FREQ approach, the selected aggregator
locations should be at least dkm apart. We varied d from 1km to 7km and
measured the quality of data during a time interval |Ii| = 1 hour in order to study
the impact of the selected d. Our results are shown in Figure 2 for |S| = 60 and
|A| = 15. As the figure illustrates, there is a trade-off in selecting d. Increasing d
results in selecting aggregator locations which are more widely distributed in the
space, and hence, the aggregators are reachable from vehicles moving in various
directions. On the other hand, by increasing d we are selecting points which are
less visited by vehicles over time. Given our experimental settings, the best value
for d is 3km for both routing protocols (see the figure).

Fig. 2. Data quality vs. d

5.2.1.2 FREQ vs. RAND: Using the same settings as those of the experiments
in the previous section, we compare the efficiency of the FREQ (d=3) and RAND
placement approaches. Figure 3 shows the quality of data for different aggrega-
tors placement approaches and different routing protocols. The results show that
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the FREQ placement approach outperforms RAND. As expected, with FREQ,
the quality of data is higher than RAND because aggregators are placed in the
locations which are visited more often as compared to the of rest of the loca-
tions. Moreover, with RAND, in some cases aggregators are placed in locations
which are not visited at all which makes the performance of this approach very
poor. In the rest of the experiments in Section 5.2, we assume FREQ is used for
aggregator placement.

(a) Random routing (b) Epidemic routing

Fig. 3. Data quality vs. |S| for different aggregator placement approaches and routing
protocols

5.2.2 The Count of Generated Packets
With this experiment, we study how the number of generated packets depends on
the routing protocol and the number of sensors. The result is shown in Figure 4
for pr = 0.1 and during a time interval |Ii|. As expected, as the number of
sensors (|S|) increases, the number of generated packets grows. Moreover, the
increase rate is much higher in two cases (|S| = 20 and |S| = 100). The reason is
that for these two cases a set of sensors are placed at new locations in G′ which
are much more visited by cars than other locations and hence more packets are
generated. On average over all the cases, the number of generated packets in
epidemic routing is 90% more than random routing.

5.2.3 Data Quality Over Time
With this experiment, we evaluate the quality of the transferred data over time.
To this end, we set T = (I1, I2, . . . .I8) where |Ii| = 1 hour and T spans the
time interval [12 20], pr = 0.1 for random routing, |S| = 60 and |A| = 15.
The result is shown in Figure 5. Over all the cases, epidemic routing is collecting
data which has 49% higher quality than random routing. The difference between
data quality for these two routing protocols varies between 41% and 64% where
the highest difference occurs when the dynamism of the vehicles is greater, i.e.,
I1=[12 13] and I5=[16 17]. The reason is that when the dynamism of
the vehicles are higher, more vehicles become reachable to each other, to sen-
sors and to aggregators. With epidemic routing, the packets can directly hop
through the reachable devices to travel from a sensor to an aggregator. However,



60 H. Shirani-Mehr et al.

Fig. 4. Generated packets vs. number of placed sensors (|S|)

Fig. 5. Data quality vs. Ii

with random routing the probability that a packet p travels from one vehicle to
another decreases as the number of vehicles which are traversed by p.

5.2.4 Effect of pr

In this section, we study the effect of changing pr for random routing. We set
|S| = 50, |A| = 13, T = I1 and varied pr from 0.1 to 1 (with pr = 0, no data
transfer occurs and hence Q(P ) = 0). Figure 6 shows the effect of changing pr on
Q(P ) for a time interval |Ii| = 1 hour. As expected, by increasing pr, Q(P ) grows
because there are more packet exchanges between vehicle and between vehicles
and sensors/aggregators. The rate of increase for Q(P ) is generally decreasing
when pr grows and it is largest at pr = 0.2.

5.3 Observations

We can summarize our observations based on the experimental case study as
follows.

5.3.1 Sensor/Aggregtor Placement
The approach to place the aggregators which considers the dynamism of the
vehicle (FREQ), outperforms the random aggregators placement approach in
terms of the quality of transferred data (by 15% and 25% for random and
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Fig. 6. Data quality vs. pr

epidemic routing protocols, respectively). Moreover, the quality of the trans-
ferred data depends on the dynamism of the vehicles as well. The quality of the
transferred data is higher when the dynamism of the vehicles is greater. With
our experiments, we observed that 24% difference exists between quality of data
for sub intervals in T = [12 20]. This suggests that an optimal solution for
Q-PDT should consider the movement of the participating objects as well as the
changes in their movement behavior over time.

5.3.2 Routing Protocols
The epidemic routing approach outperforms the random routing because of
flooding the packets into the network of vehicles. However, the communication
cost with epidemic routing is much higher. For example, with pr = 0.1, the num-
ber of generated packets is 90% lower than that of epidemic routing where the
data quality is lower by 49%. This shows that there is a trade-off in selecting pr

in terms of available communication resources and the desired sensing applica-
tion quality. With our experiments, the difference between random and epidemic
routing varies over time (see Section 5.2.3). Therefore, the value for pr should
change in optimal Q-PDT based on the movement behavior of the participating
objects over time.

6 Related Work

PDT in the context of location-based social networks was proposed as a vi-
sion [15] to transfer packets for sensing systems which are deployed in the en-
vironments where no pre-existing communication infrastructure are available.
In this work, we provided an experimental case study on using PDT in a more
general setting in which a network of cars are participating in data transfer.
With this case study, we studied various approaches for packets routing and
sensors/aggregators placement by conducting experiments on real PDT data.

A body of relevant work is the literature on sensor deployment and sensing
coverage in the field of sensor networks. In [6,11], the coverage problem is for-
mulated as a decision problem to determine whether every point in the service



62 H. Shirani-Mehr et al.

area of the sensor network is covered by at least k sensors. However, with sensor
deployment the goal is to maximize the coverage by proper sensor placement.
Most proposed approaches for sensor deployment assume simple sensing mod-
els with circular (omnidirectional or unidirectional) coverage for sensors [5,17],
whereas, these models are not optimal to model verity of phenomena. In [14] we
introduced an approach for efficient placement of the visual sensors. Recently,
in [8,9] Gaussian processes are used to model the monitored phenomena and
consequently sensor placement. Moving sensors are studied recently to improve
the coverage compared to static sensors [19].

The other category of related work is on opportunistic networking in mobile
ad hoc networks. Mobile ad hoc networks are typically composed of mobile nodes
that communicate over wireless links without any central control [2]. A variety
of opportunistic routing algorithms are proposed to transfer a data packet from
a source to a destination node in the network [13,10].

The difference between this work and the aforementioned two categories of
related problems (i.e., sensor deployment/coverage and ad hoc opportunistic
networking) is that we consider the objectives and constraints of both problems
(which are partially competing constraints) concurrently.

7 Conclusions and Future Directions

In this paper, we introduced the problem of quality-aware participatory data
transfer (Q-PDT). We presented an experimental case study on the problem
based on real datasets including the GPS track data for more than 2000 vehicles
in the city of Beijing. As part of our future work, we plan to study the Q-PDT
problem on more datasets and also design optimal Q-PDT solutions for various
applications based on the observations made in this work.
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Abstract. This paper introduces a folksonomy-based recommendation
system for the worldwide Sensor Web which aims to aid users to deal
with the terabytes of data that are generated by the sensors. We demon-
strate how folksonomies could be adopted for the Sensor Web and other
geospatial applications dealing with large volumes of data, by exploiting
the geospatial information associated with three key components of such
collaborative tagging systems: tags, resources and users. We propose al-
gorithms for: i) suggesting tags for users during the tag input stage; ii)
generating tag maps which provides for serendipitous browsing; and iii)
personalized searching within the folksonomy. We experimentally evalu-
ate our algorithms using an existing large dataset. An implementation of
the folksonomy for the emerging Sensor Web platform is also presented.

1 Introduction

There are millions of sensors ranging from oceanic buoys to flood gauges, from
traffic cameras to space-borne Earth observation platforms strewn around the
globe to continuously collect information about our environment. The cost of
deployment of these sensors is decreasing as advances are made in microelec-
tronic and networking technologies and this is fuelling their further growth. The
data produced by these networks are increasingly being disseminated via World
Wide Web, leading to the formation of what is termed the worldwide Sensor
Web[4][19].This process has been facilitated by the set of interoperability inter-
faces, named Sensor Web Enablement (SWE) put forward by the Open Geospa-
tial Consortium (OGC). With SWE, OGC intends to provide a standard data
infrastructure for the integration of these diverse sensors over the Internet[8].

The ability to monitor our planet via the Sensor Web presents opportunities
for a multitude of stakeholders ranging from policy makers to researchers, but
Raskino et al.[23] argue that the sheer volume of data produced “will only be of
value if the ‘terabyte torrent’ of data it generates can be collected, analyzed and
interpreted.” Sequeda and Corcho[25] argue that it may be possible to achieve
this by applying to sensor data “the same principles that have been used for the
publication of other types of (more static) data on the (Semantic) Web, in the
context of the Linked Data initiative.”

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 64–77, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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The expansion of the Sensor Web’s data volumes has been matched by the
equally rapid growth of its user base. This has been partially spurred by the avail-
ability of user-friendly Sensor Web browsers, i.e., Virtual Globe-based browsers
used to navigate these web enabled sensor networks. It is estimated that Google
Earth’s user base is more than 500 million users,1 whilst NASA has claimed
that its World Wind attracted 10 million users within the first year of opera-
tion growing at the rate of 100,000 new users per week.2 Sensor web browser
examples include the Microsoft Research SciScope,3 Oak Ridge National Lab’s
Sensorpedia,4 and University of Calgary’s GeoCENS.5

The increased user participation opens up avenues to apply to the Sensor Web
technologies used previously in the World Wide Web to tackle the Data Rich
Information Poor (DRIP)[29] syndrome. Information retrieval, information fil-
tering and machine learning were initially applied to the WWW to deal with the
information overload but recent research has been more focused on automated
collaborative filtering (ACF) coinciding with the emergence of Web 2.0. Maltz
and Ehrlrich [20] define collaborative filtering as being “based on the premise
that people looking for information should be able to make use of what others
have already found and evaluated.” It relies on the societal concept of “word of
mouth”, whereby users record their experience about a particular item of infor-
mation they have encountered, usually in the form of annotations and ratings.
ACF extends this by adding automation, scale, and anonymity[12].

Two main strategies for capturing user experiences in ACF are folksonomy
and collaborative rating. The term “folksonomy”, a combination of the words
“folk” and “taxonomy” [31], is a lightweight system to share resources and the
user created ad hoc labels associate with those resources. In taxonomy, the vo-
cabularies are hierarchical and controlled, and experts are required to assign
appropriate terms for the resources. In a folksonomy, the users are free to attach
any term, called a tag in folksonomy nomenclature, to the resources in ques-
tion. The control and design of a taxonomy is replaced in a folksonomy by the
concepts of self-organization and emergence.

Web applications based on folksonomy such as Delicious,6(for URL book-
marks) Flickr,7(for images) and CiteULike8(for academic publications) have
grown exponentially over the last few years, both in terms of the number of users
and the amount of information being shared. The has been largely attributed
to the fact that users do not need to learn specific skills to use these tools[15].
The users have been able to create large volumes of information in a short
time demonstrating that folksonomy-based approaches are able to overcome

1 http://earth.google.com/outreach/africa.html
2 http://www.nasa.gov/centers/ames/news/releases/2006/06_30AR.html
3 http://www.sciscope.org/
4 http://www.sensorpedia.com/
5 http://geocens.ca/
6 http://delicious.com/
7 http://www.flickr.com/
8 http://www.citeulike.org/
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the ”knowledge acquisition bottleneck”[14], which was a major limitation of
knowledge-based systems of the past. .

By enabling knowledge discovery and information filtering, folksonomies could
be used to tackle the previously described challenge of handling the “terabyte
torrent” of data that the Sensor Web will face in the future.

In this paper, we introduce a folksonomy-based recommendation system for
the Sensor Web by extending collaborative tagging techniques to geospatial con-
texts. Whilst the methods described in this paper were developed for the Sensor
Web, they are equally applicable to other geospatial applications. However, dis-
cussion of such general cases are beyond the scope of this paper.

Much of the preliminary research related to this task was reported in our
earlier paper[24], and in this research we introduce an improved set of algorithms
and present experimental results.

1.1 Contribution

Wang et al. [32] have identified three common user tasks in a folksonomy-system
divided into to two phases, and our research extends each of these tasks in to
the geospatial domain in order for them to be applicable to the Sensor Web.

Indexing Phase

1. Collaborative tagging: the task of a user assigning a tag to a resource
such as an URL (e.g., delicious.com), a picture (e.g., Flickr) or an article (e.g.,
CiteULike). Users assigning these tags in a folksonomy are not necessarily ex-
perts and may not be aware of the tag vocabulary that has already been con-
structed by other users. For example, NY, New York and Newyork could all be
variations of the same tag. One way to assist the users in this regard and ensure
some consistency in tagging is by making personalized tag suggestions for the
resources they are trying to assign tags to. In this paper we present an algorithm
to suggest tags by exploiting the geospatial attributes of the resources and tags
on the Sensor Web into consideration.

Information Retrieval Phase

2. Collaborative browsing: task of a user navigating through the tags col-
lected in the system which could potentially lead to serendipitous discovery of
resources. Tag clouds, where the size of each tag corresponds to some measure
of its prominence, have been traditionally used for browsing folksonomies. Their
counter part in geospatial folksonomies is the tag map, where the location of each
tag in the tag cloud is dependent on some geospatial characteristic of that tag.
We present a new algorithm for generating tag maps for Sensor Web browsers
where the geospatial attributes of each tag assignment is taken into account.

3. Collaborative Searching: task of a user retrieving resources based on tag
queries. This is accomplished either by clicking through a tag on the tag map, or by
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typing a tag into a search form. This research describes an algorithm for enhanced
query processing by utilizing the geospatial aspects of the queries and data.

2 Related Work

2.1 Semantic Sensor Web

Semantic Sensor Web(SSW) has been proposed as means of alleviating the “too
much data and not enough knowledge” problem mentioned above[26]. SSW
adopts an ontology-based approach building on top of the W3C Semantic Web
envisioned by World Wide Web inventor Tim Berners-Lee[7]. The drawback of
the SSW approach is that, as Xu et al. [34] describes, “A universal ontology is
difficult and expensive to construct and maintain when there involve hundreds of
millions of users with diverse background.”

2.2 Tag Suggestion

An early technique proposed for tag suggestion took into consideration multiple
criteria such as coverage of multiple facets, least effort, and high popularity[34].
The recommendation algorithm proposed by Benz et al.[6] is based on the number
of users, the similarity of users, the frequency of a tag and the specificity of the tag.
Lossless compression over existing tag data is used in the TagAssist[28] approach
to improved the quality of suggested tags. Heymann et al.[13] use association rule
mining to suggest tags. Krestel et al.[17] use Latent Dirichlet Allocation (LDA),
whereby resources with a fairly stable and complete tag set are used to suggest
tags for a new resource through the mapping of common topics.

2.3 Tag Browsing

The use of tag maps to to visualize large collections of georeferenced photos was
pioneered by Yahoo! Research Berkeley. [16] [3]. Tag maps have been further
enhanced to convey additional information through the use of various symbolisms
such as different colours for tags[33].

Tag map research up to now has been focused on folksonomies where the
resources are photographs, which are point data. However, as a resource in Sensor
Web applications can be points, lines or regions, tag maps used for Sensor Web
visualization will have to take this case into consideration.

2.4 Tag Searching

FolkRank[14] algorithm, which is inspired by Google’s seminal PageRank[9] algo-
rithm, is one of the earliest algorithms developed for searching folksonomies. The
similarity estimation algorithm SocialSimRank[5] seeks to bridge the matching
gap that exists between the annotations and queries (e.g., “shop” and “shop-
ping”). GroupMe![2] is a folksonomy application that allows users to group Web
resources of interest, and search strategies developed for GroupMe! take contex-
tual information about the resources into consideration during search. Resource
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retrieval is improved in Triple Play[1] by smoothing the tag space by using
tag-resource and user-tag relationship information found int folksonomies. TC-
Social Rank[11] attempts to improve information retrieval in folksonomy search
algorithms by exploiting temporal information and user click statistics found in
tagging systems.

3 Folksonomies in Geospatial Contexts

According Hotho et al.[14], the formal definition of a folksonomy F is

F = (U, T, R, Y ) (1)

where U,T,R are the finite sets of users, tags and resources respectively, and Y
is the ternary relationship between U,T and R, called the tag assignment where

Y ⊆ U × T × R

Extending this to a geospatial context where each item only has one geographi-
cal location, and a user can only tag one item once, we add the function

φ : (U, T, R) → p

where p is the geographical location (latitude, longitude) where the tag is at-
tached to a resource in the system.

However, in a geospatial context where users can tag a single item multiple
times at multiple locations. Hence we extend the function as follows:

ϕ : (U, T, R) → P

where P is the set of locations.
This is an important consideration for Sensor Web, where a resource such as

a Web Map Server (WMS) map can be considered as a sensor web server serving
remote sensing data. And a WMS map can cover a large area, and the users may
tag this map with the same tag at multiple locations.

Furthermore the tag assignment Y has to be extended to be:

Y ⊆ U × T × R × P

Thus, the geospatial folksonomy Fgeo can be expressed as the pentuple

Fgeo = (U, T, R, Y, ϕ) (2)

3.1 Tag Suggestions

In a non-geospatial folksonomy system, when a user u ∈ U , is preparing to tag
resource r ∈ R, the recommended tags are ranked according to the weighted
frequency of the tag t ∈ T , for the resourcer, using the equation
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Freq (r, t, u) =
∑

v∈neigh(u)

Sim (u, v) |{(v, t, r) ∈ Y }| (3)

where function Sim (u, v) is the similarity function between user u and their
neighbor v, determined by the neighborhood function neigh(u). The strategies
for the computation of similarity are discussed in Section 3.3.

The term |{(v, t, r) ∈ Y }| evaluates to either 1 or 0 in a folksonomy, depend-
ing on whether the tag assignment exists or does not exist respectively. Thus,∑

v∈neigh(u) |{(v, t, r) ∈ Y }| returns the count of all instances where users u and
v have tagged the same resource. The term Sim (u, v) weights each occurrence
according to the similarity between the users.

Fig. 1. Example Tagging Scenario

However, take the scenario in 1, where we assume for the sake of simplicity
that there is only one resource, and one user. Tags T1 . . . T6 are placed at points
P1 . . . P4, in the manner shown in the figure, and the user is about to place a tag
at point P5. If only the frequency is calculated, that tag T5 would be the first
suggestion. However, Tobler’s first law of geography[30] states that:

“Everything is related to everything else, but near things are more related
than distant things.”

Therefore, the effect of P1 being closer to P5 has to be taken into account when
recommending tags for P5. Thus, equation 3 is modified as follows:

Freq (r, t, u, p) =
∑

v∈neigh(u)

∑

q∈ϕ(v,t,r)

Sim (u, v)
|{(v, t, r, q) ∈ Y}|

Dist (p, q)
(4)

where

• p is the geographical point at which tag t is inserted on this instance
• function Dist (p, q) is the distance function between points p and q

Thus, equation 4 is the inverse distance weighted form of equation 3.
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3.2 Tag Browsing

The näıve non-geospatial method to generate tag clouds relies on calculating the
weighted frequency of each tag t as

Freq (t, u) =
∑

r∈R

∑

v∈neigh(u)

Sim (u, v) |{(v, t, r) ∈ Y }| (5)

In visualization, the font size with which tag t is drawn corresponds to the Freq
score.

Extending 5 to geospatial contexts requires two modifications:

Modification 1: Calculate the Freq score taking into consideration the distance
from the user eye-point (the center of the users display) a.

Modification 2: Place the tags on the users display in a meaningful and a vi-
sually pleasing manner.

For the first modification, equation 5 is extended as:

Freq (t, u) =
∑

r∈R

∑

v∈neigh(u)

∑

q∈ϕ(v,t,r)

Sim (u, v)
|{(v, t, r, q) ∈ Y}|

Dist (a, q)
(6)

where

• q is the point at which user v tagged resource r with tag t

• a is the user’s current eye-point
• Dist(a, q) is the distance function between points p and a

For the second modification, algorithm 1 is used to calculate the tag positions:

foreach t ∈ T do
Calculate centroid c of the set of all the points j ∈ u ∈, Ur ∈ R, ϕ (u, t, r)
Calculate distance dac from eye-point a to c

end
Calculate dmax, the maximum of all dac

foreach t ∈ T do
Calculate dab, the distance from point a to the point b where line ac
intercepts the viewport Calculate dag = dac

dmax
dab Display tag t at g, where g

is a point on line ab, and length of ag = dag

end

Algorithm 1. Tagmap Calculation Algorithm
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3.3 Tag Searching

The näıve non-geospatial method to calculate the ranking of a resource r for a
given search tag t depends on the frequency of r being associated with t, and can
once again be calculated using equation 3. This can be formally defined by using
equation 6, with the modification that a is the user’s eye-point at the point in
time when the user initiates the search query.

3.4 User Similarity

The näıve method to calculate the similarity between the users u and v is to
calculate the frequency with which the users have tagged the same resource with
the same tag as:

Sim (u, v) =
∑

t∈T

∑

r∈R

|{(u, t, r) ∈ Y, (v, t, r) ∈ Y }| (7)

Equation 7 states that the similarity of users u and v is the count of times users
u and v tagged the same resource with the same tag.

According to Tobler’s law, however, users placing tags geographically close to
other users’ tags should have an effect on this similarity. Moreover, Matyas and
Schlieder[21] make the assumption that:

“People who agreed on the qualities of one geographic region are likely
to agree on the qualities of other geographic regions too.”

The above assumption is suitable where users are able to use ratings. However,
in folksonomies, it is difficult to objectively measure the agreement on qualities.
Thus, we relax the assumption as follows:

“People who have agreed on the tags for a given resource in one geo-
graphic region are likely to agree on the tags for the same resource to be
placed at another geographic region too.”

Hence, we modify equation 7 to be:

Sim (u, v) =
∑

t∈T

∑

r∈R

∑

p∈ϕ(u,t,r)

∑

q∈ϕ(v,t,r)

|{(u, t, r, p) ∈ Y, (v, t, r, q) ∈ Y}|
Dist (p, q)

(8)

Thus, equation 8 can be described as the inverse distance weighted version of
equation 8.

However a limitation of equation 8 is that users will have higher similarity
scores with neighbours who are more prolific taggers. To remove this bias, we
reduce the influence of such users by modifying equation 8 to be:

Sim (u, v) =
∑

t∈T

∑

r∈R

∑

p∈ϕ(u,t,r)

∑

q∈ϕ(v,t,r)

|{(u, t, r, p) ∈ Y, (v, t, r, q) ∈ Y}|
n · Dist (p, q)

(9)

Where n =
∑

t∈T

∑
r∈R

∑
q∈ϕ(v,t,r) |{(v, t, r, q) ∈ Y}| ,i.e.,the total number of

tagging instances for the user v in the folksonomy.
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4 Implementation

The geospatial folksonomy described above is actively used for GeoCENS, a suite
of applications for the Sensor Web currently comprising:

• A Sensor Web browser which is capable of retrieving and presenting informa-
tion obtained from information sources using an array of Open Geospatial
Consortium(OGC) standards such as Sensor Observation Service (SOS)[22],
Sensor Planning Service (SPS)[27], Web Map Service (WMS)[18] and Web
Coverage Service (WCS)[10]. The GeoCENS browser visualizes the data on
top of NASA’s virtual globe World Wind9.

• An implementation of an OGC SOS server.

Figure 2 is a screen capture of the tag suggestion technique used for in generating
terms for an autocomplete widget, while Figure 3 shows the tag map in play.

Fig. 2. GeoCENS Tag Suggestion

5 Experimental Evaluation

We preferred to test the robustness of our algorithms by using a large and
well-established folksonomy rather than using the folksonomy of the GeoCENS
platform, which is currently in beta testing phase and so far has not captured
a sufficient volume of users generated data. Therefore we decided to use the
folksonomy dataset from the popular web application Flickr as the surrogate.
We are using the Flickr georeferencd photos as our data source. This data,
obtained via the Flickr API, is a very large data set that can mimic a GeoCENS
folksonomy for evaluation purposes. In section 5.1, we discuss how we mapped
Flickr data to the GeoCENS data requirements.

It should be noted here that we are not intending to carry out an analysis of
the Flickr data. Instead we are borrowing its folksonomy to test the validity of
our proposed algorithms.
9 http://worldwind.arc.nasa.gov/
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Fig. 3. GeoCENS Tag Map

5.1 Experimental Setup

In the GeoCENS implementation, a resource is a Sensor Web layer.10 A Sensor
Web layer example can be a collection of air temperature sensors grouped as a
GIS layer. In the experiment, we use a Flickr photoset to mimic a Sensor Web
layer, and we use each photo within the photoset to mimic a sensor node of the
layer.Thus, as with GeoCENS, this represents a geospatial context where users
can tag a single resource multiple times at multiple locations.

The Flickr dataset was most suitable for testing our tag suggestion algorithm.
Therefore, we limited our experiment to that task. Table 1 describes the vital
statistics of our data set. The scoring was done using the following algorithm:

Table 1. Experimental Data Set

Component Sensor Web Equivlalent Flickr Equivalent Number of Items

Tag Assignments Y Tags Assignment Tags Assignment 101,216
Users U Users Users 632
Tags T Tags Tags 17,566
Resources R Sensor Web layer Photosets 434
Points P Sensor nodes Photos 3,141

The algorithm aims to predict what the user would assign to a given resource
using the training dataset. Then, it checks to see if the tag given to the resource
by the user includes the predicted tag, and at what position.

The distance metric used is the great circle distance between points. We used
dk as the distance function, and we carried out the simulation for different values
of k.
10 To be more specific, a GeoCENS Sensor Web layer is in fact an OGC SOS server’s

Observation Offering. Details of OGC SOS definitions and terminologies can be
found at the URL http://www.opengeospatial.org/standards/sos
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Set score=0
Divided the extracted data into two sets: training set S and the evaluation set E
foreach point γ in E do

foreach resource ρ in S do
foreach user υ in S do

Calculated the ordered list of suggested tags T using the candidate
algorithm from data in S
foreach user υ has used tag τ ∈ T do

Add (|T| − i) to score, where i is rank τ within T

end

end

end

end

Algorithm 2. Algorithm for calculating the Averaged Ranked Score

5.2 Experimental Results

Table 2 shows the results of our experiment.

Table 2. Results for different values of k

Values of k in dk Hit Rate (%) Averaged Rank Score

1 28.99 4.67
2 26.66 4.42
3 25.73 4.22

The hit rate is percentage of times the algorithm correctly predicts the tag
attached to a point by a user.

5.3 Limatations of the Experimental Setup

One major drawback of using Flickr data is that a point (a photo) cannot have
the same tag assigned by two different users. Thus, sometimes, the user is unable
to use the tags predicted by our algorithm because another user has tagged
that photo with the same tag. The result of this is that our hit rate is lowered
significantly.

6 Conclusion and Further Work

6.1 Conclusion

In this paper, we have illustrated how folksonomies can be extended to the Sen-
sor Web. We presented how each of the key tasks of a folksonomy system, i.e.,
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tagging, browsing and searching, can be extended to provide support for geospa-
tial applications. We have presented an implementation of these algorithms in
the GeoCENS Sensor Web, a real-world Sensor Web implementation. We have
done an experimental evaluation using the Flickr georeferenced photo dataset to
mimic sensor web data.

6.2 Future Work

As mentioned earlier in the article, more research is needed into placement of
tags on the tag map. How the location of tag placement impacts user similarity
also needs to investigated. The methods discussed here could be further enhanced
by taking temporal information into consideration.

Moreover, the automated collaborative filtering capabilities of the system can
be further improved by introducing a rating system to complement the folkson-
omy system. With ratings, users will be able to record their like or dislike of a
piece of information. This information can be used to calculate user similarities
and recommend items to users. Furthermore, the ratings, although subject to
bias, will give other users an indication about the quality or utility of an item.

Acknowledgments. This research has been made possible by the funding and
support of the GeoCENS partners: CANARIE, Cybera, Biogeoscience Institute
of the University of Calgary, Open Geospatial Consortium (OGC)(R) and the
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Abstract. In recent years, the proliferation of Volunteered Geographic
Information (VGI) has enabled many Internet users to contribute to
the construction of rich and increasingly complex spatial datasets. This
growth of geo-referenced information and the often loose semantic struc-
ture of such data have resulted in spatial information overload. For this
reason, a semantic gap has emerged between unstructured geo-spatial
datasets and high-level ontological concepts. Filling this semantic gap
can help reduce spatial information overload, therefore facilitating both
user interactions and the analysis of such interaction. Implicit Feedback
analysis is the focus of our work. In this paper we address this problem by
proposing a system that executes spatial discovery queries. Our system
combines a semantically-rich and spatially-poor ontology (DBpedia) with
a spatially-rich and semantically-poor VGI dataset (OpenStreetMap).
This technique differs from existing ones, such as the aggregated dataset
LinkedGeoData, as it is focused on user interest analysis and takes map
scale into account. System architecture, functionality and preliminary
results gathered about the system performance are discussed.

Keywords: Geographic Information Systems, Geo-Ontologies, DBpedia,
LinkedGeoData, OpenStreetMap, Volunteered Geographic Information,
Implicit Feedback Analysis.

1 Introduction

In recent years several spatial datasets have been published and have become
available through open-source licenses. Crowd sourcing has played a major role
in this process, enabling many Internet users to collaborate in the construction
of rich and increasingly complex units of reusable geographical knowledge. As
Volunteered Geographic Information (VGI) proliferates, the need for reduction of
information overload and for semantic structure has become prominent. Since the
late 90s, the lack of semantic structure on the Internet has become problematic
for several applications and has promoted several initiatives in the context of
the so-called Semantic Web [3]. This problem is very evident in the spatial
domain and even more in VGI repositories where finding a meaningful structure
of associations between geographic entities is far from straightforward.

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 78–93, 2011.
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We believe that the semantic gap between rather unstructured geographical
data and higher level spatial and non-spatial concepts is one of the key chal-
lenges for reducing information overload in modern Geographical Information
Systems. Our previous work has tried to address spatial information overload
by generating personalised maps that match user interests and facilitate their
tasks [20]. In this context, filling the semantic gap would help identify relevant
information and generating meaningful user profiles.

Geo-ontologies have proven useful in the attempt to semantically enrich spa-
tial datasets. Although existing VGI projects offer rich and complex datasets,
because of the semantic gap, it is not easy to combine them with such geo-
ontologies in the reduction of information overload. For this reason, we propose
an approach for exploiting ontologies to perform spatial exploratory queries in
the context of spatial knowledge and data discovery. Within this context, we
have developed a system that integrates a spatially rich but semantically poor
vector dataset (OpenStreetMap) with a spatially poor but semantically rich on-
tology (DBpedia), partially exploiting the mapping offered by an aggregated
dataset (LinkedGeoData). When the user clicks on a geo-location on the map,
the system processes a spatial query extracting spatial features from the vector
dataset. These features are then mapped to ontological nodes, showing semantic
contents to the user.

This system was developed in support of our implicit user profiling efforts
that rely on the analysis of mouse movements on an interactive map to gather
information about the user spatial interests. Compared to existing projects such
as LinkedGeoData, our system is specifically designed to enhance semantic con-
tent in the field of implicit feedback analysis. In order to emphasise the user
perspective in the interaction with spatial data, the map scale is taken into ac-
count during the extraction of ontological concepts, selecting features that are
visible on the map at a given scale.

This is a new contribution as to the best of our knowledge no other similar
project takes this aspect into account. Therefore we aim at overcoming this
limitation for our purposes.

Indeed, when a user interacts with a Web map, the extended semantic knowl-
edge extracted by such a system can be used to further refine the insight into the
user’s spatial interests. In this paper we show that our approach to extracting
explicit semantic relationships between vector geographic data and ontological
entities can benefit spatial user profiling through unobtrusive implicit feedback
indicators, such as mouse movements.

The remainder of this paper is organised as follows: Section 2 discusses related
work in the area of geo-spatial ontologies, volunteered geographic information
and geographical crowdsourced information. Section 3 outlines the system ar-
chitecture including a detailed description of the technologies and web services
used. Section 4 describes the system functionality, while Section 5 details the
system Web graphical user interface and describes a preliminary evaluation. Fi-
nally, Section 6 draws a conclusion, identifying limitations and directions for
future work.
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2 Related Work

Finding meaning in unstructured - or loosely structured - online information
has been the main challenged addressed by the set of initiatives under the name
Semantic Web at the beginning of the millennium [3]. After a decade, ontologies
are still considered one of the key elements of the Semantic Web and are techno-
logically supported by languages such as the Resource Description Framework
(RDF) and the Web Ontology Language (OWL). Given that there is no univer-
sally accepted definition, in this work we indicate as an ontology a document
that formally defines the relations among terms. Ding et al. provide a detailed
survey of the field of ontologies for the Semantic Web [7].

Personalisation is one of the fields in which ontologies have been utilised to
build user profiles in location-based services [27,12], to develop context-aware
mobile systems [17] and to refine Web searches through ontological user profiles
[23]. Although ontologies have a long and well-established tradition, little work
has been done in the area of spatial implicit feedback analysis.

The last decade has witnessed another major Internet phenomenon, sometimes
called neogeography in the literature [25]. During this transition, the traditional
GIS field has progressively become Web-based and universally accessible through
Web technologies, a process described by Haklay et al. [13]. Once collaborative
tools reached a certain maturity, online efforts have started, resulting in several
high-impact GIS-related projects, following the crowdsourcing phenomenon. The
mainly non-spatial project Wikipedia still represents the most visible product of
these processes. This transformation of users from passive end points of GIS geo-
graphical services to active contributors has been defined Volunteered Geographic
Information [11].

As the importance of crowdsourcing and Web GIS grows steadily, the se-
mantic gap has become increasingly problematic and started attracting further
initiatives. Spatial ontologies have traditionally helped geographical knowledge
to be efficiently stored, processed and shared among institutions. Fonseca et al.
have conducted influential work in this area [9,10]. Several projects have sprung
in the area of crowdsourcing and specifically in VGI. In this work we chose
OpenStreetMap1 as the data repository for bottom-up user-generated geograph-
ical vector data. Being one of the foremost VGI projects, OpenStreetMap has
attracted a lot of contributors and researchers [14]. The quality of the Open-
StreetMap spatial data and the VGI production mode are object of controversy,
similarly to Wiki debate [8]. The project constitutes a typical example of a vast
and fast-growing dataset built by users on an limited underlying semantic struc-
ture [4, p.383]. OpenStreetMap does not impose a formal semantic structure but
rather suggests a ‘core recommended feature set and corresponding tags’2.

In the non-spatial domain, Wikipedia3 is indeed the most impressive user-
generated dataset available. As Völkel et al. pointed out, Wikipedia pages are

1 http://www.openstreetmap.org
2 http://wiki.openstreetmap.org/wiki/Map Features
3 http://www.wikipedia.org
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very useful but they are not easy to be machine-processed [26]. Diverse efforts
have been made to bridge this semantic gap over the past few years and progres-
sively converged into DBpedia4, a unified dataset offering a semantically struc-
tured version of Wikipedia [1,6]. In order to structure and classify the pages,
DBpedia relies on manually created cross-domain ontology, based on the most
commonly used infoboxes within Wikipedia. From a spatial viewpoint DBpedia
contains geo-coordinates for 390,000+ geographic locations but not the complex
polygons and polylines that are available in OpenStreetMap.

Within this context, LinkedGeoData5 aims to the challenging task of
integrating such OpenStreetMap geometries with DBpedia and other seman-
tically rich datasets [2]. Similarly to DBpedia, LinkedGeoData contains an on-
tology extracted from OpenStreetMap. The main dataset of the project contains
about 3 billion RDF entities, creating a ontologically enhanced version of Open-
StreetMap. For distributing its datasets, LinkedGeoData follows the 4 rules of
the Linked Data initiative6, whose increasing impact is analysed by Bizer et al.
[5]. One limitation of the LinkedGeoData project is the fact that, out of a large
amount of data available, only about 53,000 entities contain a direct link to a
relevant DBpedia page [2, p.743]. While this matching produces good results
when the entities considered are cities, it is less so for other semantic categories
(e.g. countries and universities). However, in our work for map personalisation,
many more categories of entities need to be taken into account.

In order to gain a better understanding of user spatial interests, this linkage
between vector data and ontologies can be beneficial. Implicit feedback indica-
tors, such as mouse movements and map navigational behaviour, can be used to
infer user interests [18]. The explicit semantic associations provided by Linked-
GeoData between the map presented to the user and its underlying ontological
entities represent a step in this direction. Once these ontological relationships
are established, it is possible to combine them with implicit indicators to enrich
spatial and refine user profiles. But, in order to infer valid user interests from
implicit feedback indicators such as mouse movements, a more detailed and com-
prehensive mapping between spatial data and ontological data is needed.

Another major topic that has not been not addressed in other projects is the
impact of the map scale. When a user uses a typical interactive Web map, the se-
mantic content of the displayed information changes depending on the scale. Our
system takes this important parameter into account and allows a further explo-
ration of the role of map scale in the user interest determination. This system,
whose architecture is described in Section 3, aims at addressing these issues.

3 System Architecture

We have developed a system that contributes to fill the semantic gap in VGI
data, bridging ontological concepts with geographical entities. The objective of
4 http://dbpedia.org
5 http://linkedgeodata.org
6 http://www.w3.org/DesignIssues/LinkedData.html
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the system is to retrieve semantic content from a geographical location, taking
scale into account and finding ontological terms that can be used for user in-
terests extraction. When the user clicks on the Web map, the system processes
a spatial query mapping spatial features to semantic entities. This system has
been developed as a module of our Web platform for map personalisation and
visualisation outlined by McArdle et al. [20]. The module is a Web application
that processes a spatial query and retrieves ontological results interacting with
several Web services.

The core service of the system, which we called Semantic Service, is based
on the Web development framework Grails7, which provides an intuitive and
effective environment for developing and deploying Web applications. Grails is
also a suitable environment for creating and interacting with Web services. The
company CloudMade8 offers geographic-related Web services. Among others,
a geocoding and reverse geocoding Web service that retrieve objects from the
OpenStreetMap vector dataset data9 are available. This service is particularly
suitable to retrieve vector data without dealing with low level details of the
underlying spatial DBMS, therefore we decided to use it as OpenStreetMap
data provider.

GIS Open-Source software is one of the technologies that compose neogeog-
raphy [13, p.2025]. Software packages released under licenses derived from the
GNU public license have provided users and developers with increasing number
of tools [24]. Similarly, one of the distinguishing aspects of VGI is the distribution
of data under the Creative Commons license10, which enables its free circulation
on the Internet. As opposed to traditional ‘closed’ spatial datasets maintaining
and licensed by a strongly vertical organisation, such open technologies offer the
opportunity to increase the understanding of their properties, quality and possi-
ble usages, with an advantage for the whole community of users and developers.
Therefore, we decided to adopt open technologies and data sources for this work.

Most of the open data produced by DBpedia and LinkedGeoData is stored
and distributed in the Resource Description Framework (RDF). In order to ma-
nipulate those structures, our system relies on Jena, a semantic web framework
for Java11, which provides a set of functionality specific for RDF and other
widely-used ontological formats. These projects offer Web services to query their
datasets through the SPARQL language12, designed specifically for RDF data,
considered one of the key technologies of the Semantic Web [22]. This way com-
plex queries can be executed remotely without maintaining a local copy of the
data.

The system architecture is depicted in Figure 1. The Semantic Service hosts
the main functionality of the system, discussed in detailed in Section 4.

7 http://www.grails.org
8 http://cloudmade.com
9 http://developers.cloudmade.com/projects/show/geocoding-http-api

10 http://creativecommons.org
11 http://jena.sourceforge.net
12 http://www.w3.org/TR/rdf-sparql-query
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Fig. 1. System architecture

4 System Functionality

Our system aims at integrating the OpenStreetMap vector dataset (spatially rich
and semantically poor) with DBpedia (spatially poor and semantically rich) in
order to discover ontological concepts and entities related to a given geo-location.
This is done by issuing spatial discovery queries, whose main parameters are:

– geo-location: latitude and longitude (e.g. 53.3071, -6.2218 );
– radius: radius expressed either in screen pixels (dependent on the current

map scale) or in meters (e.g. 20p or 500m);
– scale: map scale (e.g. 1/14,000 );
– max results: maximum number of OpenStreetMap objects retrieved from

CloudMade in the given area (e.g. 10 ).

For example, a valid exploratory query could be:

{ geo-location = (53.3071, -6.2218), radius = (500m), scale = (1/14,000), max
results = (10) }

This query retrieves a maximum of 10 ontological entities located within a ra-
dius of 500 metres from the specified point (expressed in the lat/long coordinates
53.3071 and -6.2218) at a low scale (1:14,000, corresponding to the street level).
The indicated target geographical area roughly covers the University College
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Dublin campus in Dublin, Ireland. The Semantic Service is then expected to
return entities that are semantically related to the target geographical area,
such as education as well as individual institutions located in the campus.

In this process, a critical issue is the role of the map scale. Commonly used
Web maps (such as Google Maps and Visual Earth) take scale into account for
two reasons, firstly to decide which objects need to be displayed, and secondly to
choose a suitable visual style aiming to combine clarity and aesthetic coherence.
In the context of implicit feedback analysis, scale plays an important role which,
as Mac Aoidh et al. pointed out, has not been fully investigated [19]. Given the
different visual content of a Web map at different scales, including this parameter
in the semantic extraction is beneficial to further reduce the semantic gap.

A complex research question that is worth asking is: what can map scale reveal
about the user’s spatial interests? For example, when a user chooses a scale of
1:30,000,000, a typical Web map only renders country borders, major lakes and
capital cities. If the user operates for a long time over a geographic area at a
very high scale, it is reasonable to expect that they are likely to be interested
into high regional features such as rivers, urban areas and major infrastructures.
Considering all the entities located in the target area, such as individual cinemas
and theatres, would be semantically misleading. On the contrary, when the scale
is as low as 1:10,000, the user can see objects at the street level such as individual
buildings, restaurants and bus stops and therefore the Web map includes all the
fine-grained details available in the dataset. A project such as LinkedGeoData
does not take this problem into consideration, as it only provides links for cities
and few other entities.

Our system follows this idea by retrieving different objects categories at dif-
ferent scales, following an approach sometimes called what you see is what you
get. The definition of these ‘semantic layers’ associated with different scales mir-
rors closely the structure of the CloudMade map, whose internal structure and
style are fully customisable. We have chosen to start with the default map style,
called ‘the original’ in the CloudMade style editor13, because it represents the
general-purpose Web maps that have become ubiquitous in neogeography. For
instance, the top semantic layer in the scale range (1:28,000,000-1:15,000,000)
only includes countries and capital cities. On the contrary the lowest semantic
layer, whose scale range is (1:2,000-1:1), includes categories such as restaurants,
ATMs and shops, exposing the smallest entities contained in the dataset.

The radius is also an important parameter that can have a high impact on the
result of the spatial query. The CloudMade service accepts the query radius in
meters. In order to match the user perception more closely, our Semantic Service
also accepts the radius in screen pixels, converting them into meters on the map
currently being displayed. Another relevant parameter is the maximum number
of OpenStreetMap objects to be retrieved. This parameter can be used to tune
the query scope, trying to strike a balance between a more inclusive result set
potentially including irrelevant entities and a smaller result set, which might
exclude relevant ones.

13 http://maps.cloudmade.com/editor
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The query, including the aforementioned parameters, is processed by the Se-
mantic Service as follows (see Figure 1):

1. Retrieve OpenStreetMap objects from CloudMade service.
2. Retrieve DBpedia mapping from LinkedGeoData.
3. Extract key words from OpenStreetMap objects.
4. DBpedia lookup with extracted key words.
5. Heuristic to determine whether the DBpedia nodes are valid or not.
6. Extract ontological terms and categories.
7. Merge results and store them in a XML file.

In step 1 the system retrieves the OpenStreetMap objects located within a
certain radius from the CloudMade service, taking scale into account. The Open-
StreetMap nodes contain metadata and tags. For example, Figure 2 displays the
OpenStreetMap node that represents University College Dublin.

<node id="83211617" lat="53.3071709" lon="-6.2218882"

user="rorym" uid="23770" visible="true" version="2"

changeset="432796" timestamp="2008-03-31T00:24:37Z">

<tag k="amenity" v="university"/>

<tag k="created_by" v="Potlatch 0.8a"/>

<tag k="name:en" v="University College Dublin"/>

<tag k="name:ga" v="An Coliste Ollscoile, Baile tha Cliath"/>

</node>

Fig. 2. University College Dublin in OpenStreetMap XML

It is possible to note the nature of semantic information contained in Open-
StreetMap. The entity names and the amenity tag do not allow further semantic
navigation, for example towards the concepts education, school and college, which
are highly similar. Such data is unsuitable for implicit feedback analysis, because
it does not show connections between those ontological concepts, which are use-
ful to determine user’s interests (e.g. in education). Therefore it is necessary to
proceed to step 2 to get richer semantics.

In step 2 the node ids are then extracted and matched on DBpedia nodes
through the LinkedGeoData mapping dataset, described in Section 2. In the case
of the University College Dublin node, the mapped entity on LinkedGeoData14

does not contain any more information than the original OpenStreetMap node.
Afterwards, in step 3, key words are extracted from the node, trying to ob-

tain useful semantic content. The extraction of key words from OpenStreetMap
objects is executed by defining a subset of the tags as semantically relevant,
ignoring the others. OpenStreetMap metadata, such as contributor’s informa-
tion and data sources (created by, user and source) are discarded, as well as
tags that do not seem to form points of interest for a general user (abutters,
smoothness, incline, voltage). Semantically relevant tags are given a high prior-
ity in the key words list: the English name tag (name:en), when available, has
14 http://linkedgeodata.org/page/node83211617
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the highest priority, followed by amenity, shop, tourism, landuse, natural. In the
case of the node representing University College Dublin, the extracted keywords
are ‘university’, ‘college’ and ‘dublin’, which are utilised in the following step.

In order to allow users to retrieve nodes by key words, DBpedia provides a
Web service called DBpedia Lookup15, designed and successfully used by [16] in
collaboration with the BBC. The service takes key words and returns the URI
of matching DBpedia nodes, if any. In step 4, the Semantic Service invokes DB-
pedia lookup and analyses the return URIs. In the example, the service returns
the University Dublin College page as a first result16.

In step 5 the system utilises a heuristic to determine whether the returned
DBpedia node is valid or not, based on two criteria: (a) geographic proximity
and (b) tag matching. To assess criterion (a), the system calculates the distance
between the OpenStreetMap and the DBpedia node centroids. If the distance
is lower than a threshold ε, the match is considered valid. A value for ε that
seems to give reasonably good results is 50km, for example preventing frequent
mismatches between European and North-American cities with the same name.
In the case of University College Dublin, criterion (a) is fulfilled, with a distance
smaller than 1 kilometre. When the geo-location is not available in the DBpedia
node, criterion (b) is considered. All the tags present in the OpenStreetMap node
are matched against the DBpedia node. If the matching tags ratio is higher than
threshold σ, the node is considered to be valid. The default value of σ, based
on a preliminary evaluation, is set to 0.5. The optimal values of ε and σ can be
determined by further experimental evaluation.

In step 6, the retrieved valid nodes are then processed to extract ontological
terms and categories, which enhance the semantic relevance of the results. For
example, the DBpedia node representing University College Dublin contains,
among others, the ontological term university17. By visiting this ontological
term, it is possible to navigate to the parent term (educational institution) and,
from there, to reach the terms school and college. Semantic similarities starting
from the OpenStreetMap node can now be explored.

In step 7, all the results are merged and stored into an XML structure and
can be either stored for further analysis for formatted in human-readable HTML
code and displayed to a human user.

Section 5 outlines a user case which shows an interaction with the system and
describes its Web GUI.

5 The Web Graphical User Interface

In this section we present the Web user interface of the system, showing an
example of its functionality, and describes a preliminary evaluation. The Web
GUI allows the user to execute spatial queries in a user friendly way.

15 http://lookup.dbpedia.org
16 http://dbpedia.org/page/University College Dublin
17 http://dbpedia.org/ontology/University
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Fig. 3. Web User Interface for Spatial Queries

Discovery spatial queries can be performed on the system via an interactive
Web page represented in Figure 3. This page can be used to execute spatial
queries by clicking on an interactive Web map. The panel is split in two frames.
The left frame contains the query parameters, which can be changed by the user,
such as max number of results, radius and ontologies to be used. A CloudMade
map is rendered to let the user choose a location in an intuitive way. The map
(rendered with ‘The Original’ CloudMade style18). The user clicks on an area in
the south of Dublin and a red circle with a red dot in its centre is displayed to
represent the query area. In this query, the radius is set to 20 pixels. The map
scale (about 1:860,000) is read automatically from the Web map and submitted
to the server, which processes the request on-the-fly, as described in Section 4.

The query XML output is loaded in the panel in the frame on the right, con-
verted into HTML. In this case the system has retrieved several DBpedia nodes
(highlighted in bold) and has extracted ontological terms, including Ireland,
Dublin and the suburbs Tallaght and Dundrum, located within the circle. Sev-
eral DBpedia categories are also displayed, ranging from geographical concepts
such as Northern Europe to political and historical ones (Divided Regions, Celtic
Nations). The system has made explicit this implicit semantic content and has
given to the user a list of abstract concepts contained within the selected spatial
area.

Retrieving the results associated with a given location is useful to show the sys-
tem capabilities, but it cannot give any insight on the properties of the datasets.
In order to analyse the system behaviour on large geographical areas, we have
built an interface to perform sampling experiments.

18 http://maps.cloudmade.com/editor
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Fig. 4. GUI for sampling a bounding box by running multiple queries

Through the page represented in Figure 4 the system can sample the datasets.
The user can draw a bounding box on the map and choose several parameters
of the sampling to be performed. The controls in the ontologies section of the
page allows the user to select which ontologies have to be included in the ex-
periment. In order to contrast the results, it is possible to enable or disable the
LinkedGeoData mapping and the DBpedia lookup service.

The points to be analysed can be selected in 2 modes: random and grid. The
former consists of selecting a number of random locations within the bounding
box, while the latter distributes points on the bounding box at a regular distance
(specified in the parameter grid distance, expressed in degrees). The map scale
can either be set to a given value for all the points, or can be selected randomly
for each point. This way it is also possible to observe what the impact of the
scale is on the results.

The experiment can be executed with the button launch experiment. The
system then executes a query on each point with the selected parameters, and
all the results are merged. For the moment the complexity of the procedure
is linear, so the time grows linearly with the amount of selected points. When
completed, the experiment results are stored in the XML file containing all the
spatial queries and the relevant ontological entities. The input and output of
each query are included in the file, in order to be easily machine-processed and
analysed. At the end of the procedure, the URI of the XML document is returned
to the user, and the file can be used for any other analysis.

Figure 5 shows an example of grid sampling of a large bounding on the Irish
East coast with 12 points. When executing a small experiment with scale set
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Fig. 5. Grid sampling a bounding box surrounding the Dublin area

<resource index=’0’>

<osm id=’52270446’ name=’Roundwood’>

<location lon=’-6.22481’ lat=’53.06347’ />

</osm>

<dbpedia>

<node>Roundwood</node>

<location lon=’-6.2333’ lat=’53.06’ />

<subjects>

<category>Towns_and_villages_in_County_Wicklow</category>

</subjects>

<ontology>

<term>Municipality</term>

<term>Place</term>

<term>PopulatedPlace</term>

</ontology>

</dbpedia>

</resource>

Fig. 6. A sample of the XML code returned by the system

to 14,000, radius equal to 10 pixels (equivalent to 50 meters at this scale), the
results contain 13 DBpedia nodes, 43 categories and 27 ontological terms. One of
the retrieved resources is the Irish village Roundwood, stored in the XML code
in Figure 6 contains an OpenStreetMap structure (osm) and a DBpedia node
(dbpedia), which contains a geo-location, one category and 3 ontological terms.
This code can be easily processed and the relevant URI19 can be accessed. Thus,
links between the spatial vector data displayed to the user and the ontological
and semantic richness of DBpedia have been enabled.

During the development of the system we carried out a preliminary evaluation
with postgraduate students of the School of Computer Science and Informatics
(University College Dublin). In order to engineer the heuristics, establish a suit-
able value for the thresholds and identify issues, we defined three alternative
versions of the system, combining the phases in different ways:

19 http://dbpedia.org/resource/Roundwood
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– Version 1 : OpenStreetMap + LinkedGeoData mapping
– Version 2 : OpenStreetMap + Our heuristics
– Version 3 : OpenStreetMap + LinkedGeoData mapping + Our heuristics

Version 1 and 2 are using only certain parts of the system, while Version 3
exploits its full functionality, similarly to the approach used by Mirizzi et al.
[21]. The following parameters have been defined as constant: ε (maximum node
distance) = 50km, σ (tag matching ratio) = 0.5, maximum results (CloudMade
service) = 10, radius = 20 pixels, scale = random, bounding box = Dublin area.

The users have been presented with a set of 6 random spatial queries and
the correspondent view on the CloudMade map scaled and centred to the query
location. The queries had been performed with different versions of the algorithm
(2 for each version), hiding this information from the user. The users have then
been asked to rank the semantic relevance of each node (either DBpedia entity
or ontological term) on a Likert scale from 1 to 5 (from strongly uncorrelated to
strongly correlated with the visible map).

During this preliminary evaluation, several issues have been identified. Very
little difference separates the performance of Version 2 and 3. The LinkedGeo-
Data mapping, although very accurate when present, did not significantly im-
prove the results, which were mostly return by our heuristics based on DBpedia
lookup. In some cases, such as for the term Smithfield20, which identifies nu-
merous places in former British colonies, the heuristics succeeded and selected
the correct neighborhood in Dublin, based on the geo-location. However, certain
mismatches still occurred. When the OpenStreetMap feature contains a very
frequent term in a certain geographical area and does not have other semantic
content, a mismatch is likely to occur. For example, this typically happens with
common surnames (e.g. Smith) that are highly frequent in the datasets. Overall,
on 47 retrieved nodes, 4 were considered as irrelevant (8.5%).

Although this preliminary evaluation has confirmed that the system works
correctly in most cases, the sample is too small to draw general conclusions
about it. The objective of this evaluation was mainly to identify design flaws
that need to be addressed. In order to draw general conclusions about the system
performance, an extensive evaluation is needed. In particular, more independent
variables need to be defined, such as the thresholds, the radius and the maximum
number of results, and a bigger sample of queries must be taken into account.
This way, several aspects of the system behaviour can be better assessed and
quantified.

Section 6 draws conclusions and outlines our plans for system evaluation and
future work.

6 Conclusions and Future Work

In this paper we have described a system that aims to fill the semantic gap be-
tween spatial and non-spatial user-generated data. Starting from a semantically
20 http://dbpedia.org/page/Smithfield
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poor dataset (OpenStreetMap), the system performs spatial discovery queries
and expands the semantic content of a given geographic location. This process
relies on the LinkedGeoData dataset mapping and and extends it with the addi-
tion of key word extraction from OpenStreetMap nodes. Furthermore, through a
novel heuristic technique, the system filters out uncorrelated entities. The system
retrieves matching DBpedia nodes (semantically rich, spatially poor), collecting
ontological knowledge related to the given location. This way semantic relation-
ships between a geographical location and ontological concepts are established
and can refine implicit feedback analysis and enable other applications. In this
process the system takes into account the map scale at which the user is working
for improved relevance during retrieval.

Although our preliminary evaluation seems promising, an extensive evalua-
tion needs to be carried out in order to gain further understanding of the system
strengths and weaknesses. The technique implemented in the system relies on
several thresholds, described in Section 4. The optimal values of these thresholds
should be established by experimental evaluation, based on performance met-
rics. A fundamental metric in this context is the relevance of related entities to
human users, which was used in our preliminary evaluation described in Section
5. Defining query parameters (scale, geographical region, radius, etc) as inde-
pendent variables, it is possible find out which conditions impact on the system
performance and why.

Another area that needs further exploration is the navigation of ontological
entities and concepts, starting from the ones returned by the system, which do
not necessarily include all relevant concepts. A body of work exists on similar-
ity metrics between DBpedia nodes. Kobilarov et al. utilises a metric based on
distance in the DBpedia graph [16], while Hassanzadeh and Consens investi-
gate several similarity measures based on an approximate string matching [15].
Starting from a set of nodes returned by the system, it is possible to explore
similar concepts, showing correlation between geographically and semantically
close entities and see how this relates to the user interests.

From a more quantitative viewpoint, it would be interesting to use the
experiment interface to study and contrast the datasets spatial and semantic
statistical properties. Comparing the system results in different geographical ar-
eas (e.g. Europe vs North-America) and semantic areas (e.g. human-built entities
vs natural entities) can give insight not only on the system performances, but
also on the properties of these open datasets. We plan to further investigate the
possibilities of implicit feedback analysis and spatial personalisation offered by
such open spatial datasets and ontologies, whose visibility and impact are bound
to increase in the near future, in academia and industry alike.
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Abstract. The research presented in this paper introduces a mobile assistant to 
spatially locate and orient passengers of a Metrobus system in the city of Mex-
ico. The system assists blind passengers or passengers with limited eyesight. 
While most of the navigation systems developed so far for blind people employ 
a complex conjunction of positioning systems, video cameras, location-based 
and image processing algorithms, we developed an affordable and low-cost 
combination of mobile phone, GPS and compass device to provide the same 
range of functionalities. The mobile application is developed on top of a 3rd 
generation cell phone extended by GPS and digital compass devices. Interaction 
among these devices is achieved by using Bluetooth communications. Audible 
user-oriented interfaces indicate to a given user her/his location within the 
Metrobus system, i.e., appropriate instructions of orientation that lead to the 
boarding gates in that station, thanks to an orientation algorithm developed for 
this aim. The experiments have been performed on a Nokia N73 cell phone in a 
Metrobus line of the city of Mexico and validated by a panel of blind users. 

Keywords: Orientation Algorithm, mobile navigation, blind users. 

1   Introduction 

Despite continuous progress, navigation systems and services still need further devel-
opments in order to fulfill human spatial and cognitive abilities. Modeling navigation 
knowledge and tasks require an integration of several large-scale concepts such as 
landmarks and route directions in order to provide a better sense of the environment 
to the users. This is closely related to the ability of humans to acquire a holistic and 
functional view of large-scale spaces. For blind people, it has been recognized that 
they have the capacity of memorizing a given environment, but they need more time 
to acquire it [11]. Generally, blind people rely on intensive exploration of a given 
environment to derive spatial knowledge [9], or more commonly tier assistance. 

Over the past few years several technological developments have provided novel 
opportunities to assist blind people in the interpretation of cartographical information 
and navigation tasks [10]. For instance, audio-based services have been recently  
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explored to provide interfaces to mapping systems [15]. The objective of these sys-
tems is to mediate a sense of the environment using speech messages to blind people. 
The idea behind is to provide to the users an holistic view of the environment, by re-
lating their locations to objects of interest in their neighborhood, then helping them to 
act and move. Also, cell phones available for blind people have been extended by 
several interface innovations. For instance, blind people use cellular phones with 
voice commands, audible menus and interfaces, whose objective is to replace graphic 
or textual messages by speech messages. Those have been integrated by many mobile 
phone software that offer text to speech functions such as the names of incoming 
calls, number of missed calls, and other statistics and services available in the tele-
communication network [3]. One of the specific characteristics of cell phones relies in 
the fact that most of the users are mobile, thus making a closer integration with GPS 
systems a valuable extension to their functionalities. What one should ideally expect 
from such systems are novel opportunities to help blind people to locate and orientate 
themselves when navigating. It has been shown that qualitative direction relations are 
particularly important when a user is interacting and acting in a given environment, as 
well as qualitative distances to a less degree [4]. When combined, 3rd or 4th generation 
cell phones, GPS and digital compass devices might provide the technological setup 
for the development of mobile assistant systems for blind people navigating in the 
environment. For instance, when locating a place with a GIS an the direction to that 
place with a digital compass, a cell phone can guide step by step a user to find and 
move to that place.  

The research presented in this paper introduces a mobile assistant for orienting 
blind people in a Metrobus environment. The computing framework is developed on 
top of a low-cost 3rd generation cell phone extended by GPS and digital compass de-
vices. Bluetooth communications support interactions between the different devices. 
The interfaces developed are audio-based and convert spatial information to appropri-
ate speech instructions and messages. The principle of the mobile assistant is to first 
identify the location of a blind user in the Metrobus system in order to give her/him 
appropriate direction instructions according to her/his navigation tasks (e.g., station 
exit, boarding gates). 

The experimental setup developed has been applied to a transportation facility of 
the line number one of the Metrobus of the city of Mexico. Mexico has around 2.2 
million people with physical disabilities, amongst them, 28.6% are blind or only see 
shadows, 16.5% are deaf or hear using apparatus [8]. The line number one of the 
Metrobus has an average of 260 thousand passengers on a working day. Stations and 
buses are not entirely suitable for a blind person to move safely. Only a few stations 
have plates with information in Braille and others guides. As others, blind people use 
the Metrobus although this activity is far from been straightforward, and sometimes 
even a dangerous activity. For example, when blind people use the Metrobus system, 
it is difficult for them to act in a given station, such as to identify the direction to get 
the correct boarding gate or to find the exit. Therefore, they are often delayed and 
require other people to help them, which further complicate their behavior. 

The remainder of the paper is organized as follows. Section 2 introduces related 
work in the development of mobile assistant for blind people.  The principles of our 
approach are developed in Section 3, while experimental results are presented in  
Section 4. Finally Section 5 concludes the papers and outlines some research  
perspectives. 
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2   Related Work 

Most of the developments so far achieved for helping blind people in navigation tasks 
combine research progress in cognitive and psychological sciences with technological 
innovations. Experiments have been either directed to indoor or outdoor environ-
ments, and taking into account the fact that blind people have different knowledge of 
the environment when they act in either a well-known, partially known or unknown 
surroundings. 

An assistant system for blind users has been developed where the goal is to en-
hance interactions between a blind person and technological devices at home [16]. 
The objective is to encourage blind persons to interact with every day technological 
artifacts and control the different functions of their home. The objective is to favor 
user independence and even socialization. When interacting in indoor environments, a 
sensor-based system that assists blind users in orienting tasks has been introduced [6]. 
This sensor is used as the equivalent of a directed light for searching targets. A blind 
user presses appropriate speech-based keys for inquiries concerning object character-
istics, position and orientation.  

Elsewhere, a tactile display provides a non-visual support for way finding that 
guides and keeps a mobile user in route [5]. A vibrator belt indicates directions and 
deviations from the path in an accurate and unobtrusive way. A guidance system for 
people with visual disabilities have been developed and implemented in the city of 
Neuhausen in Switzerland. RFID communication identifies the different stops of a 
given bus line, and react to the radio signals transmitted by the buses in order to 
transmit stop requests and open doors when required [18]. However, navigation in-
structions are not provided. Similar applications have been developed on top of 
PDAs, where RFID tags are used to locate people, but the infrastructure required is 
expensive and not completely implemented [13, 19]. More recently, several guidance 
systems have been developed on top of smart phones and GPS, but still these systems 
are at the trial stage [14, 17]. A guidance travel system that combines mobile phones 
with a camera has been experimented in the airport of Zurich. The objective is to pro-
vide route directions, but still it is based on complex location algorithms, specific in-
frastructure in the indoor environment, and image processing for the detection of 
landmarks in the environment [1], this making the whole process a non straightfor-
ward task [7]. 

The mobile assistant developed in this paper differs in many aspects from the ones 
presented above. First it combines location and direction instructions, secondly it is 
developed on top of a low-cost mobile computing and telecommunication infrastruc-
ture that favors its implementation in a large metropolitan city such as Mexico.  

3   Methodology 

The main objective of our mobile assistant is to orient and locate people with im-
paired vision in several stations of the Metrobus transport system. The mobile assis-
tant is based on audible menus whose objective is to give locations (e.g., “you are in 
the Insurgentes station”) and orientation instructions (e.g., “the exit is at the right”). 
The system runs on a cellular phone in conjunction with a GPS and a digital compass. 
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The Metrobus line 1 has thirty-three stations (e.g. Indios Verdes, Insurgentes,  
Dr. Gálvez) and three terminals (North terminal, Center terminal, South terminal). 
Station platforms have a height of one meter above the street level. The infrastructure 
was designed in order to allow access to people with special abilities [7]. Figure 1 
shows an example of a typical Metrobus station. 

 

Fig. 1. A Metrobus station 

As shown in Figure 1, the Metrobus runs on an elevated structure without major 
interferences and can receive GPS signals without problems. The instructions given to 
a blind user should give her/him the direction to either the boarding gates or the exit. 
Location (e.g., you are located in Dr. Galvez station) and orientation messages (e.g., 
the boarding gates are located at the right, the exist is located straight ahead) are sup-
ported by an audible interface.  

  

Fig. 2. Framework principles 

Figure 2 introduces the main principles of the mobile assistant framework. The 
mobile assistant is developed on top of a cell phone with compass and GPS included. 
The mobile assistant offers the possibility to orient and locate exits, giving direction 
and distance information to blind users using audible menus. The overall functionality 
is provided when a user is located within or nearby one of the Metrobus stations. The 
functionalities of the mobile assistant are organized into three main components: 
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1) an orientation and location scheme, 

2) an orientation algorithm, 

3) audible menus. 

The functionalities of these components are developed in subsections 3.1, 3.2 and 3.3, 
respectively. 

3.1   Orientation and Location Schemes 

When starting the initialization phase, the mobile assistant requires location and direc-
tional information previously stored on the mobile phone. We developed an orienta-
tion and location scheme, where the GPS coordinates and cardinal directions of the 
main elements of each Metrobus station are captured and stored into a reference XML 
database which is locally stored in the mobile assistant. 

We take as relative reference the centre of each Metrobus station to capture cardi-
nal directions using a GPS and a magnetic compass device. Figures 3 and 4 illustrate 
the process. 

 

Fig. 3. Geographic coordinates in a Metrobus station 

Location information are labeled and stored into a XML database whose structure 
is illustrated in Table 1. 

Table 1. Station identifiers and geographic coordinates 

Record 
ID 

Metrobus 
Station Latitude Longitude Station Identifier  

16 Tabacalera 19,43609 99,15737 161185935 
17 Reforma 19,43299 99,15867 171185917 
18 Hamburgo 19,42780 99,1611 181185889 

 

Let us introduce the main principles of the directional referencing process. Sup-
pose that a blind user located in a given Metrobus station wants to know where is the 
exit located. This implies to know 
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• the location of the user in that Metrobus station (step 1), 
• towards which cardinal point is oriented the exit(s) of the station (step 2),  
• towards what cardinal point is pointing at the user (step 3). 

Step 1 is given by the GPS (i.e. the location of the user and implicitly her/his relative 
location with respect to the center of the station). Step 2 requires to capture and record 
the cardinal directions of the exit with respect to the center of all Metrobus stations 
(Figure 4). 

 

Fig. 4. Cardinal directions in a Metrobus station 

Cardinal directions of boarding gates and exits are collected relative to the geo-
graphical center of each station. Table 2 shows a sample of the obtained lectures by 
digital compass in some of the stations and typical values of cardinal directions for 
boarding gates and exits (North, South, etc) for several Metrobus stations. 

Table 2. Cardinal values for Metrobus stations  

Number Station Boarding gates 
direction: Indios 
Verdes  

Boarding 
gates direction: 
Dr. Gálvez  

Exit 

1 Indios Verdes ----------- E: 04 S: 08 
2 18 de Marzo  ----------- NW,W 

14,12 
N 
16 

3 18 de Marzo  SE,E 
04,06 

----------- N 
16 

4 Euskaro  ----------- NW,W 
14,12 

S 
08 

10 Circuito  SE,E 
04,06 

----------- NE 
02 

11 San Simón SE,E 
04,06 

NW,W 
14,12 

S 
08 

12 Manuel Gon-
zález 

SE,E 
04,06 

NW,W 
14,12 

NE 
02 



100 F. Mata, A. Jaramillo, and C. Claramunt 

3.2   Orientation Algorithm  

The functionalities of the mobile assistant are based on an orientation and location 
algorithm that defines which audible instruction will be provided to the user (Steps 2 
and 3). The algorithm is based on orientation directions converted into clockwise di-
rections. This is based on the observation that blind people commonly use a clockwise 
notation to orient themselves [12]. For example, when a blind people want to say that 
something is located “at the right”, she/he might use the following expression “at 
three o’clock”. Similarly, “at six o’clock” means “behind”. Blind persons often use 
these expressions to locate objects and places in the environment. Clockwise  
directions were recorded in order to be played appropriately by the mobile assistant 
together with target instructions. The calculation process that gives orientation  
instructions consists of two parts (Step 3). The objective of the first one is to obtain 
the user location and calculate her/his distance to the reference point (i.e., center of 
station) in order to infer if the searched targets are located at the same direction that  
the one of the center of the station, or more likely if that direction is different when 
the user is not located in the center of the station.  

Table 3. Clockwise and audio expressions 

Cardinal  
direction 

Directional  
expression 

Audio expression 
recorded 

(N) North In front At twelve o’clock 

NNW - At eleven o’clock 

(NW) Northwest Between left and in 
front 

At half past ten 

NWW - At ten o’clock 
West At left At nine o’clock 

SWW - At eight o’clock 
(SW) South West Between left and be-

hind 
At half past seven 

SSW - At seven o’clock 
(S) South Behind At six o’clock 

SSE - At five o’clock 
(SE) Southeast Between right and be-

hind 
At half past four 

SEE - At four o’clock 
(E) East At right At three o’clock 

NEE - At two o’clock 
(NE) Northeast Between right and in 

front 
At half past one 

NNE - At one o’clock 
 

The second part of Step 3 considers the directions to which the user is pointing at 
with her/his cell phone. Overall, the respective roles of these direction relations, loca-
tions of the user and center of the station, are illustrated in Figure 5, and where  
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• α denotes the angle between the main direction of the station and the target 
of interest of the Metrobus station (e.g., boarding gates, exit), 

• γ denotes the angle between the the North and the main direction of the 
Metrobus station, 

• β denotes the angle between the direction of the user pointing and the North, 
• ∂ denotes the angle between the target of interest of the Metrobus station and 

the user pointing. 

The angle α between the user and the target of the Metrobus station is approximated 
as follows  

α = ArcTan(d1/d2) (1) 

and the angle ∂ between the user pointing and the target of the Metrobus station is 
given by 

∂ = (α + γ + β) (2) 

where the final clockwise directions to the target of interest given to the user by the 
mobile assistant are illustrated in Table 3. 

North

γ

α

User
pointing at

β

Bottom
direction

Main direction of the station

d1

d2

User location

North

γ

α

User
pointing at

β

Bottom
direction

Main direction of the station

d1

d2

User location

 

Fig. 5. Orientation scenery within a Metrobus station  

All static data are locally stored in the mobile assistant as an XML database. The 
only information which is user-dependent and calculated on request is the location of 
the user and the direction her/his pointing at. We illustrate the application of the  
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orientation algorithm by considering four different users located in a Metrobus sta-
tion. These users are pointing to different cardinal directions: North, South, West, and 
East, respectively (Figure 6). 

Let us first consider the case depicted by Figure 6 and Table 3, where user1 is lo-
cated in San Simon station and wants to know at what directions are located the 
boarding gates towards Indios Verdes terminal (West, “nine o ‘clock”). Let us also 
consider that user1 is pointing to the South (i.e., at six o’clock).  

First, the center of the station is known and given by the coordinates of a reference 
point denoted as point1 (19.45968, 99.14638). From the center of the station, the two 
boarding gates towards Indios Verdes terminal are located at the North West and at 
the West (see Table 2), respectively (initial values from the center of all stations are 
stored into the cell phone). 

Secondly, the location of the user, denoted as point2 (19.45973, 99.14640), is 
given by the GPS. Next, the distance between these two points is evaluated. In this 
case, that user is located at a distance d2=5.9 meters from the center of station, where 
the distance of the center of station to the central boarding gate to the bottom direction 
is d1=2.5 meters. By application of formula 1 and 2, the correct direction to give to 
the user should be “Boarding gates towards Indios Verdes terminal are at three 
o’clock” (that is “at right”). 

 

 

Fig. 6. Testing scenery in a Metrobus station 

Let us now consider that user1 is pointing to a cardinal direction β = South, at six 
o’clock. The cardinal direction of the boarding gates is as follows: boarding gate1 
(NWW) and boarding gate2 (NNW). Then, application of formula 1 and 2 gives the 
clockwise directions of the boarding gates, which are converted and played as audio 
expression as follows  

“Boarding gates towards Indios Verdes terminal are located at four o’clock 
and five o’clock“ 
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This process is similarly applied to the other cases according to the scenery intro-
duced in Figure 7. For user2 we have the following configuration: 

• center of the station (19.45968, 99.14638), user2 location (19.45966, 
99.14639), the target searched is the exit located at the North and user2 is 
pointing to the East. 

• The answer given by formulae 1 and 2 is “The exit is at nine o’clock” 

For user3 we have the following configuration:  

• center of station (19.45968, 99.14638), user3 location (19.45967, 99.14641), 
the target searched is the exit, at the North and user3 is pointing to the East, 
at three o’clock. 

• The answer given by formulae 1 and 2 is “The exit is at three o’clock”. 

Finally, when considering user4 we have 

• center of station (19.45968, 99.14638), user4 location (19.45977, 99.14641), 
the target searched is the exit at the South East, user4 is pointing to the 
North. 

• The answer given is a concatenation of audio files in order to play: “Board-
ing gates towards Dr. Galvez terminal are located at half past seven o’ clock 
and six o’clock. 

3.3   Audible Menus  

The third and last step of the methodology involves the design of the audible inter-
faces. These interfaces have been designed using audio files that play directional-
location instructions to the blind users. The functional interaction is as follows: a user 
browses the mobile assistant application by pressing buttons keys and listening audio 
files according to the options available (blind users are familiarized with this sort of 
environment and the use of menu audios). The main principles of these audible inter-
faces are as follows:  each item of a menu plays an audio file (i.e., name of the menu) 
to indicate which or at what level of a menu the user is interacting with. The user can 
browse through the different options of the menus using appropriate keys. The design 
of the audible interfaces was developed to answer the following examples and catego-
ries of queries:  

• Query 1: At what station is the user located? 
• Query 2: At what directions are the exit or exits located?  
• Query 3: At what directions are the boarding gates for a given terminal  

located?  

Each query is answered by listening a set of audios and browsing menus and options. 
For example, query 1 is answered by selecting the station of the main menu, and the 
option “Name” from the station menu. Next, the location of the user is given by the 
GPS, and the direction value obtained from the compass is processed using formula 1 
and 2, then the corresponding audio file is returned, and last the audio file that says the 
name of the station is played. The user can repeat the audio files or go back to the pre-
vious menu by listening the available options. Another example is given by query 2 
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(cf. Figure 6) where the exit of station is located towards the North. The system finds 
that the exit of station is at the right, and this result is played in audio format (the au-
dio says: “The exit is located at three o’clock”). The process is similar to the rest of 
the options and menus. Interaction between the orientation algorithms is maintained 
using the architecture request-response. In that form, the last phase of the mobile  
assistant is terminated. 

4   Experiments and Results 

The whole approach has been experimented using a Nokia N73 cell phone, GPS G – 
Trendand and a CMPS03 compass device [2]. Figure 7 illustrates the experimental 
setup of a user navigating within a Metrobus station assisted by the mobile assistant, 
and where that user has in hands the GPS, compass, cell phone, and audio-phones.  

 

Fig. 7. A User using the GPS and compass device within a Metrobus station 

Twenty persons divided into two groups have tested the system in the Metrobus 
stations. People with impaired vision compose the first group while blind people form 
the second group. In particular, the first group is formed by ten persons with impaired 
vision, and which commonly browse by audible interfaces and are assisted by marks 
provided in key number nine in the majority of cell phones. Moreover, four persons of 
the first group were familiar with the environment of the Metrobus station, the others 
are unfamiliar. Regarding the second group, three persons were familiar with the en-
vironment. The range of ages for both groups was eighteen to fifty, and all of them 
had a previous experience with the use of phone assistants. Last, the users practiced 
the mobile assistant during a displacement in the Metrobus line 1. 

Figure 8 illustrates several examples of typical user trajectories with and without 
assistance of the mobile assistant. Those trajectories are depicted for two cases similar 
to the ones depicted by user1 and user4 according to the previous configurations  
presented in the orientation tasks. These examples represent the sort of behavior gen-
erated by the mobile assistant.  

All users were requested to test the mobile assistant two or three times before ex-
perimenting it for the evaluation. For evaluation and testing purposes, the area of the 
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Metrobus station is divided into a grid of eight sections to evaluate the precision of 
the orientation instructions and trajectories followed by the users (Figure 8). Accord-
ing to the configuration, areas labeled with numbers represent exits and entrances of 
stations, while the ones labeled with letters denote boarding gates. 

 

Fig. 8. Trajectories and zones within a Metrobus station 

Table 3 averages the differences in angle for orientation instructions obtained by 
people with impaired vision. 

Table 3. Results for group 1: people with impaired vision 

 From a point in zone 
1 (difference of 
direction) 

From a point in zone 
2 (difference of 
direction) 

From a point in 
zone 3 (difference 
of direction) 

From a point in 
zone 4 (difference 
of direction) 

 With 
assistant 

Without 
assistant 

With 
assistant 

Without 
assistant 

With 
assistant 

Without 
assistant 

With 
assistant 

Without 
assistant 

To point 
in zone A 

30 300 40 280 40 270 50 280 

To point 
in zone B 

50 260 60 230 30 240 40 220 

To point 
in zone C 

60 250 70 260 50 230 50 260 

To point 
in zone D 

30 220 40 230 20 220 10 240 

 

Table 4 shows the results for the second group made of ten blind persons.  

Table 4. Results for group 2: blind people 

 From point in zone 
1 

From point in zone 
2 

From point in zone 
3 

From point in zone 
4 

 With 
assistant 

Without 
assistant 

With 
assistant 

Without 
assistant 

With 
assistant 

Without 
assistant 

With 
assistant 

Without 
assistant 

To point in 
zone A 

10 600 20 750 30 640 20 660 

To point in 
zone B 

30 590 30 580 20 700 20 870 

To point in 
zone C 

40 710 40 600 20 550 30 920 

To point in 
zone D 

20 1200 20 720 10 700 10 980 
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As clearly shown by Figure 8 and the differences in angle instructions for the two 
groups, navigation instructions provided by the mobile assistant are overall well in-
terpreted by visually impaired and blind people. The improvement is worth and as the 
advantage of generating relatively precise trajectories when compared to approximate 
trajectories of the cases without assistance. We also observed that users with assis-
tance perform even better when they have a previous knowledge of the environment. 
Most of the users indicate that location instructions were relatively precise, especially 
when direction instructions were given when they were located in the corners of the 
stations (location in a corner is of interest as this represents the case of a user entering 
in a Metrobus station). In some cases, the instructions were not precise and rather 
approximations. In this case, the system requires a second request to give a more pre-
cise instruction. 

Overall, the main functionalities of our experimental setup can be summarized as 
follows:  

• The mobile assistant locates exit(s) in appropriate form in most of the cases. 
The errors are mainly caused by the imprecision of the GPS and compass  
device.  

• The system identifies at what direction are located the boarding gates (left, 
right, front or back) with a small error of direction according to 50 samples 
made by blind and visually-impaired people in the development and experi-
ment process.  

• Browsing audible menus have been considered as easy and the audio under-
standable, according to the group blind and visually-impaired users that have 
tested the system. Navigation keys (key # 5 to accept; key # 2 to up option # 
8 to down option) are easy to locate (cell phones have a mark on the key 
number 5 to facilitate manipulations). 

• The system identifies the station inside and outside it about 20 meters 
around. This limitation is due to the characteristics of the compass device 
used in the experiments. 

• At the limits of the station, it appears that direction errors increase. This can 
be solved using additional points of reference with corresponding cardinal 
directions. In other words, at the limits of stations additional control points 
are required to improve the precision of the values obtained from the  
compass device. 

Overall, the user evaluation of the mobile assistant gives them a better sense of secu-
rity and confidence during their behavior, this also contributing to their overall navi-
gation performance. Indeed the mobile assistant developed so far does not provide a 
perfect system as GPS positioning errors can still happen depending on the configura-
tion of the GPS satellites, and as, for example, the traffic conditions of a given station 
can hamper navigation at busy times. Regarding phone consumption, Bluetooth 
communications between the Cell phone and the GPS and compass device hampered 
the battery autonomy by 50% (i.e., 12 to 6 hours), this being still acceptable when 
considering the service delivered to the blind people. Current experiments involve 
development of the whole application concept within an Iphone 4 device integrated 
with a GPS digital compass. 
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5   Conclusion 

Navigation systems have been widely developed other the past few years. Their range 
of applications is still increasing, from indoor to outdoor environments. This is why 
the functionalities of these systems should be not limited to common users, but also 
extended to communities with disabilities. The research presented in this paper intro-
duces an experimental audio-based system that facilitates navigation of blind users in 
the Metrobus of the city of Mexico. The system is based on a cell-phone setup  
extended by a GPS and a compass device. The functionalities developed so far give 
audio-based instructions to locate boarding gates and exits in the Metrobus stations. 
Preliminary experiments are encouraging and show that blind people find the main 
principles of the system developed satisfactory and are worth further developments. 
Overall the approach and the system developed so far provides an audible interface 
for blind people that has been and which is still experimented in the Metrobus system 
of the city of Mexico. The whole system is still under development; several experi-
ments are under progress and applied to other Metrobus lines.  

Further work is planned at the design and implementation levels. For example,  
additional modules to search for routes within the Metrobus system and estimated 
time of travel, closing stations and others considerations can be explored, taking into 
account similar principles, that is, providing audio-based interfaces to blind users. 
Integration of daily and warning information are other directions to explore. We also 
plan to implement our design using novel generations of cell phones in order to im-
prove the integration of the positioning and directional devices into a single one. At 
the implementation level, additional testing is still necessary to implement the ap-
proach to other cell phones, particularly the ones with low processor power. The 
whole approach can be applied to other environments, either outdoors or indoors, 
such as bus systems and subways. Overall, exploiting the capabilities that cell phone 
applications offer it can be possible to expand the telecommunications market cover-
ing a population somewhat marginalized as are the blind persons, and this considering  
social aspects and not only market profits.  
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Abstract. Improving the efficiency of public and private transportation systems 
is paramount to reduce pollution and improve quality of life. GIS and other IT 
solutions can support Sustainable Mobility in various ways, such as suggesting 
the most suited mean of transport for a given context, or optimizing the occu-
pancy rate of vehicles by recommending other passengers interested in sharing 
a ride. In this paper we present a technological demonstrator for a Cloud com-
puting-based platform, suited at favoring Sustainable Mobility. In particular, the 
proposed system helps users in choosing the most environmentally friendly 
transport solution, matching his/her needs, preferences, and actual location. 
From a technological point of view, the proposed platform takes advantage of 
the Cloud infrastructure, resulting in a Software plus Services solution. This 
choice is motivated to offer high reliability and to easily scale up as the number 
of users increase. Many different channels can be exploited to access the ser-
vice, namely a Rich Internet Application, a Mobile application, or even a plug-
in for in-car telematics systems, all based on the Microsoft Silverlight technol-
ogy. Moreover, the platform also exploits a (geo)social network to improve the 
users’ confidence in the rides arranged with other passengers. The described 
platform won the 2010 Italian finals for the Microsoft Imagine Cup student’s 
contest. 

Keywords: Sustainable Mobility, Telematics, LBS, GeoSocial Networks, XPS. 

1   Introduction 

According to the International Energy Agency, the global emissions of carbon dioxide 
(CO2) released by the processes of fossil fuel combustion was 30 billion metric tons 
in 2007, with an increase of 3.2% on 2006 [4]. Among these, 23% of the CO2 emis-
sions refer to the transport sector that is also the main cause of oil dependency world-
wide (59% of total oil consumption [4]). Clearly some countermeasures should be 
undertaken to reduce CO2 emissions, as highlighted also by the United Nations within 
the “8 Millennium Development Goals” [16]. 

In this direction, the concept of Sustainable Mobility has been introduced to refer 
to any mean of transport with low impact on the environment. The most common 
types of Sustainable Mobility are Bike- and Car-sharing, i.e. rental from a shared  
fleet of bikes or cars respectively, public transport, and carpooling. In particular the  
latter is one of the most simple and effective enhancements that can be done on  
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environmentally friendly transport solutions. Indeed, carpool means improving the 
vehicles occupancy rate, that was only 1.06 persons per car in 2005 [15]. The ration-
ale for the carpooling is that, if some travellers have similar departure and destination 
points, they could share vehicles, with significant benefits for themselves (reduced 
trip costs and stress) and for the environmental wellbeing (reduced number of cars on 
the road and of pollutant emissions). 

More broadly, Sustainable Mobility can provide benefits in terms of: 

• Reducing environmental impact, 
• Decrease in traffic, 
• Reducing moving costs, 
• Promoting social relationships, 
• Reducing stress due to driving. 

However, despite many efforts and initiatives, to date the most of IT solutions to 
support Sustainable Mobility have reached only a partial success. Motivations are 
both technological and social. The challenging part with carpooling is to define a 
mechanism suitable to coordinate “on-the-fly” ride offerings and requests, based on 
users’ positions [8] and preferences. A lot of web portals are arising, providing basic 
features such as the possibility to ask for a ride in a given date/time, but to date many 
appealing concepts, like using location awareness thanks to the GPS sensors in the 
smartphones, are not adequately exploited for improving the service. Among other 
technological motivations for the lack of diffusion, it is worth recalling that: 

1. The long term scheduling of carpooling has been proven to be a NP-
complete problem [9]. Some heuristics have been defined for constrained 
versions of the problem [1], but in any case if the community of users be-
comes wider, there are significant computational issues.  

2. Data fusion among different data sources of the various means of trans-
port may be challenging. 

3. A platform working only on the internet will be very limited [15], being 
able to serve in real-time only a fraction of potential carpoolers. Integra-
tion within automotive on-board telematics systems could highly improve 
the diffusion of the service. 

Also the social challenges are far from trivial, especially when dealing with  
internet-based solutions for car-pooling and -sharing. Among these, there is: 

1. Lack of security for participants [8]. Sharing the car with unknown  
participants may discourage people to use these systems. 

2. Participants may highly vary in terms of cultural, educational and  
financial backgrounds. People with very different profiles may feel un-
comfortable together in a ride arranged only based on their location and 
trip details.  

3. Lack of reliability for pre-arranged rides. Often those systems leave to the 
passengers the task to arrange the ride. So they do not provide location-
based features to check if a ride is on time, or if there are any problems. 
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In this paper we describe the technological demonstrator we developed for a platform 
to face the Sustainable Mobility problem. The innovative idea of the proposal, named 
Lift4U1, is to coherently integrate within a Cloud-based architecture (to overcome the 
computational issues), a wide set of sustainable means of transport (to increase the 
number of suggested solutions) with typical social network concepts (to overcome 
part of the social challenges). Finally, these services are accessible thanks to three 
different types of clients (desktop-based, mobile, and in-car telematics), with the goal 
to improve the capillarity of the information distribution and the quality of the pro-
vided location-based services. The back-end of the described platform has developed 
upon the Microsoft Azure solution, while the clients exploit the Microsoft Silverlight 
technology. 

The paper is organized as follows. After a section presenting related work, the 
ideas behind the proposed approach are described in Section 3. Then, in Section 4, an 
overview of the employed technologies is provided, while in Section 5 the multichan-
nel clients are described. Some final remarks and conclusion are also presented. 

2   Related Work 

In the literature (and on the market) there are many proposals and solutions falling in 
the domain of the Sustainable Mobility, but at the best of our knowledge, none of 
them is able to provide the set of services we are proposing. 

Most of the existing works are vertical, addressing only one mean of transport 
(e.g.: compare different airfares or car rental rates) or a specific category of intended 
users with a repetitive transport pattern (e.g.: commuters, employees, students, etc… 
[8]). Among them, it is worth citing the online community of NuRide [12], where 
users earn rewards from sponsors as they use the system to arrange rides. Other re-
markable proposals are eRideShare [4], and the Italian Highway agency proposal [1]. 
In any case, in our opinion an IT solution limited to a single mean of transport has 
two main drawbacks: 

1) User is not able to effectively compare various transportation solutions and 
choose the most suitable for his/her aims.  

2) User is not made aware of the existence of other Sustainable Mobility solu-
tions, other the one supported by the specific solution. 

About carpooling, there are various works addressing the problem from an algo-
rithmic point of view. These works mainly aim at optimizing the selection of passen-
gers and the route for their pick up. For instance, in [17] authors propose an optimiza-
tion algorithm to reduce the idle time for carpoolers, while minimizing the number of 
vehicles on the road. However these works do not consider the social issues previ-
ously described. 

                                                           
1 Lift4U was the winning proposal at the 2010 Italian finals of the Microsoft Imagine Cup 

student’s contest [9]. Further details can be found, in Italian, at the site: 
http://www.lift4ucarpooling.com/ 
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On the other hand, integration between carpooling and social networks in provided 
in TravelRole [12], but this solution does not exploit location-based services, neither 
provides support for mobile users.  

Other interesting approaches are those presented in the domain of the Intelligent 
Transportation Systems, such as in [19]. However, to the best of our knowledge, none 
of these solutions tries to merge social network benefits with smarter route plannings. 

Finally, many carmakers are moving toward Sustainable Mobility solutions, such 
as the Daimler car2gether system [4], but they handle only car sharing/pooling, and 
often are limited to small geographical areas. 

3   Lift4U: The Proposed Platform 

In this section we will describe the platform we are proposing, named Lift4U, in terms 
of provided services and features, while technical details are provided in the next one. 

3.1   The Features Offered by Lift4U 

As described in the previous section, nowadays there are available on the web several 
utilities to support users in arranging a trip. Nevertheless, usually these applications 
deal with a single modal choice. The result is that, in order to find out, compare, and 
choose the most viable plan, user has to spend a lot of time, gathering fragmentary 
information and then “squeeze out” the solution. Thus, in our opinion, to date there is 
a critical lack of centralized software applications able to compare various transporta-
tion solutions and propose the one that will fit better some given user’s needs and 
location.  

To overcome some of these issues, we propose Lift4U, a web-based platform to 
support users in arranging environmentally sustainable trips that best fit their profiles, 
by checking and comparing different transportation modalities.  

The innovative idea is the provision of an integrated platform that embraces many 
modal choices with a low environmental impact, such as carpooling, car sharing, bike 
sharing, walking, mass transit, and taxi sharing, and is able to compute the ecological 
and economic impact of each solution. In particular, once departure and destination 
points have been specified, Lift4U gives as output a set of mobility solutions among 
those fitting user preferences, each one with estimated costs, commuting time and 
CO2 emissions. Moreover, Lift4U is able to arrange carpools, where passengers are 
chosen taking into account also social networks, in order to mitigate social issues. 

Many different channels can be adopted to access the platform, namely a web 
browser, a smartphone, or an in-car telematics system. Each one has its peculiarities, 
allowing to exploit a different range of services. For instance, a GPS-equipped smart-
phone will be useful to provision a real-time, location-based transportation solution, 
while a web browser will support user in specifying his/her preferences in a more 
usable fashion.  

A high-level conceptual schema of the proposed platform is depicted in Figure 1. In 
particular, to get information about non-private transport solutions, the platform is able 
to interact with a set of as for the external data sources. The most of GIS services are 
handled by an external map service (in our case the combination of Microsoft Bing 
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Maps and MapPoint), while many different external social networks are involved to get 
information about users’ connections. The platform has three main modules running on 
the Cloud, namely a handler able to dispatch requests and to compute the different 
solutions (the Sustainable Mobility Module), a GIS Module to limit the interaction 
towards the external data sources to only those geographically involved in a given trip, 
and finally a Carpool Module to arrange the pools of passengers. A remote database is 
used to store some information about users, while a set of different intended clients is 
made available to improve the spreading of the platform. 

 

Fig. 1. Conceptual Schema of the Lift4U Platform 

3.1.1   The GeoSocial Network 
To date the spreading of car sharing and pooling is limited by some social issues. 
Probably the biggest one is the lack of trust in unknown people that could share a ride. 

A key point of the Lift4U proposal to address this issue is to take leverage on the 
concept of “community” composed by its users. Indeed, in our opinion, exploiting the 
social links that will form in a community among users is fundamental to increase 
confidence in other users, by means of:  

1. A friendship mechanism, where friends, or friends of friends, are preferred in 
the arrangement of a carpool or other mobility solutions that involve the 
sharing of a vehicle with other people; 

2. A feedback mechanism, such as the one included in eBay, gauging the be-
havior of a user in past rides. Indeed, at the end of each trip, passengers can 
rate each other, and in case add also comments that will be valuable for fu-
ture carpoolers. This concept holds also for other services, such as public 
transport, car sharing or bike-sharing, where users can leave ratings and 
comments on their satisfaction. 
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Since to date there are available on the web many global-coverage social networks 
with a huge number of users (Facebook for example has more than 400 million users), 
it makes no sense to define from the scratch a new community for our platform. 
Rather, we based the Lift4U community onto other very diffused social networks, to 
highly increase the potential catchment area of the platform and disseminate the bene-
fits of sustainable mobility. Indeed, Lift4U can be connected to other social networks, 
such as Facebook, Twitter or MSN Live, to access users’ profile information. As a 
consequence, in our case we can talk of a GeoSocial Network, since we take into 
account not only the user profile and preferences, but also his/her actual location, to 
provide more tailored, location-based services, described in the following. 

3.1.2   The Location-Based Services 
The platform can be exploited through two main different channels: 

1. A Rich Internet Application, declined for both a nomadic or a stationary us-
ers, or 

2. A web service, intended for any enterprise or public institution willing to 
provide sustainable mobility solutions within its own web portal. 

Since both these solutions are based on a Cloud infrastructure, to overcome some 
computational issues, and to scale accordingly to the number of users, we can talk of a 
Rich Cloud Application (or RCA), and of a Software-as-a-Service (or SaaS). Details 
on these paradigms are provided in Section 4. 

Focusing on the Rich Internet Application, to date it has been implemented in two 
different versions, namely a standard desktop application, and a lighter mobile solu-
tion, able to exploit the positioning sensors of newer mobile phones, to provide Loca-
tion-based services.  

The mobile client offers new interesting scenarios, leading to a conceptual shift 
from the old travel planning to a newer real-time dynamic arrangement of sustainable 
solution, optimizing users’ mobility, by knowing his/her position and preferences. 
Indeed, in the case the transport solution is the carpool, the platform will automati-
cally find “compatible” people, form both the spatial and the profile points of view. 
Once a user advices him/herself as a driver, he/she specifies the departure and desti-
nation points, the number of available seats, and a maximum allowed distance of 
detour to pick-up other passengers. Then, the platform creates an area of interest (or a 
tunnel) around the original route, and checks the list of waiting passengers, looking 
for all the departure and arrivals points falling within this tunnel. This allows identify-
ing not only the passengers making the same trip, but also those who share only a part 
of the journey. Once all the involved people have agreed on the arranged trip, the 
mobile clients of the passengers will be notified of the carpool position, alerting their 
owners for the estimated pick-up time or for delays. 

These Location-based services exploit the Hybrid Positioning Systems (XPS) tech-
nology that complements satellite navigation systems, such as the GPS, with Local 
Positioning Systems (LPS), exploiting other technologies to understand user position. 
In our case, we used a lookup mechanism on the IP of the client to infer its location. 
The combination of these technologies helps us in overcoming the limitations of  
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common Assisted-GPS (A-GPS), limiting the “urban canyon effect” between tall 
buildings, and working also indoors with an acceptable precision in the calculation of 
position. 

In the future we envision a third version of the client (which is under develop-
ment), intended as a plug-in to be installed in Automotive Telematics Devices 
equipped with Microsoft Auto. In this way, a driver interested in creating a carpool 
could post the availability of seats on the Lift4U platform in a straightforward way, 
since some information are automatically inferred by the vehicle and in-car navigator 
status. 

4   Technological Details on Lift4U 

In this section we present the technological details underlying our proposal. In par-
ticular, we’ll start by describing the employed architecture, and then we’ll show some 
of the web and mobile user interfaces we have developed. 

4.1   The Lift4U Architecture 

The main design criteria we adopted in the definition of the Lift4U architecture were 
to get an agile application infrastructure able to: 

1. Easily integrate newer sustainable solutions, as soon as they become avail-
able. 

2. Scale up as the number of users increments. 
3. Be reliable and highly available. 

These non-functional requirements, together with the heavy computational needs of 
Lift4U’s adaptive route matching algorithms, motivated us to implement the back-end 
on a Cloud Computing infrastructure.  

Cloud Computing has been defined as “[…] a model for enabling convenient, on-
demand network access to a shared pool of configurable resource (e.g. networks, 
servers, storage, applications and services) that can be rapidly provisioned and re-
leased with minimal management effort or service provider interaction” [15]. Indeed, 
outsourcing IT commodities to a Cloud Computing provider brings many benefits. 
Among them, there is a higher availability, due to the high redundancy of computa-
tional power in the data centers, and an excellent scalability (the Cloud is usually 
based on a pay-per-use concept, where additional computational resources can be 
allocated on demand). Also from an ecological point of view, the Cloud solution can 
bring many benefits, since with this paradigm, different enterprises share computing 
power as well as data storage, with a drastic improvement of energy efficiency.  

As for the Lift4U back-end, we exploited Microsoft Azure technology, that is a 
Platform-as-a-Service (PaaS) [15], providing a distributed operating system (mainly 
based on Windows 2008 Server) useful to develop custom Software-as-a-Service 
(SaaS) [15] on top. On the other hand, the necessity to provide Location Based Ser-
vices, obtained by means of the Hybrid Positioning System (XPS), and in general an 
appealing user experience, requires that some logic runs on the client devices.  
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The Software plus Services (S+S) paradigm [15] meet these architectural needs, 
since it combines the appealing features of the server-side SaaS model with the ad-
vantages of software running on clients. Indeed, S+S can be considered as one of the 
most advanced architectural patterns, where the back-end is implemented by a Service 
Oriented Architecture (SOA) running in the Cloud to offer scalable computational 
power, and front-end is provided by a Rich Internet Application (RIA) [1], able to 
fully exploit the potentialities of newer client devices, such as positioning sensors, 
accelerometers, and so on. 

When dealing with the Microsoft technology stack, an S+S system is known as 
Rich Cloud Application (RCA), where basically the back-end is based on Microsoft 
Azure, and the front-end on Silverlight, as shown in Figure 2. 

 

Fig. 2. The Rich Cloud Application framework, as proposed by Microsoft 

As for the clients, they are based on the Microsoft Silverlight technology, which is 
a development platform proposed by Microsoft to offer interactive user experience. 
Among the features offered by this technology, one of the most appealing for our 
goals is the possibility to run Silverlight interface on Web, desktop, embedded, auto-
motive and mobile applications, with a reduced effort due to the porting between 
these different platforms. 

4.2   Integration with External Services 

The integration with the external data sources, providing information on public trans-
port was a challenging part. The main problem is that to date, to the best of our 
knowledge, there is no widely diffused standard to specify and exchange public trans-
port information, such as timetables, status, and so on. In this direction, the definition 
of a new interchange standard could be of great utility to improve Sustainable  
Mobility. 

Our solution to tackle this problem was the adoption of the Adapter Design Pattern 
[6], which allowed us to specify our own interface for the specification of public 
transport information. Then, we had to implement a wrapper for each available web 
service we found, to convert its actual signature into our defined interchange inter-
face. An example is provided in Figure 3, where different web services providing car 
sharing facilities have been “adapted” to our own defined ICarSharing interface.   
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Fig. 3. Example of application of the Adapter design pattern 

Moreover, for each provider, we keep track of the area covered by the service. For 
instance, we store the information that a specific bike-sharing service BS1covers the 
urban area of Rome, while BS2 the area of Milan. This is a crucial information to 
reduce the number of providers to involve in computing a solution. 

We acted in a similar way also to integrate other social networks that offer an API 
and allow communications over a REST XML interface, such as Facebook, Twitter or 
MSN Live. As an example, the integration with Facebook allows users to post on 
their walls, as well as to import profile information.  

It is worth noting that thanks to the integration with other social networks, only ap-
plication-dependent user information, such as preferences, feedbacks, comments, 
etc…, are stored in our database, based on Microsoft SQL Azure. In this way we keep 
track of a very small amount of information per user, leaving the most of his/her pro-
file onto the main social networks’ infrastructures. The traceability of a profile is 
handled by means of OpenID [13], a decentralized standard with over one billion 
enabled user accounts and over 50,000 websites accepting it. In this way a user does 
not need to create and maintain multiple credentials, and in the meantime it is acceler-
ated the SignUp process. This brings also the advantage that a user’s password is not 
stored in our platform.  

Finally, the geospatial and route mapping services are orchestrated with the REST 
(Representational State Transfer) paradigm, described by WSDL 2.0 (Web Services 
Description Language). In the developed platform, we used the BingMaps and the 
MapPoint Web Services provided by Microsoft to manage the geographical informa-
tion, to get information about route directions and route mapping, and to render maps 
onto the web clients.  

4.3   How the System Works 

In the following we will describe the two main scenarios of usage of our system, i.e. 
when the solution is based on public transport solutions, or when a carpool is  
arranged. These two different strategies require involving different modules and 3rd 
party services. 
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In Figure 4 there is depicted a simplified schema showing the modules involved in 
a trip based only on external mobility solutions. The process is triggered by the user, 
that specifies his/her departure and destination points though a client. This textual 
information is georeferred by querying an external map service provider, such as 
BingMaps. Thanks to this spatial information, the GIS module can discard all the 
external service providers whose coverage area is too far from the requested locations. 

Then, each potential service is queried, to retrieve plausible transport solutions, 
which are merged and forwarded to the geospatial mapping service, now responsible 
to render them onto a map. Then, a ranking mechanism, based on user’s profile, eco-
logical and cost factors is applied to put in the highest positions the solutions that 
should best fit user preferences. Finally the core module will transmit the set of solu-
tions to client that requested the service. 

 

Fig. 4. Involved Modules with external mobility data sources 

When dealing with carpooling, the schema is slightly different. Rather than query-
ing external data sources, the platform looks for all the users waiting for a pick-up, 
whose path falls within the “tunnel” computed around the carpool driver’s route. 
Then, a ranking mechanism promotes passengers that are in the driver’s network of 
contacts, or those whose profile is most similar to the driver’s one. Once the ride is 
arranged, information about status, pick-up time and location, and others are broad-
casted to all the involved passenger clients. 
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5   The Multichannel Clients 

In this section we will present the web and the mobile interfaces we developed for the 
Lift4U platform. We’ll adopt a scenario-based description to describe the interfaces, 
showing a real example of use. User Bob lives in Milan and needs to travel to Warsaw 
for a business trip in a given date. Bob accesses the Lift4U website and inserts his 
credentials in a login page. Once recognized, he can specify his source and destination 
addresses, through the page shown in Figure 5. 

 

Fig. 5. The web page to specify departure and destination addresses 

As described before, different sustainable means of transport will be considered by 
the system. As a first step, the system queries the map service, to get a total distance 
of the trip. This information is useful to prune some commuting modalities. For in-
stance, since the distance between Milan and Warsaw is about 1,000 miles, of course 
walking and bike sharing are not considered. In particular, for such a long distance, 
only carpooling is proposed, as shown by the dialog in Figure 6. 

 

Fig. 6. Selection of the mean of transport 

Once selected carpooling, Bob specifies he agrees to drive a carpool. In order to 
better match user’s convenience, the system asks the maximum distance in miles Bob 
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is willing to spend for “pick-up” detours, the number of available seats, an estimated 
starting period, and the type of vehicle fueling, to compute the trip costs and CO2 
emissions (Figure 7). 

 

Fig. 7. Selection of the Date and maximum allowed detour 

Once gathered all these information, Lift4U starts searching available traveling 
companions in the “tunnel” whose size is given by the defined maximum distance of 
detour. This is the most computationally expensive part of the process, achieved in the 
Cloud, by querying the Bing Maps route calculation service. Companions are 
searched initially in the Bob’s network of friends. If no match is found, other potential 
passengers are identified, ranked by similarity between profiles. At the end of this 
step, Bob can browse the list of potential passengers on that route (Figure 8).  

 

Fig. 8. Selection of passengers, and trip details 

Bob can check their details, feedbacks and comments left by previous carpoolers 
who have already traveled with these users (Figure 9). Once he feels confident about 
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the reliability of a passenger, Bob can add him/her to the carpool. The system updates 
the trip preview on the map, with the driving directions and the travel cost per head, 
to reach Bob’s destination. 

 

Fig. 9. Details on a potential carpooler 

Then, the final route is previewed, its length with detours and cost effectiveness are 
displayed, and Bob can check the travel savings and the statistics about CO2 reduction 
thanks to car-pooling, as shown in Figure 10 (left).  

      

Fig. 10. The report page, showing costs and CO2 emissions (left) and the Mobile Interface 
(right) 

Alan and other selected passengers will receive a notification via the channel they 
have specified in their preferences, namely a text message, an e-mail, or an alert when 
activating the Lift4U mobile client. This latter case is shown in Figure 10 (right),  
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where Alan receives a notification on his mobile device that he has been chosen by 
Bob for the Milan-Warsaw trip. Of course also Alan is free to confirm or reject the 
trip plan, viewing Bob’s feedbacks and comments. 

6   Conclusions 

Reducing the ecological footprint due to transportation is one of the key goals to cut 
the emissions of greenhouse gases. Information science can heavily support this task, 
by suggesting to the users “smarter” mobility solutions among the various means of 
transportation.  

In this paper we have described a new platform we developed, that tries to over-
come the limitations of current sustainable mobility solutions, by coherently integrat-
ing a wide range of new technologies. Among them, the Microsoft Azure platform 
allowed us to develop a Cloud-based back-end, where the computation of route  
arrangements can be done exploiting the massive elaboration power of the Cloud 
infrastructure. As for the services, given a user’s departure and destination addresses, 
together with other preferences, the proposed framework computes the transport solu-
tion with the lowest ecological footprint, considering various mobility alternatives, 
namely carpooling, car sharing, bike sharing, walking, mass transit, and taxi sharing.  

As for carpooling, the use of a Geosocial network is included, in order to overcome 
some social issues that can arise when sharing a trip with unknown people. Indeed, 
the system tries to match users’ profiles and preferences when combining a ride, tak-
ing into account locations and social links among users. The current location of the 
participants, obtained through Hybrid Positioning System, is taken into account to 
improve the affordability of the proposed arrangement. 

Many other issues have to be still considered. For instance, as any community-
based solution, there are strong issues about the privacy of the information, especially 
when dealing with tracking user movements. Moreover, to date the use of the Cloud 
helped us in overcoming problems in computing the most suited arrangement for 
carpooling, but newer heuristics should be defined, mixing coherently spatial and 
profile information to reduce the required computational resources. Finally, an on-the-
field evaluation of the usability of the user interfaces will be shortly undertaken. 
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Abstract. Mobile devices are a promising platform for content delivery
considering the (i) variety of attached sensors, (ii) widespread availabil-
ity of wireless networks, (iii) even increasing screen estate and hardware
specs. What has been missing so far is the adequate coupling of content
to those devices and their users’ actions. This is especially apparent in
the area of Location-based Services (LBS), which, with few exceptions
(e.g., navigation), have not fulfilled their predicted commercial success in
mobile environments due to the following reasons: (i) content in typical
LBS applications is still narrow and static, (ii) available methods and
interfaces in mobile handsets for the discovery of available content are
at best cumbersome (e.g., keyword-type search), and (iii) existing struc-
tured content available in LBS applications is hard to reuse. In this work,
we propose the concept of task computing to complement and extend
LBS as a means to enable the intuitive and efficient re-purpose, discov-
ery, and delivery of rich content according to the user’s needs. Further,
we establish the theoretical foundations of task computing and its appli-
cation in the LBS domain. We also present a fully functional prototype
iPhone application structured around the concept of task computing.

Keywords: task computing, location-based services, ontologies, ebooks.

1 Introduction

Location-based services have emerged a few years ago to allow end-users to
obtain information based on some location, usually the position of the user.
Such services, for instance mechanisms to answer a query such as “Where is
the nearest subway station?” or “What are the exhibitions in the city today?”
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are currently receiving a great deal of interest. They manipulate the common
aspects of location and time but also more complex notions such as the profile
of a user.

General LBSs for mobile users are either extremely narrow and static in their
content offerings, or address the needs of business users (e.g., fleet management).
However, within the past few years, certain important arrivals of LBSs for every-
day, casual users have emerged. These products and services focus either (i) on
expanding the reach of geospatial information, or (ii) on coupling social network
activities on a geospatial domain.

In particular, a class of services adequately represented by Google Maps and
Google Earth for mobile devices, focuses on the simple task of delivering standard
geospatial products (such as maps), along with “free text”-based search for web
content. Other similar services come from Microsoft Bing Maps, Nokia Ovi Maps
and so on. Though truly fascinating upon their arrival, these services have not
changed the way users discover and consume content. Discovery still requires
the users input from a hardware or on-screen keyboard. At best, a catalogue of
available content is presented to the user, according to her search parameters and
location. So the basic paradigm of how users manipulate geospatial information
has not been altered. Rather, it has been poorly ported to mobile devices, simply
by re-purposing available interface and information retrieval concepts for smaller
screens. For example, a simple query for desktop-based users, such as “Is there
a nice restaurant within 1km from location X that costs less than 10 euro per
person?” requires several searches, and the gradual filtering/refinement of web
content from several sources (e.g., maps, guides, blogs, portals, social networks,
etc.). Obviously, a mobile user does not have the time, nor adequate hardware
resources to perform this search.

The second class of products and services focuses on overlaying a geospatial
mantle upon social networks and interactions. Users can annotate content with
location attributes, whether it concerns their own interaction (e.g., geo-tag pro-
file messages) or points of interest (e.g., leave a restaurant review). Such services
include Facebook, Twitter, Yelp, Foursquare, Layar, and Google Buzz. They
have also been embraced by the users with great interest, but they still remain
a shallow means for general geospatial content discovery and delivery. While
users can see where their friends are, read and submit reviews on POIs, etc., the
prevalent paradigm we discussed earlier is kept intact. Moreover, these services
highlight the problem even further, since they essentially comprise isolated is-
lands of geospatial knowledge. For example, unless one has a Facebook account,
she cannot search through the available content.

Stemming from the previous observations, we introduce the principles of
task computing as a viable alternative to the problems we described. The con-
tributions of this work include the theoretical foundation of task computing
in mobile environments as well as the development of a complete framework
containing all the necessary tools, libraries, and APIs to provide modularity
and simple integration with existing solutions. Before continuing, we emphasize
that our approach is orthogonal to more traditional tourism applications which
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recommend sites based on people profiles (with a recommendation system that
can be more or less elaborate, see for instance [12]). In addition, it complements
previous works based on the notion of task computing in that it addresses the
problem of delivering rich fine-grained content to the users. In a nutshell, the
main focus of our work is the dynamic discovery, delivery, and presentation of
rich and personalized content to mobile users based on the tasks they want to
perform.

The remaining document is organized as follows. Section 2 describes the con-
cepts of task computing. Section 3 presents the principles of our approach and
the overall architecture of the implemented infrastructure. Section 4 presents the
proof of concept through the TALOS1 prototype. We conclude in Section 5 with
directions for future work.

2 Task Computing

It is a common sense that users organize their everyday lives around solving prob-
lems (tasks) and thus both services and content should be structured around
tasks in order for them to be easily discovered and assimilated. This idea is
strongly encouraged by the enlightening evaluation of NTT DoCoMo’s task-
based approach [18]. It is shown that the percentage of users reached the appro-
priate services by employing a keyword-type search through their handsets was
no greater than 16%, whereas in the existence of a task-oriented search interface
the corresponding percentage grew up to about 63%. According to the same test,
it is also astonishing that 50% of the latter (one out of two) reached the services
within five minutes, compared to just 10% (one out of ten) of the keyword-type
search users.

Task computing [13,15,14] is a relatively novel concept in regards to the
design, implementation, and operation of computing environments, aiming to
fill in the gap between tasks (i.e., what users want to do) and services (i.e.,
functionalities available to the user). In contrast to the current traditional com-
puting paradigm, task-oriented computing environments are ideal for non-expert
users, since they provide access to useful information in a goal-centric manner,
requiring minimal user adaptation to the particularities of the user interface and
device characteristics. Furthermore, task computing is ideal for pervasive and
ubiquitous environments, i.e., computing applications aiming to help users in
accomplishing their daily goals. In such environments, users expose high de-
mands for minimal interaction and show limited tolerance to ineffectual content.
The organization of content and services around tasks offered in this discipline,
has the potential to greatly improve the computing experience, since users re-
ceive timely and accurate information for the exact task in hand.

As mentioned in the previous, although the research in this area is still in its
early stages, there are systems and prototype applications which demonstrate
persuasive evidence about the importance and benefits of task computing. Be-
sides the system developed by NTT DoCoMo labs which includes (i) a knowledge
1 http://www.talos.cti.gr/
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base of tasks that a mobile user performs in daily life, and (ii) a database of
services that can be used to accomplish these tasks, another important work in
this field is the Task Computing Environment (TCE) [20], a service discovery and
composition framework for pervasive computing environments. TCE can reduce
the cost of performing a task by displaying the tasks that could be performed
by executing pervasive services located around the user.

2.1 Ontologies in a Task-Oriented Environment

Precondition for providing automated task-based services is the formal descrip-
tion of the potential tasks. This procedure amounts to the construction of a
task model or, in other words, a so-called task ontology. Up to now, task ontolo-
gies have been used in various fields ranging from Artificial Intelligence [25,26]
and Expert Systems [17] to Geographical Information Systems [23,9,10] and UI
Modeling [22]. In general, the reason for their popularity lies in that they pro-
vide a flexible way for representing problem solving procedures, mainly because
they facilitate sharing and reuse of knowledge along with automated reasoning
capabilities [27].

Fig. 1. Task Hierarchy Example

In the context of the Semantic Web [8], the definition of ontology could be
that it is “a formal specification of a conceptualization”. Each ontology of the
Semantic Web consists of two parts: (i) a vocabulary (intentional knowledge)
that consists of concepts (classes) and relationships (properties or roles), and
(ii) additional knowledge (instantiation) consisting of individuals, class and prop-
erty assertions. A class assertion denotes that a specific individual belongs to a
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class, while a property assertion assigns a pair of individuals to a specific prop-
erty. Ontologies in this context are used to provide order for a set of concepts
and thus they are also referred to as domain ontologies.

Similarly, task ontology is a term referring to a formal model of tasks. Accord-
ing to the domain of interest, a task may represent a software procedure (e.g.,
“Sort an array of integers”), a business process (e.g., “Review the proposals”)
or even a simple human activity (e.g., “Cook food”). In our scenario, each task
ontology includes the specification of the task attributes and parameters (e.g.,
name, input, necessary and/or sufficient conditions for accomplishing a task)
and the definition of the relations between different tasks, such as subsumption
and temporal ordering.

Intuitively, building a task ontology in our case amounts to modeling what
the user of a mobile handset may want to do, e.g. “Go to the Theater”, “Visit
a Museum” or “Eat at a Restaurant”. The basic feature of such an ontology is
that complex tasks like those mentioned before are broken, following a natural
human-like thought process, into simpler subtasks as shown in Fig. 1. Here, the
hierarchy defined in the task ontology serves as a task-oriented index that is used
for retrieving the appropriate content while guiding users to perform a task.

As shown in Fig. 2, users’ tasks are described in the form of task ontologies
whereas domain and context ontologies contain some of the data needed for
instantiating these tasks, i.e., for capturing specific users activities.

Fig. 2. Ontologies in a task-based service provision system

When defining a task, we may need to refer to one or more domain ontologies
for concepts and definitions that are used to describe inputs, outputs, precondi-
tions of the task and so on. Consider for instance the task “Find a Museum”.
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Here, a necessary list of museums in the area can be generated from the instances
of a respective domain ontology. In general, by exploiting the expressiveness and
flexibility of ontologies, we are able to perform the following:

– Classification of resources: Instead of just providing to the user a list
of museums in the city that may prohibitively grow huge, especially for a
screen of small size, the classification of museums according to their type
can be very useful and time-saving when searching for the appropriate one.

– Reuse of knowledge: Already described knowledge about solving a task
must be accessible for reuse in another task if suitable. Thus, by using
ontology-based techniques, we are able to extract parts of solutions related
to different tasks and combine them in creating solutions for new tasks. A
representative example of this case is the knowledge about transportation
as shown in Fig. 1. In this example, the highlighted group of tasks can be
reused in more than one levels of the task ontology enabling the authors to
easily define multiple “paths” for accessing the same resources depending on
the tasks a user selects to perform.

– Context-aware filtering: The resources for accomplishing a task alter dy-
namically according to the current context, e.g., the user’s location. Thus,
by also modeling context, we are able to use conjunctive query answering
techniques (including both context and structured content) for the efficient
extraction of the most appropriate resources. A similar approach is followed
in [19].

– Access to various data sources: By using the W3C standard languages
for describing ontologies, i.e. the Resource Description Framework (RDF) [3]
and the Web Ontology Language (OWL 2) [5], we can import and process
data from various data sources existing in the web (e.g. DBpedia [1]). This
can be done either in a forward-chaining manner, where data are processed
and stored in the system database offline, or even directly through the mobile
device when the user uses the application. One of the first attempts to store
and efficiently manage voluminous RDF data in a mobile device with limited
capabilities is presented in [24] with very promising results.

– Consistency check: When constructing a task ontology one has to pay
attention not only to the syntax, but also to the semantics of the latter.
The former, i.e. the syntax validation, can be ensured by restricting authors
to construct the ontology through a graphical interface and automatically
interpret the graphical notations into XML. However, regardless the cor-
rect syntax, there may be declarations in the ontology that contradict one
another (e.g. two tasks each one of them requiring the other to have been
performed previously). From our experience, allowing IT-illiterate authors to
arbitrarily define their own task ontologies will definitely result in various log-
ical contradictions or redundancies whose identification requires additional
algorithms.

When faced with a particular type of content one has to be aware that not all
content can be modeled using ontologies. For instance, the travel guide con-
tent that we use in our prototype is in the form of unstructured text. However,



130 J. Liagouris et al.

besides the part of the content, such as the POI-related data (e.g., museums,
parks, etc.), which can be modeled using ontologies, unstructured text that is
stored and retrieved into/from a relational database can still be used in instan-
tiating the tasks of a task ontology. We address this issue in Section 4.3. At this
point we emphasize that, in an ontology-based approach, POIs along with their
properties (e.g., addresses, operating hours, specific features etc.) are regarded as
pieces of well-structured information that is extracted from the overall available
(unstructured) content and modeled using ontologies. This kind of POI-related
information can be either static (extracted from a book) or dynamic material
(retrieved from the web). Context-related information (e.g., date, time, loca-
tion, weather, users profile) can be modeled using context ontologies [11] and,
similarly to the case of POIs, it can be either static (e.g., the users profile) or
dynamic (e.g., the location of the user retrieved on-the-fly).

2.2 Task Modeling

A task reflects what an end-user wants to do in a high-level layer of abstraction,
e.g., “Visit a Museum”. Each task is accompanied by a set of properties (e.g.,
input, output, precondition, etc.) and it is instantiated by (i) context and (ii)
content in order to become an activity. Following the object-oriented program-
ming paradigm, a task can be regarded as a class of activities (instances) that
share common types of attributes. For example, if we assume that the task “Visit
a Museum” has the attributes “Museum” and “Date” defined as inputs, then
it can produce activities like “Visit the Museum of Acropolis on 26/6/10” or
“Visit the Louvre on 28/7/10” and so forth.

Fig. 3. Task Properties
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Definition 1. A Task T is a collection of well-defined attributes (or properties)
Pi. T=Pi.

As shown in Fig. 3, each property Pi of a task is classified under one of the fol-
lowing categories: (i) Non-functional Properties, (ii) Functional Properties, and
(iii) Services. The first includes the metadata of a task (e.g., name, description,
version, etc.) that are useful for the task authors. The second class includes all
parameters taken into account when a task is performed by the user. This class
is divided into two subclasses, (i) Pre-information and (ii) Post-information,
that are described in the following. Finally, each task in a task ontology may be
realized by one or more web services, e.g., the task “Book a Hotel Room” that
is realized by a web service provided at “www.booking.com”. In our prototype,
the URLs of the respective web services are assigned by the author a priori.

Pre-information includes all parameters needed in order for a task to be exe-
cuted successfully. This class breaks down into two disjoint subclasses: (i) Input
and (ii) Precondition. An input stands for a parameter needed to perform a task
and it can be defined as optional. For instance, the task “Find a Restaurant”
may take as alternative inputs the exact location of the user in the form of lon-
gitude and latitude, as long as an abstract location in the form of the city or
the neighbourhood name she is located in. In our model, task inputs can be (i)
context-related parameters, e.g., the user’s location, and (ii) POI-related param-
eters, e.g. the id of the specified mall in the task “Find Shops in the Mall” as
retrieved from the user’s local database (cf. Section 3). Note that, when defining
a task, the author can specify groups of inputs that must be instantiated all
together in order for the task to be performed.

Definition 2. An input I of a task is a class defined along a hierarchy of
concepts that belongs either in a domain or in a context ontology.

On the other hand, a precondition represents conditions on the task inputs that
must hold in order for a task to be performed successfully. Preconditions are
logical expressions applying to (i) context, and (ii) POI-related parameters that
exist in the user’s local database. Regarding the task “Visit an Open Market”,
a representative example of the first case is “Weather = Sunny”. In the second
case, the precondition “Hotel.Rank = 5” (with Hotel defined as an input of the
respective task) can be used in filtering the hotels retrieved from the user’s local
database when looking for a luxurious one. In our prototype, such preconditions
are specified either a priori by the authors or on-the-fly by the end-user in order
to act as an (optional) filter when searching for the most appropriate resources
or services. From the UI perspective, they indicate the existence of a screen
where the user can specify her preferences on the available task inputs and/or
POI attributes.

Definition 3. A precondition PI of a task defines a restriction in the instanti-
ation of a task input.

Post-information includes all parameters that are generated after executing the
task. It breaks down into two disjoint subclasses: (i) Output and (ii) Postcondi-
tion. An output describes information returned after performing a task. Similarly
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to the case of inputs, task outputs are classified under (i) context-related param-
eters, e.g. type of weather produced from the task “Get Weather Forecast” and
(ii) POI-related parameters, e.g. the name and type of a POI that matches the
specified input parameters. The difference with respect to inputs is that a task
can produce as output a piece of content in the form of unstructured text that
is retrieved either from a repository (static) or from the web (dynamic). Note
that an output of a task (except the unstructured content) may be used as in-
put in other tasks of the ontology introducing a dataflow. In our prototype, the
default output of a task is the unstructured content retrieved from the user’s
local database (if available).

Definition 4. An output O of a task is a piece of unstructured text or a class
defined along a hierarchy of concepts that belongs either in a domain or in a
context ontology.

A postcondition represents conditions that must hold after performing a task.
Similarly to preconditions, postconditions are logical expressions applying to
(i) context and (ii) POI-related parameters both defined as outputs of a task.
An example of a postcondition regarding the task “Move to the Park” could be
something like “User.Location = Park.Location” where the “User.Location” is
a context-related parameter referring to the user’s position (defined as output of
the task) while “Park.Location” is the location of the POI, i.e., the specified park,
also defined as an output of the task. From the mobile application perspective,
such a postcondition is useful for recommending tasks to the user and also for
helping the user (re-)organize the schedule of tasks to perform during the trip.

Definition 5. A postcondition PO of a task defines a restriction in the instan-
tiation of a task output.

Before continuing, we point out that each input and output of a task in our proto-
type is instantiated by one of the following modules (cf. Section 3):
(i) the Context Aggregator that manages all context-related attributes, (ii) the
user (through the UI), and (iii) the users local database.

As far as task relations are concerned, we define four kinds of relationships
between tasks: (i) SubTaskOf, (ii) OR, (iii) CHOICE, and (iv) Sequence relation.
The SubTaskOf relation introduces a task hierarchy and denotes that the parent
task is accomplished by accomplishing all of its children in any order. The OR
and CHOICE relations introduce a task hierarchy as well, but in the former case
the parent task is accomplished by at least one of its children, while in the latter
case the parent task is accomplished by exactly one of its children (exclusive
option). Finally, a Sequence relation denotes that a task is performed always
before another one and it is accompanied by at least one parameter passing
(binding) from the first task to the second one. For instance, the tasks “Find
a Hotel” and “Learn about Hotel Facilities” are representative examples of this
case considering that the second task always needs as input the output of the
first one, i.e., the specified hotel. From the application perspective, different types
of relationships between tasks in the ontology layer define different functional
properties of the user interface (display order, redirection etc.).
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3 System Architecture

The architecture of the overall system is illustrated in Fig. 4. The system has a
typical three-tier architecture composed of (i) the Data Sources tier where the
task ontologies and the available content are stored, (ii) the Services tier that
includes all services implementing the business logic, and (iii) various Clients.
In addition, two kinds of tools, the Task Ontology Authoring Tool (cf. Section
4.2) and the Content Authoring Tool (cf. Section 4.3), are provided to serve as a
means to import, edit, and update the data sources. For the ease of presentation,
in the remaining document we address the use case of a (mobile) traveler but
the overall approach can be easily applied to other scenarios as well where task
computing plays a central role.

A Task Author (TA) is responsible for creating the task ontologies based on
the model we described in Section 2.2. By the time a task ontology is created
and uploaded on the server, it is regarded as an Idle Task Ontology (ITO). This
means that the ontology cannot be downloaded and used by the end-users until
content is assigned to its tasks. The latter is performed by the Content Author
(CA). By the time a CA assigns content to the tasks of an ITO, then the task
ontology becomes an Operational Task Ontology (OTO) which means that it can
now be downloaded (along with the assigned content) and used by the end-users.
Obviously, besides the assignment of (structured and unstructured) content to
tasks, the CA is also responsible for the overall management of content (import,
edit, update, geocode etc.).

Fig. 4. System Architecture

The Data Sources tier encompasses (i) the Task Knowledge Base (TKB) and
(ii) the Content Base (CB). TKB keeps all versions of every task ontology. The
main reason we keep all versions of task ontologies in TKB is because, when
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downloading an OTO, the user of the mobile device may decide to include only
a part of the assigned content and not all of it. In such a case, the rest of the
content can be downloaded gradually during the use of the application. Thus,
a downloaded OTO cannot be overwritten in the server until all end-users have
updated their local copies; otherwise, in case the downloaded OTO is out of
date, incompatibility problems may occur. Apart from this, a version history of
the authors work can be very useful when, for some reason, one needs to rollback
to an older version.

All available content is stored in the Content Base. More specifically, CB
includes (i) unstructured content in the form of text, (ii) geo-referenced (struc-
tured) content in the form of POIs and their attributes, and (iii) the ids of
the (operational) tasks to which the content is assigned (Task-based Index ). As
mentioned in the previous sections, POI-related data are described using an
ontological model, hence, they are stored in CB following a variation of the
widely-adopted database representations presented in [21]. As shown in Fig. 4,
the dynamic content retrieved from external sources (e.g., web pages) is accessed
by clients directly.

The Services tier encompasses components for recommending (i) tasks with
respect to a user’s situation as defined in [16] (Task Selector), and (ii) content
from the underlying Content Base using a task selected by the user along with
the user’s situation as parameters (Content Selector). Task and content selec-
tors are used when the user plans her trip (e.g., recommend content targeted
to a backpack traveler), but also during the trip when, for example, an event
occurs and an automatic re-scheduling is needed. However, the recommendation
of tasks can also be done offine by using the context-related task parameters
and preconditions defined in the operational task ontology. For example, in case
the task author has specified a weather precondition for the task “Have a Boat
Tour”, then this precondition will be evaluated using the current situation of
the user and in case there is a weather conflict, the task will be excluded from
the recommended ones. At this point we emphasize that, although the task and
content selectors support the use of content in a pull mode, a Content Filtering
Module is used for notifying the user about just-in-time content updates in the
server (push mode).

Regarding the Clients tier, there are two different clients that use the services
of the system. First, a Content Portal facilitates the pre-selection of content
based on tasks planned by the user (Planning Mode). In this case, the con-
tent can be compiled into a personalized travel guide eBook augmented with
(i) additional information from the web, and (ii) a task-based index. Second,
the content can also be compiled into a database (e.g., an SQLite file) that is
downloaded and used as an offine source of content in the mobile device. In the
latter case, the user’s local database contains a (personalized) portion of the
content stored in the Content Base of the central server that is coupled with
the tasks of the downloaded task ontology. To access this information in a task-
based and situation-dependent manner while traveling (Trip Mode), besides the
actual content and the task-based index, a situation provider component (the
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Context Aggregator) is included in the application. The situation provider uses
various techniques to collect and aggregate context data in a pull-mode or even
anticipate user situations. Context changes are forwarded to the client logic that
calls the services and adapts the task and content recommendations accordingly.

4 The TALOS Prototype

This section describes the TALOS prototype infrastructure. The core objective
in developing the prototype was not only to facilitate the end-user interaction
through an intuitive and easy-to-use interface, but also to make task and content
authoring as easy as possible.

4.1 General Information

The mobile travel guide provides a task-based interface where a mobile user can
select tasks from a predefined task hierarchy and access relevant content. The
Context Aggregator component gathers all data describing the user’s situation,
i.e., the user’s current location, time, weather, and the user’s traveler profile.
Depending on the user’s interaction with the UI, and the current context, content
and tasks are recommended to the user, allowing for personalized information
provision. Apart from accessing information, the user can also use the planning
functionality supported by the mobile guide in order to create a trip schedule.

The available content in our prototype involves static content that consists
of an existing travel guide for Brussels and a piece of geo-referenced content
created by Michael Müller Verlag2, as well as dynamic information from the
web. Dynamic information includes (i) map tiles provided by the OpenStreetMap
project, (ii) scraped information from various web sites concerning POIs (e.g.,
hotel sites), and (iii) information obtained by different web services, e.g., the
Yahoo [6] and Geonames [2] weather services. Data storage on the mobile device
is handled by an SQLite database [4]. A combination of the Apple Core Location
Framework and wireless positioning techniques [7] are utilized in order to capture
the users location (indoors and outdoors) and to offer context-aware content. The
prototype is developed as a stand-alone application for the iPhone.

4.2 Task Authoring

The creation of task ontologies is done within the Task Ontology Authoring Tool
(TOAT). TOAT provides an interactive 2D canvas where the authors can define
the tasks of the ontology along with the relations among them by simply dragging
elements from a palette. The result of this procedure is a Directed Acyclic Graph
(DAG) where each node represents a task, and each edge represents a relation
between two tasks. For the ease of presentation, the underlying task parameters
(if defined according to the task model we described in Section 2.2) are not

2 http://www.michael-mueller-verlag.de/
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visualized in 2D, otherwise the graph would be quite difficult to handle. Instead,
task properties are defined and shown from within a dynamic form shown in the
right part of Fig. 5.

Fig. 5. Task Ontology Authoring Tool

After finishing the authoring procedure, the task author (TA) can get the
XML file of the task ontology by clicking on the respective option in the menu.
Before producing the XML representation of the ontology, TOAT performs a
number of validations to ensure (i) that the file is valid according to a prede-
fined XML Schema and (ii) that the ontology does not contain contradictions
or redundancies. The XML file generated by the editor is stored in the central
task knowledge base (TKB). This XML file defines the structure and the basic
functionality (e.g., inputs, preconditions, dataflow, etc.) of the task-based UI. In
this sense, it serves as an abstract model of the hierarchical user interface. The
approach we follow here is reminiscent of the well-known Model-View-Controller
(MVC) architecture paradigm where the view (what the user interacts with) is
based on a generic model which changes (through the controller) according to (i)
the user’s actions, (ii) the current context, and (iii) the available content. Note
that having a generic model as the basis from which the view is automatically
generated provides us with great flexibility in managing the UIs, because the
user’s application can be easily updated by just changing the respective graph
representations in TOAT.

4.3 Content Authoring

A core objective in the current effort was to make existing rich location-relevant
content, in our case travel guides, readily accessible through the mobile device
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and the task-based interfaces. To do so we (i) linked such content to task meta-
data (task annotation), (ii) geocoded the content to provide a map-based access,
and (iii) added dynamic web content to the mix by using web scraping, i.e., link-
ing content from third-party sources to our content (e.g., linking the current
exhibitions of a museum from the respective web page to the POI information
stored in our content management system). The above tasks require a content
management system, which in our case comprises a relational database (SQL
Server 2008) and an interface.

Geocoding. To geocode the content, we relied on existing web services such
as the Google Maps and Yahoo Maps API, Geonames, and Open- StreetMap
name finder and developed an application wrapper that provides uniform access
to any or all services depending on the user’s needs and licensing restrictions.
Advocating a semi-automatic geocoding approach, a map-based interface is in-
troduced that allows the user (the content author - CA) to update the auto-
matic geocoding results by dragging markers on the map. Fig. 6 shows the map
interface.

Task Metadata. Using a task ontology as input, the content annotation tool
provides a simple means of linking tasks to content. The content as stored in the
content management system is shown in the web interface along with the task
ontology represented in a tree structure. Clicking on a section highlights the sec-
tion and shows a new pop up window with the suggested task hierarchy as a tree
view and a list of already linked tasks with the specific section. After selecting
a portion of the content, tasks are linked by selection to the selected content.

Fig. 6. Geocoding Interface
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Fig. 7. Task Annotation Interface

Multiple selection is supported and the linked tasks are visualized accordingly.
Fig. 7 shows the interface.

Dynamic Web Content. When considering electronic versions of print con-
tent, an important property is the possibility of frequent (and cheap) updates.
To streamline publishing such content, we link third-party web content to our
content base (CB). Examples here are opening hours and changing exhibitions
of museums. Once such a link is established, it is simple to check if the infor-
mation at the remote site has changed. We have developed web scraping tools,
specifically a browser extension that allows one to mark content at a remote site
and so to link dynamic web content to authored content. Fig. 8 showcases the
tool.

4.4 iPhone Interface

The end-user interface of the mobile travel guide includes four different modes,
namely the (a) Activities, (b) eBook, (c) Map, and (d) Diary mode as shown in
Fig. 9. We point out that all these modes are interlinked to one another. Each
one of them provides a different way to access available information and thus it
presents another dimension of it.

The activities mode shows either the predefined task hierarchy or a context-
adapted one. It offers a task-based UI which is generated dynamically, as defined
in the task ontology. A task selection leads the user to appropriate content which
can be a piece of unstructured text or a list of POIs. The map mode offers
a spatial view consisting of a full screen map showing the (geocoded) POIs.
Selecting a POI reveals content and task recommendations.
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Fig. 8. Web Scraping Interface (plugin and web interface)

Fig. 9. iPhone screenshots. (a) Activities Mode: the task-based UI allowing for content
provision and planning (b) EBook Mode: the content view offering structured and
unstructured content (c) Map Mode: the spatial view showing POIs on a full-screen
map (d) Diary Mode: the spatial view showing users plans and memories.

The eBook mode is the content view, where unstructured content, such as
text derived from existing travel guides, and structured content, such as POI
metadata can be read. For each unit of content (which could be a section of
the guide or a POI) relevant tasks and POIs are suggested. Finally, the diary
view offers a temporal view, where the user’s plans and memories are presented.
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The user selects tasks in order to plan her activities and stores bookmarks of all
kinds of available content or personal pictures and notes to create trip memories,
creating in this way a personal trip diary.

5 Conclusion

In this work, we investigated the potentials of dynamic discovery, delivery and
presentation of rich content to mobile users based on the tasks they want to
perform, an approach that leads to Mobile Task Computing. Starting from the
theoretical foundation of the task computing paradigm in mobile environments,
the contributions of this work also include a complete framework containing all
the necessary programming tools, libraries, APIs, and authoring tools to provide
modularity and simple integration with the existing solutions.

The core feature of our approach is an intuitive task model that can be used
to describe the various activities of the end-users. All context-related parameters
(user’s situation) required for the dynamic discovery and personalization of the
available content are integrated with this task model by exploiting the flexibility
of ontological engineering.

Our future research directions in the field focus on collaborative task com-
puting environments where users can share or recommend tasks to others and
also on the combination of task and cloud computing techniques for retrieving
resources and services available in the cloud by utilizing task-related knowledge.
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Abstract. Users often use modified maps on Web pages for acquiring 
information such as sightseeing information and places to go for the first time. 
However, people cannot visualize the appearance of the station exit and the 
surrounding buildings. Therefore, we propose a system for transforming 
modified maps into streaming video based on the features of modified maps. 
Our system performs analysis of the modified maps and transforms them into 
streaming video. In this analysis, the system determines the type of modified 
maps by extracting semantic relations and positional relations among 
geographical objects on them. In this transformation, the system shows the 
streaming video by letting film syntax apply to street view based on the type of 
modified maps. Additionally, we experimented with analyzing the modified 
maps. 

Keywords: modified map, street view, geographical information system. 

1   Introduction 

Users often use modified maps for personal and business travel because the maps are 
simplified to suit a specific purpose. People search for these modified maps on Web 
pages. For instance, when people plan to travel, they might search for tourism-related 
information on the Web and find modified maps showing sightseeing spots. 
Additionally, when people go to a university for the first time, they might search the 
university’s Web page and view the map to find directions. In this way, modified 
maps are used in various situations. 

We define modified maps as maps that express geographical objects for a certain 
purpose. In addition, shapes of buildings and streets on modified maps are more 
deformed and simplified than on general maps such as Google Maps and Bing Maps. 
Besides, modified maps have two features: expressing routes and expressing 
geographical objects. It is possible to classify the modified maps into three types by 
assortment of the features. 

However, we consider that users do not fully understand the geographical 
information, only the modified map, because the modified maps do not include 
geographical information from the general maps. Moreover, users may not be able to 
visualize the appearance of the station exit and surrounding buildings. Therefore, 
users have to confirm street view and search for photographs to acquaint themselves 
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with local appearances. Consequently, we propose a system for transforming the 
modified maps into streaming video using street view. We call this system Cinematic 
Street. We consider that streaming video can provide more geographical information 
and visual information to users than the modified map. Therefore, users will find it 
easier to understand information on the modified map. We explain our scenario as 
follows: Users enter geographical objects’ names as query keywords on a Web search 
engine. The user accesses the Web sites, including the modified maps. Our system 
analyzes the modified map and transforms it into streaming video using street view. 
In this analysis, the system determines method for showing the geographical objects 
of the keywords by analyzing semantic relations and positional relations of the 
modified map. The procedure adopted to implement this method is as follows. 

 - analyzing the modified maps based on contained geographical objects 
 - transforming the modified maps into streaming video using street view 

As in related works about modified maps, users are able to easily create the modified 
maps using Destination Maps of Bing Maps [1]. The generation of modified maps 
such as this service has been studied extensively [11] [18]. Fujii et al. [10] proposed a 
method for the generation of guide maps for mobile devices. They analyzed the 
features of the guide maps and classified the maps as route-type, survey-type, and 
deformation-type maps. They did not analyze the type of modified maps in any of 
these cases, because they focused only on the generation of modified maps. However, 
it is necessary to analyze the type of modified maps to show the streaming video 
based on the type of modified maps. 

Street view is the one of the available tools for expressing information about 
modified maps, because it can display the local geographical information [1] [4] [5] 
[6] [13] [16] [17]. Street view is often used to explore locations by walking and 
describing real space in a virtual space. Further, street view has some other attractive 
services [7] [15]. In this way, street view is an attractive new medium. However, 
street view is not effectively utilized by users. We utilize street view to transform the 
modified map into the streaming video. However, in either case, modified maps are 
only generated and street view remains the content of only street view and general 
maps. We try to think ahead about the future of the modified maps and street view. 

In Section 2, we provide an overview of our approach. In Section 3, we discuss the 
extraction relations among the geographical objects on the modified maps and the 
determination of types of the modified maps. In Section 4, we describe ways to 
employ street view based on the types of modified maps. In Section 5, we discuss our 
experiments. Finally, in Section 6, we conclude the paper and discuss future works. 

2   Our Approach 

2.1   Definition of Geographical Objects 

Here, we define geographical objects as the place names on modified maps, with the 
following attributes: name, position on the map, multiple categories, and a type (path 
or node). For example, Market Street is the geographical object in San Francisco and 
is included in categories such as “Streets in San Francisco, California,” “Shopping 
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districts and streets in the United States,” and “Lincoln Highway.” On the other hand, 
the University of California, Berkeley, is included in categories such as “Educational 
institutions established in 1868,” “National Register of Historic Places in the San 
Francisco Bay Area,” and “California Historical Landmarks.” Our system identifies 
roads, streets, and roadways as paths when geographical objects belong to the 
category including keyword “Street.” Targeted geographical objects such as stations, 
temples and shrines, universities, and institutions, are called nodes. Nodes are 
geographical objects, which exclude paths. In the abovementioned examples, the 
former categories refer to the categories of paths and the latter are examples of nodes. 

These categories are conceptual hierarchies with a DAG (directed acyclic graph) 
structure. We utilize these conceptual hierarchies to extract equivalent relations 
among geographical objects. Concepts with the same hierarchical level have the same 
level of abstraction. In this work, prefectures and municipalities, mountains, and 
rivers are excepted from geographical objects. 

2.2   Outline of Cinematic Street’s Procedures 

Users access Web pages that include modified maps by entering keywords that are 
geographical objects name on a Web search engine. In this regard, our system treats 
only the geographical objects’ name in any keywords. After that, users select the 
modified maps that they want to view as video stream. We explain overall procedure 
of Cinematic Street in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Outline of Cinematic Street 
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A) Analyzing modified maps: The system extracts the geographical objects’ 
name from the modified map. It extracts semantic relations among the 
geographical objects and determines the types of maps using positioning 
relations among them. 

B) Transforming modified maps into streaming video: The system determines 
the styles of showing the streaming video based on the types of modified 
maps. It acquires partly necessary street view points in each type and 
generates the streaming video by connecting each street view. Additionally, it 
expresses the relations among geographical objects by using film syntax. It 
partly generates the streaming video based only on the keywords entered by 
users. 

3   Analysis of Modified Maps 

In this section, we discuss the definitions of the equivalent relations among node 
objects and the extraction of these relations using conceptual hierarchies of node 
objects. In addition, we present the determination of type of modified maps using 
positional relationships among geographical objects. 

3.1   Concept of Analysis of Modified Maps 

We consider that modified maps have the following two features: the feature of 
expressing node objects and the feature of expressing routes. By the former feature, 
the node objects are expressed mainly on the modified maps. Thus, several equivalent 
relations of node objects exist on the modified map. On the other hand, by the latter 
feature, routes are expressed mainly on the modified map. Thus, several node objects 
exist around path objects on the modified map. Therefore, it is necessary to extract the 
equivalent relations of the node objects. Our system determines the map types by 
analysis of the ratio of the equivalent node objects and the ratio of the general node 
objects and paths to confirm the existence or nonexistence of the map features. 

3.2   Extraction of Equivalent Relations among Nodes 

Here, we provide the definition of equivalent relations. Equivalent relations among 
nodes imply that the concepts of the nodes are semantically the same. Thus, when 
there exist nodes at the same hierarchical level that represent the perspective intended 
to be shown by a maker, the relations among these nodes are equivalent relations. 
Therefore, relations among nodes differ for each modified map. We can regard the 
theme of the class of the modified map category as a typical node class on the 
modified map. 

We describe the process of extracting the relations among nodes. We consider that 
even if the same nodes appear on several modified maps, these objects do not always 
have equivalent relations. For example, in the case of Figure 2, “Temple A” and 
“University B” appear on two modified maps. Here, “University B” is an old historic 
piece of architecture. In these maps, equivalent relations of two nodes differ by the 
types of surrounding nodes. In the left modified map, we can assume that the two 
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nodes have equivalent relations because the map shows the positional relations of the 
nodes involving “cultural heritage.” On the other hand, in the right modified map, we 
can assume that the two nodes do not have equivalent relations because the map 
shows positional relations of nodes of “educational institutions.”  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Examples showing that equivalent relations among nodes are different for different 
modified maps 

Consequently, we first extract the typical categories of the modified map. Next, we 
extract the nodes at the same distance from the typical categories as equivalent 
relations. Additionally, there are other relations among nodes, such as landmark 
relations and inclusive relations; however, we focus only on the equivalent relations 
in this paper.  

The specific procedure for extracting the relations among nodes is as follows: 
  

I. The categories to which nodes on a modified map belong are determined, as 
shown in Figure 3. 

II. The weights are added from all descendent nodes (oi∈O) to each category (aj

∈A). The weights of the category (Category (aj)) are determined by each 
distance from descendent nodes, which are elements of the category (dis(aj, 
oi)). When a category is close to a node, its weight is high. On the other hand, 
when a category is distant from a node, its weight is low. The category value 
is calculated by adding all the weights corresponding to the category  
(Figure 3). 

 

 

III. When a value is higher than the threshold, the system determines the typical 
categories. In Figure 3, a typical category is “National treasures.”  

IV. When there are nodes at the same hierarchical level from a typical category, 
they have equivalent relations in the typical category. In Figure 3, nodes hav- 
ing equivalent relations are Castle G, Temple A, Shrine D, and University B. 
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Fig. 3. Calculation of category values as typical categories on the map 

3.3   Determination of Types of Modified Maps 

We describe the approach to determine the type of modified maps. We consider that 
we can determine the features of modified maps by classifying the sets into paths and 
nodes; this is because we believe that the positioning of paths and nodes differs 
according to the features of the maps. For instance, if many nodes that are not bound 
by the equivalent relations are shown and connected by many paths, the modified map 
shows routes among the nodes. On the other hand, if few paths are shown and many 
nodes with equivalent relations are shown, the modified map shows the positional 
relations among specific nodes. 

3.3.1   Procedures for Determining Modified Map Types 
We first present the features of each modified map. Route maps are modified maps 
that show some paths between two nodes; hence, paths are important for route maps. 
Object maps are modified maps that show various nodes; hence, nodes are important 
for object maps. Mixed-feature maps are modified maps that show nodes existing in 
the vicinity of paths; hence, both paths and nodes are important for mixed-feature 
maps. 

The system creates sets of geographical objects in the modified map to detect their 
features. Accordingly, we consider that detection of the type of modified maps is 
possible in keeping with the path and node trend of each set. We show the procedure 
below. 
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I. The minimum spanning tree is composed of the layout of the paths and nodes, 
as shown in Figure 4(a).  

II. We assume the minimum spanning tree as an order tree. Determination of 
ordering is a preorder traversal based on the order tree. Geographical objects 
range in an increasing numerical order from left to right in the tree. 

III. The first node or path is added to Setj. If there are other elements under the 
elements of Setj, the system considers the next geographical object.  

IV. If the next geographical object is pathi+1, it is added to Setj. If the next 
geographical object is nodei+1 and the relations among the elements of Setj 
and the node are equivalent, nodei+1 is added to Setj+1. If there are other 
elements under Setj+1, the system considers the next geographical object.  

V. If there are no other elements under the elements of Set, the Set is closed. 

VI. Steps 4 and 5 are repeated until all geographical objects are covered.  
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 (a) Minimum spanning tree       (b) Determination of creation of sets 

Fig. 4. Creation of sets of the minimum spanning tree 

Figure 4(b) illustrates the creation of sets from node C on the left. The letters denote 
the equivalent relations among nodes. On the basis of sets, our system detects 
modified maps as a “route map,” “object map,” and “mixed-feature map.” 

3.3.2   Determination of Each Modified Map Type 

・ Route map: The important factors in the route map are paths. Therefore, the 
system calculates the number of all geographical objects in the modified map and 
the number of geographical objects in the sets that include paths. When the 
number of geographical objects in the sets is above a threshold, the map is 
considered as a route map. We decided the threshold value to be half of the 
number of all geographical objects determined by the preliminary experiments. In 
the case of Figure 5(a), the total number of geographical objects is 14, so the 
threshold value is 7. The number of geographical objects in 3 sets that include 
paths is 12 and is larger than the threshold. Therefore, this modified map is 
considered as a route map. 
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  (a) route map                      (b) object map               (c) mixed-feature map  

Fig. 5. Example of determination of type of modified maps 

・ Object map: The important factors in the object map are nodes. When the 
number of sets is above a threshold of the number of geographical objects, the 
map is determined as an object map. In Figure 5(b), the first node is node B on 
the left. The number of geographical objects is 8, and the number of sets is 5. The 
map is not a route map, because the number of geographical objects that include 
paths is 1. Moreover, the number of sets fulfill the threshold. Therefore, the 
modified map is considered as an object map. 

・ Mixed-feature map: Both paths and nodes are important factors in this map. 
When the map meets the requirements of being both a route map and an object 
map, it is considered as a mixed-feature map. In Figure 5(c), the first node is 
node A on the left. The map satisfies the requirement of being an object map 
because the number of geographical objects is 17 and the number of sets is 9. 
Therefore, the map is an object map. In addition, the map meets the requirement 
of being a route map because the number of geographical objects in sets that 
include paths is 13. Accordingly, the map is considered as a mixed-feature map. 
In addition, if none of the above apply, the system considers the type of map as 
being “others.” 

4   Transforming Modified Maps into Streaming Video  

In this section, we discuss transformation of the modified map into streaming video 
based on the map type. The conventional styles of representing a video based on the 
film syntax are applied to street view. Firstly, we discuss adaptation to street view of 
the film syntax. Secondly, we describe styles of showing streaming video based on 
the types of the modified map. Lastly, we explain an application of the significant 
impact of the relations among geographical objects. 

4.1   Application of Film Syntax to Street View 

It is necessary to express the relations among geographical objects because paths and 
nodes are different factors, and there are equivalent nodes and general nodes. 
Accordingly, we describe the styles for representation among geographical objects. 
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There are various methods for representing connecting shots in a film [20] [21]. In our 
research, we treat shots as movements of street view. We utilize three transitions for 
connecting street view and four shots for representing streaming video using street 
view. Three transitions are “fade-in,” “dissolve,” and “wipe.” Four shots are “180° 
line,” “establishing shot,” “pan,” and “graphic match.” 

Paths and nodes clearly show differences in the factors by utilizing “fade-in” in 
each shot line because we want to depict the passage of time and shift in location. For 
nodes with equivalent relations, the system shows that a change is small by utilizing 
the “dissolve” effect at each turning point; this is because we want to depict a smooth 
change of the scene. For nodes without equivalent relations, the system quickly shows 
a change using the “wipe” effect; this is because no relations are to be shown among 
the nodes. 
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Fig. 6. Screen image of interface of Cinematic Street 
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With regard to the display range of the streaming video, in the case of the street 
view of paths, pictures of the streaming video are locked in the traveling direction and 
show a pathway based on the “180° line.” In the case of the street view of a departure 
place, the picture of the streaming video is gently turned by 45° to the right and left in 
front of a departure place using the “establishing shot.” If node objects of equivalent 
relations and same sets continue, the system expresses that their relation and set are 
the same by using the “graphic match.” In the case of the street view of a node, the 
system shows the node of a certain uniformity range using “pan.” A certain 
uniformity range is a range on the road that corresponds to an online map with many 
photographs, and the system focuses on the traveling direction in this range. In 
addition, when the street view is located in the range of a road where numerous 
photographs exist, the system turns from the progress direction to the node direction 
and displays this turn. 

The targets for representation in the film are “subjects,” “characters,” and 
“objects.” On the other hand, targets in our work are “paths” and “nodes.” We apply 
styles of film to street view to represent the features of maps. The following are the 
types of street view effects obtained in each modified map using our system. Figure 6 
shows the interface of Cinematic Street. 

4.2   Route Map 

A streaming video of a route map shows the route guide because the map has the 
feature of expressing routes. If the user inputted the geographical objects’ names as 
one query keyword, our system shows a partial route guide video to go to the spots of 
geographical objects. If the user inputted the geographical objects’ names as more 
than one query keyword, the system shows a partial route guide among their 
keywords. Anyway, it is important to show the routes between a departure node and 
an arrival node. It is necessary for users to comprehend order and image of a 
departure node, streets, and an arrival node. Therefore, the system shows a sufficient 
street view surrounding the departure node, corners, and the arrival node, and shows 
the street view of the traveling direction in the streets. 

We explain the procedure for generating the video stream from a departure node to 
another node when a user selects a departure node. 

I. When the order of geographical objects is “node, path, node,” the system 
searches for a route. Next, if nodes exist after the path, then multiple 
nodes are allowed. 

II. The system adds the shot to the streaming video that street view is moved 
across the surroundings of the departure node from left to right as in the 
“establishing shot.”  

III. The streaming video of the paths is aimed toward the corner or the arrival 
node and advances in steps of three toward the destination; it uses effects 
such as “180° line” and “tracking shot.”  

IV. The streaming video shown in the third step is moved from the corner or 
the arrival node and advanced toward the corner or the arrival node with 
effects such as the “180° line” and “tracking shot.”  
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V. If the next point is a corner, the system moves to step VI, and if next 
point is the arrival node, the system moves to step VII. 

VI. The street view of the corner is shown from left to right using an effect 
such as “pan.” 

VII. The street view of places close to the arrival node is shown using effects 
such as the “establishing shot.”  

VIII. When this process is completed, the system moves to the next departure 
node and follows the same steps. 

4.3   Object Map 

A streaming video of an object map shows nodes’ introduction because the map has 
the feature of expressing geographical objects. If a user inputted the geographical 
objects’ names as one query keyword, our system shows in random order nodes of 
equivalent relations with the keyword node. If a user inputted the geographical 
objects’ names as more than one query keyword, the system shows, in order of 
decreasing strong relations, nodes of equivalent relations with the keywords’ nodes. 
Therefore, the system shows enough street view surrounding each node. An object 
map is needed to show a relationship among nodes because nodes are important 
factors in an object map. If nodes of equivalent relations continue, the system shows 
appearance of nodes using the same angle of street view. 

When a user selects a departure node, we explain procedures generating the video 
stream from a departure node to another node. 

I. The streaming video shows the departure node and equivalent relations 
nodes in order by using an “establish shot.” 

II. The nodes of equivalent relations can be justified by Cinematic Street 
using a “graphic match.” 

III. The streaming video is used to show the appearance of nodes using the 
“pan.”  

IV. Nodes that do not have equivalent relations at random are shown. 

4.4   Mixed-Feature Map 

A streaming video of a mixed-feature map shows nodes’ introduction of the 
surrounding path because the map has the features of both. If a user inputted the 
geographical objects’ names as one query keyword, our system shows a set including 
the keyword node based on paths of the set. If a user inputted the geographical 
objects’ names as more than one query keyword, the system shows the sets including 
each node object as the user inputted query keywords based on paths of each sets. It is 
important to know which path sets the nodes are included in. If streaming video is 
generated in only one set, all geographical objects are shown as street view of the 
same angle to show that these are same sets. However, if streaming video is not only 
in one set, in the change between sets, the angle between geographical objects differs. 
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Fig. 7. Example of outputs captured by Cinematic Street 

In the case of a modified map determined to be a mixed-feature map, the system 
forms several sets based on paths. The system shows a streaming video of sets of 
keywords entered by a user. This figure of transformed streaming video is a portion of 
expressing streaming video. The top characters are shots of street view in the case of 
each geographical object. The arrow indicates the continuation of the same shot. 
Numbers represent the order in which geographical objects appeared in the streaming 
video. Illustrations express moving of shots. The bottom characters indicate the type 
of geographical objects and positions in the step of mixed-feature maps. 

When a user selects a departure node, we explain the procedure for generating the 
video stream from a departure node to another node. 

I. The path of a set including a departure node is shown using an 
“establishing shot,” as shown in No. 1 in Figure 7. 

II. The node of a same set is shown using “pan” and “graphic match,” as 
shown in No. 2 in Figure 7. 

III. Steps I and II are repeated until the last node in a set is over, as shown in 
Nos. 3–4 in Figure 7. 

IV. When the first set is finished, the next set is shown, as shown in Nos.5–6 
in Figure 7. 
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5   Evaluation 

We performed an evaluation experiment for determination of modified map type. 
Additionally, we confirmed effectiveness of using semantic relations and positional 
relations for determination of map types. The participants were seven university 
students, and they looked 16 painted modified maps. We requested the participants to 
answer the following two questions about each modified map: Question 1: Do you 
think this modified map shows routes among nodes? Question 2: Do you think this 
modified map shows similar nodes? Thus, Question 1 is a question about the feature 
of expressing routes, and Question 2 is that about the feature of expressing 
geographical objects. The answer is supposed to be either “yes” or “no.” We show the 
experimental results in Tables 1 and 2. 

The left column is the number of modified maps. Columns of Participant’s answer 
are percentages of answers “yes”. The right column is the result of determined map 
types by our system. We use participants’ answers as correct answer that has ration 
more than threshold (0.50). Bottom line is accuracy which is ratio of correct answers 
in result of the system. From a result, we found that accuracy of our system is 
reasonably well, because accuracies of two features are 70% each them. 

As examples of good results particularly, there are map 2, 5, 10 and 14. The result 
of map 2 matched the result of system in the feature of expressing routs, because there 
were not similar buildings in the map, and paths names were written down clearly. 
The result of map 5 matched the result of system in the feature of expressing 
geographical objects, because paths were very rough and not detail, and many temples 
were written down. The result of map 10 and 14 matched the result of system in the 
both features, because paths names were written down clearly and many universities 
were written down. 

Table 1. Experimental result of determination of two features 

correct system correct system
map 1 0.57 ○ 1.00 ×
map 2 0.86 ○ 0.00 ×
map 3 0.71 ○ 0.29 ×
map 4 0.29 ○ 0.00 ×
map 5 0.29 × 0.86 ○
map 6 0.71 × 1.00 ○
map 7 0.43 × 0.86 ○
map 8 0.86 × 0.43 ○
map 9 0.57 ○ 0.86 ○
map 10 0.86 ○ 0.86 ○
map 11 0.71 ○ 0.43 ○
map 12 0.86 ○ 0.57 ○
map 13 0.29 ○ 0.00 ○
map 14 0.29 × 0.86 ○
map 15 0.57 × 0.43 ○
map 16 0.00 ○ 0.00 ×

accuracy 0.70 0.70

objectroute
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As examples of bad results particularly, there are map 4, 6, 8, 11 and 16. The 
system determined that the map 4 has the feature of expressing routes, but participant 
did not think so. The reason is thought that the participants can recognize detailed 
path or not detailed path, but the system can not recognize them. The map 16 also is 
same reason. The system determined that the map 6 and 8 has the feature of 
expressing geographical objects, but participant did not think so. The participants 
answered that the map 6 has the both features. The reason is thought that the 
participants can recognize paths of figure, but the system can not recognize them. 
Additionally, the participants answered the feature of expressing route more than the 
feature of expressing geographical objects. The reason is thought that the participants 
do not view stations as buildings, but the system determines stations as buildings. The 
map 11 also is same reason. Therefore, value of object is low. 

In Table 2, participant’s map type columns are percentages of determined map type 
by the result of a question. In this case, if the responses to Questions 1 and 2 are yes 
and no, respectively, the map is a route map. On the other hand, if the responses to 
Questions 1 and 2 are no and yes, respectively, the map is an object map. If responses 
to both questions are yes, the map is a mixed-feature map, and if responses to both 
questions are no, the map is “others.” In Table 2, we use a map type as correct answer 
that has the maximum ratio. 

Table 2. Experimental result of determining the types of modified maps 

route object mixed others

map 1 0.00 0.43 0.57 0.00 route

map 2 0.86 0.00 0.00 0.14 route

map 3 0.43 0.00 0.29 0.29 route

map 4 0.29 0.00 0.00 0.71 route

map 5 0.00 0.57 0.29 0.14 objet

map 6 0.00 0.29 0.71 0.00 objet

map 7 0.00 0.43 0.43 0.14 objet

map 8 0.43 0.00 0.43 0.14 objet

map 9 0.14 0.43 0.43 0.00 mixed

map 10 0.14 0.14 0.71 0.00 mixed

map 11 0.43 0.14 0.29 0.14 mixed

map 12 0.29 0.00 0.57 0.14 mixed

map 13 0.29 0.00 0.00 0.71 route

map 14 0.00 0.57 0.29 0.14 object

map 15 0.29 0.14 0.29 0.29 object

map 16 0.00 0.00 0.00 1.00 route

accuracy 0.33 0.50 0.75

system
correct

 

We compared the result of correct answers with the result of our system. In the 
map 1-4, 13 and 16, the system determined that each map is a route map, and route 
map in the result of participants is slightly higher than the other three map types, but 
there are few differences among them. As a result, only map 2 was consistent with the 
results of participants. In the case of map 1, the problem is threshold of determining 
map types. In the case of map 4, participants thought that paths are too rough on the 
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maps, but the system cannot determine that paths on the maps are as detailed as 
routes. In the map 5-8, 14 and 15, maps that were consistent with results of 
participants were few. The main reason the system cannot recognize paths of figures 
is because if there are no path names, participants trust paths of figures. Moreover, the 
system determines stations as buildings, but participants answered that there are no 
similar buildings because they do not recognize that stations are buildings. The 
system could not determine that the maps are “others.” However, a common point of 
the maps in which participants judged to be “others” is that paths are too rough. 
Moreover, we found that participants recognized the rail track as routes in map 15, 
and the result of map types included all types because an understanding of similar 
nodes was different among the participants. The results of map 9-12 are not too bad. 
However, particularly, in the map 11, the participants do not feel that stations are 
similar buildings, because the participants stations as another factors. The system 
determined that stations are similar buildings. Additionally, the results of map 3, 7, 8, 
11, 12 and 15 are various. A common point of these maps is included many stations. 
It is necessary to determine stations as another factor.  

As these result, in route map, the maps that paths of figures and paths name of 
characters are written down are determined as route map. On the other hand, in object 
map, the maps that paths is rough and not detail, and there are uniform buildings such 
as universities and temples are determined as object map. Mixed-feature map needs 
above conditions. In addition, object map and mixed-feature map would be better off 
the map that stations are included. 

In this experiment, we thought that classification of various modified maps is 
almost covered by our determination of map types. We focused that there are nodes of 
no equivalent relations along the paths on modified maps in route map. Therefore, 
even if the system can not recognize paths of figure, the system can determine route 
maps. Additionally, we think that object map is included many figures and icons. 
However, we focused that there are many nodes of equivalent relations on modified 
maps in object map. Consequently, even if the system can not recognize figures and 
icons, the system can determine object map. Thus, in mixed-feature map, the system 
can also determine the map. Of course, if the system can recognize figures and icons, 
accuracy for determining type of modified map in the system will get even better. 
However, we found that the system can enough determine types of modified maps 
using only semantic relations and positional relations. Therefore, we are going to 
consider about other relations among geographical objects and other features of 
modified maps. 

6   Conclusions 

We proposed a concept of a system for transforming a modified map into a streaming 
video based on the features of the modified map. In this paper, we described the 
extraction of equivalent relations among geographical objects in order to determine 
the type of each modified map on the basis of its features. Moreover, we described 
styles for representing a streaming video based on the type of the modified map. 
Additionally, we discussed experiments for determining types of modified maps.  



 Cinematic Street: Automatic Street View Walk-through System 157 

There exist automatic methods for presenting visual information from various 
multimedia contents. For instance, there are methods for presenting a Web page based 
on relations among Web pages [8] and methods for presenting photographs based on 
semantic relations [12]. In these fields, camera movement is not required, because the 
images are still images. However, street view requires camera movement because it 
shows a direction. On a related video picture, there are various film languages [20] 
[21]. Additionally, there are several methods for showing video [3] [9]. When 
interactive tasks are performed, some systems concentrate on finding the best camera 
placement [2] [19]. He et al. [14] proposed a Virtual Cinematographer in which the 
virtual architecture is suitable for some real-time applications and is well related to 
the virtual actors. In these researches, target objects are moving objects such as 
characters and a camera can recognize target objects. However, target objects in street 
view in this research are geographical objects that do not move. In addition, street 
view cannot recognize target objects. Therefore, it is necessary to develop styles for 
recognizing target objects in street view. We utilize film syntax as automatic styles 
for presenting streaming video using street view. 

In the future, we intend to develop the system and examine the effectiveness of the 
styles for showing street view based on the type of each modified map. In addition, 
we are going to discuss other relations among geographical objects, such as those 
among landmarks and inclusive relations. 
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Abstract. Modern mobile devices and networks facilitate the develop-
ment of increasingly graphical and complex mobile GIS or geomedia ap-
plications. We advance the state-of-the-art with the HYDROSYS system,
a heterogeneous platform integrating multiple data sources and compo-
nents, allowing interactive environmental data analysis and monitoring
in the field. Our key contributions are 1) scalable on-the-fly streaming
of environmental sensor data, 2) highly graphical mixed reality repre-
sentations embedding multivariate sensor data visualizations, including
access to results of near real time simulations and other physically-based
computations, 3) support for semantically meaningful public participa-
tion. We balance the use of standardized formats and optimized mobile
transmissions. Our system builds on use cases ranging from hydrologi-
cal professionals and municipal authorities to the environmentally-aware
public. We present the challenges, solutions and implementation of the
system, providing observations on potential bottlenecks.

Keywords: Mixed / Augmented Reality, 3D maps, sensor networks,
mobile applications.

1 Introduction

The natural environment is undergoing dramatic changes. As environmental
awareness increases, accurate and up-to-date information from the state of the
environment is becoming a necessity to support mitigation of problems in an
appropriate way. However, environmental monitoring processes are still mostly
based on legacy measurement systems. In practice, only weather stations and
localized forecasts have reached the level of near real time updates, where re-
sults are immediately available to the public. Other environmental data, such
as water quality, is still either measured manually, or logged at automated
stations into local memory, to be read only between relatively long intervals.
However, it has been shown that many significant phenomena may be near in-
stantaneous. If a land mass falls into a river, or a poisonous substance is leaked
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to the water-ecosystem, only a continuous and frequent measurement can reveal
the event. Moreover, if immediate action is needed, such as a flood warning, this
information needs to be delivered instantly.

While environmental monitoring can be performed in part in office, this is
mainly a passive observation. In active use, the environmentally aware user
(public or professional) may pose inquiries on demand in situ. Moving in the
environment, the user may make observations and require further information.
She could make a qualitative annotation of her observation or note down ideas for
mitigation, acting as a mobile human sensor. An environmental scientist could
even carry mobile sensing devices, providing quantitative measurements: such
measurements can possibly be used as input to physical environmental process
models. Thus, instant availability of data may provide an answer, or rise further
interest to the situation.

Modern mobile technology enables the development of intuitive and highly
graphical interfaces. For example, Google Earth provides a platform whereby
realistic aerial image embedded terrain models are transmitted progressively,
and onto which geodata can be overlaid [14]. Having real world content within
a virtual environment is called augmented virtuality (AV). When one overlays
computer-generated graphics onto the real world, enhancing the physical world
beyond the user’s normal experience, it is called augmented reality (AR) [4].
Together these systems are called mixed reality applications [19], and form the
crux of our system. Figure 1 presents our target platforms, both AV and AR.

Fig. 1. Two HYDROSYS mixed reality platforms. (left) A cell phone for augmented
virtuality. (right) An ultramobile PC equipped with orientation sensors and camera for
augmented reality.

Despite recent technological advances, developing a functional system
supporting multi-source sensor data streams, simulations and physically based
environmental models, public participation and providing highly graphical, in-
teractive mobile mixed reality interfaces poses a grand challenge at every level.
The mere complexity of the system may hide the underlying goals and needs.
The present paper addresses these issues by taking a user-centric approach, fo-
cusing on a selected scenario. We explain the needs and characteristics of the
high level system architecture. Thereafter, the main components are discussed,
reflecting the identified requirements and challenges.
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Main contributions. We provide several innovations for mobile geovirtual
systems within the HYDROSYS framework:

– Scalable on-the-fly streaming of environmental sensor data from sensor
stations to mobile platforms, focusing on hydrological cases

– Highly graphical mixed reality representations embedding multivariate sen-
sor data visualizations, including access to results of near real time simula-
tions and other physically-based computations

– Support for semantically meaningful public participation
– Integration of the heterogeneous system, balancing the use of standardized

formats and optimized mobile transmissions
– User involvement throughout the system design

2 Previous Work

Mobile GIS extends Geographic Information Systems from the office to the field
by incorporating technologies such as mobile devices, wireless communication
and positioning systems. Mobile GIS enables on-site capturing, storing, ma-
nipulating, analysing and displaying of geographical data. Mobile GIS systems
include, for example, FieldWorker, GPSPilot, Fugawi, Todarmal, ESRI ArcPad,
and MapInfo MapXmobile. These interfaces and development kits typically facil-
iatate traditional 2D maps, on top of which multiple types of spatial information
can be layered. FieldWorker allows online information exchange, and Todarmal
supports user-defined point, line and polygon based layers.

Geographical interfaces have been moving towards more media-and graphics
rich applications for some time now. Google Earth can be seen as a generic 3D GIS
platform, portraying the environment in 3D, using aerial imagery for landscape
detail, with an open format for additional geo-referenced content. It has been
extended to mobile platforms with limited features. Autodesk LandXplorer is a
professional level 3D design tool set for managing large urban environments,
supporting standardized file formats such as CityGML, but no mobile version is
available.

Mobile navigation systems are also becoming more realistic and (supposedly)
intuitive. While common car navigation systems provide a perspective road view,
Navitime has a rudimentary 3D view and NaviGenie provides procedurally tex-
tured buildings for urban 3D car navigation. m-LOMA is a mobile 3D city map
supporting individually textured buildings and dynamic real world entities [22].

Recently, mobile augmented reality has gained interest as an emerging appli-
cation type. AR systems need accurate registration to match graphics with the
real world. Touring Machine was one of the first mobile AR systems, tracking po-
sitioning and orientation with differential GPS and magnetometer [11]. Tracking
accuracy can be refined with so-called hybrid-tracking methods [25]. AR systems
have been implemented on low-end devices such as cell phones [31] and higher-
end platforms, such as Tinmith by Piekarski et. al. [23] and Schall et. al.’s work
for civil engineering [26]. To our knowledge, there are no reports of using AR
specifically for environmental issues with the exception of ARVINO [16].
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3 System Design

Developing future applications is always a dual challenge: how to take a major
technological leap while still meeting the needs and expectations of the final
application users. Traditional usability research focuses on evaluating user inter-
faces of the prototypes after the system is finished, whereas the developer would
need guidelines before and during research. In our earlier work, we have applied
traditional interviews and market analysis, or have left end users completely out
of the loop, trusting solely on engineering practices. In HYDROSYS, we attack
the dilemma by setting up technological goals but trusting in the user-centred
design method (UCD) [20,13] for the high-level application design.

Our goal was to build a heterogeneous system with mixed reality visual-
ization aimed at a wide variety of users, including municipal administrators,
environmental scientists, construction companies and environmentally aware
citizens. To manage this task, we observed and analyzed the common tasks
of our end users, interviewed them and in general tried to understand them by
studying their cognitive, behavioural, anthropological and attitudinal character-
istics. With this empirical foundation, we created scenarios and storyboards as
the medium to communicate between the various stakeholders. As an example,
figure 2 presents a simplified, aggregated scenario intended for citizens. In the
following developments, we focus on this case.

Fig. 2. A HYDROSYS scenario for environmentally aware citizens

Unna walks in her local environment, enjoying her favourite brook. The river is now
dirty, filled with garbage. There is also a truck that has obviously poured something to
the river. Unna opens up an mixed reality application, takes a photo of the situation
and attaches it directly to the water in camera view, along with a concerned message.

Andy is wondering about the water quality of the small river he came by. His 3D map
shows the water murky and bleak. He checks out the water quality graphs showing sudden
increase in conductivity. An online hydraulic simulation also tells him the timeline of the
event. He clicks on the river for recent annotations and sees Unna’s photo from upriver.
He comments on her photo, springing up discussion among the local environmental
association...

HYDROSYS has run multiple measurement campaigns and presented the
system to end users at several stages during development. We have received con-
structive feedback that has helped us in developing the system further. Similarly,
users who are familiar with industrial products, have received a good view on
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how new, advanced systems are developed. Involving users has prevented the
developers to dig too deep into their software. On occasion, they have noted
obvious things that developers had somehow overlooked.

3.1 System Requirements

The presented scenario (Fig. 2) hints that our mixed reality applications should
provide

– Support for near real time environmental sensor data streaming
– Sufficiently accurate 3D visualization or tracking of device orientation to

pinpoint small scale features from the environment
– Visualization of sensor data as part of the environment or as an overlay, thus

mixing various representations of sensor data
– Ability to connect to results of simulations or other physically based

computational models
– Ability to annotate a semantically interesting entity (such as a brook), not

just a point of interest

Implicitly, we can assume the usual requirements on interactivity for the applica-
tions. We can also claim recognizability of the environment for a 3D visualization
and suitable data structures to support geographically and topologically de-
fined entities and annotations. The field of GIS is in transition from using solely
1D and 2D data visualizations to including 3D visualization. As such, purely
numeric table data as well as plots need still be provided as the understandabil-
ity of data is often connected to user conventions. However, emerging systems
tend to suffer from technical or usability limitations, which affect the experience
more than convention deviations. Furthermore, given an outdoor environment
and the fact that our users simply wandered by and expected the application
to be ready, we should also support relatively large areas, requiring out-of-core
data management for the mixed reality clients, including networked streaming
of map data.

These seem rather conventional requirements for virtual environments or aug-
mented reality. However, our environment is a natural one, without definite
boundaries: most current virtual and augmented reality environments are bound
to controlled (laboratory) situations. We expect to be able to define connected
segments of the environment as whole entities. Furthermore, we need to be able
to modify the look of environment directly based on near real time sensor data.
And finally, we expect all this to run on mobile devices.

4 System Architecture

Figure 3 presents the main HYDROSYS components. In a heterogeneous system,
one of the main issues is the middleware. Many solutions exist, and standardiza-
tion usually follows research with a delay. We choose the Global Sensor Network
(GSN) [2] to stream data from static and possibly dynamic sensor sources.
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Fig. 3. The HYDROSYS architecture. Data Analysis incorporates the mixed reality
clients.

Given the goal of graphically demanding mobile mixed reality applications, we
expect all static data to be optimized for rendering prior to transmission or local
installation. For dynamic data, such as our sensor streams, simulation results or
annotations, we need to consider on-the-fly compression, as we cannot always
expect robustness or even mediocre transmission speeds from wireless networks.
We opt for an architecture, where static data is hosted and dynamic data may
get optimized in Smart Clients. A Smart Client acts as a gateway to the mobile
devices, delivering data in appropriate format for the mixed reality applications
for analysis in the field, accommodating for the limitations of mobile networks
(Fig. 3).

4.1 Mixed Reality Clients

HYDROSYS builds its two mixed reality visualizations upon two existing code
bases. The cell phone based augmented virtuality (3D map, geovirtual environ-
ment) system extends the m-LOMA [22] prototype. The handheld computer
based augmented reality side, where 3D content is overlaid over video feed, ex-
tends Studierstube [27]. Both code bases are heavily modified to suit outdoor
natural environments with our requirements. 1D and 2D data are directly tied
to the mixed reality representations, thus forming a unified multivariate sensor
data representation framework.

The challenges in the two types of visualizations are somewhat different. In
augmented reality, the main challenge is in registering the device’s (or the in-
put camera’s) position and orientation accurately, whereas an interactive near
realistic 3D view takes the computational resources of mobile devices to their
limits.

We now briefly present our two client systems. The cell phone platform has
been implemented with C/C++, including the Smart Client and the mixed
reality application. We use OpenGL ES 1.0 for 3D rendering, and are cur-
rently porting the client to OpenGL ES 2.0. We support Nokia Symbian S60
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(N93, N95) and Maemo (N900) smartphones, and desktops (Linux, Windows).
The mobile clients typically render the scenes over 30 frames per second, how-
ever the current implementation of N900 is considerably slower than N93 or N95
with OpenGL ES 1.0 on certain operations such as multitexturing, performing
10–20fps. The application can run an entire day, unless the view is constantly
manipulated, in which case the battery runs out in a few hours. In practice, we
have not witnessed this.

The handheld platform deploys a Panasonic CF-U1 ruggedized ultra mobile
PC (UMPC), extended with high quality sensors for tracking and a high quality
camera. An ergonomic shell has been developed to attach and protect all the
sensors [30] (see Fig. 1, right). The unit has a long battery life, and has been
tested to perform continuously for up to four hours with all sensors connected
and producing data. Thus, the platform’s usability extends beyond simple demo
sessions and supports deployment in real world situations.

Our application assumes that the user’s viewpoint can be defined by track-
ing the camera. We rely on a GPS for location and a set of orientation sensors
(inertia, magnetometer) to detect direction. The orientation sensor is attached
to the camera in a way such that rotations of the camera can be estimated with
minimal effort. The setup is calibrated to minimize errors; still the accuracy of
tracking with sensor only methods is limited. Several methods for vision based
tracking are being considered to attain finer registration. In general, these meth-
ods take the measurement of the sensors as an initial estimate and refine it by
estimating changes to the video image. The description of vision based methods
for tracking is out of the scope of this paper. The 3D rendering is implemented
in Windows with OpenGL. The rendering speed reaches clearly interactive levels
(about 40fps).

4.2 Sensor and Simulation Data

Our system leverages online availability of environmental sensor data, focusing
on hydrological phenomena. HYDROSYS deploys temporary or semi-permanent
sensor stations at strategic points in order to study temporal events, such as
flooding caused by snow melt or leaks of poisonous substances. Typical mea-
surements include oxygen level, conductivity, moisture of snow, temperature,
water flow, solid content in water, etc.

The primary data emerging from physical sensors is sent to servers, which act
as distributors. In a typical case, sensor stations send this raw sensor data using
proprietary protocols (see section 6 for a sample of raw data). To manage these
proprietary formats, Wrappers are written to parse in raw sensor data files for
a GSN node to stream forward. Similarly, at the receiving end, Virtual Sensors
are attached to the GSN node to prepare the data for local processing.

GSN utilizes the common XML-RPC scheme to communicate between nodes,
where the payload is encoded with XML, and HTTP is used as the transport
mechanism [18]. In this manner, any application that has the capability of uti-
lizing raw sensor data can attach itself to the GSN, subscribing to the streams
independently of the raw data formats or primary transmission mechanisms.
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A subscriber can be, for example, a physically based on-line hydrological sim-
ulator, an alarm system, or a mobile user. However, in the last case, due to
resource issues with mobile networks, on-the-fly application specific optimiza-
tions are required.

We run hydrological simulations in a separate server, which has its local pre-
processed static data sets available, and receives sensor data from a GSN stream.
Our simulations include for example a time-dependent water level solver imple-
mented in Fortran. A mixed reality user can subscribe to the simulation results
via the Smart Client (see next section).

4.3 Data Handling in Smart Clients

HYDROSYS mobile mixed reality applications need to be served with both static
3D content and dynamic data. As we are providing an internal service, we are
not limited by standardized formats or services, which would be necessary for
any external or globally available interfaces (such as GSN). Indeed, our approach
is similar to that of creating Internet services at the Application Layer - for each
service, a suitable protocol is developed, and the service is assigned to run in a
particularly dedicated port on the host.

Our solution to the networking issue is a Smart Client, a service which inputs
and processes data in various formats, from static and networked sources, de-
livering it in an optimized form. Large data sets, for example digital elevation
maps, can be preprocessed prior to storage in a Smart Client. Streamed sensor
data, entering a Smart Client via GSN, is transcoded and prepared for the mo-
bile devices on-the-fly, caching the results for future use. Smart Client performs
appropriate geo-referencing and asserts all data for a predefined projection sys-
tem, directly usable in the actual application.

For the cell phone platform, the internal communication between any data
receiving processes and a Smart Client process, both residing in the same physical
host, is established through a Postgres database. Polling is avoided via update
events with the PostgreSQL LISTEN/NOTIFY mechanism. We are equipped to
host multiple web services and proprietary server processes in the same manner.

4.4 Mobile Networking

We have two main approaches for our mixed reality networking solutions. For
our measurement campaigns with no network coverage, we arrange Wi-Fi bridges
using directional antennas to support the handheld platform. The data sets for
handhelds are pre-installed, and only sensor data is streamed. For cell phones,
everything is sent via 3G networks. We design a protocol that encompasses 3D
models and sensor data, and is tuned to suit the 3G network characteristics.

Attempts have been made to create standardized protocols intended for vir-
tual environment applications [6], but with little success. Networked 3D com-
puter games are in the forefront of time-critical network resource usage [28],
but their networking schemes arise from very specific application needs [3,5].
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Fig. 4. Smart Client transcoding efficiency of sensor data for cell phones

Table 1. Protocol definitions for implicit content update subscriptions

<message name="position_update_request">
<field name="position" type="coordinates"/>

</message>
<message name="position_update_response">

<header>
<container name="entities" type="entity_message" />
<container name="removables" type="uint32_t" />

</header>
</message>
<message name="entity_update_entities">

<container name="entities" type="entity_message" />
</message>
<message name="entity_remove_entities">

<container name="ids" type="uint32_t" />
</message>

The M3G standard specifies both a binary scene graph and a serialization
method intended for mobile devices [1], but has no support for external
acceleration schemes or application-specific features.

Mobile TCP/IP networks easily become communication bottlenecks due to
increased latencies, link switches, potential congestion, unreliability and sporad-
ically varying capacity [12,8,7]. Therefore, we would prefer to utilize the available
capacity as fully as possible. Unfortunately, typical XML-RPC schemes such as
SOAP do the very contrary, critically undermining our goals [15].

For our application needs, and to utilize mobile networks to the fullest, we
design our own scheme with persistent connections running an asynchronous
protocol with aggregated requests. We define our protocol with XML, but tokenize
it to a compact, binary form. This mechanism has proved efficient in urban sets
[21]. Table 1 presents an example of the protocol definition for dynamic updates.
Here, content update subscriptions are implicitly defined by the position of the
viewpoint, which is sent to server, and relevant updates received, if any. The
protocol is extended as needs arise.

Figure 4 presents the efficiency of our Smart Client. A single sensor up-
date,“29.03.2009;08:00;12,2” (21 bytes of data) requires 931 bytes with GSN



168 A. Nurminen, E. Kruijff, and E. Veas

subscription and response. Our compact scheme reduces this to 63 bytes, with
the same payload. The actual binary response is only 17 bytes, less than the orig-
inal data. Some overhead in subscriptions is caused by sending sensor station
and sensor names as ASCII strings.

5 Mobile Graphics and Interaction

5.1 Cell Phone Platform

In the late 1990s, when virtual hype was at its peak, the idea of using real world
based 3D models as maps in mobile devices emerged. Unfortunately, straightfor-
ward model viewing was not succesful, as graphically rich models exceeded the
capabilities of the devices. Even when the models were drastically simplified,
rendering speed was far below interactive rates [24]. Although it may appear
that the issue was in insufficient hardware, the problem actually lies in the fact
that the resources of any hardware are limited, while a 3D model can, in princi-
ple, span infinitely large areas with infinitely accurate details. To overcome the
resource bottleneck, we assume that our model will never completely fit to our
memory, and resort to out-of-core rendering, where only a small subset of the
scene is held in memory, with only the currently necessary levels of detail.

We have previously developed a mobile 3D map system for urban environ-
ments, which is based on pre-calculated visibility lists, useful in heavily occluded
environments. In HYDROSYS, our environment is semiurban, with both natu-
ral and manmade structures, with less occluding features. We therefore adapt
our visibility scheme to the characteristics of the environment by two passes, a
density pass and the actual, density-modified visibility computation pass.

For level-of-detail management, we have taken into use an appearance-
preserving simplification method, where we replace geometry with textures [9].
We also apply texturing techniques to emphasize scene topography [10], and sup-
port translucency. Figure 5 presents the use of lightmaps to slightly emphasize
topographical features.

Fig. 5. A pre-calculated lightmap emphasizes scene topography, avoiding per-vertex
lighting calculations and allowing coarser geometry
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Our citizen scenario required a direct, sensor data based modification of the
appearance of the environment. For this end, we create a segmented terrain
model, where each visually separable feature is tessellated into its own, unique
mesh. Semantically similar neighboring meshes, such as river surface patches,
are connected onto a topology. This method separates our system from the tra-
ditional layer-based GIS approach.

Fig. 6. Model segmentation (left) with related connectivity graphs (right)

Figure 6 presents our mesh graph. The terrain (left) is split to meshes, and hi-
erarchies and connections built in a 3D modeler. Our pre-process then creates an
optimized binary model, where the most accurate level of detail is gradually re-
placed with coarser geometry, rasterizing the original geometry. The pre-process
also creates lightmaps for emphasizing the topography.

Fig. 7. Two sensor data visualizations, where turbidity modulates the look of a pond

Figure 7 presents sample visualizations of a pond from our case area, where
we have run measurement campaigns. When the measured turbidity is only light,
we visualize the pond with high reflectivity. With heavy turbidity, we apply a
greyish texture. The sensor measurement directly affects a factor between an
environment map depicting a sky, and a “murky” diffuse texture. The presented
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visualization is aimed at the public. For professionals, we also provide conven-
tional temporal sensor value plots (Figure 2, right).

With our segmented model, annotations and sensor data sets are connected to
the underlying data structures (meshes, topologies and hierarchies). Therefore,
they are accessible directly from the environment, or via the traditional point-
based billboard icons. Figure 8 presents the pond with a sensor station attached,
and three public annotations. In the screenshot, the pond is selected, depicted by
a dark emphasis. A selection pops up a context-sensitive menu, displaying the
available sensor measurements, annotations and online discussions, and allows
placement of new (photo) annotations and even sensor stations.

Our system achieves scalability by limiting updates to events that are of in-
terest to the user. As an advanced feature, we use an implicit mechanism to
define interest. For example, if the user is observing a graph of a sensor value,
that graph is automatically updated as new data emerges. Similarly, only up-
dates that happen in users’ current view are transmitted. This is possible due to
shared visibility tables between a server and its clients. As the user maneuvers
in the 3D view, simple view position updates are sent to the server, which then
knows what the user can potentially observe (see Table 1).

Fig. 8. The Hydrosys mobile 3D interface. The online sensor measurements and anno-
tations are available from the icons or via the scene itself.

5.2 Handheld Platform

The handheld platform promotes the usage of the various kinds of visualizations
by supporting smooth transitions between multivariate sensor data: 1D, 2D and
3D visualizations including AR are tightly interwoven by (a) making available all
kinds of visualization by default, (b) allowing to quickly select the various kinds
of visualizations using intuitive user interfaces, and (c) being able to compare
the results of different kinds of visualization. Thereby, data can be shown in its
pure form as tabular data, but also registered to the environment by using the
location of the sensor station the data is obtained from. This kind of visualization
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is generally called a “label” and appears as geo-referenced text box in the 3D
view of the user. Users can also inspect the temporal development of data by
viewing plots. These plots are pre-processed on the sensor network. Depending
on the refresh rate of the sensors, plots can be updated rapidly. Finally, users
can make use of various kinds of overlays: Overlays are geo-referenced textures
overlaid on top of the digital terrain model. When combined with video footage,
these overlays appear to be laid on top of the environment itself. Here, accurate
registration through correct tracking of the camera (hence, the user’s viewpoint)
is needed. The registration process of 3D visualization (and that of AR as well)
requires tracking of the viewpoint and the presentation of data in 3D, with
respect to the viewpoint. Using hybrid-tracking methods, HYDROSYS is trying
to avoid discrepancies between the video and the overlaid data. Implicitly, all
data that is to be presented in 3D must be geo-referenced and in the same system
of projection. The 3D presentation, user interfaces and visualizations must be
carefully planned to cope with perceptual issues arising from reduced screen
space, uncontrolled lighting conditions and other factors inherent to outdoor
scenarios [17]. Finally, a mobile user relies and depends upon other local and
remote users, and requires means to communicate and collaborate with them.

Overlays can have multiple origins. Within HYDROSYS, several services gen-
erate a multitude of different 3D data sets, varying from simple thermal inter-
polations up to more complex simulations, for example those that are used for
interpreting the level of danger of avalanches. Furthermore, overlays are avail-
able that refer to non-simulation data, such as network coverage in a particular
area. The merging of numeric data through labels and the graphical simula-
tion outcomes via overlays allows users to directly combine multiple kinds of
visualizations in a single view.

To aid depth perception, one of the most common perceptual issues in an
augmented reality, our 3D visualization includes the possibility to show contour
lines. Contour lines are line-based visualizations overlaid over the DTM that
provide in particular depth cues and communicate very well the structure of
the environment, and can be color-coded, for example representing temperature
differences (isotherms).

One particularity of the handheld system is the actual number of cameras
being deployed in the field, including users’ own handheld units and potentially
moving overhead footage taken from a blimp. If multiple cameras are dispersed
throughout the environment, users can observe the site from multiple perspec-
tives. Observing the environment from different viewpoints, is expected to give
users a better overview of the situation, allowing them to improve the under-
standing of the spatiotemporal characteristics and development of environment
processes in their actual context. Nonetheless, accessing these different perspec-
tives comes at its own cost in spatial understanding, in particular when accessing
remote views the viewer can easily confuse spatial cues between views. Based on
a series of studies, we have developed several techniques to aid spatial under-
standing of the environment from multiple perspectives [29]. It thus also provides
a common baseline between users to improve collaboration. Similar to the cell
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Fig. 9. The handheld AR view. Sensor data selection (left) and overlay selection (right).
Most of the view is filled by snow and sky. Small buildings are visible on the left.

phone system, users may also add annotations to note down findings or ideas,
further extending the collaborative aspects of the system.

6 Application Feedback

The kind of visualization the user prefers to use is both depending on the task
at hand, and, to a lesser extent, also on the users previous experience and stance
towards various visualization methods. As was confirmed during our user-centered
design process, the field of mobile GIS is in transition: whereas the majority of
users still is accustomed to the more classical 1D and 2D representations, a
clear but slow movement towards 3D visualization can be observed. Hereby, the
opinion on 3D visualization varies widely from users that avoid those formats,
claiming them to be a mere “fancy thing”, up to users that actively deploy 3D
visualizations in their daily routine.

As we can draw from previous experience, the opinion on new visualization
methods tends to change over time. This is yet another good reason for our
UCD approach: by keeping end-users involved from start till end of the project,
research prototypes can be tested at every stage. Frequently, users get more in-
terested in using 3D visualizations once the stage of development has left the
initial prototypical stage. Hereby, the competitive advantage can also be found in
the inclusion of simulation results - though not discussed in detail in this paper,
the simulation pipeline is a great improvement over previous work principles, by
closely integrating data access with simulation specification, and interpretation
procedures for visualization purposes. The mixed reality user interfaces some-
times surprise the users who are not accustomed to such applications. The AR
metaphor has been relatively easy to assimilate, but 3D maneuvering on a cell
phone has shown to be a new experience. Here we are proceeding towards similar
sensor based maneuvering as with the handheld (for example, rotating the device
rotates the 3D view), which has appeared more pleasing in our trials. Techni-
cally, both platforms have performed adequately. Regarding the visualizations,
professionals still like their graphs and absolute values.

Finally, our application provides, in addition to sensor data modified visual-
izations of the environment, online location and entity based discussion forums.
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Fig. 10. A semipermanent sensor station (left) and end users enjoying the live data
feed at Kylmäoja, Finland (right)

Any user can place an annotation with a photo, which can act as a discussion
topic. This provides a basic collaboration tool also for professionals, although
our end users considered this to be mainly a feature for the public.

7 Conclusions

HYDROSYS makes several important contributions to the field of mobile
applications used for monitoring and managing environmental processes: the
system optimizes streaming of sensor data, includes highly graphical mixed real-
ity representations embedding multivariate sensor data visualizations, promotes
access to near real time simulations and other physically-based computations,
and supports semantically meaningful public participation. We have run several
campaigns with semipermanent sensor stations, involving end users in the field
(Fig. 10). We are currently developing mobile sensors that can be carried along
to lower the threshold of performing quantitative environmental measurements
and to speed up reaction times to catch near instantaneous events.
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Abstract. Advanced GIS applications and GPS loggers allow travelers to record 
their own tracks and later examine, modify and share them. Searching for the ar-
eas of interest, AOIs, however, is often not an easy task, especially with long 
routes. This paper proposes a system for inferring and focusing AOIs, from a 
GPS trace. The proposed system consists of three main functions: fragmentation, 
defragmentation, and focusing. The fragmentation detects the changes of the 
travelling pace and decomposes the GPS trace into a large number of small 
fragments according the traveling pace while the defragmentation composes  
adjacent fragments into one fragment which is inside the AOI. The focusing  
provides a Focus+Context+Glue map where the Focus is an area of a large-scale 
map including the AOI that enables users to understand details of the AOI. We 
have developed a prototype of the proposed method that includes the above  
features and evaluated the feasibility and advantages of the proposed system. 

Keywords: GIS, GPS, Web mapping, Focus+Glue+Context, Travel record, 
Travel behavior, Spatio-temporal data mining. 

1   Introduction 

The increasing development of GIS products, such as GPS loggers, and GIS  
applications encourages travelers to record their own tracks. Nowadays many GIS 
applications are accessible, especially web mapping applications for individual use, 
that allow users to easily share, analyze and add information to their travel records.  

Users usually load and display the GPS trace of a travel in a GIS application to per-
form basic functions such as examine and add contents in some interesting areas of 
the travel. The areas of the travel the user is interested in are referred in this paper as 
areas of interest (AOIs). Sometimes it may be a difficult task to search where the 
AOIs of a travel are. It is particularly a problem in two situations: (1) when the travel 
was made long time ago so it is difficult to remember what happened and where and 
(2) when the travel was not made by the user, for example it when it is shared. 
Searching for the areas by using successively the map functions scroll, zoom in and 
zoom out is really a though and unpleasant task, especially in long trips. Finding the 
AOIs of a travel is therefore a very important task.  

In previous studies, we have proposed an advanced Focus+Glue+Context map  
system EMMA to enhance the map visualization in GIS applications [1,2]. We have 
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applied the EMMA system to a travel route editor in a recent study [3]. In this paper, 
we propose a system for inferring AOIs from a GPS trace and focusing the inferred 
AOIs by using EMMA. 

We have observed that usually the travelling pace is slower inside the AOIs than 
outside the AOI. The main key of our approach is to infer the travelling paces used on 
a travel by using a probability density function. It is an important challenge since 
travel records can be very variant and different. On the one hand, the way of travel-
ling (by walk, bike, car …) may be different from travel to travel and, on the other 
hand, the travelling speed may be different from user to user. 

2   Related Work 

Several studies deal with the inference of information from spatio-temporal data, 
mostly GPS trace data. 

Many of those studies analyze large amounts of floating car data (FCD) and try to 
find patterns (spatio-temporal pattern mining). Schilich and Axhausen introduce and 
compare different methods to measure similarity of travel behavior [4]. Zhu proposes 
an Automatic Incident Detection, AID, approach based on FCD analysis [5]. Yue 
analyses FCD from many taxis in a big area, for example a city [6]. Then, by using 
point pattern analysis (PPA) methods the system analyses the distribution of the den-
sity of taxi pick-up and drop-off points and it infers the hot spots of the city. 

On the other hand, other studies propose systems for individual use that try to de-
rive information from a single GPS trace data (spatio-temporal data mining). Wolf 
proposed a GIS that analyzes a GPS trace data and derives the places where the user 
stopped and the purpose of each stop [7]. The inference is based on the location, the 
duration of the stop and the time of the day. Ashbrook and Starner system analyzed 
GPS data taken from many users over an extended period of time and inferred mean-
ingful locations at multiple scales [8]. These locations are used to build a Markov 
model than can be used in order to predict the user movements. 

Our proposed system automatically infers the AOIs from a GPS trace by using the 
speed, location and time of the GPS points. The proposed system, which is for indi-
vidual use and derives information from a single GPS trace, is different from the  
previous works mainly because it infers important areas from a GPS trace, as opposite 
to infer important points or locations. We consider that finding the points where the 
user stopped may not be enough information. In some AOIs the travelers may not stop 
and for example if they go to a shopping street they may want to know not only where 
they stopped but also the boundaries of the shopping area they visited. 

3   Observations 

An area of interest, AOI, is an area of the travel where the traveler performs an activ-
ity or feels a strong impression or impact. For example go shopping, rest, assist to an 
event, contemplate a sightseeing spot and meet with friends.  

When analyzing the traveler’s movement inside and outside AOIs, we can observe 
the following behaviors: (B1) Travelers move slower inside AOIs than outside AOIs 
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in many cases. (B2) Travelers stay for a relative long time inside an AOI in many 
cases. (B3) In few cases travelers move inside AOIs as fast as outside AOIs. 

Table 1. A set of GPS trace data used for the observation and the experiments in this paper 

GPS trace 
data

Transportation
Length
(km)

Number 
of points

Time duration 
(hours)

Average 
speed (km/h)

sampling 
interval (sec)

T1 car, walk 40 2387 6 12 5

T2 car, walk 76 4887 7 11 5

T3 car, walk 57 3682 5 11 5

T4 car, walk 116 3303 5 25 5

T5 car, walk 60 4392 6 10 5

T6 car, walk 53 2448 4 16 5

T7 car, walk 277 5460 9 26 5

T8 train, bus, walk 28 2824 6 7 5

T9 bus, walk 28 3616 10 5 5

T10 subway, walk 13 1035 4 6 5

T11 train, bus, walk 100 19247 8 17 1

T12 walk 5 4163 1 4 1
 

By using a GPS logger during a travel, the trace of the travel can be saved and later 
analyzed. A GPS logger simply logs at a regular time the current track point informa-
tion: usually the current position (latitude and longitude) of the device, the time when 
it is recorded and the travelling speed. 

A GPS trace data T is a sequence of n track points pi(i=1,..n) described as follows: 
T = [p1,p2,…,pn] 

A track point pi is a 4-tuple of (timestamp, speed, latitude, longitude) and each 
element of the tuple is referred to by using the expression like p.speed. 

We have analyzed the GPS trace data of 12 real travels, described in the Table 1. 
We have observed the following characteristic in the GPS data: (C1) the travelling 
speed is not uniform even when the traveler tries to move at a constant pace.  

Since when reaching AOIs the travelling pace usually changes, we are interested in 
extracting the travelling paces used on a travel. In order to analyze the speed of the 
trace points and infer the different travelling paces used, first we introduce a cumula-
tive distribution function F(s) for the traveler’s speed s as follows. 

  , where |S| is the numbers of elements in a set S.  (1) 
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Then, we define a probability density function f(s) for the traveler’s speed s : 
 f(s) =  =   (2) 

 
Figure 1 shows the functions F(s) and f(s) which are calculated by using Δs=0.25km/h 
for the trace T8. Above 20 km/h the values keep the same tendency and are not  
relevant. Note that GPS loggers save very few points during the fast paces. 

 

Fig. 1. Functions F(s) and f(s) with Δs=0.25km/h and speed s from 0 to 20km/h 

By analyzing the GPS data of a travel by using the probability density function f(s) 
for the traveler’s speed s, we can observe the following characteristics: 

(C2) We can find peaks in the graph. It is inferred that the peaks found on the 
graph represent the different slow paces used on the travel.  

(C3) From the graph we can infer speed thresholds that separate the different trav-
elling paces used. 

(C4) Depending on the GPS data and the Δs value used in the function f(s), there 
may appear small peaks that does not represent a travelling pace. 

4   Proposed System 

4.1   Overview 

This section presents a system for automatically inferring and focusing AOIs from the 
GPS trace of a travel. In this section we refer to the results (B1-2)(C1-4) described in 
the previous section. The proposed system deals with the observations B1 and B2 but 
not B3, i.e. the proposed system infers the areas where the traveler moved slowly in a 
relatively long duration. The system consists of the following three steps. 
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STEP1 (fragmentation):  It analyzes the speed at the points of a GPS trace and  
regarding the observation (B1) decomposes the trace into a large number of small  
fragments.  
 
STEP2 (defragmentation): It enhances the fragmentation regarding the observation 
(B2) and the GPS data characteristic (C1).  
 
STEP3 (AOI extraction and focusing): It extracts AOIs from the GPS trace fragments. 
By using a Focus+Glue+Context map it provides two advanced functions to auto-
matically focus and display an AOI. 
 
The above three steps are explained in detail in the following subsections. 

4.2   Fragmentation 

The purpose of the fragmentation step is to decompose the GPS trace in fragments 
based on the slow travelling paces used on the travel. As the observations (C2) and 
(C3) show, speed thresholds that distinguish the paces can be inferred by analyzing 
the probability density function f(s) for the traveler’s speed s. To avoid the problem 
caused by the (C4), we introduce a new function f’(s) that smoothes the function f(s).  

 f’(s) = Δ Δ   (3) 

 
We consider that the classification of the paces into three classes (very slow, slow and 
fast) provides enough information to infer the AOIs of a travel. Many classes would 
result intrusive and difficult to understand. Therefore, the fragmentation step uses two 
speed thresholds in order to distinguish the three classes of travelling paces. 

The fragmentation is achieved by the following procedure. Its inputs are a GPS 
trace data T, the function f’(s) and the function F(s) and its outputs are two sequences 
of fragments Q1 and Q2 treated as queues. 

 
Definitions used on the fragmentation and defragmentation processes: 
A track point p is composed by three parameters concerning the moment the point 

was saved: time, location and speed. 
A GPS trace data T is a sequence of n track points pi(i=1,..n) described as follows: 

T = [p1,p2,…,pn]. The parameters of the points can be accessed using the dot opera-
tor, for example: T[3].speed . 

A fragment f is composed by three parameters: start (the start point of the frag-
ment), end (the end point of the fragment) and distance (the distance from the previ-
ous fragment in meters). The two points, start and end, are track points from T. The 
parameters of the start and end point can be accessed using the point operator, for 
example: f.start.time . 

Functions used on the fragmentation and defragmentation processes: 
 
enqueue(Q,e)  
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It adds the element e to the end of the queue Q. 
 
e = dequeue(Q)  
It removes the first element e in the queue Q and returns it. 
 
d = dist(T[i],T[j]) 
It recursively calculates the distance d between the points T[i] and T[j] as follows. 

 0 if j ≤ i 
d =  Euclidian distance between T[i].location and T[j].location if j=i+1 
 dist(T[i],T[i+1])+dist(T[i+1],T[i+2])+…+dist(T[j-1],T[j]) otherwise 

 
 (fr,j+1) = make-fragment(T,i,s,dp) 
Starting from the point T[i], it searches the first point T[j+1] in T which speed is 

higher than s and uses the input parameters to create a new fragment fr as follows. 
fr.distance=dp, 
fr.start =i,  
fr.end = j, 
Where  

j ≥ i, 
T[k].speed ≤ s for i ≤ k ≤ j, 
T[j+1].speed > s  or  j = |T| 

 
(dq,j) = find-next-fragment(T,i,s) 
Starting from the point T[i], it searches the first point T[j] in T which speed is less 

or equal than s and returns the value j and the distance from T[i] to T[j] as follows. 
dq = dist(T[i],T[j]), 
Where  

j ≥ i, 
T[k].speed > s for i < k < j, 
T[k].speed ≤ s for k = j 

If the end of T is reached and T[j] is not found, it returns dq=0 and j=|T|+1 . 
 

Q = make-seq(T,s) 
It searches all the fragments of the trace T where the speed is less or equal than s 

and return the fragments in a queue Q as follows. Figure 2 shows an example.  
If s = null, returns Q= null, 
Otherwise, 

Initialize Q 
(dq, i) = find-next-fragment (T,1,s) 
While (i ≤ |T|) do 

(f1,i)  = make-fragment(T,i,s,dq), 
enqueue(Q,fi) 
(dq, i) = find-next-fragment (T,i,s) 
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Fig. 2. Example of the make-seq function 

The fragmentation process follows the next procedure: 
 
STEP1-1. It builds the f’(s), by smoothing the probability density function f(s) of the 
traveler’s speed. The functions f(s) and f’(s) are defined in (2) and (3) respectively. 
  
STEP1-2. It detects several local minimums from the f’(s). It also detects the satura-
tion point of the F(s) and regards the point as a local minimum. This is because we 
cannot find a local maximum and local minimum when the speed is very fast. The 
local minimums are speed threshold values that distinguish the travelling paces. It 
sorts the local minimums in ascending order and names M[1],M[2],…,M[k].  
 
STEP1-3. It selects two speed-thresholds ST[1] and ST[2] from M[1] to M[k]  
detected in the STEP1-2 based on the following rules. 
[rule1] It discards M[j] if  F(M[j]) > 0.7 
F(s) represents the ratio of points selected by the threshold s. The reason for rule1 is 
that a threshold that selects almost all the points in T does not help the AOI inference. 
[rule2] ST[1] is the smallest and ST[2] is the largest in the local minimums which are 
not discarded by the rule1. If only one local minimum remains, ST[2] becomes null. 

 
STEP1-4 It composes two queues of fragments, Q1 and Q2, by gathering consecutive 
points from T based on the points’ speeds as follows.  

Q1 = make-seq(T,ST[1]) 
Q2 = make-seq(T,ST[2]) 

Q1 and Q2 are the result of the fragmentation process.  

4.3   Defragmentation 

The following problem is found after the fragmentation process: sometimes an  
inferred inter-travelling-pace transition is actually an intra-travelling-pace change. 
The defragmentation step attempts to fix the problem, which occurs in two situations: 
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(1) when between the fragments there is a short gap, it may be caused by anomalous 
speed values (GPS noise), and (2) when between the gaps there is a short fragment, it 
may be caused when the car stops a short time in a traffic light.  

The defragmentation is achieved by the following procedure. Its inputs are two se-
quences of fragments Q1 and Q2, received from the first step, and its outputs are two 
new sequences of fragments NS1 and NS2.  

Besides the definitions and functions described in the previous subsection, the fol-
lowing functions are used on the defragmentation process: 

 
push(S,e)  
It adds the element e to the top of the stack S. 

 
e = pop(S)  
It removes the top element e in the stack S and returns it. 
 
NS = merge-neighboring-fragments(Q) 
It returns in a stack NS the fragments from the queue Q merging consecutive frag-

ments that are nearer than a specified distance, δ, as follows. 
If Q = null, returns NS= null, 
Otherwise, 

Initialize NS 
push( NS, dequeue(Q) ) 
While there are fragments in Q: 

fb= dequeue(Q) 
If fb.distance < δ, 

              fa=pop(NS) 
              fc.start = fa.start 
              fc.end = fb.end 
              push(NQ,fc) 

Otherwise, 
              push(NQ,fb) 

NS = remove-small-fragments(S) 
It returns in the sequence NS the fragments from the sequence S with duration 

higher than τ as follows. 
If S = null, returns NS= null, 
Otherwise, 

Initialize NS 
For each fragment f in S:  
 if f.end.time – f.start.time > τ, f is added to NS.  

 
We use 20 meters and 5 minutes for δ and τ, which were determined based on the 

results of the preliminary experiments. 
 
The defragmentation process follows the next procedure: 
 

STEP2-1. It merges neighboring fragments as follows. 
NQ1 = merge-neighboring-fragments(Q1) 
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NQ2 = merge-neighboring-fragments(Q2) 
STEP2-2. It deletes small fragments as follows. 

NS1 = remove-small-fragments(NQ1) 
NS2 = remove-small-fragments(NQ2) 

NS1 and NS2 are the result of the defragmentation process. 

4.4   Areas of Interest Extraction and Focusing 

The fragments returned by the defragmentation step are used in this step in order to 
infer and focus the AOIs of the travel. The trace of a fragment is defined as the trace 
formed by all the points in T from the fragment start point to the fragment end point.  

Since the fragments represent places of the travel where slow travelling paces were 
used, an AOI is extracted from each fragment of the travel. An AOI is a circular area 
over the map composed of three attributes: center (latitude, longitude), diameter (me-
ters) and level (yellow or red). An AOI extracted from a fragment is defined as the 
smallest circular area that includes all the trace of the fragment. Besides, the level of 
an AOIs is red when extracted from a fragment included in NS1 and yellow when 
extracted from a fragment included in NS2. Over the map screen, the traces of the 
fragments from NS1 are drawn in red, the traces of the fragments from NS2 are drawn 
in yellow, and the rest of the GPS trace is drawn in green.  

 

Fig. 3. Results of the experiment 1 using GPS trace data shown in Table 1 

Note that since the speed threshold used to obtain the fragments in NS1 is  
always lower than the speed threshold used in NS2, the fragments in NS1 are always  
included inside the NS2 fragments. In other words, the red fragments are a detailed  
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fragmentation of the yellow fragments. Figure 3 shows the inference results for the 
GPS trace T1, described in the Table1, and the importance of using two different 
kinds of slow paces (two different levels of AOIs).  

By using the advanced Focus+Glue+Context map system EMMA (Elastic Mobile 
MAp)[1,2], the proposed system provides the users with two functions associated to 
each inferred AOI: (1) the focus function and (2) the detailed focus function. 

The focus function displays the whole travel route as big as possible and displays 
in detail the selected AOI over the same screen. Users can easily examine the AOI 
and at the same time understand the geographical relations with the rest of the route. 
Figure 3 shows the effect of using the function in the AOI number 2. 

The detailed focus function displays the AOI in the most detailed map scale and 
the surroundings of the AOI in a larger map scale. Users can quickly access an AOI 
and clearly identify all the details of the AOI and the map such as the map labels. 

5   Evaluation 

A prototype system has been developed that implements the proposed system. The 
prototype is a Flash application available through internet in common web browsers. 
A demo movie of the prototype is also provided1. Additional useful functions have 
been implemented, for example a function to export all the information of the inferred 
AOIs in the geographical file format kml, which is an international standard [9]. That 
way the inference can be stored and load in any compatible GIS application, such as 
Google Earth [10]. A snapshot of the prototype system is shown in Figure 3. 

We have compared the AOIs provided by the travelers, according to their memory, 
with the AOIs inferred by the proposed system in order to evaluate the goodness of 
the inference. We use two metrics, recall and precision, defined as follows:  

 
At = A set of AOIs provided by the traveler, the real AOIs. 
As = A set of AOIs inferred by the proposed system. 
Recall = |At∩As| / |At| 
Precision = |At∩As| / |As| 
 

All of the GPS traces in Table 1 were used in this experiment. Table 2 shows the 
numbers of AOIs in the sets At and As and the number of AOIs in their intersection 
At∩As. Figure 4 shows the bar-chars of a pair of precision and recall. 

Table 2. Relation of the sets At and As 

GPS trace data T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 
|At| 5 6 3 3 6 4 9 5 7 2 3 2 
|As| 9 5 5 3 8 6 9 7 7 4 5 2 

|At ∩ As| 5 3 3 3 6 4 8 4 6 2 3 1 

                                                           
1  http://tk-www.elcom.nitech.ac.jp/demo/fisheye.html 
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Fig. 4. Bar-chars of precision and recall for each GPS trace data evaluated and average values 

From Figure 4, we can see that the recalls are quite good for many traces; however, 
we found that there are some cases where some of the AOIs provided by the traveler 
were not inferred in this experiment. We now discuss the reasons. On the one hand, in 
many of the travels evaluated (T2, T7 and T8), it was not a complete error because the 
AOIs not inferred where inside a big inferred AOI. For example, the system inferred 
an AOI including a park but not one of the AOIs inside the park. Therefore, just by 
searching inside the big AOIs the user can find the AOIs not inferred, as opposite to 
search in the whole route. On the other hand, the AOIs not inferred in the T12 cannot 
be detected by analyzing the tracks speed. 

From Figure 4, we can say that the precisions are over 0.8 in three traces and from 
0.5 to 0.7 in other traces. We found there were several areas which were inferred as 
AOIs by the system but were not provided by the traveler. We now discuss the 
reasons. In the traces T3, T7, T8 and T11, the false inference is caused because the 
system inferred the area near the traveler’s home as an AOI. This kind of erroneous 
inferences can be avoided by using the user context, i.e. the user’s home location.  

We consider that recalls are more important than precisions in the AOI inference. 
When an AOI is not inferred, in the worst case the user have to search the area in the 
whole route. However, when an area with no interest is inferred as AOI, the user can 
soon realize and just delete the area from the inference result. 

6   Conclusions and Future Work 

This paper has presented a novel and effective system to infer the AOIs of a travel by 
analyzing the GPS trace data of the travel. The system provides a fast access to the 
inferred AOIs, which helps users in the tasks of examining and modifying travel  
records. The results show that the system is feasible and provides a helpful inference. 
The results also show that by using the GPS trace data the user cannot receive a per-
fect inference because whether an area has interest or not depends on the user subjec-
tive opinion. In order to improve the inference, some other parameters can be used, 
such as the user context (user’s home, user’s work,…). 

As a future work, we are currently developing an inference method based on the 
density of the points in an area, as opposite to the current method which is based on 
the density of the points in a fragment of the trace. 
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Abstract. In this paper we propose a framework that characterizes user interac-
tion with webGIS. Furthermore we present a technique to remotely test and 
evaluate such systems. Our framework does not only include parameters describ-
ing the usability of a system, but refers to factors that we argue influence interac-
tion and satisfaction substantially, such as the user's background and previous 
experience, or the user's computer equipment. We have developed tools and 
techniques to test webGIS remotely so that users can evaluate the system in their 
own environment rather than an intrusive laboratory. This remote-testing envi-
ronment allows us to record parameters such as task completion time, the rate of 
interactions but also the type of operating system and network connection used 
during the evaluation. In a case study we captured the interaction of more than 
300 users with a system whose purpose was to locate points of interest in a re-
gion of Switzerland. The data that was gathered during this remote-evaluation 
was used to validate and verify the conceptual framework. We have found out 
that parameters such as the user's experience with similar systems or the type of 
input device and connection speed significantly influence both the interaction 
and the user's satisfaction. The tools and the framework that we present in this 
paper are useful for developers and designers of webGIS, but also for researchers 
who are interested in evaluating the usability of such systems. 

Keywords: WebGIS, User Study, Usability, Remote Evaluation. 

1   Introduction 

In the beginning of the 1990'ies Human-Computer Interaction (HCI) was a well- 
discussed subject in the community of geospatial sciences. Researchers such as 
Traynor and Williams [1] have analyzed and criticized how GIS' interfaces are de-
signed. However at that time, HCI-related issues such as usability or spatial cognition 
were mostly addressed with theoretical concepts rather than with concrete user-
studies. Since that time the user interface of most major desktop GIS has not changed. 

In recent years the conception and development of webGIS for different purposes 
has become a widespread trend. The development went from simple mapping applica-
tions, offering basic navigation tools to complex collaborative systems where several 
users can add and modify information. [2] 

Initially the design and the functionality of webGIS were highly inspired by desk-
top GIS in terms of interface design and functionality. Yet webGIS are used in an 
Internet-context and the design and functionality (e.g. hyperlinks) of standard web 
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pages is usually quite different to the design and functionality of a desktop GIS. This 
fact resulted in a variety of different interface-types and interaction manners. [3] 

The usability of webGIS is crucial for its success since such applications are often 
intended to be used by people who are not necessarily experts in GIS. Several  
researchers [4,5,6] have found out that there are still many usability problems, and 
that there are no clear guidelines and standards for developers on how to design such 
a system for specific users. 

We therefore suggest that it is very important to find out how a webGIS' interface 
should work and be designed by analyzing how users utilize different systems. All 
studies that are known to the authors of this paper did not focus on the question who 
exactly the users are in terms of their personal experience, skills, background, age, 
gender and so forth. Unwin [7] for example states that the community knows very 
little about the user. In HCI this point “to know the user” has already been stressed by 
several authors (e.g. Preece [8]). 

The consideration of a webGIS as a system that is composed of the users computer 
and the system itself is another fact for which we think not enough attention has been 
paid to. We suggest that factors, as for instance the input device (a touchscreen or a 
wheel mouse) influence user performance, interaction behavior and satisfaction.   

The approach we present in this paper focuses on user characteristics, the context 
of use and the influence these matters have on usability and interaction. Usability 
itself aims at increasing aspects of a system such as a system's effectiveness, effi-
ciency and user satisfaction [9]. Other definitions of usability include the parameters 
speed of performance, time to learn, retention over time, rate of errors by users and 
subjective satisfaction [10], or efficiency learnability, memorability, errors/safety and 
user satisfaction [11]. 

A specific systems' usability can thus be measured and described by the parameters 
that are given by the definition. In our approach we want to go a step further and not 
only consider a webGIS with the goal of improving its usability in mind by detecting 
usability problems, but also describe how interaction and satisfaction are influenced 
by user-specific factors such as the user's experience with similar systems. 

In order to analyze the different aspects, we put up a system of parameters which 
considers the user, his context, his computer system, the interaction itself, the user's 
performance and behavior and also the satisfaction.  

One key point in our approach is that we do not test a specific system in lab condi-
tions, but we let the users test the system with their own computer equipment. In order 
to do this we have developed several tools that allow us to record user interaction 
remotely. 

This paper is structured as follows: in the next paragraph we will discuss how other 
researchers have addressed the subject. We will then present a user-study where we 
have developed different tools to detect the user's interaction with a specific system. 
In the next paragraph the gathered data is analyzed and the results are presented.  
Finally we conclude with perspectives and ideas for future work. 

2   Related Work 

There are several researchers who have analyzed user interaction in different contexts. 
However, relatively few evaluations analyzing usability and interaction aspects have 
been made within the field of webGIS.  
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Wachowicz et al [4] measured the usability aspects, user satisfaction and user per-
formance (the speed of performance, the rate of interactions and the rate of error) in a 
case study. The systems evaluated were the systems mappy and map24. There were 
eight participants who performed the usability test. 

The authors came to the conclusions that users, after having used one of the two 
systems, tried to use the same strategy while interacting with the second system in 
order to solve the same task. According to the authors this suggests that users generate 
familiarity during the use of a system and that this fact could give both positive and 
negative effects.   

Another evaluation of similar systems (Google Maps, MSN Maps, Mapquest and 
Multimap) was conducted by Nivala et al [5]. The authors focused on finding usabil-
ity problems and on proposing guidelines for the user interface design. The study was 
conducted with 24 test users (eight 'general' users, eight experts in cartography and 
eight usability experts) and more than 400 usability problems were detected. Further-
more, the authors stressed the importance of familiarity with such applications.  

A different approach was presented by You et al. [3]. The authors analyzed the 
most essential navigation functions of a webGIS: zoom and pan. You et al. found out 
that there are different manners these functions are implemented and used in today's 
systems. For the zoom functions these are:  

 

- zoom by re-center (the map zooms to the point that has been clicked on the map)  
   and original center (the map zooms to the center of the map) 
- zoom-in by marquee (the map zooms to a rectangular area that has been selected) 
- zoom by fixed scales (the user has the choice of some fixed  scales) 
 
For the pan functions there are four possibilities: 

- pan-buttons that are grouped around one location 
- pan-buttons that are distributed around the map 
- clicking on the map re-centers (pans) the map 
- moving the map by dragging it pans the map 
 
You et al [3] put up an inventory of ten different systems in order to find out how pan 
and zoom functions are implemented. The comparison showed that in all cases at least 
two different zoom functions were available. In nine of ten systems at least two dif-
ferent pan-functions were implemented.  

In order to compare the different functions' efficiency, the authors implemented 
four different systems showing the same (fictive) map. The four systems were capable 
of recording the user's interactions. The most important results of the study were: 
 
- the original center zoom is more efficient than the re-center zoom (however there  
   was no significant difference in terms of satisfaction) 
- the participants found that the zoom icon (a magnifier) fitted the  
   original center zoom better than the re-center zoom 
- inexperienced users may think that they are to move the map with the pan-buttons,  
   but not the frame; distributed pan buttons might help the user to move in the right 
   direction; however the distance that has to be done with the mouse is longer than 
   with grouped pan-buttons. 



 Remote-Evaluation of User Interaction with WebGIS 191 

 

All three experiments (Wachowicz et al [4] You et al [3] and Nivala et al. [5]) have in 
common is that they have been run in lab-conditions. User interactions were captured 
either by a camera [5], a specific desktop-recording software [4] or by the system 
itself [3].  

The question if remote testing of web sites could yield similar results as testing 
within lab-conditions was discussed by Tullis et al. [12]. The authors found out that 
the behavior of test users within lab conditions is very similar to that of remote users 
and that the potential larger number of users in remote testing can produce more reli-
able results. An issue that was discussed by Tullis et al. [12] was that remote testing 
in many cases requires the user to download a specific web-browser that is capable of 
recording the user's clicks and the user's interface. In order to facilitate remote testing 
the authors at that time decided to only use standard html and javascript and were thus 
limited in the yielded data (Javascript at that time was more limited and less sup-
ported by web browsers than today) However the advantage of remote testing is 
clearly that a higher number of users is more easy to reach and that users are not  
disturbed by the lab environment. 

3   Theoretical Framework 

We argue that the interaction of users with webGIS is a complex field of study. Us-
ability problems for instance may have several causes that are not only related to the 
design of the interface in terms of the functions or the graphical design, but also to an 
earlier experience with similar systems.  

In an earlier case study we had found out that the way users interact with a system 
can vary from user to user since there are almost always several ways of interacting 
and solving tasks. [13] Moreover we had found out that the interaction of one user 
with a system can vary over time and that users can change behavior and strategies 
during the interaction.  

The framework that we propose in this paper therefore takes into account who the 
users are in terms of age, gender, computer skills, but also in terms of experience with 
geospatial information and systems. Another very web-application-specific, but ne-
glected fact is that users do not have standardized computer systems used to access 
these systems. Computers vary and the interaction with a webGIS on a touch-screen is 
different to the interaction with a wheel-mouse. In particular webGIS are highly sub-
jected to computer performance since such systems, as opposed to "standard" html 
web pages are more intense in bandwidth consumption (e.g. due to voluminous raster-
data that needs to be transferred) and computing power (e.g. for map-rendering). Thus 
our framework basically consists of four fields of parameters: 
 

Parameters 1: The user 
 - Demographical parameters (e.g. age, gender, handedness) 
 - The user's experience and skills regarding geospatial information and  
    systems 
 

Parameters 2: The system 
 As a system we consider both, the webGIS with aspects  
              such as graphical design and functions, but also the user's computer  
 with features such as bandwidth or input devices (mice, touchscreen, etc.) 
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Parameters 3: The interaction with the system 
 - User performance (e.g. task-completion time, errors)  
 - User behavior (e.g. interaction strategies) 
 

Parameters 4: The user's satisfaction 
 User satisfaction can be subdivided into parameters such as the overall  
 satisfaction with the system, but also with specific features such as the  
          graphical design or functions. 
 

We argue that the analysis of the different parameter's interconnectedness is an  
important process that helps understanding how users interact with webGIS. Further-
more the knowledge of a parameter's importance and its connections to other parame-
ters helps weighting the results of a usability study and assists the developers of future 
systems to put their focus on specific aspects of a system. 

4   User Study 

In order to analyze the importance and the interconnectedness of the different parame-
ters that we have identified above, we have conducted an experiment that enabled us 
to monitor, collect analyze most of these parameters. The subject of this user-
experiment was a system that we had developed to easily point out and save locations 
in Switzerland.  
 

Zooming in and out was possible through 
- zoom buttons. (a single click zooms out/in, keeping the original center) 
- the mouse wheel (moving the mouse wheel up or down zoomed in or out) 
- fixed scales (nine choices indicated with blue bars; the actual scale was highlighted  
   by a red color) 
Panning was implemented as follows: 
- a single click on the map pans it (setting the location as a new center) 
- arrows for panning were distributed around the map 

 
Fig. 1. A screenshot of the system's interface 
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The function of pointing out locations was implemented with the metaphor to 
"drop" a pin on the map. A button named "drop pin" invited the user to click on it. 
Once the user had clicked on the button, the mouse cursor transformed into a pin. 
After the user had clicked on the map, the pin stayed on the map and the mouse cursor 
changed back again. At the same time a new button appeared, requesting the user to 
confirm the location. 

All elements (buttons, map, etc.) had tool-tips associated, which appeared after 1-2 
seconds, indicating what the user could do with it. Fig 1 shows a screenshot of the 
system's interface.  

5   Analytical Methods 

Before the system was included in the questionnaire system, a major goal was to 
evaluate it with real-world users. This testing-opportunity offered the possibility to 
not only test the system for its usability, but also to record and analyze the parameters 
described in our conceptual framework. 
For the recording of the user interactions two tools were implemented: 

 

  - A tool that recorded the server's activity (the server that hosts the system) 
  - A tool that recorded the interaction with the client (the interface of the system  
     loaded a web-browser) 

 

The first tool was based on the log-file generated by the Apache web-server. In ef-
fect, the log-file contains all requests that the server receives along with a time stamp.  
Fig 2 shows an example of such a line. 

 

Fig. 2. A sample line in the Apache-log file; important parameters: 

[1] The IP-address: Who tried to access the web-server 
[2] The exact time when the access occurred 
[3] The URL that the client requested (=> what the user was doing & seeing) 
 
These queries can be parsed into a more human-readable format and displayed as 
interaction-protocols. (Fig. 3.) Our tool also generates statistics of how many times a 
tool has been used or how much time the interaction took, etc.  

The IP-address was used to find out the approximate Internet connection speed the 
user had at the time of the evaluation and also the approximate location of the user. 
We used IP to location databases (available freely on the Internet) and the host name 
to find out this data. Users with fixed EPFL IP-addresses were classified as the  
users with the highest bandwidth; users with a Swiss ADSL or DSL connection were 
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classified as users with a medium bandwidth. All other users (e.g. foreign Internet 
connection) were classified into a third category.  

 

Fig. 3. An interaction protocol for one session 

The tool that records client-activity is a Javascript-library that is loaded when the 
user accesses the system. The tool samples the user's cursor position and the pointing 
device's interactions (e.g. clicks) about 40 times a second. The generated data is con-
secutively sent to a second server. 

After the interaction, the data from the database was used to generate parameters 
such as the cursor speed, the cursor path length or the time spent on specific elements 
of the interface (e.g. the percentage of time spent on the map itself and the one spent 
on the tools around) 

 

Fig.  4. The cursor path of a user solving one task (higher speed = red color, lower speed = blue 
color) 
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With these two tools it was possible to re-generate the user's screen at any moment 
of the interaction since the cursor position and clicks were recorded, and the map that 
the user was seeing could be re-created (all map-generating queries were recorded in 
the log-file). A sample of the data is given in Fig 4. 

6   Evaluation 

The evaluation of the system was conducted as a remote online-evaluation. A mail 
was sent out to about 800 people using mailing-lists (EPFL staff and students). 331 
users finally took the time to do the evaluation and to complete the questionnaires. 

Table 1. Number of users according to age and gender 
g g

Total

Male 82 140 5 0 1 228

Female 42 57 2 0 2 103

Total 124 197 7 0 3 331

< 20 y.o. 21 – 30 y.o. 31 – 40 y.o. 41 – 50 y.o. 51 – 60 y.o.

 

Out of these 331 users 228 were male and 103 female. 124 users were younger 
than 20 years old, 197 users between 21 and 30, 7 users between 31 and 40 and 3 
users between 51 and 60 years old (see table 1) 

The users had the choice to do the evaluation in English, French or German. At 
first the users had to complete a questionnaire with demographical questions (age, 
gender, etc) and questions about their computer skills and about their experience with 
similar systems. 

After the questionnaire the users were required to point out two locations on the 
systems' map. The original map was centered on the city of Lausanne. The first loca-
tion to point out was the EPFL (about 5 km outside Lausanne) and the second location 
was the train station in the city of Yverdon (about 40 km north of Lausanne). During 
these two tasks the two tools mentioned above recorded the user's interactions. 

Thereafter the users had to complete a second questionnaire with questions about 
their satisfaction concerning specific elements (e.g. the graphical design or the func-
tionality). Users were required to rate different aspects according to their satisfaction. 
During each evaluation about 80 parameters out of the four categories of parameters 
mentioned in our framework were measured. The most important parameters are:  
 
Parameters 1: The user 
For a user characterization we used the parameters age (in 5 groups), gender, lan-
guage (French, English or German), left-or right-handedness, estimated level of com-
puter skills and experience with similar systems (we calculated an index that relies on 
the choice if users had used each of the 9 given alternatives of similar systems: never 
(=0 points), sometimes (=1 point) and often (=2 points)). 
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Parameters 2: The system 
The user's computer equipment was characterized by the following parameters: the 
type of the user's pointing device (e.g. wheel mouse, touchpad), the browser type, the 
type of operating system and a rough measure for the bandwidth. 
 
Parameters 3: The interaction with the system 
As a characterization for the user's performance we computed the time it took to com-
plete each task. Moreover we considered locations that we wrongly pointed out by the 
user as errors. The parameters frequency of clicks on each of the tools and on the 
map, the time that was spent with the mouse cursor on the map or on the tools around, 
cursor speed and cursor path length were taken as measures for user behavior and 
strategies. 
 
Parameters 4: The user's satisfaction 
Satisfaction was measured by asking the users how satisfied (on a scale from 1 to 5) 
they were with the graphical design, the logic design, the design of the tools vs. the 
functionality that a user expected behind the tools, the map design, the map naviga-
tion, the speed and with the system in general. 

7   Results 

In order to verify and validate our framework we compared the parameters from each 
group with parameters from another group. For the comparison we used the Wilcoxon 
rank sum test. The choice fell on this test since it is robust for comparing non-
normally distributed samples. The null hypothesis to be tested is that two populations 
are identical with respect to their medians. A p-value smaller than 0.05 rejects the null 
hypothesis at a significance level of 5%  [16] meaning that the difference between the 
groups is significant. 
 
Parameters 1 (the user) & parameters 3 (the interaction): 
The first question that we addressed in this study is if there is a connection between 
demographics & user experience with GI & GI technologies (parameters 1 – the user) 
and user performance & user behavior (parameters 3 – the interaction). 

Task completion time (for the two exercises together) was the first parameter that 
was compared to the user's age, gender and index of experience of similar systems 
mentioned above. Interestingly the 124 youngest users (younger than 20 years) were 
the slowest users to complete the exercises. The difference to the group 21-30 years 
was significant with < 1.00E-6. The 7 users between 31 and 40 years were the fastest. 
A significant difference was noticed in the speed of performance and the gender of 
the participants. The 228 male users scored an average of 176 seconds for both exer-
cises; female users (103 users) however had an average of 260 seconds (p < 1.00E-8.) 

Considering the experience index, we found out that experience with these systems 
significantly influences the speed of performance. Users with little experience were 
on average more than one minute slower than users with a good experience (see table 
2). The p-values for the comparison between the three groups ranged from p < 0.004 
to p < 0.0012. 
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Table 2. Previous experience and task completion time 

 # of users Average time per user 
task1+task2 [s] 

little experience (I: 7-11) 112 223.16 

fair experience (I: 12 – 16) 194 196.56 

good experience (I: 17 – 21) 25 157.12 

 
Regarding errors, we found out that users with a good experience in similar sys-

tems (I: 17-21) made on average less errors (0.12 per user) than users with little ex-
perience (I: 7-11: 0.26 errors per user). However the p-values for this comparison 
were only not statistically significant (p = 0.1). Moreover we did not find any signifi-
cant difference between female and male users concerning the amount of errors. 

We argue that the rate of interaction (clicks & mouse-wheel interactions counted) 
is an indirect measure for the user's strategy in spatial navigation. For instance for 
navigating from A to B a user can choose to simply pan the map until the point is 
reached (resulting in many interactions) or he can choose to zoom out, pan the map 
and then zoom in (resulting in fewer interactions). The rate of interaction may  
furthermore be influenced by the users knowledge of the spatial information displayed 
on the map. If a user for instance does not know the exact location of point B, he will 
need to navigate the map until he finds it (resulting in many interactions as well) 

In our study the rate of interaction seems to be connected to the experience with 
similar systems (the comparison of the different groups was significant with p ranging 
from < 0.026 to p < 0.029). Users with little experience (experience index between 7 
and 11) needed 30.3 interactions on average to solve both tasks while users with fair 
experience (experience index between 12 and 16) needed 29.6 interactions and users 
with a good experience (experience index: 17-21) only 22.4 interactions. Due to the 
fact that users with a good experience were also faster than the other users, we con-
clude that the strategy that experienced users have induces better task completion 
time. 

When we investigated the time the users spent with the mouse-cursor on the map 
itself and the time the users spent outside the map (on tools, buttons, etc) we found 
out that women spent 73% of the interaction time on the map while men spent 79% of 
the interaction time on the map (p < 0.00004) This result also fits the way female and 
male users re-centered the map. When considering the proportions of clicks on the 
arrows around the map to the clicks on the map, we found out that for women the 
rates (clicks on arrows vs. clicks on the map) are 47% to 53%, while they are 35% to 
65% for men. (p < 0.0003) Women thus tend to use the arrows around the map more 
than men.  

The differences in percentages between the time on the map versus the time off the 
map were not significant for the parameters experience and age. 

 
Parameters 2 (the system) & parameters 3 (the interaction): 
After analyzing user performance and strategies we wanted to find out if parameters 2 
(the system as a whole) had a possible influence on user performance & user behavior 
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(parameters 3). At first we focused on the users' pointing devices. Most users (198) 
utilized a wheel mouse for the experiment. Touchpad users (91 users) were the second 
largest group and normal mouse (without a wheel) users were with 34 users the third 
largest group. Other input devices such as a mouse stick (4 users), a touch screen  
(2 users), a trackball and a Playstation-input device (1 user each) were used.  

When we compared the task completion time to these groups, we found out that 
there is no significant difference between the users of wheel mice and normal mice, 
but between mice users (both mouse types) and touchpad users (p < 0.04 for both 
mouse types vs. touchpad) Touchpad users were on average 36 seconds slower than 
for instance wheel mouse users. This suggests that the wheel mouse is a more effi-
cient device for the system than the touchpad.  Considering the rate of errors, the type 
of input device did not have any significant influence. 

The user's Internet connection speed was the next parameter that was analyzed. We 
had categorized the users into three groups: 65 users connected to the same network 
as the system's server at EPFL (these users had thus the fastest connection speed), 232 
users connected to the internet through a Swiss ADSL or DSL connection and 34 
users in foreign countries. 

We assumed that users in foreign countries would have a slower connection speed 
since there was at least one user in a foreign country who mentioned in a comment 
that his connection speed was slow. However we did not find any significant differ-
ence in task completion time for users who were using the system from a foreign 
country and users with a Swiss ADSL or DSL connection (p = 0.074). Yet there were 
significant differences in task completion time between users with an EPFL connec-
tion and the other two groups (p < 0.0002 for Swiss ADSL or DSL users and  
p < 0.00003 for foreign hosts).  

We can thus conclude that the Internet connection speed in our case has an influ-
ence on the task completion time due to the fact that the system is reacting faster with 
a fast connection speed.  

The pointing device type did not have a significant influence on the time the users 
spent on the map itself with their pointing device cursors, and the time the users spent 
outside the map. Neither the rate of interaction (clicking and mouse-wheel interac-
tions) seems to be connected to the type of the pointing device. Interestingly Linux 
users spent on average 84% of the interaction time with their cursors on the map; 
Windows users only 79%. This fact however can be dependent on the fact that 17 out 
of 20 Linux users were men (and men spent more time on the map than women). 
 
Parameters 1 (the user) & parameters 4 (user satisfaction): 
We asked the users to rate the graphical design, the logic design, the design of the 
tools vs. the functionality that a user expected behind the tools, the map design, the 
map navigation, the speed and the general satisfaction. Grades could be given from 1 
(very dissatisfied) to 5 (very satisfied) 

All across the different features, most users rated between the options  “satisfied” 
and “neither satisfied nor dissatisfied”. However an interesting finding was that the 
three users between 51 and 60 years of age were more satisfied than all other groups. 
This fact was found throughout all specific features such as system speed, map navi-
gation, etc. but also with the system in general (average rating: 4.3).  
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Experience with similar systems did not have any significant influence on the 
user's general satisfaction with the system, but on the user's satisfaction with map 
navigation. (Fig. 5). Users with fair experience were less satisfied on average with 
map navigation than users with little or good experience. 

Another noteworthy result is that users who used the system in English (23 users) 
were less satisfied with the system in general than German language - (26 users) and 
French language users (Fig. 6). This difference was also visible for all the other spe-
cific satisfaction ratings (design, map navigation, etc.).  

There was no notable difference in satisfaction for the parameters gender, left-right 
handedness and the self-estimated level of computer-skills. 
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Fig. 5. Percentage of the user's satisfaction with map navigation according to different levels of 
experience with similar systems 
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Fig. 6. Percentage of the user's satisfaction with the system in general according to the language 
they used 
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Parameters 2 (the system) & parameters 4 (user satisfaction): 
An issue for dissatisfaction was map navigation. The average rating of all users for 
this feature was 2.95. Compared to other subjects such as the system speed (3.5), the 
design of buttons and icons (3.6) or even the overall satisfaction rating (3.3) map 
navigation seemed to generate problems. A closer look at the comments showed that 
30 out of 41 comments were made about the manner re-centering was implemented in 
the system. These 30 users preferred to re-center the map using a tool that can be used 
to drag the map. Some proposed an icon in the shape of a hand for this tool.  

Interestingly, the type of the user's pointing device had an influence on the satisfac-
tion regarding map navigation. Touchpad users gave an average rating of 3.09 while 
normal mouse users (2.94) and wheel mouse (2.89) users gave a worse average rating. 
The difference between mouse users (wheel mouse + normal mouse users) and touch-
pad users was significant (p < 1.00E-12). This result suggests that mouse users seem 
to prefer dragging the map while touchpad-users seem less disturbed by clicking on 
the map. We argue that this fact is highly related to the fact that dragging on a touch-
pad appears to be physically more demanding than with a mouse.  

The speed of the users' Internet connection was a parameter that had a significant 
influence on the user's satisfaction regarding the system's speed. The differences be-
tween all three groups (fast EPFL connection, slower Swiss ADSL or DSL connection 
and foreign connection) were significant with p-values between 0.0005 and 0.0146.  
Users with the fastest connection speed gave the average grade 3.8 while users with a 
foreign connection gave the average grade 2.9. However the fact that users with a 
foreign Internet connection were less satisfied with the system's speed is probably not 
only related to their connection speed, since a foreign connection not necessarily is 
slow and the task completion time was not significantly different between users with a 
Swiss ADSL or DSL Internet connection and a foreign internet connection. Yet some 
users who navigated the system with a foreign Internet connection mentioned in a 
comment that they were unsatisfied with the system's speed due to their Internet con-
nection speed. 

8   Conclusions 

In our study we were able to detect significant differences between different users 
regarding their interaction performance and behavior, but also regarding their satisfac-
tion. We therefore suggest that the results are not only valid for the interaction with 
the webGIS we have described above, but also for other similar systems. However, 
the user study was conducted with participants who were all within an academic con-
text. We think that this fact might have influenced parameters such as computer skills 
or experience with similar systems since the particular context involves a frequent use 
of computer equipment.  

The evidence we have found in our data confirms that it is crucial to know the user 
for the conception, design and implementation of webGIS. The parameters gender, 
age, experience with similar systems, type of user's pointing device and Internet con-
nection speed do have an influence on interaction and satisfaction. Our evaluation 
thereby validates the relevance of the framework that we have established. 
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Moreover we argue that the user himself does not reflect over the system as a com-
position of different components (interface, input device, Internet connection etc) but 
perceives the system as one entity. We therefore suggest that a webGIS should not 
only be developed with the system's web-interface in mind but also with the consid-
eration of the user's computer equipment. We argue that the data we collected still 
offers more possibilities for analysis and interpretation. For instance, we did not make 
a difference between the two tasks that the users had to do, but we considered errors 
and task completion time for both tasks together. In the future, we therefore aim at 
analyzing the possible different strategies for the two tasks and the possible differ-
ences between users. 

Furthermore we also want to focus on the connection between spatial cognition and 
navigation. Several researchers such as Cooke [17] and Chen et al. [18] have dis-
cussed the correlation between eye movement and the mouse cursor. In Cookes' study 
mouse movements matched 69% of eye movements. Chen et al. found out that in 75% 
of chances the eye will follow the mouse. 

Applied to geospatial information systems, Mac Aoidh and Bertolotto [19] used 
mouse interactions in order to detect a user’s interest in spatial features. McArdle et 
al. [20] even went a step further and developed a system that takes both the recorded 
user interaction (i.e. mouse movements and mouse clicks) and the user’s context (e.g. 
in terms of their location and device) into account in order to generate a reliable user 
profile. Such a user profile can thereafter be useful for the dynamic personalization 
and adaptation of the content of a map. However it should be mentioned that the  
usage of remote recording tools also raises privacy concerns: in our evaluation, users 
agreed upon the statement that the interaction would be recorded, however the re-
cording of user interactions without the user’s knowledge could represent a consider-
able infraction on his privacy.  

The vast majority of our users used a mouse to interact with a rather simple map-
navigation system, however in recent years touch screen input devices have become 
increasingly popular. A suggestion for future studies is therefore to focus on this kind 
of devices in order to find out how finger movements (e.g. single or multi-touch) are 
related to the cognition of space. Further interesting parameters for investigation are 
more complex tasks such as searching for information or the influence of the resolu-
tion and the size of the display. 
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Abstract. This paper describes our mobile spatial interaction (MSI) prototype 
Touch2Query which presents the idea of using the touch screen on mobile 
devices to assist in performing ad-hoc spatial queries. This approach differs 
from conventional mobile LBS applications where the query shape (search 
space) is limited to either a bounding box or radius.  Instead, we provide 
functionality that allows users to interactively draw any desired query shape 
overlaid on an area of interest directly on a mobile device with their finger by 
combining vector primitives such as circles, polygons, polylines, and points.  
With the help of location and orientation aware mobile devices, mobile maps, 
and real-time distance and area measurements, Touch2Query gives the users 
freedom to perform customised spatial queries on objects/areas of interest while 
realising a better contextual understanding of their spatial environment at the 
same time.  

Keywords: Touch screen, MSI, OpenStreetMap, Geospatial web-services. 

1   Introduction 

As the development of mobile technology keeps marching forward, new generation 
smartphones like the Apple iPhone, Google Android, and Nokia Symbian based 
devices have become increasingly popular (Shek, 2010; Takeuchi and Kennelly, 
2010).  Position aware micro-sensors (i.e. GPS together with digital compass and 
accelerometers) are integrated into most of today’s state-of-the-art COTS 
(commercial off-the-shelf) devices together with supplemental locationing technology 
from Wi-Fi and cell tower signals.  As such, these mobile devices are now fully 
spatially enabled in terms of determining their geo-location with sufficient accuracy 
and consistency for most outdoor LBS applications (Skyhook, 2010).  Since 3G 
networks became prevalent, fast internet connections have now turned mobile devices 
into ideal terminals for World Wide Web discovery. Together, these advances bring a 
variety of new opportunities for development of Location-Based Service applications, 
which are essentially based on a user’s geo-location and delivered as a web-service, 
for example, “show me all the coffee shops within 1 km” or “what are these buildings 
around me”. 

Most new smartphones are also mobile map ready for navigation purposes, such as 
Ovi Maps for Nokia phones and Google Maps for Android and iPhones, etc. Using 
mashup-maps is a popular LBS approach, where the results retrieved from the  
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web-service are displayed as annotations on top of the base mobile maps. In this case, 
the mobile map annotations help users to get to know their spatial context; i.e. in 
relation to the nearby geographic environment surrounding a user’s current location, 
while behind the scenes each request is interpreted as a spatial query (search) to 
retrieve corresponding geometries and other associated information. The results from 
the spatial queries are determined by the spatial relationship between the source query 
shape/window and the spatial data (geometries) repository. Taking the “show me all 
the coffee shops within 1 km” request for instance, it is a type of range query that 
generates a bounding circle or bounding box with a specified dimension (e.g. radius) 
as the source query shape. The spatial operator for the query determines whether 
those geometries (building footprints of the coffee shops in this case) have the 
“within” topographical relationship when compared to the source query shape and 
subsequently deliver any retrieved results. Currently, there are a couple of well known 
web-services that deliver such functionality, such as Google Maps and Bing Maps, 
and applications running on the mobile device built on top of such services, for 
example, AroundMe (2010) and GeoVector (2010), etc. However, some limitations 
are still present when performing such types of spatial queries: 

1. The results retrieved from such services are entirely dependant on the 
completeness of the geospatial datasets of the data providers. In some areas, 
especially smaller cities or rural areas, map coverage is considerably poorer and 
hence query result accuracies are likewise affected. 

2. Even though the bounding query shape has already confined the search space and 
filtered out those objects that are out of bounds, it assumes that users have at least 
some local spatial knowledge of their surrounding environment. For instance, if the 
search radius is too large, in a densely built environment the returned results will 
be overwhelming, producing display clutter or information overload.  However, 
according to Willis et al. (2009), users that use mobile maps for navigation usually 
have poor local spatial knowledge familiarity. Therefore, if a user is a stranger in a 
new environment, a 1 km radius query range makes little sense in this context. 

3. The query shape is limited to either a bounding box or a circle, and often without 
the shape’s extents actually being displayed to users on the device. In some cases, 
where users are particularly interested in a certain area, such a query will either 
include some unnecessary geometries or miss some potential geometries altogether 
since the users have no freedom to manually adjust the position of the query shape 
boundaries and move beyond the default rectangle/circle range query parameters. 

In relation to the availability and completeness of a geospatial dataset, (Goodchild, 
2007) asserts that there is a rising interest in contributing volunteered geographical 
information (VGI) content to the Web that enriches the amount of accessible spatial 
data available.  One of the more successful VGI examples is the OpenStreetMap 
(OSM, 2010), where the map contents are contributed from volunteers through GPS 
trajectories and digitized map content, etc. Moreover, OSM is not limited to only 
street data but also footprints of buildings, point-of-interests (POI), etc. As a result of 
globally volunteered contributions, the completeness of overall map coverage is 
growing daily where OSM already shows a significant advantage in this respect over 
Google Maps and others in many cases (Jacob et al., 2009) and we concur with 
(Becker and Bizer, 2009) and others that these detailed and free to access spatial 
datasets offer great potential for developing added-value applications for LBS. 
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 With respect to limitations arising from the restriction of query shapes, a new 
feature found in some of today’s smartphones, i.e. the touch screen, is now available 
for developing enhanced user interaction functionality on these COTS devices where 
high precision multi-touch screens can leverage a user’s existing experience with 
human computer interaction (Albinsson and Zhai, 2003; Benko et al., 2006). Even 
though the screens on mobile devices are smaller than those on a desktop, with high 
precision selection users can easily perform customized gestures to view map 
contents, such as pan/zoom/draw etc.  Our case in point is the Apple iPhone, which 
integrates built-in GPS, digital compass, accelerometer, and a multi-touch function 
enabled touch screen. One of the obvious benefits of using touch screen interaction is 
that users can now specify a search space by interactively drawing query shapes 
directly on top of the mobile map display using their finger. This idea mimics using a 
mouse to draw ad-hoc query shapes for geo-processing in traditional desktop 
Geographic Information Systems (GIS). On one hand, users can visually see the query 
shape while interacting with the map contents in real-time. While on the other hand, 
since it is drawn on top of a mobile map, users get a better awareness of the context of 
their surrounding environment instead of simply a conceptualized radius. 

This paper describes a prototype application, namely Touch2Query, which uses the 
touch screen of an Apple iPhone to perform spatial queries over OSM datasets. It 
presents the idea using the touch screen as an interface for directly capturing user 
gestures. Such interaction is translated (interpreted) into source query shapes for 
further spatial queries in the database. Although at the current stage the geospatial 
data coverage in OSM is not entirely complete, as VGI moves towards more 
collaborative input as part of Web 2.0, we see the collective intelligence as a 
promising mobile map and metadata resource for LBS apps. Therefore, this paper also 
intends to demonstrate the usefulness of OSM data already available for spatial 
information retrieval in general. 

The remainder of the paper is organized as follows: Section 2 focuses on usability 
and objectives of the Touch2Query application from the perspective of geospatial 
information retrieval on smartphones, where some related applications in this field are 
introduced. Section 3 gives a comprehensive description of the data integration 
module, methods and functions that are employed in this application. Detailed 
demonstration of the implementation on the iPhone is shown in Section 4, and the 
conclusions and future work is presented in Section 5. 

2   Understanding Spatial Information Retrieval for Mobile Devices  

2.1   Volunteered Geographical Information (VGI)  

The availability of detailed geographic data is critical for delivering comprehensive 
LBS applications. Most geospatial data, in Europe at least, is collected and controlled 
by national mapping agencies or private companies, such as Google Maps, Yahoo! 
Maps, and Bing Maps, etc. However, data coverage over certain areas can still be of 
considerably poor quality and extent - especially in less populated areas.  Some 
research attempts to overcome this shortcoming looked at imaging and georeferencing 
public displays of  “You Are Here” maps to fill the coverage gap for local navigation 
purposes (Schöning et al., 2009). But a rapid growth in VGI has also started to fill this 
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gap with OSM being a successful example of this. In relation to VGI, the citizen-as-
sensor paradigm contributes to OSM by creating, assembling and disseminating 
geospatial features including streets, highways, buildings, etc. and gradually this 
collective geospatial information shows a surprising coverage all over the world 
(Goodchild, 2007; Haklay and Weber, 2008; Haklay and Ellul, 2010).  Another vitally 
important feature of using OSM data is that “you are free to copy, distribute, transmit 
and adapt our maps and data, as long as you credit OpenStreetMap and its 
contributors” (OSM, 2010), which affords users a lot of commercial freedom when 
building added value applications on top of it.  

Considering this increasing trend of VGI sourced data, this paper aims to 
demonstrate spatial information retrieval for mobile devices by building upon the base 
geospatial data supplied from OSM. As a case study, the map data that covers the 
National University of Ireland, Maynooth (NUIM) and its surrounding areas is 
targeted. A screenshot of the OSM map coverage is shown in Figure 1(a), while the 
corresponding map coverage over the same area from Google Maps is shown in 
Figure 1(b). The detailed OSM data is created by students from NUIM and is 
available for everyone to use, a clear example of how OSM grows through volunteers 
contributing datasets (Jacob et al., 2009). 

 

(a) 

 

(b) 

Fig. 1. (a) Map coverage around NUIM, Ireland from OSM (b) Map coverage for the same area 
from Google Maps 

2.2   Spatial Information Retrieval for Mobile Devices 

2.2.1   Query Shapes in Spatial Information Retrieval 
By definition, spatial information retrieval involves a query process to determine the 
spatial relationships between a source query window (shape) and a target data 
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repository, where those objects that satisfy the spatial relationships get returned. For 
instance, searching for objects (e.g. buildings, streets, etc.) that are within a certain 
radius from the current location of a user is referred to as a range query or spatial 
proximity query in GIS (Mountain and MacFarlane, 2007). In this case, a bounding 
box or circle with specified radius eliminates those objects that are out of bounds and 
returns only those that have the “contains” spatial relationship when compared to the 
query shape.  

There are already a wide range of web-based services that provide such operations, 
e.g. Google Maps, Bing Maps, etc., and mobile applications built on top of these 
services. Taking advantage of powerful search engines, these services and 
applications can already perform queries on large spatial datasets. However, the query 
shape in each case is still limited to either a bounding box or a bounding circle with a 
specified radius. An illustration of these two query types is shown in Figure 2.  

Target location

A

B

North

A

B

Lower point

Upper point

Bounding box

Bounding circle

Radius

 

Fig. 2. Using bounding box and circle for range queries 

In many cases, both types of query will work to aid users in reducing the 
information overload problem by filtering information that is out of bounds and thus 
presumably out of interest.  However, if a user is navigating at a large map scale (i.e. 
zoomed-in to street/building level) in an unfamiliar environment, the specification of 
radius makes less sense than it would at a smaller map scale (i.e. when zoomed-out). 
At street level, the users might be particularly interested in nearby areas only where it 
is hard to know the effect of scale, i.e., the difference between a 100 meter query and 
75 meters for instance.  

Other innovative applications make use of a combination of integrated GPS and 
digital compass to perform directional spatial queries where the query shape is a 
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calculated portion of the bounding circle in the pointing direction of the device to 
simulate a user’s actual field-of-view (Gardiner et al., 2009; GeoVector, 2010). A 
similar approach used in GeoWand (Simon et al., 2007) and 3DQ (Carswell et al., 
2010), where returned query results are only the objects visible within the mobile 
device’s pointing direction. Such spatial queries are accomplished by determining 
whether the pointing vector (a straight line projecting along the pointing direction) 
intersects with any objects in the database. These approaches aim to involve human 
interaction when performing the spatial queries and focus on the user’s egocentric 
perspective to improve the query experience. Nevertheless, these approaches rely on a 
GPS to provide constant and accurate positioning even though any positioning error 
(of even a few metres) can significantly influence the query results and constant 
running of the GPS and digital compass has been shown to quickly drain battery life 
in a mobile device. 

We suggest that a true egocentric query experience can never be fully realised if 
the users themselves cannot fully control the spatial query shape.  With fully position-
aware mobile devices now available, current location and orientation is a given.  
Therefore, we conclude that it’s now time to provide tools that aid the user to 
interactively refine their exploration of the environment, instead of “fixing” every 
query parameter for them. From this point of view, this paper presents the idea of 
exploiting the touch screen of the mobile device and allow users to draw their own 
query shapes in their own defined locations (i.e. not limited to their current location) 
on top of a mobile map. As a result, the customized search space is an arbitrary form. 
For example, swiping a finger over the mobile map is now considered equivalent to a 
directional query when pointing the device. The difference is, in this case, the user 
picks the direction they are interested in querying based on the current map displayed 
on the device, which may still be positioned and orientated according to the device’s 
sensor inputs, but not necessarily so.  This approach has the added advantage that it 
removes any requirement for these sensors to be absolutely accurate – a common but 
often false assumption among many existing mobile directional query type 
applications. 

2.2.2   Spatial Database and Web Services 
Retrieving comprehensive and meaningful results from spatial queries involves 
considerably large amounts of data and data processing. Considering the physical 
limitations of today’s mobile device battery power, CPU speed, and data storage 
space, etc., it is impossible to accomplish all these tasks efficiently on the device itself. 
Therefore, a client-server architecture is the preferred option where calculation 
intensive tasks are carried out on the server side, leaving the mobile device as a client 
to take care of sending requests, receiving responses, and displaying query results to 
the users (Simon and Fröhlich, 2007; Shek, 2010). 

To deal with the large amounts of geospatial data on the server, a spatial Database 
Management System (DBMS) is required to store, index and manage these data. Most 
databases today can fulfil this role, such as Oracle Spatial 11g, PostGIS, SQLite 
Spatial, MySQL, etc. (Zhou et al., 2009). Each of these databases has mechanisms to 
build spatial indexes on the stored geospatial data which significantly speeds up the 
query process of discovering spatial relationships (e.g. cover, contain, intersection, etc. 
between two geometries). In Touch2Query, to embrace the possibility that 3D data 
might be soon available in VGI, we employ Oracle Spatial 11g for this application as 
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it already supports 3D geometries (Ravada and Kothuri, 2009). Although the 
integrated SQLite database on the iPhone is not spatially enabled (i.e. “geometry” is 
not a native data type), it can still be used to store shapes of geometries in the form of 
lists of coordinates and can attach other customized information, such as web links, 
descriptions, etc. In this case, if datastores are pre-loaded, such an approach can save 
on Internet connection and other data traffic costs.  

Otherwise, a client-server communication architecture is a key element of success- 
ful LBS implementations.  In this respect, a common method is to use a request-
response style, which are completed by remote procedure calls (RPC). The 
Touch2Query server delivers Representational State Transfer (RESTful) web-services 
using TurboGears (tgws 2010), which refers to an architecture where the request is an 
http call and the response can be in different data formats such as XML or JavaScript 
Object Notation (JSON). A successful example is the Google Ajax search API where 
the remote call is an http request with specified parameters embedded in the web link 
and the response data is in JSON format (Google Ajax, 2010). In particular, we utilise 
a JSON response on the iPhone side simply because we believeve the data format is 
easier to work with. 

We exploit the strategies mentioned above to accommodate customized spatial 
query shapes. However, in relation to working with OSM data, there are already some 
useful web-services available. For example, (GeoNames 2010) provides the service 
findNearbyStreetsOSM which finds the nearest street to a given coordinate in the 
OSM datasets and provides both a JSON and XML response. There are also other 
interesting services available that the Touch2Query prototype utilises to demonstrate 
the integration of rich and free online resources built on top of OSM data. 

3   Touch2Quey Application Architecture 

The aim of this section is to give a detailed description of the architecture of the 
Touch2Query prototype. An overview of the system is shown in Figure 3. The 
architecture as a whole consists of three parts: Data integration model, query shape 
control model, and data exchange model.  

Restful web service

Spatial Query Operators

Geo-Data 
Warehouse

Oracle Spatial 
11g

WebService 
server

Internet        

GSM tower Wi-Fi

SQLite DB

Other online 
resourcesTouch 

Screen

 

Fig. 3. Architecture of the Touch2Query system 
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3.1.1   Data Integration Model 
The spatial data queried in this paper is downloaded directly from OSM, which covers 
our test area of NUIM and surrounding area, as shown in Figure 1(a). The geometries 
are in two data types: polylines for highways and streets; and polygons for buildings.  

The data integration model consists of three parts: On the server side, both 
polylines and polygons are stored in the spatial database in two separate tables, where 
each feature has its corresponding non-spatial attributes (e.g. name, type, etc.) 
attached. The second part of the data model utilizes the existing online web-services 
for OSM data, GeoNames in particular. Even though the actual data is stored in the 
GeoNames server, it is downloaded from the same up-to-date OSM repository. These 
two cases need Internet connections for data exchange. The third part of the data 
integration model uses the integrated iPhone SQLite database to locally store detailed 
information of each building on campus, such as building shape, name, description, 
etc. There are total 144 building footprints in the NUIM campus; each individual 
shape is recorded as a collection of coordinates for vertices in the footprint polygon. 
Therefore, once the building names in the query results get identified, the displayed 
contents can be derived locally from the SQLite database to save Internet data costs. 
Another benefit in using SQLite is that a simple range query can be performed using 
the bounding box; of course in our case the bounding box is user specified using the 
touch screen. Therefore, a minimum bounding rectangle (MBR) of each building is 
pre-calculated and the lower and upper points of each MBR are attached as attributes 
respectively.  

3.1.2   Customized Shapes Control Model 
For actual spatial query processing, query results are determined according to each 
spatial operator the user specifies (e.g. cover, intersect, contain, etc.). The spatial 
operator filters out those objects that do not have the specified spatial relationship 
with the source query shape and hence aims to reduce the effect of information 
overload and offer the user a clearer understanding of the surrounding environment.  
 As mentioned, in Touch2Query, query shape specification is not limited to a 
bounding box or a range radius. Instead, it is an arbitrary shape specified by the user 
and is drawn interactively via the touch screen. The implemented drawing functions 
support point, polylines, polygons and circles. To be more specific: a point is when 
the user touches a specific object (e.g. building) in the mobile map; a polyline is when 
the user swipes the screen over one or several objects in the map; a circle uses the first 
touch as the centre and moves to adjust the radius while keeping the finger in contact 
with the screen; a polygon is drawn when the user touches the screen multiple times 
in various locations on the mobile map. 
 The implementation of these query interfaces is relatively straight forward. We 
attach two layers to the touch screen: one at the bottom is the map layer and one at the 
top is an empty layer, which is used to capture any touch gestures from the user. The 
map layer consists of the iPhone integrated Google Maps. Considering the fact that 
Google Maps has poor coverage over the test area, we use OSM as our base map. For 
faster display, a group of geo-referenced OSM tiles are used as overlays on top of the 
background map. These tiles are split into smaller tiles and stored according to 
different map zoom levels and behave transparently as part of the native map. The 
most important role for the top layer is that it interprets the touch point into a 
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latitude/longitude coordinate in the underlying base map. Once the user double-taps 
the touch screen, the shape is drawn and ready for query processing to begin. 

3.1.3   Data Exchange Model 
The data exchange model of the system is split into two parts (online and offline) and 
shown in Figure 4: 

1. Web-Services based: The spatial queries over the OSM data from the GeoNames 
and Touch2Query server is accomplished online via RESTful web services, where 
the function call from the mobile device is a simple http request with specified 
parameters, such as the coordinates of the query shape; the response data from the 
server is in JSON format.  

2. Local SQLite based: In offline mode, the spatial query using a simple query shape 
is carried out on the SQLite database. A detailed example query process is 
described in the following section. 

 

Fig. 4. Touch2Query data exchange model 
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Fig. 5. The Touch2Query web-service 

 
 

In relation to the functions implemented in the Touch2Query server, three types of 
spatial operators are provided, i.e. “touches”, “intersects” and “covers”. To be more 
specific: In case the query shape is a polygon, the “touches” operator treats the 
polygon as an “outline” instead of a plane and returns those objects (buildings or 
streets) that intersect with the boundary only. While, “covers” treats the shape as a 
plane and returns those objects that are within the query shape. When the query shape 
is a circle, it is equivalent to a range query with the radius visible and manually 
adjustable in our case. When the query shape is specified as polylines, those objects 
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that “intersect” with the line will be returned. For instance, a swipe gesture in this 
case will generate a straight line, which is equivalent to a direction query. The 
diagram of the Touch2Query server shown in Figure 5 is built on top of the tgws 
framework and provides three types of responses (JSON, SOAP and XML) 
automatically.  

As for integrating web-services from GeoNames, the find nearest intersection 
OSM service is adopted where once a point is located in the mobile map, users can 
use this query to find the nearest street and the next crossing street from the specified 
location. 

As the integrated SQLite database on the iPhone is not spatially enabled, there are 
no native spatial operators supported. However, with help from pre-calculated MBRs 
of geometries, simple spatial operators can be managed via SQL selections (Rubin, 
2006). In particular, in Touch2Query, two types of query shape are supported: point 
and bounding box (rectangle). The implemented spatial operators determine the 
topological relationship between the query shape and each MBR of buildings in the 
database and retrieve the corresponding data.  

3.2   Helper Utilities 

3.2.1   Basic Geographic Measurement Utility 
When performing spatial queries, it is common that users are promoted to specify a 
search radius, which helps to eliminate the risk of inefficient querying over an entire 
huge dataset. However, such procedures assume the users have local spatial 
knowledge familiarity, for instance, understand roughly how far 1 km is on the map. 
Touch2Query avoids this assumption not only by letting users specify the radius by 
drawing the query shape directly on top of the area of interest, but also providing two 
geographic measurement tools: measurement for area (polygon) and length (polyline). 
For example, when specifying a circle or bounding box, the radius or width and 
height in ground units (e.g. metres) gets updated in real-time respectively. 

 

Fig. 6. Interface for user feedback utility  
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3.2.2   Utility for User Studies  
Even though this application aims to give users flexibility while interacting with their 
spatial environment, query choices are still limited to those that are implemented. 
Therefore, feedback from users regarding how they like or dislike the functionality, 
which query functions are preferred, and any additional comments, are important and 
valuable for future improvements. A Touch2Query user feedback utility is therefore 
embedded in this prototype. Users can grade each function on a scale from 1-5 and 
submit their comments and suggestions. Such feedback information gets received and 
stored in the database tied to a unique user id. This allows for further user studies 
analyzing usage patterns based on the preferences they have graded for future 
functional improvements. A simple interface for the feedback utility is shown in 
Figure 6. 

4   Touch2Query on the iPhone  

This section describes the Touch2Query prototype as implemented on the iPhone. The 
integrated Google Map together with the OSM overlay serve as the base maps, the 
touch screen is used to specify query shapes, the spatial query functions utilize the 
services from Touch2Query server, GeoNames server, and the integrated SQLite 
database, and user location and orientation awareness is supported by the integrated 
GPS and digital compass.  

4.1   Touch Screen for Customized Spatial Query Shape 

The query interface on the iPhone is shown in Figure 7, where the black transparent 
bar at the bottom contains buttons for different query options. In particular, the left  
 

 

(a) 

 

(b) 

 

(c)  

Fig. 7. (a) A query shape using a circle with drawn radius. (b) A query shape in the form of an 
arbitrary polygon. (c) A straight line drawn using a swipe gesture for the query shape.  Note 
that none of these query shapes need to be necessarily centred on the user’s current location and 
so can be interactively drawn on/over any area of interest.  
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most button will trigger the device to provide the current location with a single tap 
onthe button; and the orientation the device is currently pointing in with a double tap. 
Once the digital compass is working for orientation, the base map will auto-rotate to 
make the map point in correspondence with the pointing direction of the device.  

The customized query shape is then drawn on top of the base map, after the user 
gets informed of their location and orientation.  Any finger touches are captured and 
interpreted into geo-referenced shapes, i.e. each point is translated into a coordinate 
on the map. The shape is updated in real-time with the touching gestures. In 
particular, in Figure 7(a), the shaded radius of the circle is continuously updated in 
meters to let the users know the exact area they are querying; Figure 7(b) shows a 
query window as an arbitrarily drawn polygon; In Figure 7(c), the user draws a 
straight line on the screen to search or buildings and streets that are intersected along 
the path of the line. 

4.2   Data Integration and Exchange Models  

The OSM data is downloaded and stored in the spatial database (Oracle Spatial 11g) 
on the server side and locally on the iPhone using SQLite database respectively. Since 
the SQLite does not handle geometry as a native data type, the coordinates of the 
 

 
(a) 

 
(b) 

Fig. 8. (a) Searchable building information stored in SQLite. (b) The result returned from 
GeoNames (purple pin) for nearest street intersection from a given point (red dot) 

vertices in a geometry is stored as a collection. In addition, the MBR of each building 
is pre-calculated and the lower and upper point of the rectangle is stored, as well as 
other information like web links and description, etc.  The spatial query process can 
be accomplished by either sending requests to the Touch2Query and GeoNames  
web-services (Figure 8(b)), or querying from SQLite locally (Figure 8(a)).  As a 
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demonstration, an http request sent to GeoNames about the nearest street intersection 
with the current street location in OSM is shown as: 

http://ws.geonames.org/findNearestIntersectionOSMJSON?lat=53.382573&l
ng= -6.596088 

It is a simple URL calling the function name “findNearestIntersectionOSM”, with 
specified coordinates for the current street location (red circle) and the response data 
type in “JSON”. The returned result (purple pin) is then annotated on top of the 
mobile map, as shown in Figure 8(b). 

4.3   An Example of Execution Flow 

This section demonstrates a spatial query using polygons in the Touch2Query web-
service with a user drawn polygon as a query shape. After specifying the query shape, 
users are provided with certain query options as shown in Figure 9(a). Taking the 
“Intersected Buildings” option for instance: an http call using the coordinates of  
the polygon shape is sent to the Touch2Query web-service; the server side uses  
the “any intersection” spatial operator to discover any intersected buildings and 
returns/displays the building names on the iPhone as shown Figure 9(b). Such results 
can also be visualized as shown in Figure 9(c), where the building footprints are 
pulled from SQLite (to save on network download time/costs) and drawn in blue. 

 

(a) 

 

(b) (c)  

Fig. 9. (a) Available options for an arbitrary polygon query shape.  (b) Returned results shown 
in a table.  (c) Visualized results displayed on top of the mobile map. 

5   Conclusions and Future Work 

This paper describes our MSI prototype Touch2Query which presents the idea of 
using the touch screen on today’s smartphones to perform ad-hoc spatial queries. The 
query shape is drawn using finger touches for customized shapes such as; circle, 
polygons, polylines, and points. With the help of location and orientation aware 
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COTS devices, mobile maps, and real-time distance and area measurements, 
Touch2Query gives the users freedom to perform spatial queries on their areas/objects 
of interest with a clear understanding of spatial context (wrt scale) in their 
environment at the same time. The potential advantages are: 

1. While mobile devices do need GPS and digital compass to show current location 
and orientation, in Touch2Query these two sensors do not need to work constantly 
or accurately as users can explore and search their surrounding area manually, 
which can also significantly extend battery life on the device. 

2. During the process of query shape (search space) specification, users can visually 
see what the query shape looks like, exactly what sort of area it is covers, etc. and 
therefore get a more intuitive impression of their space and gain a better egocentric 
experience.  

3. In general, compared to conventional range queries, Touch2Query allows more 
flexibility and freedom for users to discover their spatial environment while 
reducing information overload at the same time. 

In relation to the data integration model used by this application, geospatial data 
from OSM is employed not only because its coverage of our NUIM test bed is better 
than others, but also because of its VGI nature in that such data can be freely accessed 
and distributed in mobile LBS applications.  Similarly, the Touch2Query server 
delivers open accessed web-services via a RESTful architecture and offers responses 
in XML, JSON and SOAP formats. This means with a simple http request, most touch 
enabled mobile devices including iPhone, can plug and play. In addition, this 
application also integrates OSM web-services from GeoNames to demonstrate the 
possibilities of incorporating other freely available online web-services on mobile 
devices. 

 
Future work will consider the following areas: 

1. In relation to the employed datasets for this application, the accuracy of the data 
shall be investigated and validated. It was found that some building and street 
names are missing while others are associated with wrong names. 

2. Although OSM has been evolving fast as part of the VGI phenomenon, at this 
stage it is still too early to conclude that OSM will replace its commercial 
counterparts. It is inevitable that we should embrace the trend and make good use 
of these valuable resources by integrating them into future applications.  

3. Although a user feedback utility is embedded in this application, at this moment 
Touch2Query has not been tested by many users. Once more user feedback 
information is gathered, a detailed user study about usage patterns will be 
investigated and summarized. 

4. Even though this application shows how touch screens can make mobile maps 
more interactive in 2D, we are living in a 3 dimensional world. Future work will 
focus on making 3D objects touchable in the mobile device, including being able to 
draw 3 dimensional query shapes for spatial information retrieval. 
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Abstract. This paper presents an automated method for defining the
boundaries of imprecise regions with basis on publicly available data. The
method combines interpolation from a set of points which are assumed
to lie in the region to be delineated, obtained from Flickr and evalu-
ated through Kernel Density Estimation, with heuristics for refining the
results that leverage on land coverage datsets obtained through remote
sensing, integrated through an approached based on region shrinkage.
The overall approach is evaluated by means of statistical classification
measures, using regions whose boundaries are well defined. Our results
shows that the method proposed here performs better than previous
approaches described in the litterature, based solely on interpolation
through Kernel Density Estimation.

1 Introduction

A major problem in the context of Geographic Information Systems relates to the
vague and imprecise nature of the names and concepts that are often employed
by the users of these systems. Geographic names such as The Alps or Down-
town Lisbon have no limit geospatial boundaries that are officially accepted.
Thus, these names can be interpreted differently by different people, although
there is some consensus regarding their conceptualization. Since geographically
vague names are used very often, the development of intelligent techniques
for their interpretation is a research problem that has been gaining increasing
interest. Automated approaches for delimiting geographic regions can nowadays
have many practical applications, including the descovery of the boundaries of
the areas of interest of Web resources, with basis on the geospatial locations of
the visitors, or the augmentation of existing gazetters with geospatial footprints
for vaguely defined places.

This papers describes a novel approach for automatically discovering the
geospatial boundaries associated with vague regions, using datasets publicly
available on the Web such as land coverage images obtained through remote
sensing, or collections of points associated with region names, obtained by query-
ing the API of the Flickr photo sharing website1 (i.e., collections of geospatial
� This work was partially supported by the Fundação para a Ciência e a Tecnologia

(FCT), through project grant PTDC/EIA-EIA/109840/2009 (SInteliGIS).
1 http://flickr.com/services/api/

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 219–229, 2011.
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coordinates corresponding to points where specific the photos were taken). The
proposed approach works by (i) aquiring points belonging to the vague region by
querying Flickr, (ii) pre-processing the points in order to minimize the impact
of photos that are incorrectly georeferenced, (iii) estimating the region for the
vague area with basis on Kernel Density Estimation (KDE), and (iv) refining the
region estimates through land coverage datasets, using an approach based on re-
gion shrinkage in order to approximate the boundaries, originally over-estimated
through KDE, to regions of discontinuity in terms of land coverage. The pro-
posed method was compared against a baseline that simply uses Kernel Density
Estimation, taking as basis a set of names corresponding to specific regions for
which we know the true geospatial limits. The obtained results show that the
refined method proposed here indeed performs better than using KDE alone,
resulting in an improvement of approximately 10% in terms of the F1 metric.

The rest of this paper is organized as follows: Section 2 describes the most
important related work. Section 3 presents the proposed method, detailing the
aproaches used in pre-processing, the original KDE-based region estimation and
region refinement through land coverage data. Section 4 describes the experimen-
tal validation of the proposed method, presenting the test data, the evaluation
metrics, and the obtained results. Finally, Section 5 summarizes our conclusions
and points directions for future work.

2 Related Work

The delineation of vague geographic concepts has been widely studied in Geo-
graphical Information Sciences. Previous work has explored methods for delim-
iting imprecise regions with basis on knowledge about points which are known
to be inside or outside of the regions to be delineated, often assuming that
names for vague regions co-occurr frequently with other placenames. Different
sources of information have been experimented with, including user question-
naires [17], information about points and geospatial relations described over
maps and gazetteers [1], textual information published on the Web [2,14], or
georeferenced photographs published on sites such as Flickr [11].

One way of aquiring knowledge about the geospatial limits associated with
vague regions is through the use of direct inquires with human experts [17],
asking them to delineate the regions over a map, or asking them to classify spe-
cific points as being inside or outside the vague regions that we wish to delimit.
Clough and Pasley, for instance, used questionnaires to define regions such as
Sheffield City Centre or The Peak District (a rural area near Sheffield), showing
photos to individuals and asking them to identify the places in the photos as
belonging or not to the vague region [6]. Afterwards, these authors explored a
method based on Kernel Density Estimation to find an approximation of the
area corresponding to the vague region with basis on geospatial coordinates as-
sociated to the photos indicated by the subjects as belonging to the region.
Altough metodologies based on questionnaires can obtain results of acceptable
quality, they are particularly susceptible to scalability issues. Given the large
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amounts of georeferenced data that nowadays exists on the Web, it seems more
promissing to use these data as an alternative to questionnaires.

Authors like Jones et al. described methods based on the use of Web search re-
sults for queries involving the names of the vague regions [14]. These approaches
are based on the recognition and disambiguation of place names that co-occur
with the names associated with the vague regions. Through the use gazetteers
and text mining heuristics [15], place names are disambiguated into their corre-
sponding geospatial coordinates. Each of these place names is also weighted ac-
cording to their occurence frequency in the search results. Geometric techniques
based on Voronoi triangulations or α-shapes [2] (i.e., a computer geometry al-
gorithm that estimates the region defined by a set of points [19]), or techniques
based on Kernel Density Estimation [14], are then used to discover the bound-
aries of the regions. In particular, Arampatzis et al. described a refined approach
which uses patterns over the search engine queries in order to collect points that
can be classified as inside or outside the vague region [2]. Geometric algorithms
based on α-shapes and Voronoi triangulations are then applied to delineate the
region, using both the interior and exterior points.

The approaches described in the previous paragraph require the recognition
and disambiguation of place names mentioned in texts, a task which is error
prone and computationally demanding. Other authors have explored similar ap-
proaches, although supported in data sources on which the acquisition process
is less demanding, including georeferenced photographs on photo sharing sites
like Flickr [11]. In fact, Flickr data has been used in a wide range of geospa-
tial applications [7], given the abundance of direct links between geospatial co-
ordinates (i.e., the locations where photos were taken, automatically acquired
through GPS devices in cameras or mobile phones, or manually associated by
the authors), calendar dates (i.e., the moments when the photos were acquired)
and textual descriptions (i.e., titles, descriptions and tags associated to the
photos).

Grothe and Schaab described two methods for the automatic delineation of
vague regions with basis on Flickr, including a method based on Kernel Density
Estimation and another based on One-Class Support Vector Machines [11], i.e. a
variant of the classical Support Vector Machines classification approach requiring
only positive examples [18]. The same authors have also described techniques for
the optimization of the parameters required by the algorithms used for delimiting
the regions. In our opinion, this publication is the one that best represents the
current state of the art in the automatic delineation of imprecise regions, even
though in terms of industrial applications, it is also worth mentioning the work
described by a team of engineers from Flickr2 which used an approach based
on α-shapes to delineate the regions corresponding more than 150,000 names
described in a large world-wide gazetteer.

The main contribution of this paper lies in the introduction of a refine-
ment technique that, taking as input a density surface produced through an
approach such as the ones presented by Grothe and Schaab, together with a

2 http://code.flickr.com/blog/2008/10/30/the-shape-of-alpha/



222 B. Martins

detailed land coverage image where pixels are assigned a value that corresponds
to the caracteristics of the terrain (e.g., water, vegetation, desert, urban area), is
able to improve the region estimates according to discontinuities in the terrain
(e.g., the borders of the vague region are likely to correspond to land masses,
and pixels of water should not be included). The evaluation in most previous
work was also made exclusively with vague areas corresponding to large regions,
whereas we used a more diverse set of reference regions to evaluate the proposed
method. Finally, this paper also presents experiments involving the use of pre-
processing techniques for removing outliers from the set of points aquired from
Flickr.

3 Delimiting Vague Regions

The method proposed in this paper for the delineation of vague regions uses
the Flickr API as a way to collect data points that are known to be contained
within the vague region. The method involves four steps, namely i) collecting the
points, ii) pre-processing the points, iii) estimate the boundaries of the region,
and iv) refine the initial boundary estimate.

In the first step, a query is made to the Flickr API using the standard UNIX
wget tool, in order to obtain all coordinates associated to photos whose title,
description of tags contain the name of the vague region. A maximum of 2.500
points is collected for each region.

In the pre-processing step, and in order to increase the variability in the data
and decrease the impact of errors related with incorrect coordinates associated
with the photos, the exact duplicate points are discarded. In a further attempt to
eliminate errors, we also experimented with outlier removal methods. Specifically,
the adaptive technique proposed by Filzmoser et al. was tested [9]. This technique
considers the distance to the centroid point data, as well as the shape of the
region containing the points, looking for outliers with basis on points that have
a high Mahalanobis distance [16] towards the centroid point.

In the third and fourth steps, the regions are delimited with basis on the
corresponding points, using a Kernel Density Estimation method, and afterwards
refined with basis on a land coverage image, though an approach based on region
shrinkage. The rest of this section details both these steps.

The methods for outlier removal, Kernel Density Estimation, and region re-
finement were all implemented in the R system3 statistical environment. R sys-
tem allows the rapid realization of experiments, exporting the results as image
representations for the regions (e.g., in the PNG or PDF formats) or as GML,
KML ou ESRI Shapefile documents for posterior analysis with other Geographi-
cal Information Systems. The method for Kernel Density Estimation is available
from the np4 extension package [13]. The method for outlier removal is available
from the mvoutlier5 extension package [16].

3 http://www.r-project.org/
4 http://cran.r-project.org/web/packages/np
5 http://cran.r-project.org/web/packages/mvoutlier
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3.1 Delimiting Vague Regions With Kernel Density Estimation

A technique from spatial statistics for the estimation of density surfaces, com-
monly refered to as Kernel Density Estimation, has been widelly used in Ge-
ographical Information Sciences as a way to estimate the density distribution
of geospatial processes that are at the origin of certain sets of discrete obser-
vations [4]. In our specific application, and assuming that the points that are
associated with the name of the vague region correspond to point observations
that are contained within the region, this technique can be used as a way to
estimate the probability of each point within a bi-dimentional surface belonging
or not to the interior of the vague region [11].

For a set of points X = {x1, ..., xn}, the function bellow returns the estimated
density for a point p, with basis on a Gaussian kernel. In the formula h is a
suavization parameter that controls the resolution of the kernel. Computing the
density surface with the formula shown bellow is usually done through a grid
that discretizes the bi-dimentional space associated with the surface.

f(p) =
1

|X | × h

∑

xi∈X

1√
2π

e
(p−xi)

2

2h2 (1)

The use of Kernel Density Estimation for the automatic discovery of the limits
associated with a vague region requires a second parameter, corresponding to a
cut value b. The contours of the vague region correspond to a contour line over
the density surface, chosen in a way to include all points with a density b.

The choice of parameters h and b is very important, since using the same set
of points with different h and b values results in very different estimations for
the vague region. There are known methods for automatically choosing the h
parameter with basis on the input data [4,13]. The R statistical environment,
through the np extension package, offers an implementation of the Kernel Density
Estimation technique that supports various kernel functions and methods for
automatically setting the h parameter. This software was used in the experiments
reported in this paper. The value for the parameter b was chosen empirically with
basis on experiments.

3.2 Refining the Density Estimates through Region Shrinkage

Initial experiments with the Kernel Density Estimation method, which was de-
scribed in the previous section, revealed that the method tended to over-estimate
the regions associated to the vage areas. Under the assmumption that the real
limits of a vague area often correspond to areas of discontinuity in the terrain
(e.g., the vague areas are often delimited by the trajectory of rivers, by mountain
ranges, deserts, of regions of dense vegetation, etc.), we propose a method for
refining the initial areas estimated through the KDE method by shrinking them
according to the nearest areas of discontinuity in terms of the characteristics
of the terrain. These caracteristics can be obtained from one of the nowadays
very popular land coverage image datasets, where each pixel is assigned to a
code that corresponds to the caracteristics of the terrain (e.g., a diffent code
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for water, vegetation, desert, urban areas, etc.). Specifically, in the experiments
reported in this paper, we used a dataset from the Global Land Cover Facility6

that consists of a map image of fourteen different land cover categories for the
entire Earth, in a resolution of 1 kilometer per pixel, build from imagery from
the NOAA-AVHRR satellites acquired between 1981 and 1994 [12].

In the area of Computer Vision, region growing is a simple and very popular
region-based image segmentation method, which works by iteratively examin-
ing neighboring pixels of initial seed points and determining whether the pixel
neighbors should be added to the region [20]. Specifically, this method takes as
input an image together with a set of seeds, corresponding to the points inside
a particular region of the image that we wish to discover. The region is then
iteratively discovered by comparing all unallocated neighbouring pixels to the
others, in order to find contiguous areas. This process continues until all the
corresponding pixels are allocated to the region.

Our algorithm for adjusting the KDE estimates follows similar ideas, iter-
atively shrinking an area instead of growing it. We examine the neighboring
pixels of the points corresponding to the boundary of the region, determining if
these points should indeed bellong to the region or not. The pseudocode for the
algorithm is shown bellow:

1. Search the KDE surface for discontinuity pixels and add them to a set S.
2. While the set S is not empty proceed by:

(a) Taking a pixel P from the set S.
(b) Examining the land-coverage of the 8-connected neighbors of P .
(c) If an inner-neighbour P2 of P has the same land-coverage of P then:

i. Adjust the density value of P to a value bellow the threshold b .
ii. Add P2 to the set S.

In the first step, the discovery of the pixels corresponding to areas of discontinuity
is based on searching the KDE surface to find the pixels whose oposing neighbors
(e.g., left and right pixels, top and bottom pixels, north-west and south-east
pixels, etc.) have distinct values in terms of the estimated density (i.e., one of
the pixels has a higher density then the threshold b and the other has a density
value lower than the threshold). A similar procedure is used in step 2.(b), by
checking if the neighbour whose density is lower than the threshold corresponds
to a land-coverage class that is shared with the other pixel.

Iteratively, the above procedure shrinks the over-estimated region that is pro-
duced by the Kernel Density Estimation method, readjusting the boundaries in
a way that the limits for the vague region are made to correspond to areas of
discontinuity in terms of the land coverage for the terrain.

4 Experimental Validation

To validate the proposed method for delimiting vague regions, experiments were
made envolving the names corresponding to 18 regions whose true geospatial
6 http://www.landcover.org/data/landcover/
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Table 1. Results obtained for the different vague regions

KDE with all points KDE without outliers refined approach
num. points P R F1 P R F1 P R F1

Albania 1336 0.080 1.000 0.149 0.695 0.841 0.761 0.814 0.809 0.811
Belarus 1130 0.130 0.946 0.229 0.867 0.592 0.704 0.870 0.430 0.575
Croatia 1829 0.130 0.999 0.230 0.368 0.432 0.397 0.575 0.414 0.481
France 1448 0.260 0.971 0.410 0.536 0.591 0.562 0.748 0.844 0.793
Germany 2297 0.224 0.999 0.366 6.107 0.136 0.267 0.633 0.523 0.573
Greece 2015 0.094 0.998 0.173 0.294 0.876 0.440 0.580 0.827 0.682
Ireland 2360 0.147 0.999 0.257 0.520 0.886 0.656 0.771 0.706 0.737
Italy 1593 0.190 0.995 0.319 0.481 0.905 0.628 0.670 0.909 0.771
Luxembourg 1633 0.017 1.000 0.034 0.278 0.991 0.435 0.309 0.987 0.471
Switzerland 1867 0.153 0.999 0.265 0.700 0.990 0.820 0.723 0.988 0.835
Ukraine 1110 0.214 0.950 0.349 0.687 0.290 0.585 0.700 0.646 0.672
Cornwall 1708 0.110 0.970 0.197 0.703 0.984 0.821 0.934 0.942 0.938
Durham 1232 0.000 0.999 0.001 0.408 0.999 0.580 0.625 0.916 0.743
Essex 1449 0.102 0.989 0.186 0.730 0.999 0.843 0.821 0.984 0.895
Warwickshire 972 0.485 0.999 0.653 0.907 0.978 0.941 0.952 0.939 0.946
West Midlands 1211 0.202 0.999 0.337 0.887 0.996 0.938 0.949 0.983 0.966
West Sussex 838 0.585 0.985 0.735 0.926 0.916 0.921 0.977 0.877 0.924
West Yorkshire 1958 0.185 0.999 0.313 0.722 0.999 0.838 0.790 0.982 0.876
Average 1555 0.184 0.989 0.289 0.934 0.800 0.674 0.747 0.817 0.761
St. Deviation 441 0.146 0.018 0.183 1.307 0.272 0.202 0.169 0.193 0.158

limits were known in advance. The choice of regions was made in an attempt
to ensure a large diversity in terms of area, shape, and type of the region, thus
supporting tests with diverse conditions. The 18 considered regions include the
names of 11 European countries that were used in the previous work by Grothe
and Schaab [11], together with the names of 7 other smaller regions. The qual-
ity of the produced regions was evaluated by means of statistical classification
measures such as Precision or Recall. For each vague geographical name, let D
be its true region and let D∗ be the produced estimate. Precision P and Recall
R can be defined according to the formulas bellow:

P =
Area(D ∩ D∗)

Area(D)
(2)

R =
Area(D ∩ D∗)

Area(D∗)
(3)

In this paper, the majority of results are reported in terms of the F1 metric,
which summaries Precision and Recall through their harmonic mean.

F1 =
2 × P × R

P + R
(4)

Table 1 presents the obtained results for each of the considered vague regions,
separatly presenting measurements for (i) a technique based on Kernel Density
Estimation considering all points, (ii) a technique based on Kernel Density Esti-
mation in which outlier points have been removed, and (iii) the refined technique
presented in this paper. In all experiments, the Kernel Density Estimation was
computed with a b threshold value of 1×10−6. Table 1 also presents the number
of points gathered for each of the considered regions.
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Fig. 1. Results obtained for Italy and The Alps

The results in Table 1 show that the proposed refined approach indeed pro-
duces a substantial improvement over a Kernel Density Estimation baseline. On
average, this improvement corresponds to a difference of approximately 10% in
terms of the F1 measure. Moreover, the results also show that the pre-processing
procedure for removing outlier points also improves the results.

In the case of names for the 11 European countries that had been previously
used in [11], our results show average F1 scores of 0.25, 0.57 and 0.67, respectively
for the methods corresponding to the usage of KDE, KDE removing outliers, and
KDE refined through land coverage data. These results are somewhat inferior to
those reported in [11], which corresponded to average F1 scores of 0.69 in the case
of a method based on KDE, and 0.74 for a method based on one-class SVMs. Still,
the experimental conditions (i.e., the points collected for the different regions)
were somewhat different in our case, and we also did not try to optimize the
bandwidth parameter associated with the KDE method through neither heuristic
approaches or cross-validation procedures. It is our belief that the approach
proposed here, which used land coverage data to refine the estimates produced
by a density estimation method, could also be used to improve the results of the
one-class SVM method used by Grothe and Schaab [11].

In Figure 1, we illustrate the results obtained for two distinct regions, namelly
Italy and The Alps.
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5 Conclusions and Future Work

This paper presented an automated method for delimiting imprecise regions with
basis on publicly available data. The method combines estimation from a set of
points which are assumed to lie in the region, obtained by querying Flickr and in-
terpolated from the set of points through a Kernel Density Estimation method,
with heuristics for refining the results that leverage on land coverage datsets
obtained through remote sensing, integrated through an approached based on
region shrinkage. The overall approach for finding region boundaries was eval-
uated by means of statistical classification measures, using a set of 18 regions
whose boundaries are well defined. Our results show that the refined method
performs better than simpler methods described in the litterature, based solely
on interpolation through Kernel Density Estimation.

Despite the good results, there are also many interesting challenges for future
work. Intuitively, the proposed algorithm will work well only when the cognition
for a given region by the majority of people is not wrong. Indeed, the strongest
interest point of the proposed approach is to be able to associate a given place
name with the geospatial region that the majority of people would also associate
to it. However, it is not clear how the proposed method will cope with the case
of regions that are often missunderstood by people. Future experiments with the
proposed method, using a larger set of regions and possibly also using human
experts, should try to address this issue.

There is also a huge literature on the usage of Kernel Density Estimation
in related applications. It would be interesting to experiment with methods for
setting the bandwidth h parameter dynamically, as well as with different ker-
nels [10] and different density estimation techniques. Of particular interest is the
previous work by Carlos et al., where the authors described a density estima-
tion method that adapts the bandwidth parameter with basis on the underlying
population distribution, arguing that when the effect of the background popu-
lation is sucessfully accounted for, the differences in point patterns over similar
population areas become more dicernible [5]. For future work, we plan on exper-
imenting with the usage adaptive bandwith approaches based on datasets such
as the LandScan Global Population Database7 or the Gridded Population of the
World8. Moreover, besides population density and land coverage datasets, there
are many other sources of geographical information that could be used to refine
the estimates for the vague areas (e.g., road networks data, satellite imagery,
etc.).

Another interesting challenge for future work is related to the evaluation of the
obtained regions. The metrics of Precision and Recall used in our experiments
effectively allow one to draw conclusions regarding the quality of the produced
regions. However, particular applications may be more or less sentitive to the
quality of the region approximations, instead being interested in the preservation
or properties such as tolological relations between the generated regions [8]. For

7 http://www.ornl.gov/sci/landscan/
8 http://sedac.ciesin.columbia.edu/gpw/
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future work, it would be interesting to measure the effect the quality of the region
approximations has on particular algorithms that use them, in applications such
as Geographic Information Retrieval [3].
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Abstract. The use of text mining for obtaining new knowledge from histori-
cal documents has gained wide attention in humanities research. We propose a
method of revealing and visualizing relationships between historical persons us-
ing locational information expressed in historical documents. For each person,
a vector of co-occurring place names is constructed. We then clustered persons
using this vector in the K-means algorithm. We conducted experiments using Hy-
ohanki, a diary written by an aristocrat in the classical era. The result showed that
the obtained clusters match well with historically meaningful groups, indicating
the effectiveness of our proposed method.

Keywords: Historical documents, Text mining, Visualization.

1 Introduction

In recent years, there is an increasing use of digital technology in the study of human-
ities. Many historical documents are now digitally archived, enabling further analysis
using computers. There are archives that are accessible on the World Wide Web, in-
cluding Union Catalog of the Collections of the National Art Museums, Japan [1] and
Perseus Digital Library [2].

Until recently, the storage of historical documents and data has been the main target
of digital archive research. There are, however, many works that go on to analyze the
content of the historical documents using text mining techniques. In this paper, we
propose a method of visualizing relationships among historical persons using locational
information appearing in documents. Specifically, we use the digitized text of Hyohanki
as a data source. Hyohanki is a personal diary written by Nobunori Taira (A.D.1112-
1187) in late Heian period of Japan. It is said that he has written his diary for 52 years
(from 1132 to 1184), but today we only have its fair copy (written by himself) dating
from 1132 to 1171. Although some part of it has been deteriorated and missing, all of
the existing pages are digitized into text format. The existing pages consist of 2,488
diary entries.

Nobunori Taira worked at the imperial court and served as a trusted vassal of the
emperors and ministers. It means he was at a position to know events occurring around

K. Tanaka, P. Fröhlich, and K.-S. Kim (Eds.): W2GIS 2011, LNCS 6574, pp. 230–239, 2011.
c© Springer-Verlag Berlin Heidelberg 2011
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the center of power of the time. Unlike a modern day personal diary, Hyohanki is partly
a record of official events and political actions, making it a rich source for knowing
policies, disputes and conspiracies in the court. It is therefore a document of high im-
portance.

Figure 1 is an example of the original copy of Hyohanki [3]. In analysis, we used
digitized text created by Sugihashi Laboratory in the College of Literature, Ritsumeikan
University, based on the published version [4].

Fig. 1. Example of the original copy of a historical Japanese diary, Hyohanki

We used place names appearing in the document to characterize each person’s ac-
tivity. It is expected that a person’s characteristics can be expressed based on activities,
rather than statistic features such as social classes or affiliation. We defined similarity
between persons using co-occurring place names. Relationships among persons were
visualized based on this similarity measure.

The rest of the paper consists of the following sections. Section 2 gives related work.
Section 3 describes our method in detail. Section 4 describes the result of evaluation.
Section 5 is the conclusion.

2 Related Work

2.1 Mining Historical Documents

Until now, there has been only a small number of works that proposes extended search
and analysis functions for digital archives of historical documents. Gerlach and Fuhr
proposed “cross-age search systems” that enables searching of ancient document using
a modern language [5]. Khaltarkhuu and Maeda proposed such system for traditional
Mongolian texts [6]. Kimura and Maeda proposed an extended search system for his-
torical documents which enables to search Hyohanki written in ancient Japanese using
a modern Japanese query [7].
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Recently, Yoshida visualized walking paths of the 12th century aristocrats when they
walked through Kyoto, the capital of Japan back then [8]. It significantly illustrated their
daily activities and differences among social classes and occupations. While Yoshida’s
work indicates the effectiveness of using locational information for visualizing activities
of historical persons, it involved intensive work since extraction of place names from
the documents were performed manually. One of the aims of this paper is to enable such
elaborate analysis automatically by the use of text mining and data mining techniques.

2.2 Spatial Clustering Analysis and Visualization

Spatial clustering has been applied to different domains of geographical information
science and proved to be effective[9,10]. There are also research on visualizing rela-
tionships obtained from documents using graphs[11,12]. In our paper, we utilize graphs
to visualize information obtained from historical documents, extending this approach
to a new field.

Kazama et al. extracted relationships among persons based on co-occurrences in web
pages. They considered personal relationships as a new type of link structure similar
to hyperlinks on the web, and applied various mining techniques on the graph[13].
We perform similar graph mining techniques, but we do not use direct co-occurences
between persons’ names. Instead, we use indirect relationships based on place names.

3 Method

3.1 Information Extraction

In the first step of our proposed method, we obtain frequencies of co-occurrences be-
tween each person’s name and place names. Since Hyohanki is written in classical
Japanese, we cannot attach part-of-speech tags using existing morphological analyzers
that were trained using modern Japanese. We therefore used pattern matching to find
place names that were included in the dictionary. We used the “Index of Kyoto’s Place
Names” created by Noboru Tani based on the Outline of Heiankyo [14] and Japan’s His-
torical Place Names 27: Place Names of Kyoto [15] as data sources for place names.

We use a co-occurrence as the indicator of a relationship between a person and a
location. If a person’s name and a place name appear in a same paragraph, we consider
it as a co-occurrence between the two. In many cases, a co-occurrence between a person
A and a location B indicates that a person A was at a location B. There are, of course,
cases where A and B co-occur in an expression such as ‘A has never visited B.” It is
difficult to exclude such cases, unless applying extensive natural language processing.
If we could collect many co-occurrences, however, the result is expected to represent
a positive relationship between a person and a place name, due to the law of large
numbers.

Since each paragraph in Hyohanki usually describes a specific scene, we considered
it to be a better unit than dates. Further refinement might be possible if we adjusted
temporal granularity, but that is a part of future work. In this paper we use a paragraph
as an approximation.
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3.2 Clustering

Each location name is considered as a dimension of a vector space. For each person, we
create a vector having the number of co-occurrences with a place name as a component.
For the similarity measure, we used cosine similarity.

In clustering, there is a proposal of improving convergence by setting initial values
in a probabilistic manner [16]. We used this modified K-means method for clustering
persons’ names. Parameters in our method are K and L. K is the number of clusters
used in K-means clustering. L is the number of repetitions for finding the optimal initial
centroids. The algorithm is as follows.

1. Randomly select initial value x, indicating a person.

2. Select x′ that maximizes p(x′) = D(x′)2∑
y D(y)2

and add it as a new centroid of a

cluster. (D(x′) and D(y) indicate the distances from x′ and y to the nearest cluster,
respectively. We use the value subtracting 1 from the similarity as the distance).

3. Repeat step 1 and 2 until K initial clusters are obtained.

4. Allocate each vector to its nearest cluster. (The distance between a vector and a
cluster is defined by the distance between a vector and the centroid of the cluster).

5. Revise the coordinate of the centroid for each cluster.

6. Repeat step 4 and 5 until vectors are no longer reallocated.

7. Repeat step 1 to 6 for L times, and obtain the result that has the minimum total of
the distance between each data and the centroid of the cluster it belongs to.

3.3 Visualization

We use the similarity measure and the result of clustering for visualization. We used
JUNG, a Java open source library for drawing graph structure. It has a capability of
drawing graphs when the relevance measures between each pair of nodes are given.

4 Experiments

Using our proposed method, we created graphs that visualize relationships between
historical persons. We focused on the time range of Hougen Rebellion, starting in early
July 1156 and ending in late July of the same year.

Hougen Rebellion is a short civil war caused by a power struggle between the Em-
peror Goshirakawa and the former Emperor Sutoku, who was the elder brother of
Goshirakawa. As a result of the rebellion, two samurai warrior clans, Taira and Mi-
namoto, gain power and the peaceful Heian period ruled by the aristocrats Fujiwara
family ends. It marks the turning point from the classical era to the medieval era in the
Japanese history.
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We chose 78 persons belonging to either the faction following the former Emperor
Sutoku or the faction following the Emperor Goshirakawa [17]. Most of them are aristo-
crats and samurai warriors. It is distinguishable from historical records to which faction
each person belonged to. In Hyohanki, 31 of these persons had co-occurrence with lo-
cation names. We used K = 3 for K-means clustering and L = 20 for initialization.

4.1 Visualizing Relationships among Persons

Figure 2 shows the result of visualization using the similarity of co-occurring location
names. The shape of a node indicates to which faction each person belonged to. A
circular node indicates that he followed the former Emperor Sutoku, and a square node
indicates that he followed the Emperor Goshirakawa. Lines are drawn when similarity
is over 0.4. Dotted lines indicate similarity between 0.4 and 0.7. Solid lines indicate
similarity over 0.7.

Figure 3 shows the result of clustering. The shape of the node indicates to which
cluster the person was allocated to. The members of the cluster 1 is represented by
triangular nodes, the members of the cluster 2 is represented by circular nodes, and the
members of the cluster 3 is represented by square nodes. Table 1 shows to which cluster
and to which faction each person belonged to.

The coordinates of each node in Figures 2-3 do not correspond to the actual geo-
graphical coordinates. The nodes are in a space of logical relationships, rather than in
the actual space.

Fig. 2. Relationships among persons and historical factions
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Fig. 3. Result of clustering persons using locational information

4.2 Analysis of Significant Place Names

The next step in our analysis was to characterize each cluster to see the meaning behind
grouping of the persons. Since we used place names as features, clusters are character-
ized using place names. We defined the score S(p, c) as follows.

1. Calculate cosine similarity C(p, c) between the centroid vector for a cluster c and
a place name vector p (which is an element of the basis).

2. Obtain score S(p, c) by dividing C(p, c) by the average for all c’s, as follows. K is
the number of clusters.

S(p, c) =
C(p, c)

1
K

∑K
c′=1 C(p, c′)

The value of S(p, c) will range from 0 to K . Place names with high values of S(p, c) are
the ones that are specific to the cluster c. Table 2 shows the list of place names with high
values of S(p, c) for each cluster. The result contains several intuitive features. In cluster
2 (circle), a high score is assigned to “Takamatsuden Palace”, where the headquarters
of the Emperor Goshirakawa’s faction was located at. In cluster 3 (square), a high score
is assigned to “Shirakawa”, where the former Emperor Sutoku’s faction placed their
headquarters. In cluster 1 (triangle), high scores are assigned to places where Sutoku’s
faction seized from Goshirakawa’s faction, for example Higashisanjoden Palace.
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Table 1. Comparison of factions and clusters

Cluster 1 (triangle) Cluster 2 (circle) Cluster 3 (square)
faction of Nagamori Taira Narimasa Minamoto Yorinaga Fujiwara
the former Emperor Norinaga Fujiwara Tadatsuna Taira Chikaharu Minamoto
Sutoku Tamenaka Minamoto Yorikata Minamoto

Tadamasa Taira Yorinaka Minamoto
Tamenari Minamoto
Yorinori Minamoto
Tsunenori Fujiwara
Tadatsuna Taira
Tamemune Minamoto
Iehiro Taira
Mitsuhiro Taira
Naritaka Fujiwara

faction of Suezane Minamoto Motomori Taira Shinzei
the Emperor Shigemori Taira Yoshitomo Minamoto
Goshirakawa Koreshige Taira Yorimasa Minamoto

Tameyoshi Minamoto
Saneyoshi Fujiwara
Kiyomori Taira
Yoshiyasu Minamoto
Tadamichi Fujiwara
Nobukane Taira

Table 2. Place names that signify each cluster

Cluster 1 (triangle) Cluster 2 (circle) Cluster 3 (square)
Shougon’in Temple 2.157 Emonjin 2.832 Tokuchoujuin Temple 3.000
Byoudouin Temple 2.157 Koryuji Temple 2.832 Gokurakuji Temple 3.000
Tobaden Palace 1.772 Shirakawa 2.832 Sakyo 3.000
Higashisanjoden Palace 1.772 Houjuji Temple 2.152 Omono 3.000
Chisokuin Temple 1.772 Nankyo 1.977 Daishougun 3.000
Doushin 1.632 Ooeyama Mountain 1.763 Hon’in 3.000
Ouminokuni Prefecture 1.583 Kamomatsuri Festival 1.763 Hosshouji Temple 3.000
Saemonfu 1.463 Minonokuni Prefecture 0.845 Kizu 3.000
Minonokuni Prefecture 1.402 Byoudouin Temple 0.650 Shokomyoin Temple 3.000
Sanyodo Road 1.366 Shougon’in Temple 0.650 Hachijo 3.000
Ooeyama Mountain 0.975 Doushin 0.492 Nishinotouin Temple 3.000
Kamomatsuri Festival 0.975 Tobaden Palace 0.458 Nantei 3.000
Nankyo 0.596 Higashisanjoden Palace 0.458 Takamatsuden Temple 3.000

4.3 Discussion

The result shows that the obtained clusters significantly correspond to the historically
known factions. The cluster 2 (circle) corresponds to the former Emperor Sutoku’s fac-
tion, and the cluster 3 (square) correspond to the Emperor Goshirakawa’s faction. The
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cluster 1 (triangle) is the intermediate group. This is a satisfactory result, consider-
ing the fact that we used only co-occurrences with place names and no other external
information.

There were some exceptions, though. For example, Yorinaga Fujiwara, one of the
main figures in the former Emperor Sutoku’s faction, was allocated to the cluster con-
sisting mostly of the members of the Emperor Goshirakawa’s faction. To clarify the
reason for such strange allocation, a further exploration of the raw data is required.
A close investigation on frequently occurring pairs among persons’ names and place
names may reveal the reasons for such allocation.

5 Conclusion

We proposed a method of revealing and visualizing relationships among historical
persons by focusing on place names appearing in digitized historical documents. We
used cosine similarity and a modified K-means algorithm to create graphs and cluster
persons.

In the experiments, we used persons that we know to which faction he belonged
to during the Hougen Rebellion. The result showed a strong correspondence between
the factions and the clusters, indicating effectiveness of using location information for
clustering people.

In the future work, we aim to raise precision of clustering. In our experiments we
used only a small number of persons. In such a case, the number of necessary clusters
would be small, and the precision is high enough. Deciding the number of the clusters
(or choosing a model) is not a big problem either. It will not be so in case where many
persons are involved. We plan to use newly proposed variations of the K-means clus-
tering, such as the division and merging algorithm [18]. Since one of the characteristics
of a diary is that it contains information regarding time, we would utilize it also. Such
approach will enable spatial-temporal analysis on historical person’s activity.

There is a possibility that the functionality of a building or a place may change as
time passes. If that happens, co-occurrences with a certain building may not indicate a
relationship or similarity between two persons. Our present method does not consider
such change in the functionality of a building or a place, yet since we have temporal
information attached to each co-occurrence, in the future work we plan to cope with
such a problem.

We also plan to use the official rank of each person. This is because the rank of each
person is described very often in Hyohanki. Using persons’ names, place names, and
official ranks altogether, more features of the classical society can be revealed.

In visualization, we are intending to improve our interface by allowing the user to
select a specific person and focus on visualizing relationships around him. It will enable
investigation for specific purposes. On the other hand, by focusing on a specific set of
place names, we are expecting to enable various types of clustering.

The method can be applied to other scenes within Hyohanki or to other texts. It
is expected to humanities researchers in discovering new groups of persons during a
significant historical event or a certain era.
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