
Preface 

"But you, as a man of science, will have seen 
A host of curious things—recall that worm 
Which lives only inside a cat or kestrel. 
But nonetheless must spend the earliest phase 
Of its life-cycle inside a common mouse. 
No particular mouse is singled out 
To feel the cat's claw, or the kestrel's talon. 
One that is careful could avoid them both 
And die at home, at a venerable age. 
But there's an iron law which so requires. 
That there be mice enough to go around 
That even the defenceless worm survives 
And prospers after many thousand years." 

Madach: The Tragedy of Man 
G. Szirtes' translation 

Twelve years ago as a visiting professor I taught a course on Mathemati­
cal Population Dynamics at the Universidad Central de Venezuela in Caracas. 
For the past 10 years I have been teaching a broader spectrum Biomathemat-
ics graduate course at the Budapest University of Technology. This book is a 
result of these two courses. It is aimed at mathematicians interested in appli­
cations as well as biologists, medical doctors, and agricultural engineers who 
have a somewhat higher than average mathematical background. I do not want 
to teach biology here; I try to present and treat those mathematical methods 
tha t are used to describe dynamical phenomena in biology. As much biological 
explanation of the problems is given as seems to be absolutely necessary for a 
nonbiologist to understand the situation, and the mathematical formulae are 
explained intuitively to aid both nonmathematicians and beginning ones. At 
the same time, I do not want to avoid the really difficult topics. The main 
mathematical tools applied here are dynamical systems, ordinary and partial 
differential equations, and bifurcation theory. Rigorous background material is 
often found in the Appendices. It is assumed that the reader has a knowledge 
of advanced calculus and linear algebra. Everything else needed is contained 
in a concise form in the Appendices. I a t tempt to cover the most important 
branches of biomathematics that are treated by deterministic models, with the 
emphasis placed on supraindividual biology. Some branches were deliberately 



excluded, the most important of which, perhaps, deal with the functioning of 
the living body (models of the heart, neural networks, etc.). I believe that the 
modeling of these systems is very similar to the modeling of complex systems 
of technology and, as a consequence, the same ideas apply for the most part . 

The first two Chapters deal with population dynamics. The first one shows 
models in which t ime is passing in discrete steps; these are applied, for example, 
to modeling the dynamics of insect populations. In this Chapter I also treat 
a model of a single population with age structure. In the Chapter 2 t ime is a 
continuous variable, and different relations of species interaction, predator-prey, 
competition, cooperation etc. are examined. In addition, models are shown that 
take into consideration the delay in biological systems, age structure, and spa­
tial distribution. Chapter 3 explores the spread of epidemics using the simplest 
Susceptibles-Infectives-Removed model, a model for sexually t ransmit ted dis­
eases, and one for pair formation. The spread of epidemics in a spatial domain 
is also presented. Chapter 4 on evolution explores the fundamental principles of 
population genetics, and the problems of evolution leading to the appearance of 
living creatures and immunology. Chapter 5 gives an overview of Rene Thom's 
elementary catastrophe theory whose aim was to model the evolution of the em­
bryo and treats models of pat tern formation that explain animal coat markings 
in Nature. In Appendix 1 the tools from linear algebra, difference equations, 
and stochastic processes that are needed are presented and some treatment of 
chaotic dynamics is included. Appendix 2 deals with ordinary differential equa­
tions the emphasis is on stability and bifurcations. Appendix 3 treats partial 
differential equations with an emphasis on reaction-diffusion equations and Tur­
ing instability. Appendix 4 contains a light introduction into local Riemannian 
geometry, with the purpose of explaining the metric in the phase space of geno­
type frequencies where the equations of selection govern the dynamics. 

Some of the figures were prepared with MAPLE-V and some with PHASER 
(Kocak [1989]); this is noted in the figure captions. 

I hope that this book (having been kept so slender with considerable effort) 
may serve as a good introduction into this fascinating subject and will invoke 
interest which then may lead to more in-depth studies and research. I believe 
also that it may be used as a textbook for an introductory graduate course. 

In the preparation of this volume Tamas Czaran's comments were extremely 
useful. I have learned much on immunology in Gabor Tusnady's seminar. Gabor 
Salfer helped to solve the problems that arose in my struggle with computers. 
Flora Geczy did an excellent job in preparing the final latex copy and producing 
some of the figures. I thank them all. I also thank my wife Kati for her patience 
and understanding because the larger part of the t ime spent writing was robbed 
from her. 

My work on this book was partially supported by the Hungarian National 
Foundation for Scientific Research grant No. T029893 and T031716. 

Medellin, February 2001 Miklos Farkas 



Chapter 1 

DISCRETE POPULATION 
MODELS 

Population dynamics looks at the problem of how the number, the quanti ty of 
a well-defined group of living creatures, a species or a system of species, tha t is, 
those that share a common habitat , varies in t ime. Living creatures are born, 
reproduce, and die at a certain rate that depends on circumstances, including 
their specific genetically determined properties, the quanti ty of food available, 
their own density etc., and in case of a shared habi tat , on the properties of 
those species with whom they live together. In this chapter we deal first with 
species of nonoverlappmg generations. This means that the parent generation 
has disappeared by the t ime the next generation is born. One may imagine 
some insects that lay their eggs in the soil in the au tumn and then die while the 
next generation is born the next spring. Next we consider a single species with 
discrete age groups. 

1.1 Nonoverlapping Generations and Discrete 
Time Models 

In this Section a single isolated population will be considered first. Its number 
or abundance at t ime t is denoted by Nt- Time is measured in discrete units 
(seconds, hours, years etc.) and it is assumed that the number of the genera­
tion of the moment (year etc.) t determines the number of the next generation, 
that is, the number Nt+i- In other words, this means that the previous gen­
erations infiuence the abundance of the generation at t ime t + 1 only through 
the generation at t ime t. It is also assumed that the circumstances that may 
have an effect on reproduction, food, temperature etc. remain the same, for 
example, each year is like the previous one. Consider the difference between the 
numbers of the (t + l )s t and the tth generation. If we divide this difference by 
the quanti ty of the tth generation we obtain the per capita growth rate at time 
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t. It is usually given in percentages. Population dynamics depends on how this 
per capita growth rate at time t depends on the actual size of the population. 
The simplest assumption is that this rate is constant. If this constant is nega­
tive then this means that there are fewer in each successive generation. If this 
negative rate is constant, the obvious consequence is a population that dies out 
rapidly. If this constant is positive then the equation that governs the dynamics 

[Nt+i - Nt) /Nt = r, 

where the constant r > 0 is now the per capita growth rate of the population. 
This equation can be written in the form 

Nt+i = {I + r) Nt . (1.1.1) 

If we express the number at t ime t + 2 by the number at t ime t + 1, and then the 
number at time t + 3 by the number at time t + 2 and so on, then the number 
of the generation at time t + n will be 

Nt+n = (1 + rf Nt . 

As r > 0, this clearly means that the numbers go to infinity as t ime increases in­
definitely. If the per capita growth rate is, for example, 2%, then the hundredth 
generation numbers 1.02 '̂̂ '̂  = 7.24 times as much as the original one. In Nature 
such exponential growth cannot go on indefinitely because some limiting factor 
of the environment, lack of food, oxygen, space etc. or simply the adverse effects 
of overcrowding, slows down growth sooner or later. We arrive at a more realis­
tic model if we assume that the per capita growth rate is a decreasing function 
of the abundance of the population, which equals zero when the size of the pop­
ulation reaches the maximum that can be maintained by the environment. The 
simplest way to do this is to set the per capita growth rate as a linear function 
of the quanti ty with negative slope. In a graph of this function, the point where 
this line intersects the horizontal axis of the quanti ty is the maximum amount 
the environment can maintain. This value is called the carrying capacity and is 
denoted by K > 0. Accordingly, Eq. (1.1.1) is modified to 

[Nt+i-Nt)/Nt = r{l-Nt/K) or 

Nt+i = Ntil + r-rNt/K] . (1.1.2) 

Here r > 0 is called the intrinsic growth rate of the population. It prevails if 
Nt is small; then the per capita growth rate is approximately equal to r. If we 
look at Eq. (1.1.2) we see that in case Nt is less than the carrying capacity K 
then Nt+i will be larger than Nt, while if Nt is larger than K then Nt+i will be 
smaller than Nt- If Nt is equal to K then Nt+i will be the same. The variation 
of the size of the population according to Eq. (1.1.2) is called logistic dynamics. 
Besides N = 0 (when there is no population present), N = K is its equilibrium 
point. For certain values of the intrinsic growth rate this point is stable in the 
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Figure 1.1.1: The growth rate of the logistic dynamics. 

sense that if the population is higher or lower than this value its size goes to K 
(see Fig. 1.1.1). 

Logistic dynamics has the great advantage that it does not let a population 
grow indefinitely, and if the population follows this rule then it settles down in 
the long run at a constant value, its carrying capacity. However, Eq. (1.1.2) 
has the disadvantage that if a very large value is substituted for Nt then Nt+i 
may be negative, which is meaningless. This difficulty can be overcome by the 
application of exponential dynamics: 

{Nt+, - Nt) /Nt = e ' - ( i -^ ' /^ ) 1 N t+i 
jy gril-m/K) r. A' > 0 . 

(1.1.3) 

Here again, if the size of the population is < K then the next generation will be 
larger than the previous one and if the size is larger than the carrying capacity 
then the next generation will be smaller, and the population may finally settle 
down at K. One may substitute any positive number for Nt and the size Nt+i 
of the next generation will always be positive. 

In the three cases discussed in the preceding, the set up is as follows. A 
function F{N) = N • f{N) is given such that if we divide it by N then we obtain 
the ratio of the size of the next generation to the actual one: F{N)/N = f{N). 
In the first case the latter is constant, in the second it is a linearly decreasing 
function, and in the third it is exponentially decreasing. The dynamics starts 
at a certain t ime t, which will be taken as 0 in what follows and an initial size 
of the population NQ is given. Then the size of the next generation is given by 
Ni = F (No) = Nof (No). The process continues like this. We have arrived 
at the concept of the one-dimensional discrete forward dynamical system or 
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sermflow tha t is given by 

N) k + l F{Nu (fc = 0 , l , 2 , 3 , . . . ) (1.1.4) 

If we substitute successively the obtained values of N into Eq. (1.1.4) we get a 
sequence NQ, Ni, N2, •••, Nk, • • •, which is called the path of NQ- It is also the 
path of any term Nk in it provided that we start the count of t ime at t = k. 
It may happen that a number E is such that the value of _F at £" is £", tha t is, 
E = F{E). In this case E is an eqmUhnum (or fixed) pomt of the dynamical 
system, its path is E, E, E, . . .. We say that the equilibrium point is stable m 
the Lyapunov sense if for any NQ tha t is sufficiently close to E the path of NQ 
stays near to E in the whole future. We say that E is asymptotically stable if 
it is stable in the Lyapunov sense and for any NQ tha t is sufficiently close to E 
the path of NQ tends to E as t ime tends to infinity. In Fig. 1.1.2 we show the 
graph of a function F, actually the one on the right-hand side of Eq. (1.1.3), 
the iteration process (1.1.4) and an asymptotically stable equilibrium. 

Figure 1.1.2: The dynamical system (1.1.3) with r 
an asymptotically stable equilibrium (PHASER). 

1.5 and with K = 1 = E 

It may happen that a point P is not an eqmUbnum but after n iterates of F 
one arrives back at P (and n is the least integer for which this happens); this 
means that 

P = F{F{. ..F{P))) = F oFo ...o F{P) = F"{P) (1.1.5) 

If this is the case we say that _P is a periodic point of period n, and its path 
is then a periodic or closed path that closes in after n steps. Naturally, each 
point Pk = F^{P), {k = 1,2,3,... ,n;P = Po = P„) of the path is also a 
periodic point of period n. An equilibrium point is a periodic point of period 
1. We say that the periodic path is stable m the Lyapunov sense, respectively, 
asymptotically stable if _P is a Lyapunov stable, respectively, asymptotically 
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(A: 

Figure 1.1.3: (A): The graph of F{N) = Nef'^^-^^^') 
an asymptotically stable 2-periodic path P,Q. (B),(C): 
asymptotically stable equilibria P and Q (PHASER). 

with r = 2.3, K = 1, 
The graph of F^ with 

stable equilibrium point of the dynamics defined by function F". Tha t it is an 
equilibrium of _F" is clear from Eq. (1.1.5). If the period is 2, say, then this means 
that F maps P into a point Q and Q into P. Then F{Q) = F{F{P)) = P, and 
also F{P) = F{F{Q)) = Q. When the closed path P, Q is asymptotically stable 
then each path starting near to it tends to it, and each path of the dynamics 
determined by F^ and starting near to _P or Q, respectively, tends to _P or Q, 
respectively. Figure 1.1.3 A shows the graph of the right-hand side of Eq. (1.1.3) 
with K = 1 and r = 2.3. In this case the dynamics has an asymptotically stable 
periodic path of period 2. Figure 1.1.3 B show the graph of the second iterate of 
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this function with its two asymptotically stable equilibrium points, which form 
the graph of the 2-periodic path on (A). 

When one observes that an insect population is larger every second year 
and smaller every first one then it may seem to be reasonable to model its 
dynamics by a one-dimensional (ID) discrete semifiow with an asymptotically 
stable 2-periodic path. 

In Appendix 1.2 the ID discrete forward dynamical systems are treated in 
some detail mainly because, besides their stable equilibria and periodic paths, 
they may present chaotic dynamics that , in such systems, can be studied rel­
atively easily. Chaotic dynamics is briefiy described in the appendix and how 
it may arise by an infinite sequence of period doubling bifurcations is discussed. 
Chaotic dynamics is now the focus in many branches of science. For example, 
if we have an insect population (whose subsequent generations appear yearly) 
that achieves a maximum population size every fourth year then we may try to 
describe its dynamics by a forward dynamical system that has a stable period-4 
trajectory. If in case of an insect population one observes that the numbers 
(quantities) of subsequent populations vary chaotically, then one may draw the 
conclusion that the dynamics of the population may be modeled by a semifiow 
in the domain of the parameter where its dynamics is chaotic. Figure 1.1.4 
shows the stable 4-periodic path of system (1.1.3) when r = 2.65 and K = 1; 
Fig. 1.1.5 shows the stable 8-periodic path when r = 2.67 and K = 1; and 
Fig. 1.1.6 shows the chaotic stage when r = 3.3 and K = 1. 

Figure 1.1.4: The stable 4-periodic path of system (1.1.3) at r 
(PHASER). 

2.65 and K = 1 

Discrete forward dynamical systems also can be applied in describing the 
dynamics of an ecological community consisting of interacting populations 
with nonoverlaping generations. In such a situation we speak of higher di­
mensional discrete semifiows. Here we are to treat a two-dimensional (2D) 
predator-prey system denoting the quanti ty of prey and predator at t ime t = k 
[h = 0, 1, 2, 3, . . .) by Nk and Pk, respectively. In what follows we shall speak 
about the relative growth N^+i/Nk or P^+i/Pk of the respective species instead 
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Figure 1.1.5: The stable 8-periodic path of system (1.1.3) at r 
(PHASER). 

2.67 and A' = 1 

of the per capita growth rate. We want to have a model describing the interac­
tion of the two species with the property that if there is no predation, _P = 0, 
the system should reduce to the exponential dynamics of system (1.1.3) with 
respect to the prey and if there are predators present then they should reduce 
the relative growth of prey by a factor e~"^ where a is a positive number, so 
that e~" is < 1. Further, in case of the predator we suppose that its relative 
growth is proportional to the quanti ty of prey (food) available but the factor of 
proportionality is decreasing with the quanti ty of predator due to the, so called 
mtraspecific competition in the predator population. An often studied model 
with these basic properties is 

N, k + l Nkc ril-N^/K-P^a/r) Pi k + l Nk{l -aPk (1.1.6) 

where a > 0 has already been described: e~" is a kind oi predation rate, where 
one unit of predator decreases the relative growth of prey by this factor; K > 0 is 
the carrying capacity as in the preceding: if there is no predation, prey can grow 
in numbers up to this value in the long run (if there are predators present then, 
clearly, the exponential factor in the prey equation, that is, the relative growth 
of prey becomes < 1 before N can reach the value of the carrying capacity, in 
other words, prey begins to decrease earlier); r > 0 is again the intrinsic growth 
rate of prey: if the quantities of prey and predator are small (and also r is 
small), then the exponential factor is Pd 1 + r, which may be called the intrinsic 
relative growth because, in this case N^+i/Nk Pd e"" Pd 1 + r. If we look now 
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II 

Figure 1.1.6: The chaos of system (1.1.3) at r = 3.3 and K = 1 (PHASER). 

at the predator equation and divide both sides by Pk we see that the relative 
growth of the predator is given by the function 

g(N,P) = N{l-e--P)/P (1.1.7) 

Thus, the relative growth is proportional to the quanti ty of prey but the factor of 
proportionality (1 — e~"^) /P is a decreasing positive function of the predator 
quantity, its limit at _P = 0 is a, and its limit, as P tends to infinity, is zero. 
The dynamics of the predator-prey system (1.1.6) is generated by the pair of 
functions 

{F{N, P),G{N, P)) = {Nf{N, P),Pg{N, P)) , 

where f(N,P) = g_r{i-NIK-Palr) ^^^ ĵ̂ g function g is given by Eq. (1.1.7). 
We discuss now the dynamics of this 2D semifiow studied by Beddington et 
al. (1975); background material is contained in Appendix 1.2. Here we mention 
only that eqmlthna, periodic trajectories, and stability can be defined in complete 
analogy to how this was done in the case of ID semifiows. First it is to be noted, 
that system (1.1.6) inherited the property of the ID exponential dynamics that 
if starting from a positive (N, P) the trajectories stay positive, therefore, in 
what follows the nonnegativity of N and P will always be tacitly assumed. If 
there are no predators, tha t is, we start from a point [N, 0), then the trajectory 
stays on the N axis. If there is no food, that is, we start from a point (0, P), 
then the next and all subsequent generations of the predator will be extinct and 
the predator dies out. 

The equilibria of the system will be determined next. It is easy to see that 
(0, 0) and (A', 0) are fixed points. In order to find any equilibria in the interior 
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of the positive quadrant of the plane N, P we divide the first equation of (1.1.6) 
by Nk, the second one by Pk and make the right-hand sides equal to one (the 
requirement is that N^+i/Nk = Pk+i/Pk = !)• The system of equations that is 
to be satisfied by the coordinates is then 

^ril-NIK-Palr) ^ ^^ N {l - er'^P) /P = I , 

or 
N/K + Pa/r = 1 , N = P/{l - e'''^) . (1.1.8) 

The straight line determined by the first equation and the graph of the second 
equation can be easily drawn; see Fig. 1.1.7. The figure shows that there is an 
intersection in the positive quadrant only if 1/a < K, tha t is, 

aK > 1 . (1.1.9) 

Pf 

Figure 1.1.7: The phase portrai t of system of equations (1.1.6) with the zero 
growth rate "isoclines" of prey and predator. The arrows show the direction in 
which the respective point moves. 

This will be assumed in the sequel. It is also clear that if this condition holds 
then there is just one fixed point in the positive quadrant . The straight line and 
the other graph are important not only for finding the equilibrium point graph­
ically, but they are the curves on which the relative growth of prey, respectively, 
predator is one. Above the straight line the relative growth of prey is < 1, that 
is, the prey is decreasing; below the line the relative growth is > 1, that is, the 
number of prey is increasing. This is intuitively reasonable; above the line there 
are too many predators or too many prey, resulting in a saturating effect in 
view of the intraspecific competition within the prey species. Above (and to the 
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left of) the other graph the relative growth of predators is < 1, with predators 
decreasing because there are too many of them for the available food. To the 
right of (and below) this graph there is an abundance of food and relatively lit­
tle competition within the predator species, resulting in a relative growth > 1. 
The stability analysis of the fixed points is carried out in Appendix 1.3. One 
has to linearize the system at the respective fixed point, tha t is, generate the 
Jacobi matr ix of functions F and G and check the location of the eigenvalues. 
If the moduli of the eigenvalues are < 1, then the fixed point is asymptotically 
stable. It turns out that for any feasible choice of the parameters of the sys­
tem the equilibria (0,0) and (A', 0) are unstable. The equilibrium point inside 
the positive quadrant (denoted by E in Fig. 1.1.7) is asymptotically stable for 
relatively small values of the intrinsic growth rate r of the prey but as r is in­
creased it loses its stability and at certain values of the parameters a and K the 
system may have periodic trajectories of high periods and behave chaotically in 
a bounded domain of the phase plane N,P. Figure 1.1.8 shows four different 
ways this system may behave at various choices of the parameters: (A) it has 
an asymptotically stable equilibrium point; (B) there is a closed invariant curve 
that at t racts the trajectories but the motion on the curve itself seems to be 
irregular, tha t is, "chaotic"; (C) it has an asymptotically stable periodic trajec­
tory of period 20; and (D) there is a bounded region of sharp contour in the 
phase plane inside which the dynamics seems to be chaotic. 

(A) 

S-. • 
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(B) 

(C) 

(B) 

" " : •.:;•. 

• ? • - . . • • • • ^ U - ^ H ' V . - . • . •••; • ; , . •' „:. 

Figure 1.1.8: (A) Asymptotically stable fixed point of fiow (1.1.6), K = 1, 
a = 1.5, r = 0.5; (B) attractive closed curve, K = 10, a = 0.42998, r = 2; (C) 
attractive periodic path of period 20 K = 10, a = 0.48203, r = 2.4880; and (D) 
chaotic at tractor, K = 10, a = 0.51178, r = 2.75 (PHASER). 
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1.2 Population with Age Structure 

Discrete flows or semiflows are also applied extensively in modeling other phe­
nomena of the t ime evolution of populations. An important held where this 
happens is the dynamics of a single species in which age structure is to be taken 
into account. In the case of most long-lived organisms, the per capita birth 
rate is related to the total population but it is clear that the only age groups 
participating in reproduction are those that have reached matur i ty and thus 
if the number of newly born offspring is related to the number of those who 
produce them one will necessarily obtain different ratios depending on the age 
group considered. Similarly, death rate usually is also age dependent. There 
is another problem (which will not be considered here): the role played in the 
division of total population into two sexes for species that reproduce in a sexual 
way. We mention only that one generally gets more realistic results if the num­
ber of offspring is related to the number of females, the latter being the limiting 
factor in the reproduction (males are present mostly in superfluous numbers in 
nature) . The dynamics of a population with age structure and the dynamics of 
the age distribution itself are also central problems in human demography. For 
this and other related problems see Keyfltz (1985). While there were several 
predecessors, an important method of handling this problem is at t r ibuted to 
Leslie (1945; 1948). We present here a concise t reatment of the essence of the 
method; a detailed study can be found in Svirezhev-Logofet (1983). 

The population (the female population) is divided into n age groups (for the 
human population a lifespan of 80 years is broken down into 5-yr groups, i.e., 
n = 16 age groups). The population is supposed to be closed, which means 
that newcomers come into the population only by birth and, naturally, into 
the flrst age group (for humans the group ranges from 0 to 4 years old) and 
members leave the population only by death. The contribution to the increase 
of age group 1 by the kth age group in unit t ime, which is now the span of 
the age groups (5-yr groups for humans) is h^Xk (j) where Xk{j) is the number 
of individuals in the kth group at t ime j and hk is their fertility, tha t is, the 
per capita offspring rate of those in this age group in unit t ime. (In order to 
illustrate the problems that arise it is to be noted that while in the case of 
humans hi = 1)2 = 0, the fertility 63 of those in the third group, ages from 10 
to 14, is not necessarily zero because those who are 14 at the beginning of the 
t ime unit will be 19 by the end). Denote the mortality of those in age group k 
by dk', this means that the percentage of those in age group k at t ime j who 
survive to form age group k -\- 1 aX t ime j -|- 1 is 0 < s^ = 1 — rf^ < 1. Stated in 
formulaic terms, 

n 

xi{i-^ I) = 'Y^hkXk{i) and Xk+i{i-^ I) = SkXk{i) , 
k = l 

k = l,2,...,n; j = 0,1,2,.... 

Denote the column vector of the numbers in the different age groups at t ime j 



Population with Age Structure 13 

by x{j) = col{xi{j),X2iJ), I ^n{j)) and introduce the so-called Leslie matrix: 

then, clearly, 

hi 

Sl 

0 

&2 

0 
8-2 

&3 . 

0 
0 

h„ 
0 
0 
0 

0 0 s„-i 0 

x{j + l) = Lx{j), j = 0,1,2, fl.2.1) 

yields the dynamics of the age distribution of the population. In Eq. (1.2.1), 
the linear function Lx generates a flow if the Leslie matr ix is regular, tha t is, 
det L ^ 0. (Clearly, L is the Jacobi matr ix of the flow in every point.) It 
is easily seen that det L = ( — 1)" &„siS2 . . . s „ _ i , so if the survivorships s 
and the fertility of the last age group are nonzero then Eq. (1.2.1) is a flow 
indeed. This is important because if L is singular its determinant is zero and 
then Eq. (1.2.1) is only a semiflow, which means that we are able to forecast 
how the age distribution of the population will look in the future but we cannot 
tell anything about the population's past. There is a tacit assumption made 
in this model, namely, that fertilities and survivorships are constant in t ime. 
This assumption has far-reaching consequences and is the starting point of the 
so-called stable theory of demography (however, we cannot go into it here). 
Eq. (1.2.1) implies that if the age distribution of the population is known at the 
initial t ime j = 0, then the age distribution at t ime j will be x{j) = L^x{0) 
where U is just the j t h power of the matr ix (j = 0, 1, 2, . . . ) . If Eq. (1.2.1) is 
a flow then if the distribution is known at t ime j we are able to determine the 
distribution at the initial moment j = 0, say, by x{0) = L~^ x{j). It is natural to 
suppose that all survivorships s are positive, so that the regularity of the Leslie 
matr ix depends on whether the fertility h„ of the last age group is positive. 
This is usually assumed in such a way that in the model those groups beyond 
reproductive age, the so-called postfertility groups, are not considered. These 
groups would affect the dynamics only if they competed within the population 
for some resource that is restricted. (In the human population this may mean 
that 50 years would be considered the life span, so that there would be only 10 
age groups of 5-yr span each. To disregard older people in the model is more 
civilized than to discard them in real life as was the case, by necessity, in past 
ages when older members were led up a hill and abandoned or left with some 
food in the forest when the tribe moved on to its winter camp). Keyfltz (1985) 
shows, indeed, that while death rates due to cardiovascular and renal diseases 
were 15 times higher than the death rate due to certain diseases of infancy in 
the United States in 1964, eradication of heart disease and renal failures would 
have g- of the effect of eradication of diseases among infants because the flrst 
acts mainly upon groups near or in the postfertility age groups. He shows 
similarly that although death rates due to malaria and heart diseases is more 
or less the same in some tropical countries, eradication of the flrst would have 
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a much greater effect on population growth than that of the second one. These 
observations show that variations of survivorships in postfertility age groups 
have virtually no or very little effect upon reproduction of the population. 

All Leslie matr ix entries are nonnegative. The most important simple facts 
about nonnegative matrices are summed up in Appendix 1.1. First of all it is 
obvious that starting from a positive initial vector, x{0) > 0 (meaning that every 
coordinate is positive), the corresponding trajectory stays in the positive orthant 
of the space: Lx{0) > 0. The Leslie matr ix with the assumption that the fertility 
of the last age group is positive, &„ > 0, is indecomposable and, as a consequence, 
it has a positive eigenvalue Ai > 0 with an eigenvector u = col (MI, M2, • • • , ^n) 
with positive cordinates Uk > 0, k = 1,2, . . . ,n such that all other eigenvalues 
are in modulus less than or equal to Ai. From now on we shall assume that 
L has n simple eigenvalues and there are no other eigenvalues with modulus 
equal to Ai. The first assumption does not restrict generality considerably 
because by arbitrarily small changes of the entries of a given matr ix we may 
obtain a matr ix with this property-matrices without multiple eigenvalues form 
an "open and dense subset of the set of matrices". With respect to the second 
assumption, one can prove that it holds if either the fertility &i of the first age 
group is different from zero or there are two consecutive fertilities hj and &j_|_i 
that are nonzero, which is a fairly reasonable supposition. Summing up our 
assumptions the characteristic equation of the Leslie matr ix is 

det {L - XI) = ( - 1 ) " (A" - &iA"-i - &2SiA"-2 

- & 3 S l S 2 A " - ^ " . . . - &„SiS2 . . . S „ _ i ) = 0 , (1.2.2) 

and the eigenvalues Ai, A2, . . . , A„ are such that A,- ^ Xj if i ^ j , Ai > 0, and 
|Aj| < Ai for j = 2, 3, . . . , n. The eigenvectors corresponding to the eigenvalues 
Ai, A2, . . . , X„ are denoted by u,u'^,u^, . . . ,u", respectively. Any initial vector 
x{0) can be expressed uniquely as a linear combination of these eigenvectors, 

x[0) = XiU + X2U + . . . + XnU" , 

where coefficients have been denoted by using a tilde because they are not the 
original coordinates of the vector x[Q) in the original natural basis of the space 
but are linear combinations of them. It is to be noted that in this decomposition 
£1 > 0 because both x[Q) and u are positive vectors, and no other eigenvector 
u^ can be positive. Now, the fiow takes this initial age distribution in t ime j 
into 

x(i) = Ux (0) = xiUu + ^ _ XkUu^ = xiX{u + ^ _ XkX{u^ . (1.2.3) 

There are three possibilities for the long time behavior of the fiow. 
Case A. Ai > 1. In this case all of the trajectories (except x = Q) tend to 

infinity as t ime j tends to infinity because A'J —̂  CXD and this may be the case 
with some further members in the preceding sum: 

l i m U X [Q) = 00 . 
j->oo 
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This means that the population is blowing up but after a long time (for large j) 
the sum on the right-hand side of Eq. (1.2.3) can be neglected compared to the 
first term, because A^, (k = 2, 3, . . . , n) are small with respect to X\, so that 
the long-term age structure of the population will be approximately similar to u 
but on a much larger scale. In reality we expect that after some time fertilities 
and survivorships will change. 

Case _B, 0 < Ai < 1. In this case the modulus of the rest of the eigenvalues is 
also < 1, so that every member in the forementioned sum and, as a consequence, 
every trajectory tends to zero: 

lim L^x(0) = 0 
j->oo 

for arbitrary initial x{0). The equilibrium point a; = 0 is globally asymptotically 
stable (see Theorem A1.3.1)-it a t t racts a//of the trajectories. The population 
dies out. 

Case C, Ai = 1. First, the fiow has equilibria besides zero iff 1 is an eigen­
value because then Lu = M. In this case every scalar multiple of the vector u is 
also an equilibrium because of linearity. If we look at the characteristic equation 
and substitute 1 for A we see that 1 is a root iff 

&i + hsi + hsiS2 + • • • + h„siS2 • • • s„-i = 1 . 

Now the rest of the eigenvalues are in modulus < 1, the largest eigenvalue. This 
implies that as t ime goes to infinity every term in the sum on the right-hand 
side of Eq. (1.2.3) goes to zero. This means that 

hm L^X (0) = iiu , (1.2.4) 
j->oo 

which has important implications. In this case the parameters of the system, 
the fertilities, and the survivorships determine the long-term age distribution 
of the population given by the positive vector u. Regardless of which positive 
age distribution the population starts from, the limiting distribution will be a 
positive scalar multiple of u. The initial age distribution x{0) determines the 
factor xi linearly; the population will be larger or smaller depending on how 
large xi is, but the ratios of the different age groups to each other will always 
be the same in the long run. It is also clear that if the initial distribution x{0) 
is disturbed slightly, then xi will also vary only slightly, so that the final age 
distribution of the population will remain close to the previous one-all equilibria 
(positive constant times u) are stable in the Lyapunov sense (see Definition 
Al .2 .2) . 

We note that Keyfitz (1985), working with Mexican da ta from 1966, found 
that Ai = 1.1899. 



Chapter 2 

POPULATION 
DYNAMICS IN 
CONTINUOUS TIME 

In this chapter we treat species with overlapping generations, tha t is, species 
whose parents are normally present when the new generation is born (for ex­
ample, mammals) . In this case the dynamics is to be considered in continuous 
t ime. For the topics studied the main tools used are differential equations. For 
background material see Appendix 2. 

2.1 The Logistic Equation and Human Demog­
raphy 

At the end of the eighteenth century Malthus (1798) published his Essay on 
the Principle of Populations, according to which the velocity of the growth 
of a population is proportional to the quanti ty of the population: twice as 
many members produce twice as many offspring in unit t ime. This is a very 
simple but quite reasonable assumption and can be expressed in the language 
of differential equations the following way. Denote the size (the quantity, the 
numbers) of the population at t ime t by N{t). This function is considered to 
be a nonnegative function that varies continuously in t ime and may change 
its value by an arbitrary small quantity. Now, if we have in mind bacteria, 
grass, or sardines, then this is accebtable because we may measure them in 
milligrams or tons but if we talk about lions or human beings then this is just 
an approximation, and it may considered to be reasonable only if the numbers 
are large and we do not have to meditate over the result when the equations tell 
us that the population counts at a certain moment 1,932,194,502.13 members. 
Derivatives with respect to t ime will be denoted by dot, and the Malthusian 
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population can be modeled then by the equation 

N(t) = rN(t) , (2.1.1) 

where r > 0 is a constant called the mtnnstc growth rate of the population. The 
equation also can be put in the form 

N {t) /N {t) = r, 

which tells us that the per capita growth rate (the number of offspring produced 
by one member of the population in unit t ime the total number of offspring 
in unit t ime divided by the quanti ty of the population) is the constant r. In 
a natural population there is both an ongoing birth and death process. If 
migration is disregarded and the per capita birth and death rates are denoted 
by h and d, respectively, then the growth rate is r = & — rf and it is positive only 
if birth rate is higher than death rate. 

The solutions of the differential equation (2.1.1) are N [t) = NQC''* , where 
No = N{0) > 0 is the size of the population at the initial t ime. Thus, a 
Malthusian population is growing exponentially. By observing the da ta and 
measuring how much time is needed for the doubling of a population, one may 
determine the intrinsic growth rate. Denote the doubling t ime by T; then 
2#o = NQC^'^ , or dividing by NQ and taking logarithms 

r = ( l n 2 ) / T . (2.1.2) 

Let us try to apply this formula to the demographic history of the human race 
as shown by Keyfitz (1985). Taking into account the inexact knowledge we 
have now about Australopithecus africanus, Homo sapiens neanderthalensis and 
others, we may assume that just one couple of the Homo sapiens sapiens lived 
1 million years ago (we may call them Adam and Eve). Now the descendants 
number approximately 6 billion. How many doublings were needed for tha t? 
The answer is we are now between the 32nd and 33rd doublings. Thir ty two 
and a half doublings in 1 million years means that 31,000 yrs were needed on 
average for one doubling. By applying Eq. (2.1.2) we obtain for the intrinsic 
growth rate of the human race r = (ln2)/31000 = 0.000022. If we suppose 
that death rate d was on the average 4%, that is, d = 0.040000, then the birth 
rate must have been h = 0.040022. This means that during the past 1 million 
years the birth and death rates were extremely close to each other-while 40,000 
out of 1 million people died yearly only 40,022 were born. However, if one 
looks back over the last 150 yrs. one finds that there were roughly two and a 
half doublings, with the last one taking Pd 32 yrs. This extraordinary situation 
occurred because the almost complete eradication of several lethal diseases and 
the relative abundance of food in most parts of the world caused the death 
rate to fall to 2% and large parts of the world still maintain a birth rate of 
Pd 4%. There are now some projections by certain teams of demographers (e.g., 
those at IIASA in Laxenburg, Austria) according to which there will be no more 
doublings of the human race and its size will settle at < 12 billion by the end 
of the next century. We shall return to this point at the end of this Section. 
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Objectors to the Malthusian model said that nowhere in Nature is it possible 
to have unlimited exponential growth of any population over the long run. In 
the first half of the 19th century Verhulst modified the Malthusian model, con­
tending that because some resource is available only in limited quantities, every 
population grows into a saturated phase from which it can not grow further; the 
ecological habi tat of the population can carry just so much of it and not more. 
When this principle is put into the form of an equation it is assumed that the 
per capita growth rate is not a constant but a decreasing function of the size 
of the population, and reactes zero as the population achieves a size that can 
be maintained; further, any population reaching a size that is above this value 
will experience a negative growth rate. The simplest way to realize this is by 
assuming that the per capita growth rate is a decreasing linear function of the 
size: 

N{t)/N{t) = r ( l - N{t)/K) , 

where K > 0 is the carrying capacity of the habi ta t . Multiplying by N{t) we 
obtain the Verhulst or logistic differential equation: 

N = rN(l- N/K) . (2.1.3) 

Indeed, if # > K then N is decreasing because its t ime derivative is negative 
and if 0 < # < A' then N is increasing. The equation has two equilibria, 
0 and K. The derivative of the right-hand side F{N) = rN{l — N/K) is 
F'{N) = r ( l - 2N/K). At equilibrium point 0 we have F'{0) = r > 0, so that 
this equilibrium is unstable. At N = K we have F'{K) = —r < 0, so that this 
equilibrium is asymptotically stable. As the differential equation is a separable 
one, it can be solved explicitly. The solution with initial value #o = ^ (0) > 0 
is 

N{t) = NoKe:'/{No{e:' - I) + K) , t>0. 

From here it can be seen that every solution with positive initial value tends to 
K indeed as t ime tends to infinity; see Fig. 2.1.1. It is worthwhile to determine 
the second time derivative of N. This can be done easily using the differential 
equation satisfied by the function N: 

N = F' (N)N = r(l- 2N/K) rN (1 - N/K) = r'^N (1 - N/K) (1 - 2N/K) . 

No solution except the constant solutions N = Q and N = K assumes the value 
0, respectively K. Apart from these, the second time derivative of each solution 
with initial value < A'/2 becomes zero only when the solution assumes the value 
N = K/2. This means that these solutions are convex down before they have 
reached A'/2 and they are concave down above this or, in other words, the rate 
of increase N is increasing while the population size is below half the carrying 
capacity and it is decreasing above this value (those solutions that have started 
from initial values already > A'/2 and < K are concave down from star t ) . 

If we accepted the Verhulst model for the human race and observed that 
while the size is still increasing the rate of increase has started to decrease, 
then we could draw the consclusion that the population size has reached half its 
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carrying capacity, from where the carrying capacity itself could be determined 
by multiplying the observed size by two. If this is now the case then the carrying 
capacity of the Ear th is 12 billion human being. Naturally, I do not want to say 
that serious demographers use the Verhulst model to draw consequences. It is 
considered merely a "toy model" now but it still shows certain properties that 
are also present in much more sophisticated models. 

Figure 2.1.1: Solutions of Eq. (2.1.3), r = 0.5, K = 1; the solutions tend 
away from 0 and tend towards 1, points of inflexion are on the line N = 1/2 
(PHASER). 

2.2 Two Interacting Species—Predator and Prey 

In a habitat (an ecologically and perhaps geographically distinguishable and 
well-defined place, a lake, a forest, an island, a tree, a test tube) where several 
species live together one may select two that seem to be the most important to 
each other and neglect the effect of the rest of the species in order to obtain a 
deeper insight into their interaction. Although the results obtained this way are 
abstract and thus may be erroneous, they may help in our understanding of the 
dynamics. If the two species chosen are not neutral to each other then there are, 
in principle, three ways for them to interact: (i) one of them may serve as food 
for the other; in which case we speak about a predator-prey interaction; (ii) the 
two species may compete for the same resources; in this case we speak about a 
competitive system; and (iii) they may help each other exist; then we say that 
they live in symbiosis or that they are cooperative or mutualist. Competitive 
and cooperative systems will be treated in the next Section. We turn now to 
predator-prey systems. 

Modern mathematical population dynamics started with the works of 
Volterra (1931) and Lotka (1924). A system where the per capita growth rates 
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of the participating species are linear functions of the quantities (densities) of 
the species is called a Lotka- Volterra system of differential equations. In our 
case here, we have a prey species whose quanti ty at t ime t will be denoted by 
N[t) and a predator species whose quanti ty at t ime t will be denoted by P{t). 
The per capita growth rate of the prey is 

N/N = e(l- N/K) -aP , 

where K, e, a are positive constants, with K the carrying capacity of the envi­
ronment with respect to the prey (if there is no predation, P is zero, then prey 
is following the logistic dynamics), e the intrinsic growth rate of prey, and a the 
predation rate (one unit of predator decreases the growth rate of prey by this 
quanti ty) . The per capita growth rate of the predator is 

P/P = -^f + (]N-SP, 

where 7 and /3 are positive constants, and (5 is a nonnegative constant, with 7 
the intrinsic mortality of the predator (if there is no food present, N is zero, 
and the predator quanti ty P is small then predator is dying out by this rate); 
however, if S is nonzero then the predator 's mortali ty is an increasing linear 
function of the quanti ty P due, perhaps, to other restrictive resources for which 
there is an mtraspecific competition within the predator species; finally, /3 is 
the conversion rate, tha t is, the predator is decreasing the prey quanti ty in 
unit t ime by aNP and this increases the quanti ty of predators in unit t ime by 
{j3/a)aNP (normal ly/3/a < 1 because of some loss in the process of converting 
prey biomass into predator biomass). Multiplying by N and P, respectively, 
we obtain the general 2D Lotka- Volterra predator-prey system of differential 
equations: 

N = Ne(l-N/K)-aNP , P = P(--/+ (]N - SP) 

or 
N = N {s-sN/K-aP) , P = P {-j - SP + l3N) . (2.2.1) 

For this system the coordinate axes are invariant. If N was zero then it remains 
zero and so does P. Because trajectories of such autonomous systems can not 
cross each other (see Appendix 2.1), the positive quadrant of the N,P plane is 
also invariant-no trajectory can enter or leave this quadrant . We are interested 
only in the quadrant where the nonnegative values of N and P can be interpreted 
as population densities or quantities. The first question to be answered is, what 
are the equilibria in the positive quadrant? By making the right-hand sides 
equal to zero and solving the equations, we see that the only equilibria are 
(0, 0), (A', 0), and E = (N,'P) where 

W = K (eS + a-f) I (a(]K + eS) , F = e ((]K - 7) / (a/3A' + eS) , 

with the last one being in the interior of the positive quadrant only if 

7 < I3K. (2.2.2) 
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We note that if 7 = l3K then E coincides with (A', 0). The next question to ask 
is, are these equilibria stable or not? To provide an answer to this question for 
the first two equilibria, we write out the Jacobi matr ix of the right-hand sides 
and determine the eigenvalues. The Jacobi matr ix is 

J 
e(l - 2N/K) - aP -aN 

j3P --I + J3N- 2SP 

At (N, P) = (0, 0) an eigenvalue is positive and the other one is negative, so that 
the origin is an unstable equilibrium point, more precisely a saddle. At (N, P) = 
(A', 0) the characteristic polynomial is A^ + A (e + 7 — /3K) + e (7 — /3K), so that 
by Theorem A 1.1.2 if 7 > l3K then this equilibrium point is asymptotically 
stable and if Eq. (2.2.2) holds then it is unstable. This condition of stability is 
intuitively clear. If predator mortali ty is high, the conversion rate is small (i.e., 
the predator is processing food inefficiently) and food is scarce (A' is small), 
then the predator dies out; conversely, if predator mortali ty is low and both the 
conversion rate and carrying capacity are high, then the equilibrium representing 
the absence of the predators is unstable. Exactly in this last case do we have 
an equilibrium in the interior of the positive quadrant . Now we assume that 
Eq. (2.2.2) holds, so that the only possibly stable equilibrium is E. One could 
also a t tempt to determine its stability by finding the position of the eigenvalues 
but the calculations are too cumbersome and they would establish only local 
stability. We apply instead Lyapunov's direct method (see Appendix 2.2). 

It is easy to see that a; — 1 > In a; for a; > 0, a; 7̂  1. Therefore we introduce 
the Lyapunov function 

L (N, P)=W (N/W - 1 - In (N/W)) + (a/P) T (P/T - 1 - In (P/T)) 

= # - ] V - ] V l n ( # / ] V ) + ( a / / 3 ) ( P - P - P l n ( P / P ) ) , 

which is positive for all (N, P) in the open positive quadrant except at point 
E = (N,^), where it is zero. The derivative of L with respect to the system 
(2.2.1) is obtained by a lengthy but straightforward calculation: 

i^(2.2.i) {N, P) = - ( ( # - Wfs/K +{P-Tf aS/l3^ , 

and this is negative definite with respect to the point E provided that S > 0. 
As a consequence, equilibrium point E is globally asymptotically stable with 
respect to the interior of the positive quadrant; all solutions with positive initial 
values tend towards this point as t ime tends to infinity. We note that the 
same Lyapunov function works for the equilibrium (A', 0) in case 7 > /3A', 
tha t is, under this condition this equilibrium is not only locally but globally 
asymptotically stable with respect to the positive quadrant . 

If S = 0, tha t is, the predator mortali ty is the constant 7, it does not depend 

on the quanti ty then the derivative of our Lyapunov function with respect to the 

system is -^(2,2.1) (^j P) — ~ {-^ ~ ^) ^/^, which is only positive semidefinite; 

it is zero at ( # , _P) for all _P > 0. In this case N = j//3 and the vertical straight 
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line N = j//3 does not contain trajectories apart from the equilibrium [j/13, P) . 
This implies, using by the Barbashin-Krasovskiy Theorem (see Appendix 2.2), 
tha t the equilibrium point is also globally asymptotically stable in this case. 
The phase portrai t is shown for this case on Fig. 2.2.1. 

P = - « > + f 

Figure 2.2.1: The phase portrai t of system (2.2.1) with S = 0 under condition 
(2.2.2). 

If addition to S = 0 the carrying capacity K can be considered infinite, or 
in other words, there is no intraspecific competition within the prey species, 
system (2.2.1) reduces to 

N = N {e - aP) P = P {-^ + f3N) (2.2.3) 

where e, a, 7, and /3 are positive constants (with the same meanings as before). 
This was the first model constructed by Volterra after World War I in order 
to explain why the quanti ty of predator fish increased relative to prey fish in 
the Adriatic Sea during the war when fishing had stopped because of naval 
battles between the Italian and Austro-Hungarian fieet. In this case the interior 
equilibrium is [N,P^ = {j/l3, s/a) and we may apply the same Lyapunov 
function as was previously used and which is now 

L{N,P) = N-j/p-{j/p)ln{Np/j) + {aP/p-s/p-{s/p)ln{aP/s)) 

= N - (7//3) In # + (aP/(]) - (e//3) \nP + const. 

= ( l / / 3 ) ( / 3 # - 7 l n # + a _ P - e l n _ P ) + c o n s t . 

Again a positive definite function (with the proper constant), it assumes its 

minimum at ( # , ? ) = (7//?, s/a). Taking the derivative of L with respect to 

system, (2.2.3), we obtain L/i 4 3\ (N, P) = 0. This means that with a "negative 
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semidefinite" derivative, the equilibrium is stable in the Lyapunov sense and 
further L is constant along the trajectories of the system, that is, it is a first 
integral. It can be shown that the level curves of this function, that is, the 
trajectories of the system, are closed curves around the interior equilibrium 
point and this means that this equilibrium is a center and every solution is 
periodic (see Fig. 2.2.2). Let us calculate the average values of N and P over 
a period along an arbitrary solution {N{t),P{t)). For this we divide the first 
equation by N{t) and integrate over the interval (0, T) where T is the period of 
this solution, 

{N(t)/N(t)) dt = sT -a / P{t) dt . 

Figure 2.2.2: Phase portrai t of system (2.2.3) (MAPLE). 

The left-hand side is ln{N{T)) — ln (# (0 ) ) = 0 because of the periodicity. Hence 
the average of P over a period is 

(1 /T) / P(t)dt = e/a 
Jo 

Similarly, way we obtain 

(1/T) / N{t)dt = j/p 

Thus, no mat ter which solution we choose the averages are always the same and 
are equal to the respective values at equilibrium. If fishing is proportional to 
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the quantities of the respective species of fish, then system (2.2.3) is replaced 

by 
N = N{e-aP)-^N , P = P {-j + (]N) - i^P , 

where /j, and i> are positive constants representing how catch decreases the per 
capita growth rate of the respective species. The last system is of the same 
structure as (2.2.3) where the only difference is that e is replaced by e — // and 
7 is replaced by 7 + î . As a consequence the averages are now (7 + i>) /13 > ')/(3 
for prey and (e — jj) /a < eja for predator. From this it is clear that fishing at 
levels proportionate to quantities is advantageous for prey and disadvantageous 
for the predator and, naturally, any cessation in fishing has an inverse effect. 
The result is intuitively reasonable-although fishing decreases the growth rate 
of prey, at the same time it also reduces its enemy (it is to be assumed that 
there is no overfishing, i.e. the fishing rate is not larger than the intrinsic growth 
rate); from the point of view of the predator, fishing is doubly disadvantageous 
because it reduces its growth rate and the quanti ty of its food. 

Often one may find it useful to generalize the Lotka-Volterra system in order 
to approximate the real situation better. The first step in this direction is to 
get rid of the assumption that per capita growth rates are linear functions of 
the quantities. Denoting again the quanti ty of prey and predator at t ime t by 
# ( t ) and -P(t), respectively, we suppose that these functions satisfy the system 
of differential equations 

N = NF(N,P), P = PG(N,P) (2.2 A) 

where F and G are continuously differentiable functions; prey can survive on 
its own, _F(0,0) > 0, but there is a saturation effect acting when its quanti ty 
is high, so that there exists a A' > 0 such that F{K,0) = 0 and in absence 
of predation the per capita growth rate F{N, 0) is positive or negative, respec­
tively, for N < K or N > K. Further, any predator quanti ty growth will 
decrease the growth rate of prey Fp[N,P) < 0; the predator cannot survive 
without the prey G(0, P) < 0; the increase of prey quanti ty is beneficial to its 
growth rate G ^ [N, P) > 0; and there may be intraspecific predator competi­
tion G'p (N, -P) < 0. We also suppose that there is an equilibrium point for the 
system in the interior of the positive quadrant E = [N, P), N, P > 0, 

A (77, P) = G (77, P) = 0 . 

All conditions imposed upon growth rates F and G are natural ones that 
acknowledge 'W is the prey and P the predator." These conditions allow several 
kinds of prey and predator zero isoclines, tha t is, curves in the positive quadrant 
of the N, P plane where the respective growth rates are zero. The equations 
for the "prey curve" and "predator curve" are F[N,P) = 0 and G{N,P) = 0, 
respectively. A typical reasonable form of these curves applicable to most species 
is shown in Fig. 2.2.3a. Prey curve F = 0 has a maximum point somewhere 
between 0 and K. Below this curve the growth rate F is positive because prey 
is not yet overcrowded and there are only few predators are present, above this 
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curve it is negative because the saturation effect acts and/or predation is strong. 
The intervai from zero to the maximum point below the ascending branch of 
the prey curve is called the Allee effect zone-here prey is scarce and an increase 
in prey quanti ty is beneficial for the growth rate of prey. To keep the prey 
growth rate zero the increase of prey must be counterbalanced by an increase 
of predators. This is the case with most sexually reproducing species because 
if for example their density is too low, then males and females do not meet. 
At the descending branch of the prey curve where the effect of overcrowding is 
already felt, any further increase in prey must be counterbalanced by a decrease 
in predator quantity. The predator curve G = 0 is increasing and concave 
down, above and left to this curve the growth rate G of the predator is negative 
because there is not enough food and there are too many predators competing 
for food, below and right to this curve the growth rate is positive. The curve is 
ascending because growth in prey quanti ty makes growth of predator quanti ty 
possible, thus keeping the growth rate zero; and it is concave down because if 
prey is abundant then a further growth of prey has less effect on the growth 
of predators than is the case when food is scarce. Sometimes one may suppose 
that there is no intraspecific competition within the predator species, so that its 
growth rate depends only on the quanti ty of prey and not on its own quantity. In 
this case the predator curve is a vertical straight line like that seen in Fig. 2.2.3c. 
If the curves are such, then we have a positive equilibrium provided that the 
growth rate of the predator becomes positive at prey quantities that are less 
than the carrying capacity K. This last condition, namely, that the predator 
curve shall meet the axis # at a point left of K in order to have a positive 
equilibrium, corresponds to condition (2.2.2) for system (2.2.1). 

Naturally, it may happen that the prey curve does not have an Allee effect 
zone but is descending right from the beginning. Such is the case with the 
Lotka-Volterra system (2.2.1). In this case the prey curve is a straight line 
with negative slope intersecting the axis P at e/a and the axis N at K and 
the predator curve (if 5 is nonzero) is another straight line with positive slope 
intersecting the axis P at —7/<5 and the axis N at 7//? (Fig. 2.2.4). As we 
have seen, if the two straight lines intersect each other in the interior of the 
positive quadrant (i.e., if condition (2.2.2) holds) then the point of intersection 
E is globally asymptotically stable with respect to the interior of the positive 
quadrant . Wha t is the stability situation for the general predator-prey system 
(2.2.4)? 

There is an intuitive way of seeing what we may expect. We call this the 
method of the little arrows (see Farkas and Freedman 1989 a and b). We draw 
pictures of prey and predator curves and look at the point of intersection, which 
is our equilibrium. The system moves from equilibrium in four special ways-by 
increasing or decreasing either the quanti ty of prey or of predator. We then 
check what the dynamics of the system does to this perturbed position. The 
signs of the coordinates of the vector field of the system, that is, the signs of 
the functions F{N, P) and G{N, P), show qualitatively the direction of the field 
and by that they also show whether the dynamics tries to decrease or increase 
the distance from equilibrium E. If in the majority of cases the dynamics tries 
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Figure 2.2.3: The equilibrium of the predator-prey system (2.2.1) and the 
"method of the little arrows". The scores are those of a match between sta­
bility (meaning asymptotic stability) and instability. Stability scores one if an 
arrow shows toward E and instability scores one if an arrow shows away from 
E. If the arrow is perpendicular to the line through E then neither stability nor 
instability scores, (c) and (d) belong to systems, where G does not depend on P; 
(f) belongs to the simplest Lotka-Volterra system (2.2.3) where E is Lyapunov 
stable but not asymptotically stable. 
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Figure 2.2.4: The interior equilibrium point of the general Lotka-Volterra 
predator-prey system (2.2.1) with the "method of the little arrows" showing 
its asymptotic stability. 

to decrease the distance, that is, tries to drive the system back into equilibrium, 
then we may expect that the equilibrium is asymptotically stable. This method 
is shown in Fig. 2.2.3. 

Although, the "method of little arrows" does not yield a proof of stability 
or instability and may well be misleading, nevertheless it provides one with a 
guess and then one has "but" prove the guess according to Polya's maxim to 
mathematicians: "Guess and prove!" To find the stability condition for the 
equilibrium point E we determine the Jacobi matr ix of system (2.2.4) 

J 
F {N, P) + NF'j, ( # , P) 

PG'j^(N,P) 
NF'p ( # , P) 

G(N,P) + PG'p(N,P) 

and the characteristic equation at £" = [N,P^, 

X' - (NF;^ (N,T) + PG'p (N,T))X + WP {F;^ (N,T) G'P (N,T) 

-Fi,{N,P)G'^{N,P))=0 (2.2.5) 

By the assumptions imposed upon functions F and G, if F^^ is negative at 
E then both the constant term and the coefficient of A are positive and by 
Theorem Al.1.2 E is asymptotically stable. This justifies Fig. 2.2.3a. The 
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quanti ty _F^ at E is negative iff the equiiibrium point is on the descending branch 
of the prey curve, because F is increasing going into the interior of the domain 
bounded by the prey curve, and this implies that its gradient [Fj^,Fp] points 
into the interior of this domain. Wha t we achieve is called the Rosenzwetg-
MacArthur graphical criterion of stahility-ihe equilibrium of a predator-prey 
system is asymptotically stable if it lies on the descending branch of the prey 
curve (Rosenzweig-MacArthur 1963; Freedman 1976). HE is at the maximum 
point of the prey curve and G depends on P, then though F'pf is zero, G'p 
is negative so that again both the constant term and the coefficient of A are 
positive. This justifies Fig. 2.2.3b. If in this case G does not depend on P, then 
the coefficient of A is zero, so that the characteristic polynomial has a pair of 
pure imaginary roots and thus the stability problem cannot be settled this way 
in accordance to Fig. 2.2.3c. One may similarly justify Fig. 2.2.3d,e. 

If for the stability problem of the equilibrium point (A', 0) representing the 
absence of a predator, we substitute this point into the Jacobi matr ix, the 
characteristic equation becomes 

A2 - A (G (A', 0) + KF'j^ (A, 0)) + AA^^ (A, 0) G (A, 0) = 0 . 

The function F{N,0) is decreasing at N = K, so that normally Fj^{K,0) is 
negative. If the predator curve meets axis N left of point K then, as this 
was already mentioned, the interior equilibrium point E = [N,P^ exists and 
G{K, 0) is positive. This means that the constant term in the characteristic 
equation is negative and the equilibrium (A', 0) is unstable (actually, it is a 
saddle point) . If the predator curve meets axis N right of point K then there 
is no interior equilibrium and G{K, 0) is negative; hence, all coefficients in the 
characteristic polynomial are positive, the equilibrium (A', 0) is asymptotically 
stable, and the predator dies out. This is what one would expect, because in 
this case the predator may start to increase its quanti ty only when the quanti ty 
of prey is above K but the prey quanti ty can stay above the carrying capacity 
only temporarily. 

It is worthwhile to return to Fig. 2.2.3c,d and explore what happens in this 
case (when G does not depend on P) if the system depends on a parameter 
(A', say) and as this parameter is varied continuously the equilibrium point E 
is wandering on the prey curve and having reached the maximum point moves 
from the descending branch of the curve to the ascending branch and loses its 
stability as a consequence. If we look at the characteristic polynomial (2.2.5) 
where G'p is now zero we see that the constant term always remains positive 
while the coefficient of A changes its sign at the maximum point. The eigenval­
ues are continuous functions of the coefficients of the characteristic polynomial, 
which are continuous functions of the parameter, so that if the real parts of the 
eigenvalues change their sign from negative to positive and the constant term 
remains positive so that no eigenvalue assumes the value zero in the process, this 
may happen only one way-at a certain value of the parameter (when the equilib­
rium is passing through the maximum point of the prey curve) both eigenvalues 
cross the imaginary axis away from the origin. At the critical parameter value 
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(when the real parts are zero), the linearized system has a pair of conjugate 
imaginary eigenvalues, tha t is, every solution of the system linearized at the 
equilibrium point is periodic. This is a typical situation for an Andronov-Hopf 
bifurcation (see Appendix 2.3); the nonlinear system (2.2.4) will have some small 
amplitude periodic solution around the equilibrium point. If one can establish 
that the bifurcation is supercritical then although the equilibrium is destabilized 
(it is already on the ascending branch of the prey curve near to the maximum 
point) the quantities of predator and prey will periodically oscillate in a stable 
way. 

The same question may be raised concerning Fig. 2.2.3a,b,e when G depends 
on _P. It is clear from looking at the signs of the coefficients of the characteristic 
polynomial that equilibrium E will now stay asymptotically stable even if it 
moves slightly left of the maximum point but if it moves farther to the left 
it may lose its stability. The trouble now is that one cannot tell whether the 
constant term or the coefficient of A will be zero first, as this depends on the 
particular system considered. 

2.3 Two Interacting Species—Competition and 
Cooperation 

If two species are chosen that compete for the same resources and the effect 
of other species is neglected, we speak of a two dimensional (2D) competitive 
system. Competit ion means that the increase of the numbers of the first species 
has an adverse effect on the growth rate of the second one and vice versa. If the 
resources for which the species are competing are not specified and competition 
is expressed by this adverse effect then the situation can be modeled by a 2D 
system of differential equations. Following logistic dynamics, we assume first 
tha t the per capita growth rates of the competing species are linear functions 
of the quantities and that the two species, if left alone, can survive. This way 
we arrive at the competitive Lotka- Volterra system 

# 1 = Ni ( n - a i i # i - a i2#2) , N2=N2 (r2 - a 2 i # i - 022^2) (2.3.1) 

where Ni[t) and N2{t) are the quantities of the two species at t ime t, r i > 0 
and r2 > 0 are the intrinsic growth rates of the respective species, the entries 
of the matr ix A = [aik] are positive, a n and 022 represent the strength of the 
mtraspecific competition (the competition within the species, r i / a n , r2/a22 are 
the carrying capacities of the respective species), and ai2 and 021 represent 
the strength of the interspecific competition (the competition between the two 
species, for instance, ai2 is the amount by which one unit of species 2 decreases 
the per capita growth rate of species 1). 

Possible equilibria of the system and their stability are explored here. We 
will condider only generic cases and assume that det yl ^ 0. There are four 
equilibria. Eg = (0,0), Ei = ( r i / a i i , 0 ) representing the absence of species 2, 
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£"2 = (0,r2/a22) representing the absence of species 1, and 

^ = ( ^ 1 ' ^^) = i , ^ ' ̂  

where the latter one is in the interior of the positive quadrant of the N, P plane 
iff either 

012/022 < ri/r-j < aii/a-ji , (A) 

011/021 < r i / r 2 < 012/022 . (B) 

In case neither (A) nor (B) is fulfilled, for example, 

ri/r-j < 012/022 and r i / r 2 < 011/021 , (C) 

then there is no equilibrium with positive coordinates representing the coex­
istence of the two species. (A completely symmetric case (C) is obtained by 
interchanging the indices in the previous inequalities.) 

To determine the conditions of stability of these equilibria we deduce the 
Jacobian matr ix of the system. 

J ( # i , # 2 ) 
r i - 2 a i i # i - a i2#2 - a i 2 # i 

- a 2 i # 2 r'2-a'2iNi-2a'2'2N'2 

substitute the coordinates of the respective equilibria and determine the eigen­
values. In all cases the origin EQ is unstable (as a mat ter of fact, it is an unstable 
node). We write out only the characteristic polynomial at E, 

p(\) = \^ + A(aiilVi + 022^2) + IV1IV2 det A . 

For (A), equilibria Ei and £"2 are unstable, and it is easy to see that (A) implies 
that det Ay Q. This means by Theorem Al.1.2 that E is asymptotically stable, 
tha t is, the two competing species may coexist in the long run. In case (B) 
both El and £"2 are asymptotically stable and det yl < 0, tha t is, E is unstable 
(as a mat ter of fact, it is a saddle point) . This means that in this case one 
of the species dies out, which one depends on the initial conditions-there is a 
separatnx going through point E, from above this curve all trajectories go to 
£2 , from below they go to £ 1 . In this case the system is said to be bistable. 
Note that the condition of stability of £ , det yl > 0 is equivalent to 

011O22 > 012O21 . (2.3.2) 

This last condition means that the overall intraspecific competition is stronger 
than the interspecific competition. Thus, if the intraspecific competition is 
stronger than the interspecific competition then the two species may coexist m a 
stable way; m the opposite case one of them dies out. In case (C) there is no in­
terior equilibrium point, the zero isoclines of the two species do not intersect in 
the interior of the positive quadrant . In this case species 2 outcompetes species 
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1; no mat ter from where we start in the interior of the positive quadrant all tra­
jectories tend to £"2- This is fairly intuitive, as the inequalities characterizing 
case (C) can be put in the form 

ria-j'j < r-jai'j , ria-ji < r-jau , 

in which the first one means that the growth rate of species 1 and the intraspe-
cific competition in species 2 are relatively small compared to the growth rate 
of species 2 and the adverse effect that species 2 has on species 1; the second 
one means that the growth rate of species 1 and the adverse effect species 1 has 
on species 2 are relatively small compared to the growth rate of species 2 and 
the intraspecific competition in species 1. Both inequalities clearly express the 
advantage of species 2 over species 1. See Fig. 2.3.1. 

To be sure, a stability analysis based on the eigenvalues of the Jacobian at 
different equilibria yields only local results. In order to establish such statements 
that in case (A) all trajectories from the interior of the positive quadrant tend to 
E, or that in case (C) all trajectories tend to E2, say, one has to show that all the 
solutions of system of equations (2.3.1) are bounded on (0,CXD) and the system 
has no closed trajectories in the positive quadrant . The first s tatement is clear 
if one looks at the system, because both Ni and #2 are decreasing if (Ni, N2) is 
"northeast" from the straight lines aii#i- |-ai2A^2 = f"! and a 2 i # i + 022^^2 = ^2-
The statement that system (2.3.1) has no closed trajectory follows from the 
Poincare Bendixson theory (see Appendix 2.2 ) for case (C) when there is no 
equilibrium in the positive quadrant and from an inspection of the phase portrai t 
in cases (A) and (B). 

The situation is different if the competition goes on for a single resource 
without which none of the competitors can survive. If the competi tors ' per 
capita growth rates depend linearly on the quanti ty of an available resource and 
this resource can be depleted then the fitter of the two competitors will survive 
and the other one will die out. This law is called the competitive exclusion 
principle. We will show this phenomenon in the sequel. The quantities of 
the competitors at t ime t will be denoted by Pi (t) , P2 (t), their death rates 
(mortalities) by di,d2 > 0, and the quanti ty of the resource is given by a 
function s[Pi,P2) defined in the closed positive quadrant of the Pi,P2 plane. 
This function is supposed to be continuously differentiable, positive in a bounded 
domain containing the origin, and negative outside this domain (negative outside 
a circle with the center in the origin, for example). Then the system describing 
the dynamics is 

Pl = Pl{-di + his{Pi,P2)) , P2 = P2{-d2+h2s{Pi,P2)), (2.3.3) 

where the quantities &i, &2 > 0 are the efficiencies by which the two competitors 
make use of the resource. We assume that in a neighborhood of the origin 
the right-hand sides are positive, tha t is, the competitors may survive at low 
densities. It is clear that every solution is bounded in the future, because the 
right-hand sides are negative far from the origin. Now, let ci > 0 and C2 > 0 
such that &iCi — &2C2 = 0, divide the first and the second equation by Pi and 
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Figure 2.3.1: Two competitors: (A) stable coexistence; 
species 2 outcompetes species 1. 

(B) bistability; and (C) 

P2, respectively, multiply the first equation by ci, the second by — C2, and add 
them. We obtain 

ciPi/Pi - C2P2/P2 = -{dici - 3.202) = -a , 

where we may assume that a > 0 ( if this were not the case we use — ci,C2 
instead of ci , —C2; the nongeneric case a = 0 is excluded). Integrating the last 
equation we get 

-at + c In {P^' {i)lP?{i)) 

P^'{t)/P^r{t)=Ce- 0 as t ^ CO 

Because the solutions are bounded this implies that Pi tends to zero as t tends 
to infinity, tha t is, the first competitor dies out. This result is intuitively rea­
sonable. By our assumptions diCi > d2C2. Multiplying this inequality by &i 
and using the fact that &iCi = &2C2 we get &2C2rfi > &irf2C2, or hi/di < 62/0^2, 
meaning that the efficiency of the first competitor is low and its death rate is 
high while the efficiency of the second competitor is high and the death rate of 
the latter is low. 

Note that when function s depends linearly on Pi and P2 then system (2.3.3) 
reduces to the Lotka-Volterra system (2.3.1) case (C) (without the assumption 
ri,r2 > 0) and the zero isoclines are parallel straight lines, hence, they do not 
intersect at all. 

The competitive exclusion principle also applies under similar linearity con­
ditions in higher dimensional cases when there are more competitors than re­
sources (see McGehee-Armstrong, 1977; Hofbauer-Sigmund, 1988). It is not 
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necessarily true if the dependence is not linear and the resources are regenera­
tive. 

We say that the two species are cooperative (mutualtsts, symbiotic) if the 
presence and the increase of the first one is beneficial to the growth rate of the 
second and vice versa. Thus, the two-dimensional cooperative Lotka-Volterra 
system has the form 

# 1 = Ni ( n - a i i # i - a i2#2) , N2=N2 (r2 - a 2 i # i - 022^2) (2.3.4) 

where it is assumed that 012,021 < 0 and 011,022 > 0, which expresses the 
fact that the system is cooperative but there may be intraspecific competition 
within each species. 

The first case to be considered is when each species survives if left alone and 
follows the logistic dynamics, tha t is, the intrinsic growth rates are positive, 
ri,r2 > 0. This is sometimes called facultative mutualism. It is easy to see that 
in this case the origin is a repeller and the eigenvalues of the system linearized 
at the origin are r i > 0 and r2 > 0. The equations of the Ni and #2 zero 
isoclines are (apart from the coordinate axes) 

#2 = - A ^ i O i i / o i 2 + r i / o i 2 and #2 =-^^1021/022 + J'2/022 , (2.3.5) 

respectively, provided that 022 > 0. By our assumptions the first line crosses the 
axis #2 below the origin and the second above it and both slopes are positive, 
so that the two lines have a point of intersection in the positive quadrant if 
and only if the slope of the first line is larger than that of the second one 
-011/012 > -021/022, or 

detA = det[aik] = 011O22 - 012O21 > 0 . (2.3.6) 

Intuitively, this condition means that the overall intraspecific competition within 
the species 011O22 is stronger than the level of mutual ism 012O21. The point of 
intersection, the single equilibrium in the positive quadrant is 

,^ -irf . f ria22 - r2ai2 ^2011 - r i02i 

^^''^'> - [ d^E4 ' d^E4 

Looking at the phase portrai t of the system (Fig. 2.3.2 (A)) we see that all 
trajectories from the interior of the positive quadrant eventually enter the acute 
angle sections bounded by the two zero isoclines and then tend towards this 
equilibrium point, so that ( # i , # 2 ) is globally asymptotically stable in the 
open positive quadrant . If the inequality in (2.3.6) is reversed then the two 
isoclines do not intersect in the positive quadrant and all trajectories from the 
interior of the positive quadrant enter the widening strip bounded by these lines 
and then tend to infinity (see Fig. 2.3.2 (B)). 

The situation is different if the cooperation is not facultative, tha t is, the 
species die out without the mutualist . If this is the case we speak about oblig­
atory cooperation. System (2.3.4) is considered again but now r i and r2 are 
supposed to be negative. This means that now the first line of (2.3.5) crosses 
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(A) 

N, =0 

Np = 0 

Np=0 

Figure 2.3.2: Facultatively cooperating species by system (2.3.4) ( r i , r 2 > 0). 
(A) the intraspecific competition is stronger than the cooperation; and (B) the 
cooperation is stronger than the intraspecific competition. 

the axis #2 above the origin and the second one below it, so that the condition 
of having a point of intersection in the positive quadrant is 

det A = det[aife] = 011022 - 012021 < 0 (2.3.7) 

and, indeed, in this case the coordinates of the equilibrium ( # 1 , ^ 2 ) are posi­
tive. If we look at the phase portrai t (Fig. 2.3.3 (A)) it is clear that the origin 
is now asymptotically stable (the eigenvalues r i and r2 are negative), and that 
the equilibrium ( # i , # 2 ) is a saddle point (this can also be seen if one writes 
out the Jacobian matr ix at ( # i , # 2 ) and realizes that the product of the two 
eigenvalues is the expression (2.3.7)). The phase portrai t shows that all trajec­
tories starting in the interior of the positive quadrant eventually enter the acute 
angle sections bounded by the two zero isoclines. Further, if they start below 
the ingoing trajectories of the saddle, tha t is, the initial quantities of the two 
species are low or at least one of them is very low, then both species die out; 
however, if the initial quantities are sufficiently large then both species grow 
unlimited. Note that , as previously mentioned, (2.3.7) shows that cooperation 
is now stronger than the intraspecific competition within the species. 

If inequality (2.3.7) is reversed, meaning the intraspecific competition is 
stronger than the cooperation, then the two isoclines do not intersect in the 
positive quadrant and the phase portrai t is as shown Fig. 2.3.3(B), where all 
trajectories enter the widening strip between the two isoclines and then tend to 
the origin. This means that in spite of cooperation the two species die out. 
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Figure 2.3.3: Obligatory cooperation by system (2.3.4) ( r i , r2 < 0). (A) co­
operation is stronger than intraspecific competition a n = 022 = 0, ai2 = —1, 
021 = —2, r i = r2 = —1; and (B) intraspecific competition is stronger than 
cooperation a n = 022 = 2, ai2 = —1, 021 = —2, r i = r2 = —1 (PHASER). 

Facultative cooperation may exist between a plant and a certain insect (e.g., 
bees), where pollination is the result of the cooperation, and obligatory coop­
eration exists between a mammal and intestinal bacteria. According to May 
(1981), obligatory mutual ism is more prevalent in tropical regions. 

The Lotka-Volterra models treated in this Section may be considered fairly 
unrealistic allowing for the possibility in some cases that species could grow un­
bounded. This disadvantage can be overcome by introducing per capita growth 
rates that depend nonlinearly on the quantities of the species. We shall return 
to this problem when treating higher dimensional systems in the next Section. 
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2.4 More Species 

In this Section ecological systems with more than two species living together 
will be considered . Because of lack of space it is impossible to give a systematic 
t reatment of all the mathematical tools that may be applied but we shall try to 
survey this vast field by using carefully chosen examples. 

Suppose that n different species live together in a habi tat and that the 
growth rate of each depends on the quanti ty of every one of them. Denoting 
the quanti ty of the ith species hy Xi, (i = 1 ,2 , . . . , n) , the dynamics is governed 
by the so-called Kolmogorov system of differential equations 

ii = Xifi{xi,X2,... ,x„) , i=l,2,...,n. (2-4.1) 

The main feature of this autonomous system of differential equations is that the 
coordinate hyperplanes Xi = 0, (i = 1,2 . . . ,n) and the orthants of the space 
bounded by them are invariant, tha t is, if an initial condition is given in the inte­
rior of the positive orthant R'^ = {{xi, X2, • • • , x„) G M" : xi > 0, X2 > 0, • • • , x„ 
> 0}, then the corresponding trajectory stays in this orthant for the entire fu­
ture (and past) . The character of the relationship between species j and species 
k is determined by the response of the per capita growth rate Xj/xj to the 
increase of Xk and vice versa by interchanging the indices j and k, tha t is, the 
relationship depends on the sign of the derivative of fj with respect to Xk, and 
vice versa. There are three important special cases: 

(i) If for each j ^ k and in the whole positive orthant f- f'^.^ < 0, then we 
say that (2.4.1) represents a predator-prey system; if/ , ' j , < 0 and /^^ , > 0 
then species j is prey for species k. 

(ii) If for each j ^ k and in the whole positive orthant f- < 0, then we say 
that (2.4.1) represents a competitive system. 

(iii) If for each j ^ k and in the whole positive orthant / '^^ > 0, then we say 
that (2.4.1) represents a cooperative system. 

It may happen that f[^^ < 0, /^^^ > 0, /^^^ < 0, f^^^ > 0, f^,^^ < 0, /^^^ > 0 
and species 4 is no prey for any other species. In this case we say that species 
1,2,3, and 4 form a food chain where species 4 is the top predator. Naturally 
it may happen that the system of equations (2.4.1) does not belong to any of 
the three forementioned types containing predator-prey relations between some 
species and competition and cooperation between some other ones. A fairly 
advanced theory has been worked out for competitive and cooperative systems 
by M. Hirsch , Hal L. Smith and others (see Smith H.L. 1995). Because of 
lack of space we cannot go into this here. Predator-prey systems have no such 
general theory. 

Where the system is Lotka-Volterra, tha t is. 

IZ«i kXk] , i = l , 2 , . . . , n , (2.4.2) 
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the characterization of the three types boils down to the signs of the entries of 
the interaction (or community) matrix A = [ajk]- System (2.4.2) is predator-
prey, competitive, cooperative, respectively, if for all j ^ k: (i) aj^a^j < 0; (ii) 
ajk > 0; and (iii) ajk < 0. 

Rather than discuss of these general systems, we shall present some ba­
sic ecological phenomena through concrete models. A three-species model will 
be studied first, and the competition of an ^^r-strategist^ and a ^^K-strategist^ 
predator for a single regenerating prey species will be described. Somewhat sim­
plifying the concepts, an r-strategist is a species that tries to ensure its survival 
by having a relatively high growth rate and a K-strategist is a species that con­
sumes less, has a lower growth rate and is able to raise its offspring on a scarce 
supply of food. For more accurate concepts see May (1981). The quantities 
of prey and the two predators at t ime t will be denoted by S (t) , x\ (t) , X2 (t), 
respectively, the intrinsic growth rate of the prey and the carrying capacity 
will be denoted by 7 and K, respectively, and the maximal birth rate and the 
(constant) death rate of predator i will be mi and di, respectively. All these 
constants are supposed to be positive. The system considered is 

S = jS (1 — S/K) — miXiS/ (ai + S) — m-jx-jS/ {a-j + S) 

xi = miXiS/{ai + S) — dixi (2.4.3) 

X2 = ni'zX'zSI {a'2 + S) - d'2X'2 , 

where a,- > 0 is the half saturation constant of predator i. This means that 
when the quanti ty of prey S reaches value a,- then the per capita birth rate 
of predator i reaches half of the maximal birth rate, as can be seen if 5 = a,-
[i = 1 and 2, respectively) is substituted into the first term of the second, 
and third equations of the system, respectively. Clearly, the less a,- is the less 
food is needed for predator i, so that a predator with a small half saturation 
constant can be considered a A'-strategist. The first terms in the second and 
third equations are called Hollmg II type functional responses. They should 
be multiplied by some positive constants < 1 to allow for losses when biomass 
from the prey is built into the predator species but these "loss factors" could 
be transformed out of the equations. The Holling type functional response is 
more realistic than the miXiS tha t occurs in a Lotka-Volterra system because 
the latter tends to infinity as prey quanti ty tends to infinity. If one takes into 
consideration that no mat ter how much food is available the predator cannot 
handle more than a certain limited quanti ty in unit t ime, then the Holling type 
terms are satisfactory because they increase with S but do not tend to infinity 
and are concave down, thereby representing a saturation effect when there is too 
much food. System (2.4.3) has been dealt with by several authors (see Farkas, 
1984b, and the references therein). The growth rate of predator i is zero when 
the right-hand side of the corresponding equation is zero, tha t is, 

niiXiS/ (ai + S) - diXi = 0 or S = Xi := aidi/ (nii - di) . 

If S is above this value the growth rate is positive and if it is below it the 
predator is going to die out. We are to consider here only the nongeneric case 
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in which these threshhold values for the two predators are equal, 

A := Ai = aidi/(mi - di) = X-z = a-zd-z/im-z - d-z) • (2.4.4) 

If we look at the first equation in the system (2.4.3) we see that without preda­
tors the prey quanti ty follows the logistic dynamics, tha t is, it cannnot stay 
above K in the long run. With predation its value is still less, so that if A > K 
both predators die out. It is also clear that if the maximal birth rate of the 
predator is less than its death rate the predator dies out (in this case the right-
hand side of the corresponding predator equation is always negative). Thus, in 
order to have a system in which survival of the species is possible we assume 
that 

nii > di {i = 1,2) and 0 < A < K . (2.4.5) 

Introducing the parameter /J,- = nii — di under conditions (2.4.4) and (2.4.5) our 
system takes the form 

S = jS (1 — S/K) — miXiS/ (ai + S) — m-jx-jS/ {a-j + S) 

i i = fjj^xiiS -X)/{ai+S) (2.4.6) 

X2 = (3'2X'2 [S - \) I (a2 + S) 

where because of our assumptions /J,- > 0 (i = 1,2). We assume that ai > 02. 
This implies that nii/di > m2/d2 because by (2.4.4) 

A = ai/(mi/di - 1) = a2/(m2/d2 - 1) . 

Thus, the birth rate relative to the death rate for predator 1 is higher than for 
predator 2 while the half saturation constant of predator 2 is lower than that of 
predator 1. This means that we may identify predator 1 as an r-strategist and 
predator 2 as a A'-strategist. The equilibria of system (2.4.6) are (0,0,0) and 
(A', 0, 0) and the points of the straight line segment 

L={{S,xi,X2)eR'':S = X,xi>0,X2>0 ' " ' ' ' ' ' ' " ' ' ' ' 
ai -I- A a2 + X 

X 

We shall now study the stability of the equilibria. By linearization it is easy to 
see that the origin is always unstable and that (A', 0,0) is unstable if the second 
inequality of (2.4.5) holds (if it is reversed, i.e., A > K, then it is asymptotically 
stable, which as previously mentioned, implies that the predators are dying 
out) . We choose now an arbitrary point on the line segment (A, ^1,^2) £ L, 
linearize the system at this point, and determine the characteristic polynomial. 
By performing the calculations we obtain 

D (n) = n \ n + nX ' 
K (ai + A) 2 
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+A 
{ai + Xf (02 + A ) ' 

The quadratic polynomial in brackets is stable iff 

miCi/{ai + Xf + m 2 6 / ( a 2 + A)^ < 7/A' . (2.4.7) 

Now, if A < K < 02 + 2A then 

miCi/ {ai+ X) + 0 2 2 6 / ( 0 2 + A ) 

< [mi^i/ (ai + A) + m 2 6 / (02 + A)) / (02 + A) 

= 7 ( 1 - A/A') / (02 + A) < 7 / A . 

By an analogous estimate, if K > oi + 2A then 

mi^i/{ai + Xf + m 2 6 / ( a 2 + A)^ > 7 / A . 

Thus, for low carrying capacity, A < A' < 02 + 2A, each interior equilibrium on 
the line segment L has a zero eigenvalue and two eigenvalues with negative real 
parts . One may prove that each equilibrium point on L is stable in the Lyapunov 
sense, the segment L is an attractor of the system, and every trajectory that 
starts in the interior of the positive octant tends to some point on L. This 
means that if food is scarce both the r- and A'-strategists may live together in 
the long run in a steady state that depends on the initial values of the species. It 
is to be noted that Lyapunov stability (without asymptotic stability) cannot be 
relied upon if, say, small stochastic variations are to be taken into account; the 
equilibrium on L may wander and eventually may reach one of the end points 
of the segment, which means the disappearance of one of the predator species. 
For high carrying capacity, K > oi + 2A, all the equilibria on the segment are 
unstable. 

We turn now to the case where 02 + 2A < K < oi + 2A. It is easy to see 
that as the point (A, 6 , 6 ) moves along the segment from left to right from the 
point (A, 0,7(02 + A)(A - A)/ (m2A)) to (A, 7(01 + A)(A - A ) / ( m i A ) , 0 ) the 
expression on the left-hand side of (2.4.7) is decreasing. If K is fixed in the 
interval (02 + 2A, oi + 2A) then there is a point B[K) = (A, ^ (A') , ^ (K)) on L 
at which (2.4.7) turns into an equation. The points of L to the left of B[K) are 
unstable, those to the right of B[K) are stable, and that part of L which is to 
the right of point B[K) is still an at tractor of the system (see Fig. 2.4.1). If we 
move K in the interval (02 + 2A, oi +2A) from left to right the point B[K) moves 
along L from the left end to the right, and the points left behind are destabilized. 
We call this phenomenon a zip bifurcation. (In the process the straight line L 
itself is also displaced in a parallel way but this is irrelevant.) From the point 
of view of the competition, as the quanti ty of available food is increasing the 
A'-strategist is losing ground and those equilibria where the relative quanti ty of 
A'-strategist is high compared to the quanti ty of r-strategist are the first to be 
destabilized. When K reaches value oi + 2A all interior equilibria have already 
been destabilized and the only stable equilibrium remaining is the endpoint of 
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L in the S, x\ plane. This means that at this carrying capacity value the K-
strategist dies out. One may prove that if K is increased further then even the 
equilibrium in the S, x\ plane gets destabilized but the prey and the r-strategist 
continue to coexist in a periodic way (an Andronov-Hopf bifurcation occurs, see 
Appendix 2.3). 

7(ap + A)(K-A) 

Figure 2.4.1: Zip bifurcation in system (2.4.6). As K moves forward in the 
interval (02 + 2A, a\ + 2A) the point B{k) moves along L from left to right and 
leaves behind destabilized equilibria. 

Note that the same phenomenon occurs in a much wider class of models (see 
Farkas 1987; 1994). 

We turn now to a more general model of competition of two predator species 
for a single regenerating prey. The per capita growth rates will be assumed 
as arbitrary functions that satisfy certain basic requirements and intraspecific 
competition will be assumed in the predators, which was not the case in the 
previous model. (Because of the latter assumption the previous model is not 
a special case of the one that follows.) Our main purpose is to show how 
the Rosenzweig-MacArthur graphical criterion (see Section 2.2) generalizes to 
situations in which more than two species are involved. We denote now the 
quanti ty of prey at t ime t by x(^) and that of the two predators by j/i (t) and 
j/2 (^) • The system to be studied is 

i = xF{x,yi,y2,K) , yi = yiGi{x,yi) , 2)2 = J/2G2 («, 1/2) (2.4.8) 

where the following assumptions are made: 

{x- K)F{x, {],{], K)<{] , a; > 0, a; 7̂  A ' > 0 , (2.4.9) 
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(in the absence of predation, prey grows until it reaches the carrying capacity), 

i ? ; ( a ; , j / i , j / 2 , A ' ) < 0 , (i = l , 2 ) , (2.4.10) 

(the J/-S are predators of x), 

Gi{0,yi)<0, G',yjx,yi)<0, 

G[y, + G',y^<0, G',Jx,y,)>0, {i = 1,2) , (2.4.11) 

(the meaning of the last four inequalities is: predators cannot survive without 
prey; there might be intraspecific competition within the predator species and 
there is one indeed in one of the species at least; and the increase of prey 
is increasing the growth rate of the predators). It is to be noted that the 
two predator species compete only by consuming the same prey (j/i does not 
occur explicitly in the equation for j/2 and vice versa). We assume further 
that the two predator isoclines Gi{x,yi) = 0, (i = 1,2) (cylinder surfaces) 
intersect in a curve in the positive octant of a;, j / i , j/2 space and that this curve 
intersects the prey zero isocline surface F (x, j / i , j/2, K) = 0 at a point E{K) = 
{'x{K),y-^^{K),y2{K)) in the positive octant (see Fig. 2.4.2). 

The generalization of the Rosenzweig-MacArthur graphical criterion is ex­
pressed by the following theorem (Farkas-Freedman 1989a; 1989b). 

T H E O R E M 2 .4 .1 . If the eqmUhnum E{K) of system (2.4.8) is m the interior 
of the positive octant and F^ < 0 at E{K) then E{K) is asymptotically stable. 

On Fig. 2.4.2 a typical onionlike prey zero isocline surface is shown (it can 
be compared to the prey isoclines on Fig. 2.2.3). Theorem 2.4.1 can still be 
considered a graphical criterion. Function F is increasing as we cross the surface 
inwards and therefore its gradient points inward. Hence, the theorem says that 
if the equilibrium point is on the "northern hemisphere of the onion" then it is 
asymptotically stable. 

P R O O F . If we linearize the system at equilibrium E{K) then the character­
istic equation turns out to be 

X^ + X^-xF:^-y,G[y^-G',y^^} 

+A (XF;, {yiG[y^ + y2G'^yJ + yiy2G[y^G'2y^ - xy^F^^G^, - xy2F^fi'.,^) 

+xy,y2 ( i^ ;G ' i ,G '2 , , + F^fi'.,,G[y^ - F'^G'.yfi'^y^} = 0 (2.4.12) 

where all functions are to be evaluated at E{K) = {x[K),yi[K),y2{K)). Con­
ditions (2.4.9)-(2.4.11) and the condition of the theorem imply that all the 
coefficients of the characteristic polynomial on the left-hand side of Eq. (2.4.12) 
are positive. The Routh-Hurwitz criterion of stability (Al.1.1) requires that 

{-yiG'iy, - yjG'^y^) (a;2i?;' + yiy2G[y^G'2y^) + xylF^fi^^G^y^ 
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(A) 

(B) 

Figure 2.4.2: The equilibrium E of system (2.4.8) in a stable position. (A) The 
predator isoclines; and (B) the prey isocline. 
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> xK {{yiG'iy, + y2G'^yy - {xyiF'yiG[, + xy^F^fi',,,] 

Now, the conditions imply that the left-hand side is positive and if -F^ < 0 then 
the right-hand side is either negative or zero, which proves the theorem. D 

Theorem 2.4.1 remains true even if more than two predators are competing 
for a single prey species. We show this not for the sake of I'art pour I'art 
mathematical generalizations but in order to give an example for the application 
of the important concept of sign stability (see Appendix 1.1). We consider a 
system similar to (2.4.8) with the difference that now n > 2 predators are 
competing for prey: 

i = xF{x,yi,y2,... ,y„,K) , jji = j / i d {x,yi) Vn VnGn (x,yn) 

(2.4.13) 

where we assume that 

{x- K)F{x,{],... ,{],K) <{], a; > 0, a; 7̂  A ' > 0 , (2.4.14) 

(in the absence of predation prey grows until it reaches carrying capacity), 

F[^^{x,yi,... ,yn,K)<Q, (i = l , . . . , n ) , (2.4.15) 

(the J/-S are predators of x), 
Gi{0, yi) < 0, G[y^{x, yi) < 0 but at most one of them is zero, 

G'^Jx,y,)>{), ( i = l , 2 , . . . , n ) , (2.4.16) 

(predators cannot survive without prey; there is intraspecific competition within 
at least n — 1 predator species; and the increase of prey is increasing the growth 
rate of the predators). While in the case of system (2.4.8) one may see intuitively 
that for reasonable functions F and G the system has an equilibrium in the 
positive orthant , this is now not as obvious. In Farkas (1988) it is proved that 
for a fairly wide class of systems (2.4.13) this is true. Assume that system 
(2.4.13) has an equilibrium E[K) = {'x{K),yi{K), . . . ,y^[K)) in the positive 
orthant of the x,yi, . . . ,y„ space. 

T H E O R E M 2.4.2. If the equilibrium E{K) is m the interior of the positive 
orthant and F^ < 0 at E{K) then E{K) is asymptotically stable. 

P R O O F . By linearizing the system at the equilibrium point we obtain the 
following (n + 1) by (n + 1) coefficient matr ix where all the entries are to be 
taken at E[K), 

TF' TF' 
XI y^ 

xr ^ 

yiG'i^ yiG[y^ 0 

J/2GL 0 y2G2y 

Vn'-^nx 0 

0 
0 
0 
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Our assumptions imply that the first entry in the first row (column) is nonpos-
itive, the rest of the entries in the first row are negative, the rest of the entries 
in the first column are positive, and the rest of the entries in the main diagonal 
are negative except, perhaps, one which is then zero. As a consequence, there 
is no cycle of length longer than two in the directed graph attached to this ma­
trix, and as the undirected graph consists of the edges [1, 2], [1, 3], [1, 4 ] , . . . , [1, n 
+ 1] the rest of the conditions of Theorem Al.1.4 are also fulfilled. Thus, this 
matr ix is sign stable and this proves Theorem 2.4.2. D 

One may consider as problems dual to (2.4.8), and (2.4.13), respectively, the 
case in which a single predator is consuming, respectively, two, or more than 
two different prey species. See Farkas (1988; 1990). Only the case where there 
is no competition between prey species will be considered here. The quantities 
of the n prey species and the predator at t ime t will be denoted by Xi{t), 
(i = 1 ,2 , . . . , n) , y{t), respectively. The system is now 

ii = XiFi{xi,y,Ki) , (i = 1,2, . . . ,n) , y = yG {xi,X2, . . . ,x„,y) , 

(2.4.17) 

where 

(xi - Ki) Fi {xi,0, Ki) < 0, Xi > 0, Xi ^ Ki > 0, (i = 1, 2 , . . . , n) 

(2.4.18) 

(each prey species can grow up to its own carrying capacity), 

i ^ , < 0 , G ( 0 , . . . , 0 , j / ) < 0 , G ; . > 0 , G ; < 0 , (i = l , 2 , . . . , n ) (2.4.19) 

(y is predator for each prey; the predator cannot survive without prey; the 
increase of each prey species is advantageous for the predator; and there may 
be intraspecific competition within the predator species). 

One may prove again that a fairly large class of systems (2.4.17) has an 
equilibrium point E (K) = (afi (A') , 'X2 (K) , ...,x„ (K) , y (K)) in the positive or-
thant of the xi, X2, • • • , x„, y space (A' is shorthand here for (A'l, A'2, . . . , Kn))-
Linearizing the system at the equilibrium and establishing, as in the preceding, 
the sign stability of the coefficient matr ix of the linearized system one can prove 
the analog of the Rosenzweig-MacArthur graphical criterion for this case: 

T H E O R E M 2.4 .3 . If the eqmlihnum E (K) of system (2.4-17) is m the inte­
rior of the positive orthant, 

Fi^{x,{K),y{K),K^)<0, (i = 1, 2 , . . . , n) , (2.4.20) 

but at most one of these partial derivatives is zero, then the equilibrium is asymp­
totically stable. 

The previous problem leads us to the ecologically meaningful and important 
question of whether two competing species that would outcompete each other 
could be made to coexist by the introduction of a predator. This problem and its 
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generalizations have at tracted much attention in the past 25 years. The problem 
is usually treated in the context of permanence of ecological systems. The theory 
of permanent coexistence of ecological communities has a vast literature (see, 
e.g., Hofbauer and Sigmund 1988, and the references therein) and there are 
several definitions whose hierarchy is discussed in Freedman and Moson (1990). 
The point is tha t one is not often interested in whether the species live together 
in a state of equilibrium or in a cyclic, periodic way or even such a way that 
their quantities vary chaotically; instead, the major question is whether all the 
species will survive m the long run. This last important property is ensured 
if the coexistence is global, which means that no mat ter what positive initial 
values the quantities of the species in the system have they will continue to 
coexist, and if the trajectories describing the dynamics of the system stay near 
to the boundary of the positive orthant but for a finite t ime. These requirements 
are important because sudden changes in the numbers may move the system out 
from the basin of an asymptotically stable equilibrium, say, and throw it into 
the basin of an at tractor in the boundary. The result would be the extinction 
of some of the species and even small stochastic fiuctuations of the numbers 
make it possible that species will be wiped out if the trajectory stays near 
to the boundary for a long t ime. From this point of view neither a locally 
asymptotically stable equilibrium nor an at tractor like L of system (2.4.6) is 
satisfactory. We accept the following definition (see Schuster, et al., 1979; and 
Hutson and Moran, 1982). 

D E F I N I T O N 2 .4 .1 . We say that system (2.4.1) is permanent if there is a 
compact (closed and bounded) set K in the interior of the positive orthant of 
the phase space such that to every initial value with all the coordinates positive 
there belongs a t ime T > 0 such that the corresponding trajectory enters K and 
stays in it for t > T. 

Because the distance of the compact set K from the boundary is positive, 
say S > 0, permanence means that no mat ter which positive initial values are 
given the corresponding trajectory will not stay closer to the boundary of the 
positive orthant than S for more t ime than T (depending on the initial values). 
In other words, the boundary is a repe/Zer of the system. Note that permanence 
also means that every solution belonging to initial conditions in the interior of 
the positive orthant is bounded. 

For conditions of permanence see Hofbauer (1981). 
We turn now to the problem of stabilization of a competitive system by 

the introduction of predators. Following the fundamental paper by Hutson and 
Vickers (1983), we consider here a Lotka-Volterra system of two competitive 
preys and a single predator : 

xi = xi (r i - aiixi - ai2X2 - aisy) 

X2 = X2 {r2 - a2lXi - 022*2 " 023?/) 

y = y{-c + (3ixi+(3ix2-a33y) . (2.4.21) 
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It is assumed that 

012,021,033 > 0 and the rest of the coefficients are positive, (2.4.22) 

which means that there might be interspecific competition between the prey 
species, the per capita mortali ty of the predator may increase with the numbers 
and otherwise, xi and X2 are the quantities of the prey species and y is tha t of 
the predator. (As compared to (2.4.2) rs = —c, 031 = —/3i, 032 = —h-) In case 
J/ = 0 we get back the 2D competitive system (2.3.1) studied in the previous 
Section. Hutson and Vickers prove that if conditions (2.4.22) hold then in order 
to have permanence it is necessary that the system have a unique equilibrium 
in the interior of the positive octant and they prove the following theorem. 

T H E O R E M 2.4.4. Suppose that conditions (2.4.22) hold and the system has 
a unique equilibrium m the interior of the positive octant; if the determinant D 
of the community matrix 

A 

IS positive and either ria22 > ^2012 or r20i i > r ia2i then system (2.^.21) is 
permanent; if either D < 0 or both previous inequalities are reversed, ria22 
< r20i2 and r20ii < ria2i, then the system has an asymptotically stable equi­
librium on the boundary of the positive octant and it is not permanent. 

If there is a unique equilibrium in the interior of the positive octant then 
D cannot be zero, so that apart from nongeneric equalities this theorem settles 
the problem of permanence for the system. The determinant of the community 
matr ix A is 

D = 033(011022 - O12O21) + 023(/320ll - /3lOi2) + Oi3(/3ia22 - /3202l) . 

Comparing the conditions of the theorem with cases (A), (B), and (C) of system 
(2.3.1) it is fairly easy to see that in cases (A) and (C) one may find a predator 
with suitable parameters that makes the system permanent while in case (B) 
no such predator can be found. This means that if one of the prey species 
outcompeted the other one independently of the initial values (case (C)) then a 
suitable predator may ensure the survival of both species but a bistable system 
(case (B)) cannot be made permanent by introducing a predator. 

There are several generalizations of the previous result. Kirlinger (1986) has 
proved, for example, tha t under certain conditions even a bistable competitive 
two-species Lotka-Volterra system ((2.3.1) case (B)) can be made permanent by 
the introduction of two predators each feeding on just one (separate) prey. 

2.5 More Realism 

In this Section tools will be considered by which more realistic models can be 
produced that take into account delay, the age structure of the populations. 
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and spatial dispersion. In order to take into account these effects one has to 
go beyond the ordinary and apply delay and partial differential equations. Be­
cause both delay and partial differential equations are more difficult to handle 
than ordinary ones, the question arises as is always the case with mathematical 
modeling, how far is it worthwhile to go in approximating reality? The more 
complicated the models we use the fewer conclusions we may deduce from them 
while from simple models we may draw more conclusions. However, do our 
conclusions then reflect reality? In this Section some examples will be given 
showing how delay, age structure, and spatial distribution of populations can 
be built into our models. 

Delay . Delay plays an important role in the dynamics of populations. The 
offspring appears but must reach matur i ty before taking part in the reproduction 
process and the living creature must eat in order to be able to reproduce but 
the offspring appear only after some time (the gestational period, say, in the 
case of mammals) . We present here a predator prey model in which the growth 
rate of the predator does not depend on only the present quanti ty of prey but 
on the prey that was available in the past. We shall show how the delayed effect 
of the past, or rather the increase of this delay, influences the behavior of the 
system. 

We start with system (2.2.1) where N{t), P{t) denote the quantities of prey 
and predator, respectively, at t ime t, the parameters e,a,'j,l3,K > 0, (5 = 
0, tha t is, predator mortali ty is constant but we take into account that the 
predator growth rate at present depends on past quantities of prey and therefore 
a continuous weight (or density) function G is introduced whose role is to weigh 
moments of the past. Function G satisfles the requirements 

/>oo 

G ( s ) > 0 , s e ( 0 , c x D ) , / G ( s ) d s = l , (2.5.1) 
Jo 

and N{t) is replaced in the second equation by its weighted average over the 
past: 

Q(t):=f N(T)G(t-T)dT. (2.5.2) 
-/ — oo 

This way we arrive at the delay system 

N{t) = eN{t){l-N{t)/K - P{t)a/e), 

P{t) = -jP (t) + (]P (t) f N{T)G{t-T) dr . (2.5.3) 
•J — CO 

Here the delay is continuous, meaning that the quanti ty of prey has an influence 
on the present growth rate of predator not just at a single moment in the past but 
over the whole past, or at least in those t ime intervals where the weight function 
G is not zero. The weighted t ime average Q of # is between the maximal and 
minimal values of N and in case N was constant over the whole past, Q is equal 
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to the same constant. Several authors have dealt with system (2.5.3), including 
Gushing (1977), Farkas (1984a), Szabo (1987), Farkas et al. (1988) etc. It is easy 
to see that the system has three equilibria: (0,0), (A', 0) which represents the 
absence or the dying out of the predator, and [N,P^ = {j/l3, {1 — j/{K/3))s/a), 
with the latter in the interior of the positive quadrant of the N, P plane iff 

0 < 7 < KI3 (2.5.4) 

(Cf. (2.2.2) and the explanation given for this condition there). The problems 
arise when we want to check the stability of the equilibria because a typical 
delay differential equation has an infinite spectrum (has an infinite number 
of eigenvalues, see Appendix 2.2). In order to handle this situation one has to 
specify the weight function G and methods worked out for functional differential 
equations are to be applied (see Stepan 1986). However, if G is of a special form, 
namely, a polynomial times exponential function, then the system is equivalent 
to a higher dimensional system of ordinary differential equations (see Fargue, 
1973). The simplest choice is G{s) = aexp(—as), with a >0 . This function 
satisfies the conditions (2.5.1), and with this choice applying the notation (2.5.2), 
on (0, CXD) system (2.5.3) is equivalent to the following system: 

N = 

P = 
Q --

= eN{l- N/K) 

= -jP + (3PQ 

= a{N-Q). 

-aNP 

(2.5.5) 

Figure 2.5.1: Exponentially fading memory in system (2.5.3). 

We call this choice of G exponentially fading memory because the largest weight 
is given to moments in the neighborhood of the present [i) and as we go back 
in t ime the weight is decreasing exponentially (see Fig. 2.5.1). If we look at 
Fig. 2.5.1 we see that the larger a is the less important is the infiuence of the 
past, "memory fades away faster," and this delay increases with the decrease of 
parameter a. The equilibria of the latter system corresponding to those of (2.5.3) 
are (0 ,0 ,0) , (A',0,A') and E = (N,P,^ = (7//3, (1 - 7 / (A/3) )e /a , 7//3), 
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respectively. Linearizing system (2.5.5) at (0,0,0) and (A', 0, A') we find that 
the first one is always unstable and the second one is unstable if condition (2.5.4) 
holds and is asymptotically stable if the inequality there is reversed. As this 
has already been mentioned in Section 2.2, this is fairly intuit ive-a predator 
dies out if its mortali ty is high, food is scarce, and the predator is converting 
food inefficiently. In the sequel we assume (2.5.4) so that the only possibly 
stable equilibrium is now E which represents the coexistence of predator and 
prey. The stability problem of A is a difficult one; we give a sketch here as to 
how it can be settled (for details, see Farkas 1994). We linearize system (2.5.5) 
at A and apply the Routh-Hurwitz criterion (Theorem Al.1.2 and (Al.1.1)) . 
Considering the delay measured by 1/a as a "bifurcation parameter" and fixing 
the rest of the parameters, if a > A'/3 — 7 — 7 e / (A'/3), tha t is, the delay is small, 
then A is asymptotically stable and if the inequality is reversed here then it is 
unstable. Now, if GQ '•= K(i — 7 — 7 e / {K(3) is negative or zero then any delay 
goes and the equilibrium A stays stable; however, if 

ao := A/3 - 7 " 7^ / {KP) > 0 , (2.5.6) 

that is, A'/3 is not only bigger than 7 but even bigger than 7 + 7e/(A'/3), then 
if the delay is increased beyond l/ag equilibrium A is destabilized. This is an 
example of the rule of thumb (which is far from being universally true) that 
delay, or rather, an increase of delay has a destabilizing effect. We assume 
from now on that (2.5.6) holds and raise the question as to what happens to 
the system if the delay is large ? By a fairly tough calculation one may show 
that as a is decreased through ao the equilibrium undergoes an Andronov-Hopf 
bifurcation (see Appendix 2.3) and that if 

A/3 - 7 - 7e/(A/3) - s^j/{Kl3{2j + e)) > 0 (2.5.7) 

then this bifurcation is supercritical. Note that condition (2.5.7) implies (2.5.6), 
which in turn implies (2.5.4). This means that if condition (2.5.7) holds and 
the delay is larger than l/ag then predator and prey will no longer continue to 
coexist in an equilibrium state but will vary in numbers in a small amplitude, 
orbitally asymptotically stable periodic oscillation. 

System (2.5.3) has been studied by Farkas and Farkas (1988) by applying 
the weight function G{s) = a^sexp(—as), a > 0, called a memory with a hump. 
This weight function has the advantage that it specifies a moment in the past 
when the quanti ty of food is the most important from the point of view of the 
present growth of the predator but the analysis is more difficult and requires 
the use of computer algebra. 

A g e s t ruc ture . In Section 1.2 we introduced a model that takes into con­
sideration the age distribution of the population. There this was done in the 
discrete set t ing-t ime and age were considered to pass in discrete units and the 
population was divided up into a finite number of age groups. Now we are 
to show how age structure can be taken into acount in the continuous setting. 



52 Continuous Models 

which is more realistic in the case of mammals for example. (For some insects it 
seems to be satisfactory to divide the population into two age groups, larvae and 
imagines.) We consider a single population and denote the density of members 
of age a at t ime t by n{t, a). This means that the quanti ty of members between 
age a and age a + da is n{t,a)da for small da and the quanti ty of the total 
population at t ime t is 

/>oo />7r 
N[t) = / n[t,a)da= / n[t,a)da, 

Jo Jo 

where c! > 0 is the maximal span of life for members of the given population if 
such a span can be specified. Now, suppose that there is no migration into and 
out of the population and see how the density varies over t ime. The quanti ty 
of members between age a and age a + da at t ime t + dt is n (t + dt, a) da; if 
we suppose that dt = da then this number is equal to the number of those who 
were between ages a — da and a at t ime t minus those who died from the latter 
age group during the t ime dt. Denoting the mortality of the members of age a 
by /u(a), the last quanti ty is n {t,a — da) da/j, (a) dt, so that the balance equation 
is 

n (t + dt, a) da = n (t, a — da) da — n (t, a — da) da jj, (a) dt 

n (t + dt, a)da — n (t, a — da) da = n (t + dt, a) da — n (t, a) da 

+n (t, a)da — n (t, a — da) da 

= —n (t, a — da) da jj, (a) dt . 

Dividing by da dt and taking into account that da = dt, we obtain 

n (t + dt, a) — n (t, a) n (t, a) — n (t, a — da) 

dt da 

or taking the limits as da = dt tends to zero 

-/J, (a) n (t, a — da) 

dn dn , . , ^ ^, 
- + - = - , (a) n . (2.5.8) 

As migration has been excluded, one may enter the population only by being 
born in it at the age of a = 0. We denote the fertility of those of age a by h[a); 
this means that the contribution of the age group between a and a + da to the 
newly born offspring at t ime t is h{a)n{t, a)da for small da. As a consequence 

n(t,0)= b(a)n(t,a) da= b (a) n (t, a) da . (2.5.9) 
Jo Jo 

The first order linear partial differential equation (2.5.8) and the integral equa­
tion (2.5.9) together play the role of Eq. (1.2.1) of the discrete case. While for 
that case one had to prescribe an initial population vector, here we need an 
initial age distribution 

iy{a) = n{0,a) . (2.5.10) 
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Equations (2.5.8)-(2.5.10) determine the dynamics of the age-structured popu­
lation for t > 0. Clearly, mortali ty //, fertility h, and the initial age distribution 
i> are nonnegative functions defined on (0,CXD) or on {0,a) and i> has to satisfy 
the compability condition 

jy(0) = n(0,0) = / h(a)v(a)da= I h(a)v(a)da . 
Jo Jo 

It is hopeless to a t tempt an analytical solution of the problem for arbitrarily 
(but reasonably) given functions //, &, and i>. There are two things we can do and 
we shall treat this problem in somewhat more detail than for other problems 
discussed in this book because it is difficult to give a reference that explains the 
study. 

First we try to solve Eq. (2.5.8) by the method of characteristics (see Ap­
pendix 3.1). The ODE system of characteristics is 

dt/dT=l, d a / d r = l , d n / d r = - / / ( a ) n . (2.5.11) 

As we know that for t = 0, a = GQ ve have n(0, GQ) = v (ao), we choose as initial 
conditions [t (0) , a (0) , n (0)) = (0, ao, v (ao))- The corresponding solution is 

t = T, a = T + ao=t + ao, n = i^(ao) exp — / //(s -|- ao) ds 

Substituting from the second relation GQ = a — t into the third one we obtain 
as a solution 

n{t,a) =iy{a-t)exp I- iJ,{s + a - t) ds j . (2.5.12) 

Although this is a solution, the trouble with it is tha t because /j, and i> are defined 
only for nonnegative arguments this solution is defined only for a > t, tha t is, 
for ages that are higher than the actual t ime from the start , or in other words, 
this solution yields only the t ime evolution of that part of the population that 
was present at the start . This is clear also because the solution does not depend 
on the birth process h, tha t is, it does not incorporate Eq. (2.5.9). In order to 
solve system (2.5.11) in the domain t > a we use Eq. (2.5.9) as initial conditions, 
tha t is, we choose as initial values (t (0) , a (0) , n (0)) = (to, 0, n (to, 0)) where 

n[to,0)= / b (a) n [to,a) da = / b (a) n [to,a) da . (2.5.13) 
Jo Jo 

We obtain for the characteristics 

t = T + to , a = T , n = n[to, 0) exp — / //(s) ds . (2.5.14) 
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By substituting from the first and second equation to = t — a into the third one 
and applying Eq. (2.5.13) we obtain the solution 

n (t, a) = n (t — a, 0) exp — / /U (s) ds 

b (s) n [t — a, s) ds exp — / /i (s) ds 

f (•"• \ 
b (s) n [t — a, s) ds exp — / /U (s) ds (2.5.15) 

for t > a. The last expression is naturally not an explicit solution but an integral 
equation to be solved. However, the solution obtained for a > t and the last 
one fit together when a = t: 

i^(0) exp — / ij[s) ds = n[t, t) = b[s)n[0, s) ds exp — / //(s) ds 

Equation (2.5.15) shows that in order to determine the quanti ty of those of age 
a at t ime t we must know the age distribution at t ime t — a. Naturally, t — a 
may be smaller than the maximal age Ti and, as a consequence, in the integral 
s assumes values larger than t — a; in the latter domain we must substitute 
the solution from Eq. (2.5.12). We do not pursue methods to handle (mainly 
in an approximative way) the determination of the solution in the general case 
(see e.g., Metz and Diekmann, 1986) but turn now to the special problem of 
solutions that refiect an age distribution that is constant over t ime (the dream 
of every demographer and minister of education). 

We look for a solution of the form 

n (t, a) = v (a) exp (7^) , 

tha t is, the total quanti ty of the population may increase (7 > 0), decrease 
(7 < 0), or stay constant (7 = 0) in t ime but the relative age distribution given 
by the function i> remains the same. By substituting this solution into Eq. (2.5.8) 
we obtain for the age distribution i^(a) an ordinary differential equation 

jy'(a) = - ( 7 + //(a))iy(a) (2.5.16) 

that is easy to solve. The solution is 

jy(a) = iy(0)exp( - / (7 + / / ( s ) ) d s l . (2.5.17) 

We see that constant 7 and mortali ty function /j, determine the initial station­
ary age distribution apart from the number of newborns Ĵ  (0) at t ime t = 0. 
Substituting this solution into Eq. (2.5.9) we get the condition 

1 = / 6(a)exp(—7a)exp — / / / ( s )ds da (2.5.18) 
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for the birth rate h. From now on we work with the maximal life span a instead 
of infinity. The last condition does not determine h uniquely. It is more realistic 
to assume that mortali ty and birth rate are given. The last condition determines 
then the constant 7 uniquely, because one can easily show that the right-hand 
side of Eq. (2.5.18) is a decreasing function of 7, it assumes large positive values 
for in modulus large negative 7, and tends to zero as 7 tends to infinity. This 
way the stationary age distribution is determined uniquely by Eq. (2.5.17). If 
7 = 0 is substituted into the right-hand side of Eq. (2.5.18) then we get 

K := / b(a) exp — / //(s) ds da . 

The constant 7 that satisfies Eq. (2.5.18) is, respectively, positive and negative 
according to whether K is greater or less than 1. Thus, the value of K deter­
mines whether the population of constant relative age distribution is growing 
or decreasing in numbers. 

A numerical example for human population will be given. The maximal life 
span a will be taken as 100 years or 10 decades. According to Tusnady (1995), if 
age is measured in decades (10 years) the probability that a person of age a will 
die within 1 year is the reciprocal of the exponential of the difference between 
the maximal life span and his/her age (both measured in decades). The law 
applies between the ages 20 (or 2 decades) and 90 (or 9 decades). However, 
disregarding infant mortali ty we set 

1 
/« a = — - , 0 < a < 1 0 , 

exp(10 — a) 
(see Fig. 2.5.2 (A)). We assume birth rate in such a way that it is zero below 
the age of 1 decade and above the age of 9 decades and has a maximum at an 
age higher than 2 decades and less than 3 decades. A suitable choice is (see 
Fig. 2.5.2 (B)) 

C 0, 0 < a < 1 
b(a)=l 0 . 0 6 1 ( a - l ) ( 9 - a ) e x p ( - ( a - 2 . 5 ) 2 ) , l < a < 9 . 

( 0 , 9 < a < 10 

Integration by MAPLE-V yields K = 1, hence 7 = 0. Substituting into 
Eq. (2.5.17) we obtain for the stationary age distribution (see Fig. 2.5.2 (C)) 

iy{a) = iy (0) exp(0.000045(1 - e")) . 

As 7 = 0, this is at the same time the stationary (time independent) solution. 

Spat ia l d i s t r ibut ion . In the models considered up to this point it was 
tacitly assumed that members of the same or different populations may meet 
any other member with equal probability. This assumption plays an important 
role in problems concerning reproduction and also in predator-prey and other 
relations. This means that populations or ecological systems are considered 
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Figure 2.5.2: Mortality (A), fertility (B), and age distribution (C) for the exam­
ple of constant age distribution; the horizontal axis is age measured in decades 
(MAPLE-V). 

either to be concentrated in a point of space or they are "well stirred." This 
assumption is acceptable if the system is that of a small lake, a small wood, or a 
test tube in a laboratory. However, one generally has to take into consideration 
that populations must exploit a smaller or larger territory on the surface of the 
Ear th or the sea, and the distance between the members may count in possible 
interactions. Thus, we consider populations that live in a 3-, 2-, or ID space, for 
instance fish in the sea or in a lake, animals on the savannah, or worms moving 
up and down on a single tree. Sometimes we substitute the actual physical 3-, 
or 2D space by a space, which clearly renders the results more abstract but 
simplifies the mathematics . Thus, rather than population quantities we deal 
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instead with the spatial densities (quantities per unit volume, area, or length) 
of the populations. It is usually assumed that populations diffuse away from 
places of high density towards places of small density following Pick's law, that 
is, in the direction of the negative gradient of the density and with a speed that 
is proportional to the modulus of the gradient (see Appendix 3.2). This way 
the dynamics is described by a system of reaction-diffusion equations, tha t is, a 
nonlinear or rather quasilinear system of parabolic partial differential equations 
(Appendix 3.2). In order to illustrate some of the problems, phenomena, and 
methods that arise we present here a 2D predator-prey system (see Cavani and 
Farkas, 1994). More can be found in Murray (1989), Okubo (1980) and Czaran 
(1998). 

Consider a prey species that in the absence of predation follows the logistic 
dynamics and a predator that consumes the prey by a Holling type functional 
response (cf. system (2.4.3)) and whose death rate is not constant but instead 
increases when there is overcrowding. The two species live together in the same 
territory, which is sealed off so that there is no migration in or out (for example, 
an island) but they difffuse freely within. The territory will be represented by 
a bounded interval 0 < x < I. The densities of prey and predator as functions 
of t ime t and the spatial coordinate x will be denoted by N (t, x) and P (t, x), 
respectively. The system that describes the dynamics is then 

dN/dt = dnd'^N/dx'^+ eN (I-N/K)-PNP/(P + N) 

dP/dt = dpd'-'P/dx'-'- P{-f + SP)/{l + P) + (3NP/{p + N) (2.5.19) 

where 0 < t < CXD, 0 < X < I and all the constants e, /3, 7, S, K and the diffusion 
coefficients rfjv, dp are positive. No-flux boundary conditions are attached to the 
problem 

K{t,Q) = Kit,I) = P',{t,Q) = PUt,l) = 0. (2.5.20) 

If there is no diffusion (the diffusion coefficients are zero) the system of partial 
differential equations (PDE) (2.5.19) reduces to a system of ordinary differential 
equations (ODE), 

N = eN(l- N/K) - (]NP/ ((] + N) 

P = -P{j + SP)/{l + P)+(]NP/{(] + N) , (2.5.21) 

which is the kinetic system attached to (2.5.19). We study first this kinetic 
system. The equation of the prey zero isocline is 

P = Hi{N) := [K -N){p + N)e/{pK) 

and that of the predator is 

P = H2{N) := HP - 7 ) # - p-t)/{{5 - p)N + p5) . 

The equilibria of (2.5.21) are (0, 0), (A', 0) and if there is any other equilibrium 
then its coordinates ( F , T) satisfy T = Hi (W) = H-j (W). Now we assume 
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Figure 2.5.3: Prey and predator zero isoclines of system (2.5.21); {N,P) in the 
Allee-effect zone. 

that 

j<l3<S , 13 <K 7 < I3K/ {13 + K) (2.5.22) 

The first condition ensures that predator mortali ty increases with quanti ty and 
that the predator zero isocline has a reasonable concave down shape. The second 
condition ensures that the prey has an Allee-effect zone (cf. the discussion of 
system (2.2.4)) where the increase in prey density is favorable for its growth rate. 
The third condition ensures the existence of at least one positive equilibrium, 
denoted by \N,P), see (Fig. 2.5.3). Linearizing system (2.5.21) at the equilibria 
it turns out that under conditions (2.5.22) the origin and (A', 0) are unstable 
while \N,P) is asymptotically stable if it is outside the Allee-effect zone, that is, 
right to the maximum point of the prey isocline. If \N,P) is at the maximum 
point it is still linearly asymptotically stable and, as the conditions depend 
continuously on the position of the equilibrium, it remains asymptotically stable 
even if it is left of the maximum but sufficiently near to it. Any constant solution 
of (2.5.21) is obviously also a solution of the P D F system (2.5.19), satisfying 
also the boundary conditions (2.5.20) and if such an equilibrium is unstable for 
(2.5.21) then it is also unstable with respect to the problem (2.5.19)-(2.5.20). 
The question naturally arises as to whether an asymptotically stable solution 
of (2.5.21) is also necessarily an asymptotically stable solution of the problem 
(2.5.19)-(2.5.20), meaning that all solutions of the problem with initial values 
near to the equilibrium tend to it as t tends to infinity? One would expect 
a positive answer to this question because diffusion ususally has a stabilizing 
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effect; it smoothes out differences. We shaii see that this is not aiways the 
case; in this modei there are domains in the parameter space where aithough 
( # , ? ) is asymptoticaiiy stabie with respect to system (2.5.2f), it is unstabie 
with respect to the probiem (2.5.f9)-(2.5.20); this phenomenon is caiied Turing 
(or diffusion driven) instability (see Appendix 3.3). 

The iinearization of system (2.5.21) at \N,P) yields the coefficient matr ix 

A riQiQ2 

where 

ri 

6 3 

e / (A'/3) , 0 1 = I3N/ (/3 + # ) , 62 = A' - /3 - 2 # 

{K-JT) / {p+jr) 64 {[5-p)N + p5) /{5-^i) 

By our assumptions all of these parameters are positive except, possibly, 0 2 , 
which is positive if the equilibrium point is in the Allee-effect zone and negative 
if it is to the right of the maximum point of the prey isocline. The linearization 
of the PDE system (2.5.19) with notations vi = N — N, V2 = P — P leads to 

(2.5.23) 

with boundary conditions similar to (2.5.20). This linear approximation of the 
original nonlinear system is solved by the method of separation of variables. 
According to this the solution is assumed in the form 

d 

dt 

Vl 

V2 = ^IT ox^ 
Vl 

V2 
+ A Vl 

V2 
where D = d-N 

0 

0 
dp 

Vl {t,x) 
V2 {t,x) 

ip{x) 
y2{t) 

The functions of a single variable satisfy 

^\y^ ] = [A-\D) 

and 

J/2 
(2.5.24) 

(2.5.25) 

respectively. One first solves the boundary value problem (2.5.25), which has 
solutions only if 

A A, (WO > i = o,i,2. (2.5.26) 

If the j t h eigenvalue Xj is substituted into (2.5.25), the solution, the correspond­
ing eigenfunction will be 

ipj (x) = cos (jirx/l) 
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Having substituted this Xj into (2.5.24), we solve that system and get two inde­
pendent solutions. Multiplying these with ipj (x) = cos (jirx/l) and summing up 
for j we obtain the "general solution" of the boundary value problem attached 
to the linear system (2.5.23), 

vi (t,x) 

V2 {t,x) 

CO 

E 
i=o 

iij 
yiij (t) 

12 j 
yi'zj (t) 
J/22i (t) 

COS ijirx/l) (2.5.27) 

where the coefficients aij, a2j are to be determined according to the initial func­
tion prescribed at t = 0: 

V î(a;) 
V2{x) 

t ; i (0 ,a;) 

V2{0,x) 

Now, if for every Xj (j = 0, 1, 2, . . .) system (2.5.24) is asymptotically stable, 
then each coordinate function y in the series (2.5.27) tends to zero exponen­
tially as t tends to infinity and this implies that the constant solution ( # , 7 ^ 
of the boundary value problems (2.5.19)-(2.5.20) is asymptotically stable. This 
is the case indeed if the equilibrium point lies to the right of the maximum 
point of the prey isocline or the predator 's diffusion coefficient dp is not larger 
than the prey's rfjv- The situation is different if the equilibrium point lies in the 
Allee-effect zone in such a way that the equilibrium is an asymptotically stable 
solution of the kinetic system. In order to have this situation it is sufficient that 
in addition to (2.5.22) the conditions 02 > 0 and 0 i 0 2 < 0 3 0 4 be fulfilled. 
This will be assumed in the sequel. If we start to increase the predator diffusion 
coefficient we arrive at a value such that one of the eigenvalues of the coeffi­
cient matr ix of system (2.5.24) with Ai substituted will be zero, the other one 
negative, and for all other Xj-s the systems (2.5.24) stay asymptotically stable. 
To the zero eigenvalue there belongs a constant solution col [j/m, j/211] and to 
this a spatially nonconstant stationary solution of the boundary value problem 
(2.5.23): 

vi{x) 
V2{x) 

yiii 
J/211 

cos{Trx/l) 

while the rest of the terms in the series (2.5.27) tend to zero as t tends to infinity. 
This spatially nonconstant time-independent solution is called a pattern. Its 
occurrence in the linearized problem has implications for the original nonlinear 
problem. With fairly deep mathematics of nonlinear functional analysis it has 
been proved that under generic conditions if 

?y0i02/Ai >dN> ?y0i02/A2 

and dp is increased through the value 

dpcTit = (Ai(iAr?y0304 + det yl)/(Ai?y0i02 - Xld^) , 

then the equilibrium [N,P^ of the boundary value problem (2.5.19)-(2.5.20) 

undergoes a Turing bifurcation. This means that {N,T) is an asymptotically 
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stable solution of the problem if dp is below the critical value and it becomes 
unstable if dp is above it. At the same time, for values of dp near to the critical 
value a pat tern, tha t is, a spatially nonconstant stationary solution, occurs (see 
Fig. 2.5.4). 

j ^ p i 

Figure 2.5.4: Approximate prey and predator pat terns on the interval (0,7r) 
with (N,'P) = (1,2.5). (MAPLE-V). 



Chapter 3 

EPIDEMICS 

In this chapter mathematical models will be studied that describe the spread of 
epidemics in a population. Although great mathematicians such as Euler and 
D. Bernoulli have already tried to describe the dynamics of epidemics by math­
ematical methods, the modern mathematical theory probably received impetus 
when papers by Kermack and McKendrick (1927, 1932, 1933) were published. 
Such models, even the most primitive ones, may help to find those points where 
one may most successfully fight an epidemic or forecast how it will pass. We 
deal first with the classical and simplest, the so-called SIR (Susceptibles, In­
fectives, Removed) model, then we consider the case of sexually t ransmit ted 
diseases and so-called SIS (Susceptibles, Infectives, Susceptibles) models. For 
sexually t ransmit ted diseases we treat the problem of pair formation in the hu­
man population. Finally, the spread of epidemics through space will be studied. 
Important references in the field are Murray (1989) and Capasso (1993). 

3.1 The Spread of Diseases and Suscepti-
bles/Infectives/Removed Models 

These models are simple but still may yield some insight into the dynamics of 
a contagious illness in a densely populated city, an army barrack, or a student 
dormitory. Basic assumptions for such a model are: 

(i) the total population is constant; the epidemic does not have a recognizable 
infiuence on population numbers; 

(ii) the population is "well stirred," meaning that every individual has an 
equal chance to meet any other member of the population; and 

(iii) any person in the population who caught the disease either obtained 
immunity or died (from the point of view of the individual this difference is far 
from being irrelevant but for the model, hornhtle dtctu, the effect is the same). 

We denote the number of susceptibles, infectives and those who obtained 
immunity (or died) called removed at t ime t by S (t) , I (t) and R (t) , respec­
tively. We assume that susceptibles move into the group of infectives through 

63 
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infection and a decrease in their number in unit t ime is proportional to the 
number of encounters of a susceptible and an infective individual and this, in 
turn, is proportional to their respective numbers. Denoting the infection rate 
by r > 0, the differential equation governing the variations in the number of 
susceptibles is then S = —rSI. The class of infectives is recruited from the sus-
ceptibles by incorporating those who leave the latter class, and it is decreased 
by recovery from the disease (or death) . Denoting the recovery rate by a > 0, 
the differential equation for the infectives is / = rSI — al; finally, the recovered 
follow the equation R = al. Thus, we have arrived at a 3D system of differential 
equations 

S=-rSI, i = rSI-aI, R=al. (3.1.1) 

This system satisfies requirement (i), where the total population has constant 
size because by adding the three equations we get (S + I + R) = 0, tha t is, the 
sum of the sizes of the three classes N := S +1 + R is constant. It is to be noted 
that in this model there is no latent period for the illness; a susceptible person 
who has contracted the disease becomes infective immediately. If incubation is 
short this abstraction may be accepted. The initial conditions attached to the 
system are ^o = 5 (0) > 0, /Q = / (0) > 0, 0 = i? (0) with 50 + 70 = N. Usually, 
one may assume that the disease starts with a small number of infectives, tha t is, 
IQ is small with respect to ^o. The basic problem is whether or not the number 
of infectives will increase at the beginning. We say that we have an epidemic on 
hand if at the outset the number of infectives is increasing, which means that 
people get infected faster than they recover. It is easy to give a condition for 
that because from the second equation 

/ (0) = /o {rSo — a) > respectively < 0, 

according to 

^0 > respectively < a/r. 

From the first of Eqs. (3.1.1) it is clear that S is always negative, so that S (t) 
< So for t > 0. Thus, if 50 < a/r then I (t) = I (t) {rS (t) - a) < I (t) {rSo - a) 
< 0 for t > 0; this means that if at the very beginning the number of infectives 
was decreasing this will remain. On the other hand, if the condition for an 
epidemic holds at the beginning then the number of infectives will increase for 
at least some time. The threshold parameter a/r is called the relative recovery 
rate, which is the percentage of those recovered in unit t ime divided by the per­
centage of those infected by a single infective in unit t ime. We shall give here an 
intuitive interpretation of the condition of the outbreak of an epidemic. First 
it is to be noted that the reciprocal 1/a of the recovery rate can be interpreted 
as the average infectious period of an infective or the average t ime needed for 
recovery. This can be seen from the third equation-if we have just one infective 
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at t ime t, tha t is, I (t) = 1 then during the t ime interval 1/a the number of re­
covered will change hy R{t + 1/a) — R{t) Pd i? (t) 1/a = I (t) = 1, meaning that 
the single infective recovers. From the first equation during the t ime interval 
1/a the number of those getting the infection is S (t + 1/a) — S (t) ?^ S (t) 1/a 
= —{r/a)S{t). If this number is < —1, one infective passes on the disease 
during his infectious period to more than one person, thus if {r/a)S{t) > 1, 
implying that 

Sor/a>l, (3.1.2) 

then more persons get ill in unit t ime than recover; thus an epidemic breaks out. 
The ratio r/a, called the contact rate, is the infection rate multiplied by the aver­
age infectious period. The contact rate multiplied by the number of susceptibles 
gives the number of those infected by one infective during the infectious period 
of the latter. We determine now the projections of the trajectories of system 
(3.1.1) on the S, I plane. For this we divide the second equation by the first one 
to obtain the differential equation of the trajectories, dl/dS = —1 -|- a/{rS) . It 
is easy to integrate yielding, as the equation of the trajectories, 

/ = l n ( 5 " ' / ' ' ) - S ' - F c (3.1.3) 

where c = IQ + So — (a/r) In So- It is easy to see that for all these trajectories 
m a x / ( 5 ) = I (a/r), provided that a/r is < ^o (see Fig. 3.1.1 produced by 
MAPLE) . 

Thus, we see that if the number of susceptibles is greater than this threshold 
value at the start then the number of infectives will rise at the beginning until 
the number of susceptibles decreases enough to reach this value. If the number 
of susceptibles is less than the threshold value at the beginning, then the number 
of infectives is going down right away. By dividing the first equation by the third 
one, it is easy to obtain 5 as a function of R; expressing / in the third equation 
by S and R and substituting S{R) = So exp(—_Ra/r) obtains a first-order scalar 
differential equation for R. Solving the latter by MAPLE, we obtain the number 
of removed as a function of t ime (Fig. 3.1.2, thick line). Finally, the number of 
removed per unit t ime (the mortali ty in case of a lethal disease), tha t is, the 
derivative of R with respect to t ime is shown in Fig. 3.1.2 (dotted line). 

As the figures show even this simple model is able to help us in forecasting 
the number of all those who will catch the disease during the epidemic, the t ime 
when the number of infectives will be maximal, the t ime when the mortali ty 
will be maximal, and the t ime when the epidemic may be considered to be over 
etc., provided that we know the infection and recovery rates and the initial data . 
Naturally, refinements can be made in several directions-to take into consider­
ation the incubation period, count the "carriers" who are not ill themselves but 
spread the disease, and consider the age structure etc. 
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Figure 3.1.1: The spread of disease using the SIR model (3.1.1) with total 
population 1, infection rate r = 2, recovery rate a = 1, and relative recovery 
rate a/r = 0.5; the number of infectives versus the number of susceptibles in 
the first 10 t ime units of the outbreak (MAPLE). 
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Figure 3.1.2: Thick line is the number of removed in the first 10 units of t ime 
and the dotted line is the mortali ty (in case of a lethal disease) in the first 10 
units of t ime 7(0) = 0.05 (MAPLE). 



Sexually Transmitted Diseases 67 

3.2 Sexually Transmitted Diseases 

Venereal diseases differ from otlier epidemics prevalent in the human population 
in that the population is divided into two groups, males and females, and the 
disease is normally t ransmit ted only from a member of one of the groups to a 
member of the other group, that is, males t ransmit the disease to females and 
vice versa. Further, because no immunity is conferred by going through the 
disease, if a person passes from the susceptible group to the infective one then 
following recovery from the disease he/she becomes susceptible again. Models 
without immunity are called SIS models. Naturally, if one considers AIDS 
lethal then it does not fall into this category. The model we handle in this 
Section considers a disease such as gonorrhea. Many mathematical models of 
this particular illness were presented by Hethcote and Yorke (1984). We present 
the simplest one. 

We assume that the total population of sexually active males and females is 
constant. The number of susceptible males and females at t ime t is denoted by 
^ i (t) and ^2 (t), respectively, and the number of infective males and females by 
h (t) and /2 (t) . By assumption ^ i (t) + h (t) = Ni, S2 (t) + h (t) = N2, where 
Ni and #2 are constants. The number of susceptible males decreases in unit 
t ime by those who get infected by infective females and vice versa, the number 
of males getting the infection in unit t ime is supposed to be proportional to the 
number of susceptibles and to the number of infective females. The number of 
susceptible males/females increases by those who recover from the disease-the 
number of those recovered in unit t ime is proportional to the number of infective 
males/females. The number of infectives increases in unit t ime by those who 
get the infection and decreases by those who recover. This way we arrive at the 
following four-dimensional (4D) system of differential equations: 

(3.2.1) Si --

h --
- -riSih + aih , 

= riSih - aih , 

52 = -r-jS'jh + a-jl'j 

h = r-jS-jh - a-jh , 

where r i , ai and r2, 02 are the infection and recovery rates of males, and females, 
respectively (cf. system (3.1.1)). Taking into account that the sum of susceptible 
and infective males/females is constant, this system can be reduced to a 2D one: 

/ i = r i ( # i - / i ) / 2 - a i / i , /2 = r2(#2 - / 2 ) / i - 02/2 . (3.2.2) 

This system is such that [{ Ii = 0 then / i is positive and, similarly, if /2 = 0 
then I2 is positive. This means that the positive quadrant of the / i , I2 plane is 
positively invariant-no trajectory may leave the positive quadrant . The system 
has two equilibria: (0,0) and 

(11,12) = {{N1N2 - aia2/ {rir2)) / {N2 + ai/n) , 
{N1N2 - 0102/ (r ir2)) / (#1 + a2/r2)) , 

with the last one in the positive quadrant iff N1N2 — 0102/ {rir2) > 0, or 

{Niri/a2) (#2^2/01) > 1 . (3.2.3) 
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The last inequality has a clear intuitive meaning. The first factor on the left-
hand side is the number of males multiplied by the contact rate with respect to 
males, tha t is the infection rate of males multiplied by the infectious period of 
an infective female. Thus, it gives the number of males infected by an infective 
female during her infective period. (To be sure, here Ni ought to be replaced by 
the number of susceptible males but if the disease is not too widely spread the 
difference is slight.) The second factor has an analogous meaning for females. 
Hence, we see that the condition for the existence of an endemic equilibrium 
{h, I2) in the positive quadrant is tha t on the average one infective shall infect 
more than one person during his/her infective period. Naturally, the main 
question is whether the epidemic free state (0, 0) or the endemic state ( / i , I2) is 
stable. In order to be able to tell this we linearize the system at the two equilibria 
and apply the Routh-Hurwitz criterion (see Theorem Al .1 .2) . At (0, 0) we leave 
this to the reader as an exercise. It turns out by an easy calculation that if (3.2.3) 
is reversed then the epidemic free state is asymptotically stable, if (3.2.3) holds 
then it is unstable (as a mat ter of fact, a saddle point) . The calculation for 
the endemic state is more tiresome. From now on (3.2.3) is assumed. The 
characteristic polynomial is 

^ ^ Ni+a2/r2 \ N2 + ai/ri J 

r, (\r NiN2-aia2/(rir2)\ Wi W 2 - a i a 2 / ( r i r 2 ) ^ 
' 2 {^"2 Ni+a2/r2 J "2 ' 2 Ar^+ai/n ^ 

N1N2 - aia-j/ (rir-j) , NiN-j - aia-j/ (rir-j) 
A + A ai + 02 + r i h r2 

Ni + a2/r2 #2 + a i / r i 

(N1N2 - a\a2l ['r\r2)) (ai? '2#i + a2?'iJV2 + rir2N\N2 + a-\a-2) 

( # 2 + a i / r i ) ( # i + a2/r2) ' 

By (3.2.3) both the coefficient of A and the "constant term" are positive, hence 
with Theorem Al.1.2 the endemic equilibrium (if it exists in the interior of the 
positive quadrant) is asymptotically stable. 

Condition (3.2.3) of an asymptotically stable endemic equilibrium shows 
clearly how the decrease of the average infectious period 1/ai and l / a2 , re­
spectively, and/or the infection rate r\ and r2, respectively, may destabilize 
the endemic state and lead to a disease-free state. If, for instance, we assume 
that the average infectious period of a male is 1.5 months and of a female is 3.5 
months, respectively, the respective infection rates are r\ = 1.4-10~® per month 
and r2 = 3.8T0~® per month, and both the total sexually active male and female 
population are equal to 20 • 10®, then the left-hand side of (3.2.3) is 1.127 > 1 
and the stable endemic equilibrium is ( / i , I2) = (0.515 • 10®, 1.27 • 10®). If the 
average infectious period of women could be brought down to 2.5 months then 
the left-hand side of (3.2.3) would become 0.805 < 1, the endemic equilibrium 
would disappear, and the disease-free state would become stable. 
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3.3 A Model of Pair Formation 

Early models on the dynamics of sexually t ransmit ted diseases including the 
one treated in the previous Section have the disadvantage of being based on the 
assumption of "well stirredness" of the population, that is, it is assumed that 
each member of the population has an equal chance to meet any other member 
and mating is completely random. This assumption is clearly false for the 
human population, although there might be small highly promiscuous subgroups 
in which this assumption may be a not completely incorrect approximation of 
prevailing behavior. To better approximate reality one has to study how pairs 
are formed, how a sexual partnership emerges and how it ceases to exist. If a 
female and a male form a pair and they do not carry the disease then they can 
be considered immune until one of them does not have contact with another 
partner. The duration of these partnerships and the t ime interval between two 
partnerships of a given person are to be taken into account. If the problem of pair 
formation has been settled then one may build a model based on it to describe 
the spread of a sexually t ransmit ted disease. Several models of pair formation 
can be found in the literature, with some of them dividing up the population to 
several less or highly promiscuous subgroups in which pair formation is governed 
by different laws. We present here a fairly simple one due to Dietz and Hadeler 
(1988) (see also the references therein) which is highly instructive, and then we 
shall describe how an epidemic model can be built upon it. 

Denote the density of single females and males by x and y, respectively, 
suppose that their densities are increasing by constant rates K^ and Ky, respec­
tively, due to the aging of younger generations into a sexually active population 
(we do not consider here dependence of the birth rate on the density of the 
population) and that these densities decrease due to deaths proportional to the 
numbers with mortalities /j^x and /^y, respectively. Denote the density of pairs 
formed by a female and a male by p. At this point we must decide what we 
consider a pair-how we define a pair. If we want to use the model for describing 
the spread of sexually t ransmit ted diseases then the social or religious aspects 
of pair formation have to be disregarded. We say that a pair is formed when 
a female and a male have sexual contact with each other the first t ime and 
this pair ceases to exist the first t ime one of the members has sexual contact 
outside the pair. Denote the divorce rate (considered to be a positive constant) 
by a. The number of single females and males increases by one when a pair 
separates, and the number of single males and females, respectively, increases 
by one when the female or male member of a pair dies. Pairs are recruited from 
the single population. The rate of pair formation is a function of x and y; it 
is sometimes called the marriage function and will be denoted by ip{x,y). It 
has to satisfy certain natural conditions: (i) it is defined for nonnegative values 
of X and y and must be zero when either the females or the males are absent, 
(^(0,j/) = ip{x,0) = 0; (ii) it is increasing (or, rather, not decreasing) if the 
number of single females or males is increasing, cp'^jCp' > 0 ; (iii) if the densities 
of both single females and males are increasing a > 0 times the rate of pair for­
mation also increases a times; this means that the function cp is homogeneous of 
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degree one: cp (ax, ay) = acp (x, y) ; and (iv) Lp is symmetric, Lp [x, y) = cp (j/, x). 
With these assumptions and notations we arrive at the following system of dif­
ferential equations: 

X = K^ - fi^x + {fiy + a)p- (p{x,y) 

y = Ky - iJyy+{iJx + a)p-(p{x,y) 

P = -{iJx +l^y + (^)p + fix,y) • (3.3.1) 

Here we have also tacitly assumed that the mortali ty of singles is equal to the 
mortali ty of those in pairs, even though sociological da ta suggest that people in 
permanent partnership live longer than singles. There are several possible ways 
to choose a marriage function that satisfies conditions (i)-(iv); here we suppose 
that the rate of pair formation depends linearly on the density of that sex that 
IS m minority. The choice representing this assumption is 

f(x,y) := pTam{x,y) 
px, 
py, 

if 
if 

{x,y) e Ky 
{x,y) ^ Kx , 

/ l . 6 
/ l . 4 

/ l . 2 
/ l 

To. 6 
/ 0 . 4 

1/0.2 

(3.3.2) 

Figure 3.3.1: The marriage function "minimum" (MAPLE). 

where Ky = {{x, y) : 0 < x < y} , K^ = {{x, y) : 0 < y < x}, and p is a posi­
tive constant. The graph of this function, which looks like the part of a roof. 
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can be seen in Fig. 3.3.1 (produced by MAPLE) . It is made up by two planes 
intersecting over the line y = x of the plane x, y. 

In most societies the number of females is increasing faster than the number 
of males and the mortali ty of women is lower than that of the men. Therefore 
we assume in the sequel that 

Kx > Ky and ij,x < /J-y • (3.3.3) 

This way we arrive at the so-called male dommance model. Under condition 
(3.3.3) the set K^ representing female majority is positively invariant, tha t is, 
no trajectory may leave K^ because on the boundary x = y we have 

{X - y)^ = Kx - Ky - fi^X + fiyy + {fiy - fix)p 

> Kx - Ky - fix {X - y) + {jiy - fix)p 

= Kx - Ky + {jiy - fix)p > 0, 

and thus, if the number of females was greater than the number of males, this 
stays so, and on the boundary j / = 0 we have from the second equation of system 
(3.3.1): y = Ky + (ji^ + a)p > 0 . In this case we may replace the function cp 
by py in the system over K^ and we have to deal with the linear system 

X = Kx - fixx - py + {fiy + a) p 

y = Ky - {py + p)y + {px + (^) P 

P = py - ilix + l^y + (^) P , (3.3.4) 

(x, y) G Kx, p > 0 • This model can be explicitly calculated. It has a unique 
equilibrium: 

ii,y,p) 

Kx Ky p Ky Px + Py ~r Cr Ky p 

IJ-x Py Px + Py + O- + p Py Px + Py + a- + p Py Px + Py + (T + p 

It is easy to see that because of (3.3.3) {x,y) G Kx- We note that in equi­
librium the number of females and the number of males is f = x + p = KX /Px 
and fh = y -\- p = Kyjpy < / , respectively. A simple calculation yields the 
characteristic polynomial of the coefficient matr ix of system (3.3.4), it is 

A^ -F A^ {'Ipx ^'Ipy^a^ p) 

+ A [px [Px •\"lpy^(T^p)^Py[Px^Py^'^^ P)) 

+PxPy {px + Py + O- + p) . 

All the coefficients are positive and one may check easily that condition 
(Al.1.1) is also satisfied, so that the equilibrium [x,y,p) is globally asymptoti­
cally stable in Kx x 1^+-

From the point of view of the spread of disease the average length of a part­
nership or the mean number of partners during a lifetime is crucial. In order 
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to estimate this we determine first tlie mean lifetime of a female and a male. 
In complete analogy to how the average infectious period has been shown to be 
the reciprocal of the recovery rate (Section 3.1 preceding (3.1.2)) from system 
(3.3.1) we obtain that the mean active lifetime of a female and a male is 1/JJ^X and 
l/lJ-y, respectively. For instance, if there are no pairs, males are not recruited, 
and at t ime t there is just 1 male present, then at t ime t + 1//Uj, the number of 
males present will he y (t + 1/jJ-y) K, y {t) -\- y (t) [1/jiy) = 1 — jiy • 1 • [1/jiy) = 0. 
Similarly, the average duration of a partnership is 1/ (jix + /^y + a) . If no pairs 
are present at t ime t, and there is just 1 male, then from the third equation of 
system (3.3.4) p {t + l/p) - p (t) = p {t + l/p) ^ p (t) (l/p) = p-l- (l/p) = 1, 
and thus, the average t ime needed for the formation of a pair ( for finding 
a partner) is l/p. As a consequence, the t ime consumed by the search for a 
partner plus the t ime spent in this partnership is l/p + 1/ (p^ + py + a) = 
(px + Py + cr + p) / (p (px + Py + cr)) • The product of this duration and the av­
erage number of partners of a male during lifetime Ny must be equal to the 
mean active lifetime of a male: 

Ny {Px + l^y + O- + p) / [p [px + Py+ cr)) = 1/Py . 

Hence, the average number of partners of a male during lifetime is 

P px + Py + cr 
Ny 

Py Px + Py + cr + P 

It is reasonable to suppose that the ratio of the average number of partners 
of a female and that of a male is equal to the ratio of their respective lifetimes 
divided by the ratio of their numbers in equilibrium: 

Nx _ 1/px fn _ Ky_ 

Ny 1/Py f Kx -

by (3.3.3). 
Dietz and Hadeler (1988) set up the model of pair formation and then built 

a model for the spread of the disease. Due to lack of space we can not present 
this model in detail here but we shall describe its main features. The population 
is divided into 8 groups: noninfected and infected females and males and pairs 
in which both partners are noninfected, both are infected, only the male or only 
the female, respectively, is infected. This way a system of eight dimensions 
is constructed in a fairly straightforward way. If there is no infection in the 
population the system reduces to system (3.3.1) or (3.3.4). A condition can 
be given for the stability of the disease-free equilibrium of the latter system 
given in the preceeding from the point of view of the eight-dimensional (8D) 
system. If one assumes that the rates of increase, death, infection, recovery 
etc. do not depend on the sex one obtains a simpler five-dimensional (5D) 
system of differential equations. Even in this lower dimensional model one may 
get explicit results by analytical methods only if recovery is excluded (which is 
the case now if one tries to apply the results to HIV). Under this assumption 
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a threshold condition can be given that implies the existence of an endemic 
equilibrium. With the da ta assumed by the authors 4 years of average duration 
of partnership is the threshold below which the endemic equilibrium persists. 
Four years of duration corresponds to an average of 12 partners per 50 years of 
active lifetime. 

3.4 The Spread of Epidemics in Space 

In the classical models of epidemics the "well stirredness" assumption made at 
the beginning of Section 3.1 plays a crucial role. In the previous Section, as 
long as sexually t ransmit ted diseases were involved, we got rid of the "random 
mating" part of it by taking into account the dynamics of pair formation in the 
human population. Up to this point, however, the population was considered 
to be concentrated in one point and it was not taken into account that , in 
fact, the population has a spatial distribution on a continent, in a country, or 
even in a large town. In previous centuries diseases such as plague, cholera, 
or influenza swept over continents like a wave spreading from one place to the 
neighboring one and so on. To be sure, in the twenty-first century, distances 
probably are not as important as they were because a few passengers on a plane 
from, for example. Hong Kong who are carrying infiuenza may bring it into 
an American or European capital before it even reaches Shanghai. However, it 
remains undeniable that some diseases spread from place to place and people 
who live far away from a disease source may have a better chance of avoiding 
epidemics than those who live near the nucleus. Therefore, in this Section a 
model will be treated in which the spatial distribution of the population will 
be taken into account. This model was used by Murray (1989) to describe the 
"Black Death," the bubonic plague that swept through Europe from 1347 to 
1350 and killed about one-quarter of the population (see Langer, 1964). We 
treat the model somewhat differently here but recommend reading of the vivid 
description of the case in the literature quoted. 

We denote the areal density of susceptthles and infectives at t ime t and 
at place x by S{t,x) and I[t,x), respectively, and the infection rate and the 
mortality of infectives by r > 0 and a > 0, respectively. A SIR model is to 
be built but the equation for the removed is not written out and it is assumed 
that susceptibles and infectives move around, following Fick's diffusion law (see 
Appendix 3.2) with a diffusion rate _D > 0. The following system of partial 
differential equations describes the dynamics: 

dS dl 
= -rSI + DAS, — = rSI-aI + DAI, (3.4.1) 

ot at 

where A is the Laplace delta-if the space is 2D (the surface of a part of the earth 
considered to be a plane) and x and y are Cartesian orthogonal coordinates 
d'^ jdx'^ -\- d'^Idy^, and if the space is ID (straight line in a certain direction) 
just the second derivative with respect to the spatial variable d'^ jdx'^. If there 
is no diffusion, D = 0 then we get back system (3.1.1) without the equation 
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for the removed. Although the problem could be treated in the realistic two 
spatial dimension setting, in order to simplify the mathematics we are to treat 
it by assuming a ID space. This is surely an abstraction but it still may give an 
insight into the dynamics of the propagation of disease if we suppose that the 
epidemic propagates from the nucleus uniformly in every direction. Further, 
we suppose that the domain where the disease propagates is infinite without 
boundary. Although the problem could be treated also by assuming, say, no 
fiux boundary conditions, the complications at the boundary would increase the 
mathematical difficulties without much gain. It is assumed that the diffusion 
rates of the susceptibles and the infectives are the same. One may say that 
this is not too realistic because the sick do not move around. However, during 
the incubation period there is no difference in behavior among those who carry 
the disease and those who do not. During large plague epidemics in Europe 
there was massive emigration from the large towns, which served to accelerate 
propagation (the most famous literary evidence of this is, perhaps, the setting 
of Boccaccio's Decameron, in which a company of gentlemen and ladies who 
fied the plague for a country house tell each other spicy stories). The plague 
was carried also by rats, and no one knows now what was the diffusion rate of 
healthy and sick rats. In model (3.4.1) the susceptible population is considered 
to be constant if infectives are not present and on a far away boundary there is 
no in- and outfiow of people, tha t is, no birth and death process apart from the 
epidemics is taken into account. We suppose that those who get the disease die; 
in case of the plague, indeed, 80-90% of those who fell ill did not recover. Under 
all these conditions we are to treat system (3.4.1) in one spatial dimension. 

We may simplify the equations by changing the scales introducing the new 
variables 

/i = — , ^ = 5 ^ ' T = rSot, j / = f - ^ j X, (3.4.3) 

where ^o is the initial value of susceptible density. A simple calculation yields 
the system in the new coordinates: 

dh 
— 

dr 

d^h 
—hv + , 

oy^ 

dv 
—— = hv -
dr 

, d V 
- bv -\- ——T-

oy^ 
(3.4.4) 

where h = a/{rSo), its reciprocal rSo/a is the contact rate multiplied by the 
density of susceptibles, giving the density of those infected by a unit density of 
infectives (cf. Section 3.1 and especially the discussion on condition (3.1.2)). 
The equilibria of system (3.4.4) are {h,v) = (/io,0) with arbitrary hg > 0; 
however, {h,v) = (1,0) corresponds to the initial value {S,I) = (^0,0). Rather 
than treating system (3.4.4) in a general way, we try to find only those solutions 
that describe the spread of the disease in the form of a wave, that is traveling 
wave solutions. These are the solutions that depend on r and y only through 
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the expression z = y — CT with some constant c > 0. In the "space-time" plane 
y, T along the straight lines y — CT = z with a constant z the state of the system 
is the same and the values of h,v are constant. If we pick two points on one 
of these straight lines ( j / i , r i ) and {y'ZjT'i), tha t is, j/i — cri = z = y2 — CT2 
and Ti < T2, for example, then this means that if the system was in a certain 
state at moment r i at place j/i then it will be in the same state at moment T2 at 
place j/2- This obviously means that the state of the system is propagating along 
these parallel lines with velocity c = (j/2 — Vi) / {T2 — TI) . If we are interested 
in solutions of the form h (z) = h (y — CT) , v (z) = v (y — CT) then the system 
reduces to the system of ordinary differential equations: 

d'^h dh d'^v dv 
TT + '^l hv = 0, T^ + '^T' 
dz^ dz dz^ dz 

^ , c - - h v = 0, + c - + ih-h)v = 0. (3.4.5) 

The equilibria of this system are also {ho,0)', in particular, (1,0) interests us. 
The question is, what are the solutions doing as z tends to infinity and to minus 
infinity? If place y is fixed then as time r tends to infinity the variable z tends 
to minus infinity and vice versa and as r tends to minus infinity z tends to plus 
infinity. System (3.4.5) will be linearized at (1,0) and the eigenvalues will be 
determined. First we put the system into Cauchy normal form introducing the 
new phase variables, 

xi = h, X2 = h, xs = v, X4 = v . 

The derivative with respect to z is denoted with an overdot and we obtain 

is = X4 , X4 = —CX4 + (h — xi) xs . 

Linearizing at (1,0) the characteristic polynomial turns out to be 

p{X) = A (c + A) (A^ + cA + 1 - &) . 

The eigenvalues are 0, —c, (1/2) ( —c ± \/c^ + 4 (& — 1) 1. Tha t one of the eigen­
values is zero is no wonder because the equilibria fill in the axis h, which is the 
center manifold of dimension one of each (see Appendix 2.3). The third and 
fourth eigenvalues have negative real parts iff a number < c^ stands below the 
square root, tha t is, if & < 1. Assuming this we must also suppose that the 
expression below the square root is nonnegative, tha t is, c > 2-\/l — b • Other­
wise the solutions of the linearized system and with them the solutions of the 
original nonlinear system would oscillate around (1,0) with xi and xs assuming 
negative values that have no meaning. Under these assumptions the solutions 
tend towards the equilibria on the axis h as z tends to infinity, tha t is, t ime 
tends to minus infinity. This means that if the system is perturbed out of the 
equilibrium (1,0) by a small positive initial value of infectives v then the solu­
tions tend away from the equilibrium and a traveling wave of epidemics starts to 
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propagate as time is increasing. Summing up what has been established already 
here, a traveling wave of epidemics sweeps through a region if a/{rSo) < 1 or 

^50 > 1 , (3.4.6) 

that is, if the density of those infected by a unit density of infectives during 
their infectious lifetime is greater than one. The minimal velocity of the wave 
sweeping through the population in the region is c = 2\/l — b in the transformed 
coordinates, or as x/t = (rSoD) j / / r . 

Creal = ^^rSoD - uD (3.4.7) 

in the original spatial and t ime scale. 
We try to fit this model to the "Black Death" epidemic of 1347-1350 that 

swept through Europe, starting from the port of Genoa (Genova earlier), on 
the western coast of Italy and reaching Russia, the Baltic, and Sweden in only 
3 years. Most of the da ta used here are taken from Murray (1989). Eighty 
to 90% of those who contracted the plague died on average within 12 days, 
so that the infectious period including the incubation is 1/a = 12 days = 
0.033 years, meaning that a = 30 year~^. The infection rate is estimated 
at r = 0.4 mile^ I year. The population density of Europe was at tha t t ime 
estimated to be bO/mile^; however, because not only men but also rats carry 
the fieas that carry the disease one has to increase this number considerably, 
so that we double this figure to ^o = 100/mile^. This yields h = 0.75. From 
these da ta we obtain for the minimal transformed velocity of the epidemic wave 
c = 1. By Langer (1964) the average real velocity was Creai = 400 miles/year. 
From Eq. (3.4.7) we may calculate the diffusion rate as _D = 4000 mile^/year. 

We have solved system (3.4.5) by PHASER using these da ta with two sets 
of initial values near {h,v) = (1,0) and small initial derivative values. The 
result is shown in Fig. 3.4.1. In plane h, v the projection of the trajectory shows 
how the density of susceptibles falls from 1.05 or 0.96, respectively, to 0.75 and 
0.65, respectively, as the epidemic sweeps over the land. This corresponds to 
the estimate mentioned at the beginning of this Section that Pd 25% of the 
population died in the epidemic. Then we show the graph of the susceptibles 
and infectives as functions of z. The horizontal axis z directed to the right is 
at the same time the axis y of the spatial coordinate at a fixed moment t; far 
to the right-hand side the population is not yet affected and is at its original 
level and far to the left-hand side the epidemic had already swept through and 
the population declined. The horizontal axis directed to the left corresponds 
to the t ime axis r at a fixed place y; far to the right, there was no epidemic 
yet and so population density remained at the original level; over t ime, that is, 
toward the left, the effect of the epidemic began to be felt and the population 
began to decrease. One may look similarly at the graph of the infectives. At the 
height of the epidemic the maximal density of infectives was 0.034, and 0.022, 
respectively, meaning that Pd 3% of the population was infected at the same 
time. 
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(A) 

0,034 

Figure 3.4.1: The traveling wave of an epidemic: system (3.4.5) c = 1, & = 0.75. 
(A) The trajectories in the plane h, v of susceptibles and infectives starting near 
(1.05,0) or (0.96,0) and ending at (0.75,0) or (0.65,0), respectively. (B) the 
graphs of the functions h{z) of the two solutions; and (C) the graphs of the 
functions v{z) of the two solutions; z ^ y ^ —r (PHASER). 



Chapter 4 

EVOLUTION AND 
POPULATION GENETICS 

In the first two Sections we sliall deduce tlie matliematical formalism that ex­
presses the basic principles governing the evolution of a single sexually repro­
ducing species. In the third Section the current theory of the formation of 
macromolecules that are able to reproduce is presented in a concise form and in 
the fourth a glimpse of the vast and mostly undiscovered field dealing with the 
functioning of the immune system is provided. This chapter probably requires 
the most background in biology. It is impossible to insert a text of genetics here; 
we shall restrict ourselves to what is absolutely necessary for an understanding 
of the basic mathematical models treated. 

4.1 The Phase Space of Genotypes and the 
Hardy-Weinberg Law 

Each individual of our sexually reproducing species develops from a single diploid 
cell tha t is formed in the process of reproduction via the fusion of two haploid 
gametes, with one of these, the egg cell, coming from the mother, the other one, 
the sperm cell, from the father. These gametes carry genetic information to be 
passed from parents to offspring in the form of genes tha t are attached to specific 
chromosomal sites (chromosomes) within the gametes. The chromosomal site 
occupied by a certain type of gene with a certain function is called a locus. 
Normally there is a finite number of different genes that may occupy the same 
locus; these, called alleles, belong to a given locus. The alleles of a certain locus 
are responsible for the same heritable trait , for example, the color of the eyes, the 
blood group, or body size. We denote the allele set of a locus hy Ai, A2, . . . , A„. 
Which one sits on the given locus determines the genome-type of the gamete 
with respect to this locus. The chromosomes of the gamete are "chains" of such 
loci; the genome-type of the gamete is determined by the combination of alleles 
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on all the loci on all chromosomes. 
The chromosomes of the egg cell and those of the sperm cell are equal in 

number and they form homologous pairs after mating. The fusion of the haploid 
egg and the haploid sperm cell results in a diploid zygote, which therefore carries 
exactly two alleles on each locus. The genotype of the zygote with respect to a 
certain locus is determined by the two alleles that occupy the locus. On locus 
A, for example, there may sit allele Ai coming from the mother and allele Aj 
derived from the father, the genotype of the zygote with respect to locus A being 
AiAj. The genotype AiAj determines, in turn, the phenotype of the individual 
connected to locus A (the color of the iris, etc.) Genotypes AiAj and AjAi 
are the same in phenotypic effect, as it makes no difference which allele comes 
from the mother and which one from the father. Thus, we consider these two 
genotypes identical. Some alleles may be dominant over others alleles, which 
we call recessive. If Ai is dominant over recessive Aj, then the phenotype of the 
individual is determined by Ai and the presence of Aj remains latent, so that 
individuals of genotype AiAi and AiAj are of the same phenotype (with respect 
to locus A), and only individuals of genotype AjAj manifest the recessive trai t . 
It is to be noted that here and in the sequel we consider only so-called autosomal 
chromosomes; sex-lmked chromosomes that determine the sex of the offspring 
have some asymmetry and we are not dealing with them here. 

Mature individuals produce haploid gametes by a specific and very precisely 
controlled mechanism called meiosis, starting from diploid germ cell precursors. 
Meiosis involves the reshuffling of alleles between the homologous chromosomes 
of the germ cell precursor and then the separation of the homologs into haploid 
gametes. The process itself is very complicated but the result is simple: in 
effect, meiosis splits the diploid genome of the parental zygote into two haploid 
(gametal) chromosome sets. Speaking on the locus level, the two members of 
the allele pair AiAj find themselves in two different gamete cells after meiosis. 
This process is accompanied by other phenomena to which we shall return later. 

For locus A with n different alleles the number of possible genotypes is 
[n + l ) n / 2 . We may consider several, say, k loci together. If we assume for 
the sake of simplicity that n alleles belong to each then, obviously, we may 
distinguish ((n + \)n/2)^ genotypes. This number will increase very rapidly as 
we increase the number of loci we want to take into consideration. The number 
of all loci is very large even in the case of the most primitive organisms and 
this is especially so in higher organisms such as mammals . Tha t is the reason 
why each human is unique-no two of us have the same overall genotype apart 
from single zygote twins. The number of individuals in any real population is 
"infinitesimally small" compared to the number of possible overall genotypes. 

Now we shall consider the simplest possible meaningful case, tha t of a single 
locus with two alleles, Ai and A2 . At a given moment in the population the 
number of zygotes of genotype AiAi, A1A2 = A2A1, A2A2 will be denoted by 
a;ii, a;i2, ^22 , respectively. Thus, the number of the total zygote population 
is a; = a;ii + a;i2 + a;22- The frequencies of these genotypes are x = XH/IB, 
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y = XYII'X, Z = X'l'il'x, so that 

a; + j / + z = l, a ; , j / , z > 0 . (4.1.1) 

The number of gametes is 25', the number of gametes carrying the allele A\ or 
A'l respectively, is 'lx\\ + XYI or 2^22 + 2̂ 12, respectively. Thus, the frequency 
of Ai —, yl2—gametes respectively, (in the gamete population) is 

V= ^= = a; + t//2 , l - p = — = z + y/2, 4.1.2 
2x Ix 

respectively. It is clear from this formula that the zygote frequencies x,y,z 
determine the gamete frequencies p and 1—p uniquely but the latter ones, tha t 
is p, in general, does not determine x,y,z uniquely; however, under certain 
restrictions it does. 

The Hardy-Weinberg Law. Assume that : (i) there is random mating in the 
population, that is, any gamete has an equal chance to unite with any other 
gamete; (ii) the numbers are sufficiently high so that the frequencies can be 
identified with the probabilities or, in other words, the probability that a ran­
domly chosen gamete from the pool is of genotype Ai is p; (iii) the generations 
are discrete; (iv) the locus, the gene site we are dealing with, is not sex linked; 
and (v) Darwinian selection does not act in the population, that is, each zygote 
has an equal chance to survive to adulthood and reproduce. Under conditions 
(i)-(v) the genome type frequencies of gametes are constant from generation to 
generation and from the second generation on the genotype frequencies of zygotes 
are also constant. Indeed, if we consider the genotype frequencies established 
here as those of the parent generation, then at reproduction the chance that an 
Ai—gamete unites with an Ai—gamete is p'^, tha t an Ai—gamete unites with 
an yl2—gamete is 2p(l — p) (as the egg may be Ai and the sperm A2 or vice 
versa), and that an yl2—gamete unites with an yl2—gamete is (1 — p)'^. Thus, 
the frequencies of genotypes AiAi, A1A2 = A2A1, A2A2 in the offspring zygote 
population are 

X2=P\ J / 2 = 2 p ( l - p ) , Z2 = {l-p)\ (4.1.3) 

respectively, [x2 + J/2 + -̂ 2 = 1), and as a consequence, the frequency of Ai 
gametes in the second generation is 

X2 + J/2/2 =p'^ +p{l-p) = p , 

as stated. From this second generation on this constant gamete frequency de­
termines the constant zygote genotype frequencies by Eq. (4.1.3). If the Ai 
gene frequency p G (0, 1) is varied Eq. (4.1.3) determines a curve on the simplex 
(4.1.1). This curve is called the Hardy-Weinberg parabola (see Fig. 4.1.1) . Only 
those points of the simplex (4.1.1) may represent the zygote frequencies that lie 
on this parabola. 

The Hardy-Weinberg law is also valid when more than two alleles belong to 
the given locus. Denoting the alleles by Ai, (i = 1, 2, ..., n) and their respective 
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frequencies by pi, (pi + p2 Pn 1), these remain unchanged, and the 
frequencies pf of the "homozygous genotypes" AiAi and 2piPj the "heterozygc 
genotypes" AiAj also stay constant from the second generation on. This c 
also been proved easily. 

Figure 4.1.1: The Hardy-Weinberg parabola of zygote frequencies (MAPLE). 

As an example, note that the frequency of albinos in the human popula­
tion is Pd 0.00005 (i.e., there is Pd 1 albino among 20,000 people). There is a 
dominant allele Ai for normal pigmentation and a recessive allele A2 respon­
sible for albinism. The individual becomes an albino only if he/she develops 
from a homozygote A2A2 and is of normal pigmentation if at the given locus 
he/she has A1A2 or AiAi. Denoting the frequencies of the homozygote AiAi, 
the heterozygote A1A2 and the albino homozygote by X2,1)2,^2, respectively, 
by Eq. (4.1.3) the frequency of the albino gene A2 is \ — p = ^JJ^ = -\/0.00005 
= 0.00707, and that of the dominant gene Ai is p = 0.99293. Hence, the fre­
quency of those who carry the albino gene is 

y2 + z2 = 2p{l -p) + {l-pf = 2x 0.99293 x 0.00707 + 0.00005 = 0.01409, 

that is, it is well above 1%. 
We deal with natural selection in the next Section. However, it must be noted 

here that selection does not act much on recessive genes because in heterozygotes 
recessive genes do not affect the manifest phenotype of the individual. Based 
on the hypotheses of the Hardy-Weinberg law the gene or gamete pool has been 
considered static in this Section. In the next Section effects of natural selection, 
recombination (or crossing over), and mutat ion will be taken into account and we 
shall also drop the "nonoverlapping generations assumption." As a consequence, 
we shall deal with n genome types of gametes whose frequencies in the total 
gamete population at t ime t will be denoted hy pi{t), (1,2, . . . ,n ) . The phase 
space in which the dynamics, the evolution of the gene pool, takes place will be 
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the simplex 

S = {x = (xi,X2, •••,Xn) eR" •• Xi + X2+ ••• + Xn = 1, Xi >0, i = 1,2, ...,n} 

(4.1.4) 

of the n-dimensional space because Pi{t) + P2{t) + ••• + Pn{i) = ^ always. 

4.2 Equations of Selection, Recombination, and 
Mutation 

In this Section we first take into consideration the efli"ect of natural selection upon 
the frequency distribution of genotypes and prove Fisher's Fundamental theorem 
of population genetics (see Fisher, 1930), and then we shall build the effects of 
recombination (crossing over) and mutat ion into the equations. Finally, we are 
going to discuss Kimura 's Steepest Ascent law (see Crow-Kimura, 1970). 

We divide the population of gametes into n genome types and assume that 
the numbers and frequencies of these genome types are smooth functions of 
(continuous) t ime t. The number of genome type i gametes at t ime t is denoted 
by Xi{t) and their frequency hy pi{t) , {i = 1,2, ...,n). The number of genotype 
ij zygotes (zygotes that are formed by the genome type i and the genome type 
j gamete) is denoted by Xij{t) and their frequency by Pij{t). We denote the 
total number of zygotes (dropping the argument t ) by af = Yl'i i=i *ui ^'^ tha t 
the total number of gametes is 25' = X!li=i ^'- Thus, the gamete frequencies 
are pi = Xi/2'x, tha t is, Xi = 2'xpi. Applying the Hardy-Weinberg law for 
one generation gives zygote frequencies of pij = Xij/lF = 2piPj if i ^ j , and 
Pa = Xii/'x = p'j. Hence, 

Xij = 2'xpiPj = XiPj , i ^ j , Xii = ^piPi = PiXi/2 . (4.2.1) 

We posit tha t different zygotes reproduce with different levels of success. 
During reproduction a zygote of genotype ij produces two gametes, one of 
genome type i and another of genome type j . These gametes then unite with 
other gametes to form new zygotes. Because we count gametes we may assume 
that zygote of type ij gives birth to zygote of type ij. We denote the per 
capita birth rate of ij zygotes by hij and their death rate by dij, and these 
we consider constant under constant external conditions. Thus, the per capita 
net reproduction rate of zygotes of type ij is niij = hij — dij. We call this the 
fitness of genotype ij. The difference of fitnesses is what counts in the race 
for survival or dominance within the pool of different genotypes. If i is fixed 
then the increase of genome type i gametes in unit t ime is obtained from the 
reproduction of all the zygotes that contain a gamete of type i . If the zygote 
contains just one gamete of type i, then its contribution is its fitness. If it is 
a homozygote of type ii then its contribution is a double fitness, so that the 
following differential equation is obtained for the number of gametes of type i : 

—^ = 2miiXii-^'^mijXij , i = 1,2, ...,n. (4.2.2) 
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Therefore, we want to have a system for the gamete frequencies, in which we 
substitute from Eq. (4.2.1) 

—^ = XiniiiPi + Xi ^ ruijpj = Xi ^ ruijPj = mi{p)xi , i = 1, 2, ..., n 

(4.2.3) 

where the expression 

V — ^ ^ 

^—'j=i 

is obviously the weighted average fitness of the zygotes that contain a gamete 
of type i. Unlike rriij it is not a constant, but depends on the frequencies 
p = (pijP2, ...,p„), which vary in t ime. We may consider nii the fitness of 
the gamete of type i. We introduce also the weighted average fitness of the 
population: 

^(P) '•= '^^ijPiPj = X l i - i ^iiP) Pi 

Note that we consider zygotes of type ij and ji of the same genotype; this 
means that in this quadratic form niij = niji and for the heterozygotes, for 
instance, mi2PiP2 + rn2iP2Pi = 2TOI2PIP2 = "^12^12; for the homozygotes it is 
mup'j = mupii. To obtain a differential equation for the frequencies we need 
the derivative of the total number of the population. Adding up the equations 
(4.2.3) on the left-hand side we obtain the derivative of the sum of the gamete 
quantities, which is the double of the total zygote population: 

E QiX 'I 

. It 

tha t 

Now, 

dt 

= 2 — x = 
dt 

d ( Xi\ 

dt \2x) 

: N rriiXi = 2xy 
i 

dlE 
—— = mx . 
dt 

Ix^-x.x 
" 2 2^2 

PiiTii = 2x m , 

X 11 to fj^ 0 fj^ "-^ % 1 1 *• ^ 

2 x^ 

(4.2.4) 

mi—z - -—m = Pi (nii 
2x 2x 

where Eqs. (4.2.3) and (4.2.4) were applied. Finally, substituting the expressions 
for the average fitnesses we obtain Fisher's differential equation or the Selection 
equation for the dynamics of genome type frequencies: 

~^ =Pi \Yli "^'iPi ~ X ] ^kjPkPj \ , « = 1, 2,..., n . (4.2.5) 
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From this equation one can see that if the fitness of genome type i gametes is 
less than the average fitness of the population then their frequency in the pool of 
gametes decreases and if their fitness is above average their frequency grows. As 
the sum of the frequencies is one, this observation suggests that higher fitnesses 
will have higher weight and lower ones will have lower weight as t ime passes and 
thus one may infer that the average fitness of the population should increase. 
This is, indeed, the Fundamental Theorem of Population Genetics: Along the 
trajectories of the selection equation the average fitness is an increasing function 
of time. We shall prove this theorem now. We need the t ime derivative of the 
average fitness: 

d [y2 niijPiPj] /dt = ^ niij {piPj + pip/) 

y ^ mij {pi {nii - m) pj + piPj {nij - m)) 

2 ^ niijniiPiPj - 2m ^ niijPiPj = 2 ^ ni'^pi 

where in the last step in the first term we performed the summation for j and 
in the second term we applied this form of m. One may arrive at the last 
expression the following way-we may consider fitnesses mi, (i = 1, 2, ..., n) of 
the gametes as values of a random variable, which are assumed with probability 
Pi ; then the variance of this probability distribution is 

D^ 

The last expression is half of what is found in the expression for m, so that 

m = 2£)2 . (4.2.6) 

As we can see, the derivative of the average fitness of the population is positive 
unless the variance is zero, which means that all genotype fitnesses are equal 
(to the average); if we look at the selection differential equation this happens 
only if the system is in equilibrium. This proves the Fundamental theorem. 



86 Evolution and Poplulation Genetics 

It is seen from Eq. (4.2.6) that the increase of average fitness in unit t ime 
is proportional to the variance of the fitnesses of the existing genotypes. This 
means that the greater the difference between the fitnesses the faster the average 
fitness grows, and the faster the frequency of low fitness genotypes decreases and 
that of genotypes with high fitness increases. In the process some genotypes may 
die out and the system may reach a frequency distribution that corresponds 
to a local maxmium of the function Tn. For more detailed discussion of the 
possibilities see Hofbauer-Sigmund (1988). The graph of the function Tn defined 
over the simplex {p = {pi,p2, •••,Pn) £ IR+ '• Pi + P2 + ••• + Pn = 1} is called 
the fitness landscape. It plays an important role in modern theories of evolution 
(see, e.g. Kauffman, 1993). 

Besides natural selection there are other phenomena that play an important 
role in the formation of the genotype pool of subsequent generations. The most 
important ones are recomhmatton (or crossing over) and mutation. 

At meiosis a partial exchange of alleles between the homologous chromo­
somes may (and usually, does) take place. This process results in the partial 
reshuffling of genes in the gametes that developed from the same precursor cell, 
which thus induces genetic variability on the genome-type level. Consider the 
gametes in question as the union of genes at the loci that belong to a subset S 
of all loci on one hand, and those at loci of the complement subset S , and then 
suppose that the genes of the two gametes that sit on the homologous loci of S 
change places. (When we say "all the loci" we naturally mean, only those loci 
that are taken into account in the division of the population into genotypes.) 
As a consequence, the meiosis of a heterozygote of type ij does not yield an i— 
gamete and a j — gamete but a k{i,j) and an l{i,j) gamete- the first being of 
type k = isj's'j tha t is, it has the genes of i at the loci of S and the genes of j 
at the loci of S, and the other one is of type / = i s % . See Fig. 4.2.1. 

By applying the formulae preceding Eq. (4.2.1), the number of i—gametes 
produced by ij zygotes in unit t ime is hijXij = hijlEpij = 2'xhijPiPj. Denoting 
the probability of crossing over as described in the preceding text by rfj, the 
resulting loss of i—gametes in unit t ime is rf-^xhijPiPj. However, crossing over in 
meiosis of a k[i, j) l{i, j) zygote may yield an i—gamete; the gain in i— gametes 
in unit t ime is r^fi'xhkiPkPi- We say that the model is completely symmetric 
if the two recombination probabilities are equal, rf; = r'^,- -y/. -x and the birth 
rates are also equal, hij = ^kUjMUj)- (This last condition can be justified by 
considering that the two zygotes have exactly the same genes but on different 
gametes.) Under this assumption the total loss or gain in i— gametes in unit 
t ime is 

dt 
= -2x 2 ^ r^jhijipipj -Pk{i,j)i{i,j)) 

r e c o m b ,-_£ -̂ ^ 

where summation is over all j different from i and for all possible choice S of 
a subset of loci considered. If we sum up these quantities for i then because of 
the symmetry in i and j the sum is zero, i.e. recombination does not alter the 
total number of gametes ( in unit t ime). As a consequence, the decrease of the 
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- g a m e t e j - g a n e t e 

- g a m e t e k - g a m e t e 

Figure 4.2.1: Crossing over. Recombination of an i— and a j — gamete into a 
k— and an /— gamete. 

frequency of i-gametes in unit t ime due to recombination is 

dt recomb 
rfjbijiPiPj -Pk{i,j)i{i,j)) (4.2.7) 

The genes at different loci of the gamete may be replaced by other genes due 
to some external effects, such as radioactive radiation, cosmic rays etc. This 
replacement of genes is called mutation. Mutat ion was considered a random 
effect until quite recently, when a deeper understanding of genetic structure 
made it possible to perform artificial mutat ion in the laboratory and this led to 
fantastic perspectives and dangers in the development of the science of biology. 
Mutat ion has a fundamental role in evolution; without it the abundance of 
species could not be explained and the effect of Darwinian natural selection 
would have a very limited playground. Denote the probability that an i— gamete 
is transformed into a j — gamete in unit t ime by nij. The increase and decrease. 
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respectively, of the number Xi of i—gametes in unit t ime due to mutat ion comes 
from the gain due to mutat ion of arbitrary j ^ i gametes into i— gametes and 
from the loss due to mutat ion of existing i— gametes into some j ^ i gamete, 
thus. 

dt 

If we sum up these formulae for i then we get zero, tha t is, the change in the 
number of gametes in unit t ime due to mutat ion is d2'x/dt = 0. Hence, dividing 
by 2a; and introducing the notation rii = X^l^i ^v (this is the probability that an 
i— gamete becomes a gamete of some other type in unit time) for the frequency 
of the gametes we obtain 

dt 
2_^Pjnji - piUi . (4.2.8) 

If Eqs. (4.2.5), (4.2.7), and (4.2.8) are added together, taking into account 
the effects of selection, recombination, and mutat ion, this system of equations 
is obtained 

dt 
^ niijpj - ^ nikjPkPj - X I r-ijhjiPiPj -Pkii,j)iii,j)) 

• E PjUji-piUi , (i = 1,2, . . . ,n) . (4.2.9) 

We have to observe that very little can be done with this "master equation." 
Detailed discussion about it can be found in Hofbauer and Sigmund (1988) and 
Akin (1979). While it would be difficult mathematically to handle it there are 
important restrictions built into this model. We mention just two of these. 
First of all, the zygote population has no age structure; tha t is, the moment a 
new zygote is born it is able to reproduce. Second, only a very limited number 
of loci can be taken into consideration. If we want to identify the frequencies 
of genotypes with the probabilities of their occurrence in the population (with 
high probability), tha t is, we want to apply, tacitly, "laws of large numbers," the 
number of different genotypes n must be low compared to the total population, 
so that the volume of a typical genotype be large. We count here the genome 
types of gametes (not zygotes). For example, in case of humanity for the sake of 
simplicity we take the number of humans equal to 5 billions, and this means that 
there are 10 billion = 10̂ *̂  gametes present in the population. If we consider n = 
10 million (= 10^) different genome types, then the average number of individual 
gametes in a genome type is 1000. If the number of loci taken into consideration 
is denoted by k and we assume that 10 alleles belong to each locus, then the 
number of different genome types is n = lO'', tha t is, the number of loci that can 
be taken into consideration is k = 7. This is not much compared to the thousands 
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of loci on human chromosomes. Even if we assume that only two alleles belong 
to each locus then n = 2'' = 10^, from where k = 7/logio(2) = 23.253 Pd 23. On 
the other hand, we see that the dimension of system (4.2.9) is fairly high. 

In addition to Fisher's Fundamental theorem, which says that along evo­
lutionary paths the average fitness of the population is increasing, population 
genetics has another basic principle, usually called Kmiura's Maximum princi­
ple, but the essence is expressed better if it is called Kimura's Steepest Ascent 
principle. It postulates that the average fitness is not just an increasing function 
of t ime but evolution is such that at every moment the frequency distribution is 
changing m the direction m which the average fitness is increasing the fastest. 
The average fitness m[p) := ^ rnijPiPj is a scalar function of the frequencies pi, 

'J 
(i = 1,2, ...,n), which vary on the simplex S (see Eq. (4.1.4)). The directional 
derivative of a scalar function is maximal, tha t is, the function is increasing the 
fastest in the direction of its gradient vector VnT = [m ,m , ...,m ]; this is 
the direction of the steepest ascent. If this vector points out of the simplex S 
then we have to take its projection on S. Thus, Kimura's principle says that the 
trajectories of the system of differential equations, which governs the dynamics 
of the frequency distribution must go m every point m the direction of the vec­
tor VnT (or its projection onto S), or m other words, the tangent vector of the 
trajectories must be parallel to this gradient everywhere, that is, the vector field 
on the right-hand side of the differential system must be parallel to VnT. 

We shall go into detail about the fruitless efforts spent trying to prove the 
validity of this principle on the basis of the "master equation" (4.2.9) but return 
to the pure Selection equation (4.2.5). Because m (p) = 2^-mkjPj, the 
gradient of m is 

Vm(p) = 2 ^ . mijpj,^ . m2jPj,...,^. m^jPj 

The normal vector of S is the vector u = [1, 1, ..., 1]. If we take the projection 
of VnT to this vector and then subtract the result from VnT we obtain the 
projection of VnT to S. Leaving the details of the calculation to the reader as 
an exercise we obtain for this projection 

Vmsip) = Vm{p) — (Vr7T(p) • u/ \u\) uj \u\ 

= 2 ^ mijpj - ^ mijn, ^ m^jPj -'^nii/n,. . . , 

y ^ mnjPj - ^ mi/n 

This vector is not parallel to the vector field on the right-hand side of Eq. (4.2.5). 
One has to discard either Kimura 's fairly reasonable principle or system (4.2.5), 
which was constructed to model pure selection without any artificial condition 
and has been successful in proving the Fundamental theorem. If one does not 



90 Evolution and Poplulation Genetics 

want to give up either, one may be led to the conclusion that perhaps the geome­
try of the phase space of the quantities x = (xi, X2, •••, x„) of different genotypes 
is not the right one; it is possible that in this phase space the distance of dif­
ferent states is not to be measured the Euclidean way (using the Pythagorean 
theorem). And, indeed, this has been Shahshahani 's solution to the problem. 
In the interior of the positive orthant R'^ = [x ^ M" : Xi > 0,i = 1,2, ...,n} 
of the space, Shahshahani's metric is introduced (see Appendix 4.2) accord­
ing to which the square of the distance of the "neighboring points" x and 
X + dx = (xi + dxi, X2 -\- dx2, ..., Xn + dxn) is 

ds'^ = — d x l -\ dxl + ... -\ dxl , Xi > 0 , i = I, 2, ..., n . (4.2.10) 
'*'! X2 Xfi 

The meaning of this metric is tha t the change dxi of the quanti ty Xi is weighted 
by the (square root of the) reciprocal of its actual value, reflecting the fact 
that if the actual quanti ty is small then a change in it is much more important 
than it would be when the quanti ty is large. This way a Riemannian metric 
is introduced in the phase space and computations are made according to the 
rules of Riemannian geometry (see Appendix 4.1). Riemannian geometry is the 
generalization of the geometry of 2D curved surfaces to n dimension. How­
ever, as it may happen that a 2D surface given in the 3D Euclidean space by 
some complicated equation turns out to be a plane, that is, a manifold where 
Euclidean geometry prevails, an n— dimensional Riemannian space where the 
metric is given by some quadratic form such as Eq. (4.2.10) may turn out to be 
a Euclidean one. This is the case if by a suitable coordinate transformation the 
metric, the square of the distance of "neighboring points," can be transformed 
into a pure (Pythagorean) sum of the squares of the coordinate differences. And, 
indeed, if the coordinate transformation 

ux' 1 
Xi = Xf/A , dxi = -7-z-dxi = —Xidxi , i = 1,2, ...,n (4.2.11) 

is performed, then Eq. (4.2.10) is transformed into 

ds = dxi + dx2 -|- ... -|- dXj^ , 

which means that even if the Shahshahani metric (4.2.10) is accepted, the in­
terior of R'^ still remains an n—dimensional Euclidean space but the coordi­
nates (xi, X2, ..., x„), the quantities of the different genotypes, are no longer 
Cartesian coordinates. In this space Cartesian coordinates are the ones in­
troduced by Eq. (4.2.11), tha t is, twice the square roots of the quantities : 

Wha t we are really interested in is the geometry on the simplex S of the 
frequencies pi whose equation in the coordinates Xi is a;i -|- a;2 + ••• + ^̂ n = 1, 
Xi > 0, i = 1, 2, ..., n. Its equation in the Cartesian coordinates Xi is 

x'i + X?, + ... + xl = 4 , Xi > 0, i = 1, 2, ...,n , 
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that is, in the Shahshahani metric it is the part of the (n — 1) — dimensional 
sphere with center in the origin and radius 2 in the positive orthant of the space. 
Now, if we transform the average fitness into the new coordinate system: 

rn{x) = '^mijXi{x)xj{x) = Tr'^mijX^x^ , (4.2.12) 

take the gradient of this function, project it to the tangent space of the sphere S 
at the point x of the sphere, and transform it into the original coordinate system 
X, we obtain exactly the vector field on the right-hand side of the Selection 
equation (4.2.5). The detailed calculation is given in Appendix 4.2. Thus, m 
the Shahshaham metric m every pomt the trajectories go m the direction of 
the gradient of m , and this means that the average fitness is increasing the 
fastest along the trajectories of the Selection Equation. 

4.3 The Origins of Life and Eigen's Hypercycle 

The common feature of all living creatures on Earth is that besides maintain­
ing themselves by processing energy [metabolism) they are able to reproduce, 
offspring that are more or less true copies of themselves. The genetic informa­
tion that characterizes each individual is coded in large deoxyribonucleic acid 
(DNA) (and for some viruses in ribonucleic acid (RNA)) molecules. Sections 
of these molecules are the genes that determine the genotype of the individ­
ual. The cytoplasm of each prokaryotic and the nucleus of each eukaryotic cell 
carry this molecule. The DNA molecules are extremely long double sequences 
of four kinds of nucleotides (guanine, cytosine, adenine, and thymine) bound in 
a certain way to two backbone molecules and the two sequences of nucleotides 
are bound together lightly by a strict "complementary rule" to form a structure 
called the double helix (Watson, 1981). In human DNA there are several billions 
of these nucleotides. Which of the four sit at the successive places determines 
the genetic structure. A battery of enzymes serves the purpose of producing 
exact RNA copies of the coding regions (genes) on the DNA molecule. These 
so-called messenger RNA molecules move to the protein-synthetizing appara­
tus of the cell, which they instruct to produce the corresponding protein coded 
in their nucleotide sequence-an enzyme or a structural protein of the organism. 
This is a very short and "reductionist" account of how reproduction and protein 
synthetization happens in living creatures on Earth. A more detailed descrip­
tion can be found in Rowe (1994). Once we have a not too short DNA or RNA 
molecule, evolution following Darwinian natural selection and governed by laws 
and equations like those in the previous Section may begin. We do not want 
to say that in this respect everything has been settled and the final word has 
been uttered (more advanced new evolution theories continue to be developed, 
see e.g., Kauffman, 1993 and Maynard Smith and Szathmary, 1995) but in prin­
ciple some kind of evolution is possible. However, in the natural sciences one 
of the most important open problems of our age is how the first DNA or RNA 
molecules came into being, that is, how life started. Several confiicting theories 
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exist tha t can more or less be divided into two large groups, tha t of "protein 
first" and of "RNA first," where the basic problem is that without sufficiently 
long RNA molecules it is difficult to imagine how complex protein molecules 
can be synthetized, and without enzymes long DNA or RNA molecules cannot 
emerge and survive through several generations. We shall elaborate on this last 
point and then a theory will be dealt with that tries to solve the problem. 

Suppose that a polynucleotide molecule is of length m, i.e. its essence is a 
sequence of m nucleotides, and during its lifetime on the average it produces s 
copies of itself among which some may not be exact. For the sake of simplicity 
we assume that all copies are produced at the end of the average lifetime, so 
that we have discrete generations of polynucleotides and that every nucleotide 
in the sequence is copied correctly with the same probability 0 < p < 1. This 
means that this polynucleotide molecule will have sp™ correct copies by the 
t ime it disintegrates. As this is obviously a branching process (see Appendix 
1.4), the "genotype" of the polynucleotide may survive only if sp™ > 1, or if 

In s In s , , 
m < —; Pd , (4.3.1) 

— mp 1 — p 

(for p near to 1 we may write \np K, p — 1). Experiments suggest that RNA 
replication without any enzymes has approximately an error probability of 
1 — p = 0.05. If we assume that s is between 2 and 3, for example, then 
the bound in (4.3.1) implies a sequence of length < 20. This is far too short 
for protein synthesis. With the help of enzymes present in the cells of living 
organisms the error probability decreases considerably (by a factor of ten thou­
sand or more). Accordingly, the length of RNA of certain bacteria may be a 
few million units. The threshold of RNA length given by (4.3.1) is a serious 
t rap for any theory on the origins of life. If the RNA are not sufficiently long, 
enzymes cannot be synthetized and without enzymes RNA cannot reach the 
length necessary for enzyme synthetization. This antinomy is often called the 
error catastrophe or the information crisis. 

A way out of this t rap was suggested by Eigen in 1971 (see Eigen-Schuster, 
1979, and the references therein). Called the hypercycle, it is a mathematical ly 
well-founded theory of that which is not unimaginable from the point of view 
of "natural history." Laboratory experiments show that in the prebiotic ocean 
molecules of sugars, amino acids, nucleotides and the like, tha t is, the building 
blocks of life could be formed and were present as a consequence of cosmic radi­
ation and electrical discharges. Because metallic ions have a catalytic influence 
upon these, a large variety of short sequences could emerge out of these. These 
nucleotide sequences may synthetize quasiprotein molecules, which in turn may 
help to catalyze some other short nucleotide sequences. However, molecules 
formed this way disintegrate rapidly and are not able to form a relatively stable 
structure over generations. If we look closely at this situation, it becomes clear 
that the information carrying molecule / i synthetizes the quasicatalyst Ei, the 
latter helps with replication of the information carrying molecule I2, this one 
synthetizes the quasicatalyst E2, and so on. A chain is formed, and a large vari­
ety of these unstable structures float and compete with each other for building 
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blocks in the "primordial soup." It is then possible that the last member E„-i 
of a chain like this catalyzes an information-carrying molecule /„ such that the 
product of the latter is a quasicatalyst E„, which helps replication of the first 
member / i of the chain. 

Figure 4.3.1: The hypercycle of nucleotide sequences Ik and quasicatalysts 
Ek,{k=l,2,...,n). 

If this happens a loop is formed (see Fig. 4.3.1), and the members of this 
loop are in strong selective superiority compared to those outside. The members 
of the loop may then start a coevolution that leads to life. This is naturally an 
extremely short account of the essence of the theory. A more detailed exposition 
can be found in Rowe (1994), where the drawbacks and criticisms of the theory 
are also put forward. The mathematics of the hypercycle is treated in detail 
in Hofbauer-Sigmund (1998). We treat here the mathematical theory in a very 
concise form. 

Assuming that the quanti ty of the kth quasicatalyst is proportional to the 
quanti ty of the kth nucleotide sequence, we deal with just n substances where the 
kth one represents both the kth nucleotide sequence and the quasicatalyst. The 
basic assumption is that the reproduction of the kth substance is enhanced by 
the (k — l )st , (fc = 2, 3, . . . ,n) and that the reproduction of the first substance is 
enhanced by the n th one. The quantities will be denoted by Xk, (k = 1, 2, ..., n), 
and in order to simplify the formulae the notation XQ = x„ will be used. Further, 
it is assumed that the total quanti ty in the "soup" is constant, tha t is, there 
is a fiow that carries away surplus product. The simplest system of differential 
equations that satisfies these requirements is the following one, written first as 
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expressions for the per capita growth rates 

Xk /xk = r-kXk-i - g{x) , 

where r^ are positive constants and the function g is to be chosen in such a way 
that ^ ^ Xk is constant, tha t is, 

k=i *V = l^k=i ""'^ 2^k=i ""^^^-^^^ - si^) 1^,,^, xk = o. 

This means that g{x) = '^k=i^kXk-iXk I ^k=i^k- Substituting this into the 
system we obtain 

En / r—vn 

. riXi-iXi / > . Xi . (4.3.2) 

Introducing the notations c = X!li=i Xi , Ri = cri , dividing the previous 
equation by c, and turning to the equation for the frequencies pi = Xi/c, we 
get 

Pk= Pk iRkPk-i-'^.__^RiPi-iPi) , k = l,2,...,n. (4.3.3) 

This is called the hypercycle system. The construction was such that the simplex 
S = {p ^ M!ĵ  '• Pi -\- P2 -\- ••• + Pn = 1} is invariant with respect to this system. 
Ever since the set up of this system the aim of the research has been to clarify 
whether it has stable equilibria but if not, then is it able to survive some stable 
way? Only the most fundamental results are given here. 

If system (4.3.3) has an equilibrium P= {Pi,P2, •••,Pn) in the interior of 
the simplex S then its coordinates must satisfy Pf;_i= P/Rk where P = 
E"=iRi Pi-iPi- As 1 = J2Pk-i = PE^/Rk, then P = l/J2^/Rk, and 
Pk= {Rk+i Yl ^1 Ri) • The coordinate transformation 

Rk + lPk Qk/Rk + l / ; 1 o \ 
9k = ^^-^ ' Pk = ^ js , (k = l,2,...,n) 

l^i-t^i+iPi l^i'li/t^i+i 
carries the simplex S into itself, as can be seen just by adding up the qk co­
ordinates, and it takes the point p into the point q = (1 /n , 1/n, ..., l / « ) . By a 
somewhat lengthy but simple calculation system (4.3.3) is transformed into 

Qk = Qk [qk-i - X l f c i 9»-i9») ^^i'i) ' (^ = 1) 2, ..., n) , 

where //(g) = {^qi/Ri^i) . The trajectories and the direction of the motion 
along them does not change if we drop the positive scalar factor jj, on the right-
hand side of the last system. This way we arrive at the system 

qk = qk\qk-i-^.^_^qi-iqij , {k = l,2,...,n) , (4.3.4) 
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which is equivalent to (4.3.3) and easier to handle in our stability investigation. 
As we have seen, the center q = (1 /n , 1/n, ..., l / « ) of the simplex S is the only 
equilibrium of this system in the interior of the simplex. 

We study now the stability of this equilibrium point. For a start , the Lya-

punov function V (̂(/) ^ ^^{QIQ2-• -Qn 
) will be used. This function is clearly neg­

ative in the interior of S and tends to —CXD as q tends to the boundary of the 
simplex. It must assume its maximum in the interior of S. We obtain the max­
imum point by applying the method of Lagrange multipliers to the conditional 
extremum problem 

inaxV{q) = ? . 
qes 

We have to find the zeros of the system 

_d_ 

dqi 

^^ 1 = 0 

— (^In(gig2---gn) - A ( ^ ^ . g j - i j j = l / g , - - A = 0 , (i = 1, 2, ..., n) . 

E, 1^ 
The only zero of this system is obviously q . Thus, the function V assumes its 
maximum at the equilibrium point, with its maximal value V{q) = nln{l/n) 
= —nlnn, so that the function W{q) = V{q) — V{q) = —nlnn — ln{qiq2 • • .qn) 
is positive definite with respect to point q; it is positive everywhere on S except 
at the equilibrium where it is zero. We determine its derivative with respect to 
system (4.3.4). 

E n r — ^ n I r—^/ i > 

where in the last step a little trick was applied to write 1 in a suitable form. We 
study the cases n = 2 ,3 ,4 separately. 

If n = 2 a simple calculation yields W(4^3A)2 (?) = " ( ^ i ~ 92)^ < 0, and it 
is zero only if qi = q2 = 1/2, tha t is, at the equilibrium q. As a consequence, 
by Lyapunov's theorem (see Appendix 2.2) q is globally asymptotically stable 
with respect to the interior of the simplex. 

In case n = 3 a simple calculation yields 

P^(4.3.4)3 (q) = " 2 ((91 - 92)' + (92 - gs) ' + (gs - gif) < 0 , 

and it is zero only if qi = q2 = qs = 1/3, tha t is, at the equilibrium q. As 
a consequence again, q is globally asymptotically stable with respect to the 
interior of the simplex. 

For n = 4 a somewhat more complicated calculation yields 

14 (̂4.3.4)4 (?) = ~2^1'^ + 93 - 92 - q4f < 0 , 
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which is zero if g G A = {g G 5 : gi — 52 + 93 — 94 = 0). We are to apply 
now the Barbashin-Krasovskiy theorem (see Appendix 2.2) showing that the 
plane A does not contain positive semitrajectories except the equilibrium point 
q. The plane contains a trajectory only if its normal vector is orthogonal to 
the tangent of the trajectory, tha t is, to the right-hand side of system (4.3.4)4. 
The normal vector of the plane is the vector [ 1 , - 1 , 1 , - 1 ] , and the condition of 
orthogonality is 

1 • qi [q4 - J2.^^ Qi-iQij - 1 • 92 (̂ gi - ^ . ^ ^ Qi-i 

+ 1 • 93 [92 - Xl fc i * ' - i * ' ] - 1 • 94 [93 - Xl fc i * ' - i * ' 

= 9491 - 9i92 + 9293 - 9394 + (91 - 92 + 93 - 94) V " . , Qi-iQi 

= ( 9 1 - 9 3 ) ( 9 4 - 9 2 ) = 0 . 

Thus, a trajectory is contained in the plane A only if along the trajectory either 
gĵ  = 53 = i or 52 = 94 = 7 (since gĵ  + 53 = 52 + 94 and the sum of the four is 1). 
However, if gĵ  = 53 = i along a trajectory then gĵ  = 53 = 0, and from the first 

and the third equation of system (4.3.4)4 we have 54 = ^}2,i=\ Qi-iQi = 92 = 5, 
by also taking into account that their sum must be i . A similar argument for 
the second possibility implies that the only trajectory contained in the plane A 
is the equilibrium point q = ( 4 , 4 , 4 , 4 ) . Hence, with the quoted theorem the 
interior equilibrium is globally asymptotically stable in this case. 

We have seen that a hypercycle of two, three or four selfreplicating macro-
molecules arrives at a globally stable equilibrium in the interior of the simplex of 
frequencies, and this means that its members survive at a constant level in the 
long run. If the chain is longer the situation is not so simple. One may prove 
relatively easily by linear stability analysis that the interior equilibrium of a 
hypercycle of a dimension > 5 is unstable. Nevertheless, Hofbauer et al. (1991) 
have proved that in such higher dimensional hypercycles the solutions tend to 
orbitally asymptotically stable periodic solutions, tha t is, such hypercycles also 
survive not on a constant level but with oscillating frequencies of the members. 
There is mathematical evidence of the expectation that once a hypercycle oc­
curred in the "primordial soup" the replicating molecules that had not become 
a member died out and also that if several disjoint hypercycles occurred then 
competition eliminated all but the fittest. 

The evolution of the hypercycles is envisaged the following way. Sup­
pose that there is an "old" hypercycle whose participants have quantities 
xi{t), X2{t), ..., x„{t) as before, and a "new" hypercycle emerges that has a com­
mon element, say, that of index 1 with the old one. The quantities of the partic­
ipants of the new hypercycle will be denoted by xi{t), x„-\.2{i), •••, Xn+m{i)- It is 
assumed again that the total quanti ty of all the participants remains constant, 
tha t is, 

E n-\-m 
Xiit) = C . 
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Then in complete analogy to system (4.3.2) we may write the system governing 
the dynamics of the two hypercycles in the form 

xi = riXiXn+rixix„+m - xig{x) 

'^i — ^i'^i'^i—1 '^i9\'^) 7 \^ — ̂ 7 ^ 7 • • • 7 ^ j 

in + 2 = r„ + 2Xn + 2Xl - X„ + 2g(x) 

x„+j = rn+jXn+jXn+j-i - x„+jg{x) , {j = 3, 4 , . . . , m ) , (4.3.5) 

where x = (xi, X2, •••, x„, x„+2, •••, Xn+m), ri is the growth rate of xi in the new 
hypercycle and 

9{x) = - ({riXn+riXn+rn)xi+y^^, ViXiXi^i 
C V •^—'8 = 2 

+ r„ + 2X„ + 2Xl + V ] . _ J ' n + i « n + i « n + i - l ) • 
J — 3 / 

Multiply the second equation by x„+2 and the (n + 2)nd by X2 (these are the 
molecules in the old and in the new hypercycles that are catalyzed by xi) and 
subtract the two equations from each other, 

X2Xn + 2 - X2Xn + 2 = (j'2 " J'n + 2)«2«n + 2« l • 

Dividing the last equation by {x„-\-2)^ we obtain 

X2 \ / \ X2 
(r2 - r„+2)xi-

^Xn+2/ Xn+2 

Dividing the last equation by X2IXnYi and integrating we get 

X2'^) a;n + 2(0) (I \ C I \J 
77- 7-n—= exp r2 - r„+2 / ^ i r d r 

Xn + 2{t) «2(0) V -'0 
Suppose that r2 < r„+2- In system (4.3.5) the right-hand side of the equation for 
xi is greater than the right-hand side of the corresponding equation in system 
(4.3.2) but if the dynamics of xi is governed by (4.3.2) then as t tends to 
infinity xi{t) tends either to a positive constant or to a positive periodic function 
depending on how large n is. In both cases xi{t) stays above a positive constant 
and so does it, a fortiori, if its dynamics is governed by (4.3.5). This implies 
that in the last equation the right-hand side tends to zero as t tends to infinity, 
tha t is, X2{t) tends to zero. But if a;2(^) tends to zero then the right-hand side of 
the equation for xs becomes negative sooner or later, so that xs{t) also tends to 
zero, and so on. Thus, we see that if a new hypercycle is formed with xi taking 
part and in this new one it plays the role of the catalyzer more efficiently then the 
old hypercycle will die out and the new one will take over. This simple argument 
shows that hypercycles are apt to a certain kind of evolution. This abstract, 
prebiotic evolution of hypercycles is different from the Darwinian evolution of 
living creatures that led to an extreme diversity of different species. There is no 
branching in this imaginary evolution-there is a single line of fitter and fitter 
macromolecules that leads to the well-defined single device of replicating DNA 
and RNA that characterizes all living creatures, tha t is, life on our planet. 
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4.4 The Immune System 

Most living creatures, human beings in particular, are equipped with a defense 
system that fights foreign materials (like proteins) called anttgenes tha t invade 
the body. This is called the immune system. Its formation and mechanism 
probably presents, the most complex problem faced by contemporary medicine. 
In the past 30 years and especially since the acquired immune deficiency syn­
drome (AIDS) became a worldwide scourge caused by a virus that attacks and 
destroys the immune system, great effort has gone into studying it with several 
important points still awating clarification. It is impossible to explore the de­
tails of the mechanism and to explain the problems in this limited forum. We 
give here a very simplified description of how the system works and then an ex­
tremely simple mathematical model will be treated. For those who want to go 
to the heart of the mat ter , Rowe (1994) has written a concise, understandable, 
and fairly comprehensive account. 

The cells that play a role in the immune response of the organism to an 
attack by foreign cells or molecules develop from plasma cells found in bone 
marrow. There are two important types of lymphocytes, cells into which plasma 
cells develop-_B cells tha t mature in the bone marrow and T cells tha t move to 
the thymus gland and mature there. These B cells synthetize antibody molecules 
that are able to bind to antigenes and destroy them. Three kinds of T cells are 
distinguished-killer, helper and suppressor T cells. The first type is capable of 
destroying cells of the host organism that have been infected by the antigene, 
the second type helps proliferate B cells when an antigene gets into the organ­
ism, the third type suppresses immune reaction. When a foreign cell or protein 
molecule enters the organism for the first t ime, it triggers multiplication of lym­
phocytes, especially those that are able to synthetize antibodies that the given 
antigene. The human immune system is able to produce Pd 10® — 10® different 
antibodies. Although this is a very large number, it is not yet clear how the 
system responds to the virtually infinite number of different antigenes that may 
enter the organism. Neither do we know yet exactly how the system recognizes 
that it has already encountered a certain antigene because if the same antigene 
enters the organism after some time has passed since the first encounter, the 
response is different, tha t is, the organism may have developed "immunity." 
Another problem involves the immune system's ability to distinguish "self"cells 
from foreign ones and not attack the former. Any description of the "immune 
network" is also in statu nascendi. There are different and sometimes confiict-
ing theories explaining these phenomena but we shall not go into this here. 
DeLisi (1983) and Perelson (1989) treat some of these problems. In the sequel a 
schematic model from Marchuk (1983) will be presented. This model is perhaps 
one of the simplest but has the advantage that it takes into consideration the 
delay inherent in the problem of immune reaction and yet still yields itself to 
relatively easy mathematical study. More sophisticated models, such as Bell's 
model can be found in the literature quoted and also in Marchuk's work (1983, 
1997). 

The virus (antigene), the antibody and the lymphocyte (plasma cell) concen-
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trations at t ime t will be denoted by V{t), F{t), C'{t), respectively. Besides these 
the model has been developed to describe an attack on a well-defined organ (e.g. 
tha t of the hepatitis virus on the liver) and is able to measure the damage to 
the organ in question at t ime t, denoting it by m{t). Naturally, V,F,C must 
be positive and it is supposed that 0 < m[i) < 1, the values 0 and 1 meaning 
a healthy organ and complete damage, respectively. Denoting the reproductive 
rate of the virus by /3 > 0 and the "predation rate" of antibodies by 7 > 0, we 
obtain the equation governing the dynamics of the antigene in the organism 

dV 
-^ = iP-iF)v. 

The normal level of plasma cells in a healthy organism will be denoted by C*; 
if the level is above this value it drops and if it is below this it increases. The 
presence of antigenes and antibodies bound to them stimulates the multiplica­
tion of immunocompetent B cells, with the growth rate proportional to FV. The 
production rate seems to be dependent on the condition of the organ attacked-if 
it has been severely damaged the production rate falls. Based on this hypothesis 
the rate of proportionality is assumed in the form a^[m) where a > 0 and ^ is 
a positive nonincreasing function ^(m) = 1 for 0< m < m* and it decreases to 
zero in the interval m* < m < 1, expressing the fact that a slightly damaged 
organ does not infiuence the immune system. This way we arrive at the second 
equation 

S I = ai(m(t))F(t - T)V(t - r) - ^,(C(t) - C*) , 

where jic > 0, and r > 0 indicates the delay, that is, the t ime needed for 
formation of immunocompetent B cells. Proceeding, we denote by p > 0, ?y > 0, 
and jjLj y Q the production rate of antibodies by B cells, the number of antibodies 
needed for the neutralization of an antigene, and the death rate of antibodies, 
respectively. The dynamics of antibody production is then governed by the 
equation 

dF 
— = pC-rjjFV-iJfF. 

Finally, assuming that the damage of the target organ is proportional to the 
quanti ty of antigene with rate cr > 0 and that the recuperation rate of the 
organ is / / „ > 0 we write 

dm _ ( aV — Hmm, 0 < m < 1 

~dt ~ \ 0, m > 1 

The last equation expresses the fact that if the target organ has been completely 
destroyed, the damage process stops. In summation, we have obtained a 4D 
system of differential equations in which we have to write out the argument t 
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everywhere because it is a delay system: 

dV{t) 
{p-^F{t))V{t) 

aC{m{t))F{t - T)V{t - r) - fi4C{t) - C*) 

pC{t)-vjFit)Vit)-iJfFit) 

(4.4.1) 

dt 
dC(t) 

dt 
dF(t) 

dt 
dm{t) _ ( aV{t) - fimm{t), 0 < m < 1 

dt [ 0 , m > 1 

We are interested in the solutions of this system for t > 0 because the antigene 
attack is supposed to occur at t ime 0. For a delay system one has to give tmtml 
functions on the interval (—r, 0) as initial values (see Appendix 2.1). In our 
case this is easy, 

V(t) = 0, t < 0, 1/(0) = K) > 0, (4.4.2) 

and, as delay is present only in the second equation in the first term, which is 
zero for t < 0, it is sufficient to prescribe the values of the rest of the functions 
at t = 0, 

C(0) = Co > 0, F{Q) = Fo>0, 0 < m(0) = mo < 1 . (4.4.3) 

Note that by this we assume that there are immunocompetent cells and suitable 
antibodies present at the beginning. If this is not the case the organism either 
may be defenseless to the given antigene or by "hypermutation" it may develop 
a response during the attack (see Rowe, 1994) but capturing this phenomenon 
requires a much more complex model. 

We study now the behavior of the solutions of model (4.4.1) under initial 
conditions (4.4.2)-(4.4.3). The positivity and existence of the solutions is to be 
shown first and then the stability of the equilibria will be studied. 

Solutions belonging to nonnegatwe initial conditions remain nonnegatwe for 
all t > 0 m their domain of existence. We establish this property the following 
way. From the first equation of the system we have for t > 0 

Vit) = Voexp(f {f]-jF{s))ds\ > 0 . 

For t G [0, r ) we have by (4.4.2) V{t — r ) = 0 and therefore in this interval the 
second equation of the system has the form 

f = -MC-C'}. 

If for some to G [0, r ) the function C becomes zero, C{to) = 0, then at this point 

(J (to) = jJ-cC* > 0, so that C cannot assume negative values. The nonnegativity 
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of F and m on interval [0,r) is established similarly. An analogous argument 
works on the interval [r, 2r) provided that the solutions are defined on this 
interval too. Similarly, we may establish the nonnegativity of the solutions on 
[riT, {n + l ) r ) for all n = 0, 1, 2, 3, ... . 

Every solution belonging to nonnegatwe initial values is defined on [0,CXD). 
We show first tha t the solutions are defined on [0 , r ) . On this interval the fol­
lowing obvious estimates hold for the right-hand sides of system (4.4.1) 

V<13V , C = -Hc{C -C*) , F<pC-njF , m = aV - i^mm . 

This means that the linear system 

Xi=(3xi , i'2 = -l^c{X'2- C*) , X3 = pX2 - l^fXs , X4 = aXi - PrnXi 

is a "majorant system" to (4.4.1). This implies that any solution of system 
(4.4.1) that belongs to the same initial conditions as a corresponding solution of 
the linear system stays below the latter. As the solutions of the linear system are 
defined for all t > 0, and the solutions of Eq. (4.4.1) belonging to nonnegative 
initial values are nonnegative, the latter are defined on [0,r) at least. On the 
interval [r, 2r) the following inhomogeneous linear system is majorant to (4.4.1), 

i;i = /3a;i, X2 =-pc(x2 - C*) + b(t), X3 = px2 - pjxs, X4 = axi - prnXi , 

where h{t) = aF{t — T)V{t — r ) , which is a known function for t G [r, 2r) (we 
have used the fact that 0 < ^ < 1 ). Using an argument similar to the preceding 
one, we may establish the existence of the solution of (4.4.1) on [r, 2 r ) , and so 
on. 

We turn now to the study of the equilibria. To simplify the calculations we 
suppose that the value of m falls into the interval [0, m*), so that in the second 
equation £,{m) can be replaced by 1. By making the right-hand sides of system 
(4.4.1) equal to zero an easy calculation yields the two equilibria of the system 

El = {Vi,C\,Fi,mi) = {0,C*,pC*/iJf,0) 

and 

E2 = {V2,C2,F2,m2) 

PcjPfP - PlC*) pfuf) - pcj^rjC* P_ (T pc{pfl3 - pjC*) 

l3{ap-pciv) ' l{o:p - l^civ) ' l' Pm l3{ap-pciv) 

where the second one is in the positive orthant of the space only if 

sign {pfl3 - pjC*) = sign {ap - pdv) = sign (/U/a/3 - pd^rjC*) ^ 0 . (4.4.4) 

To determine the stability of the equilibria we linearize the system at Ei, i = 
1,2. The coefficient matr ix of the linearized system is the Jacobian matr ix of 
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the right-hand side of (4.4.1) but one has to take into account at which term 
the delays occurred. The linearized system is 

2/1W = W - lFi)yi{t) - jViya 

y2{t) = aFiyi{t - T) - ficV'jit) + aViysit - T) 

mit) = -viPiViii) + py2it) - iviVi + Pf)y3it) 

2/4 W = Tj/1 ( / ) - / / „ J/4 W, ( i = l , 2 ) . (4.4.5) 

We obtain the characteristic equation of this system by substituting y[t) = e^*s 
where s is a constant column vector, the eigenvector corresponding to the 
eigenvalue A. The condition of the existence of a nonzero solution of this form 
is the characteristic equation of the linear delay system of equations (4.4.5): 

det 

0 0 -l^m - A 

The roots of this equation are the eigenvalues. Note that this is no longer 
necessarily a polynomial equation (see Appendix 2.2). However, in substituting 
the coordinates of the equilibrium Ei we are in luck because the characteristic 
equation turns out to be 

(//„ + X)iijf + X)iiJ, + A)(A - (/3 - jpC*/iif)) = 0 . 

The equilibrium Ei is aymptotically stable if all the eigenvalues have negative 
real parts (see Appendix 2.2). Because the first three roots of the last equation 
—Pm, ~P!, ~Pc are negative we arrived at the following theorem. 

T H E O R E M 4 . 4 .1 . / / ij,j(3 < -fpC* then the equilibrium Ei is asymptotically 
stable. 

This equilibrium clearly represents the disease-free state, tha t is, no viruses 
are present in the organism (Vi = 0) and the organ in question is not damaged 
{nil = 0). The condition of the theorem is intuitively reasonable; it says that 
if the multiplication rate of the antigene and the disintegration rate of the 
antibody are small, both the normal plasma cell level and the effectiveness of 
the antibody to bind to the antigene are high, and the antibody's production 
rate is large, then the disease-free state is stable. However, the stability criterion 
based on linearization and eigenvalues ensures only local stability but does not 
tell us how large perturbations from equilibrium are tolerated by the system so 
that it is able to return to the equilibrium state. In the case discussed here, we 
are able to give a threshold value of the quanti ty of attacking antigenes under 
which the immune system is definitely able to drive the intruding antigene to 
extinction. We shall suppose that at the beginning of the antigene attack the 
immunocompetent plasma cell, the antibody level, and the state of the organ 
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in question have a disease-free equilibrium value and only the initial antigene 
quanti ty differs from the equilibrial value zero. 

T H E O R E M 4.4.2. If the condition of Theorem 4.4.1 holds, the initial values 
are Co = Ci = C*, Fo = Fi = pC* /^j, mo = mi = 0 , and 

0<Vo< 2P91ZJ!II, (4.4.6) 

then the function V{t) is monotone decreasing on (0,CXD) and tends to zero as t 
tends to infinity. 

P R O O F . Because of the conditions /3 — 'JFQ = (3 — 'fpC*/jij < 0, hence, 
by the first equation of system (4.4.1) V^(0) < 0. Therefore, also V{t) < 0 
in a right-hand side neighborhood of 0. Suppose that V is not decreasing on 
the whole interval (0,CXD). Then there is a first to y Q such that V{t) < 0 for 
t G (0,to) , y{io) = 0 , and V{ti) > 0 for some ti > to arbitrary near to to. 
However, these inequalities imply that (3 — 7_F(to) = 0 (as V^(to) > 0), tha t 
is, F{to) = j3/-i and j3 - -fF{ti) > 0, tha t is, F{ti) < /Sf-j. This implies that 
F{to) < 0 must hold. We deduce an inequality that contradicts the last one. 
From the third equation of system (4.4.1) we have 

Fito) = pCito) - VlVito)P/j - pjPh • 

However, because the derivative of V is negative on (0, to), therefore V{to) < Vo, 
and by the second equation of system (4.4.1) 

djCjt) - C*) _ dC{t) 

It - ~ i r - - / ^ - ( ^ w - c } , 
so that C(t) -C* > (Co - C*)exp(-pct) = 0, tha t is, C(to) > C*. Applying 
these inequalities and (4.4.6) we obtain the following estimate for the derivative 
oi F, 

F{to) > pC* - T^pVo - PsP/i > pC* - ^(]2P91ZJ!II _ ^^f]/^ = 0 , 
pril 

and this yields the contradiction. Thus, we have proved that V is decreasing. 
Now we prove that it tends to zero. As we now have V{t) < Vo for a lH > 0 we 
may estimate again the derivative of F, this t ime at arbitrary t > 0 from the 
third equation of (4.4.1) 

F{t)>pC*-ivjVo+Pf)Fit). 

This implies that F{t) is greater than the solution of the differential equation 

y(t) = pC* - (T/VO + Pf)y(t) 
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tha t belongs to the initial condition j/(0) = Fi = pC*/jij, tha t is, for t > 0 

F{i) > P^* + (pC*/pf P^—-] e-(')7V'o+M/)t > PC'* 
ri-jVo + pf V Tl^o + l^f J ^11^0 + IJ-f 

By estimating the first equation of (4.4.1) applying the last inequality we obtain 

V{t) < f/3 - 7 f * ) V{t) , 
\ rijVo + pfj 

and this means that for t > 0 

pC* 
0<V(t) <Voexp [(]--/ 

r]jVo + pf 

but by (4.4.6) the expression in brackets is negative, which implies that V tends 
to zero, indeed, as t tends to infinity.D 

The expression on the right-hand side of inequality (4.4.6) is called the im­
munological barrier. The immune system is definitely able to resist an attack if 
the intruding antigenes are fewer than the barrier. Continuing the explanation 
given following Theorem 4.4.1, if we look at the denominator of the immuno­
logical barrier we see that the fewer antibodies needed for neutralization of an 
antigene, the higher is the barrier. While the rest of the parameters seem to 
be difficult to infiuence it is clear that the barrier can be raised by increasing 
the normal immunocompetent plasma cell level C* and the rate of antibody 
production p. 

A much more difficult stability analysis is needed for equilibrium E2, which 
represents a chronic disease caused by an antigene. We can not go into this 
here but Marchuk (1983) establishes a sufficient condition for the asymptotic 
stability of E2 tha t uses the reversed inequality of Theorem 4.4.1. This means 
that there exists a sufficient condition for the stability of E2 if the sufficient 
condition of stability of Ei does not hold. It is an open question whether both 
El and E2 could be stable at the same time. In this case the outcome of an 
attack by an antigene would depend on the initial conditions. 



Chapter 5 

MORPHOGENESIS AND 
PATTERN FORMATION 

In this chapter we look at some of the a t tempts to construct mathematical 
models that could describe mammalian cellular differentiation at the embry­
onic stage that leads to the formation of different organs. In the first Section, 
Thom's catastrophe theory, probably the first general mathematical theory that 
a t tempted to capture this phenomenon in its entire complexity, will be concisely 
handled. In the second Section the less general, but notwithstanding, difficult 
problem of pat tern formation in animal hides and shells will be treated. 

5.1 Modeling the Embryo—Thorn's Catastrophe 
Theory 

Thom's StahtUte structurelle et morphogenese was published in 1972 and re­
sulted in a kind of revolution in applied mathematics . Although dynamical sys­
tems had been applied earlier in biology-for instance, by Euler, the Bernoullis, 
Volterra, Fisher, and others-this book made a breakthrough in applying math­
ematics in the "soft sciences" including biology, psychology, the humanities etc. 
To be sure, the revolution was followed by a restoration, as was often the case in 
other respects, and some applications were severely criticized; nevertheless, since 
then "the world has been different." In this Section an informal presentation 
of the elementary catastrophe theory will be given along with those a t tempts 
made to apply it to embryology. It is to be observed that this application was 
Thom's (1972) main original aim. 

The embryo is in this context a biochemical system evolving from a single 
fertilized egg cell through a sequence of successive mitoses. First, two then four 
then eight etc. seemingly identical cells make up the embryo but at a certain 
stage the cells begin to differentiate, boundaries appear inside the system, and 
on the two sides of the boundaries tissues develop in different directions. It is 
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through this process that different organs, bones, muscles, epidermis, etc. come 
into being and differentiate from each other. The problem is how we can grasp 
mathematical ly the process of differentiation which involves discontinuities in 
living tissue. The theory put forward by Thom in trying to solve this problem 
follows. We must note in advance that although the theory cannot claim much 
practical success, it still gives a valid framework of thoughts regarding this 
problem. 

In an evolving embryo properties of living tissue are characterized by a very 
large amount of data, including values of the mtnnstc parameters (or the state 
variables) of a system such as concentrations of different biochemical substances, 
the temperature, etc. The variation of these values in t ime can, in principle, be 
modeled by a continuous dynamical system, that is, by an autonomous system of 
differential equations of high dimension. The values of the intrinsic parameters, 
the densities, the temperature etc. may vary on a fast t ime scale and may 
tend to an at tractor of the dynamical system. However, the dynamical system 
itself, which describes the biochemical dynamics, varies from point to point in 
the living tissue and also as t ime passes by on a slow time scale on which we 
observe the evolution of the embryo as a whole. This means that our dynamical 
system depends on four external parameters, tha t is, three spatial coordinates 
and "slow time." The dynamical system is supposed to be smooth (the right-
hand side of the system of differential equations belongs to the C°° class as a 
function of the intrinsic and the external parameters) . The vector of the state 
variables will be denoted by a; = (a;i,a;2, •••,Xn) , the three spatial coordinates 
and the "slow time" will be denoted by uiU2,us and M4, respectively, so that 
the vector of the external parameters is M = (MI_M2, ^3 , ̂ 4). Thus, the evolution 
of the embryo is represented by the smooth autonomous system of differential 
equations 

i = f{x,u), (5.1.1) 

where the overdot denotes derivative with respect to "fast t ime" t. At a certain 
point {uiU2, Us) in tissue that , for example, will develop into the liver, and at a 
certain moment M4 in the t ime interval during which the embryo becomes ripe 
to be born, system (5.1.1) normally has a single attractive equilibrium point and 
will settle down there. If u is varied just slightly, generically, the corresponding 
system behaves similarly, meaning it is equivalent to the neighboring ones, and 
has a similar attractor; in other words, by varying the external parameters 
continuously one expects that the at tractors of the system vary continuously but 
their qualitative characteristics do not change. For these concepts see Appendix 
2.3. However, it may happen that if certain points, curves, or surfaces are 
crossed in the space of the external parameters u the qualitative behavior of the 
attractors, their number or their stability changes, or they j u m p from one place 
to another. Where this happens, tha t is, where an arbitrary small variation 
of the external parameters may cause a qualitative change in the behavior of 
the system, is called the bifurcation or catastrophe sets of the system. Up to 
this point this is a bifurcation problem (treated in Appendix 2.3) that can be 
dealt with when the dynamical system is known. However, it was obvious when 
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the theory was put forward (and it is yet the case) that we were unable to 
write out the system that modeled the embryo. Therefore, the problem had 
to be attacked from another direction. The mm of the catastrophe theory was 
to classify all the possible qualitatively different ways how a system, depending 
on external parameters, may undergo a change m its qualitative behavior. If 
such a classification were possible, then on the basis of observations one could 
tell what is happening at a certain bodily location on an embryo at a certain 
moment when the tissues differentiate. Unfortunately, this aim also turned out 
to be impossible to achieve a general form. However, based on in-depth results 
of topological dynamics the finite classification could be accomplished in the 
special case of gradient systems with four (later five) external parameters. This 
is now called the elementary catastrophe theory. We shall sum up its essence and 
the classification theorem for such systems. For more details see, for example, 
Poston and Stewart (1978). 

System (5.1.1) is a gradient system if the vector field on the right-hand side 
is the negative gradient of a smooth scalar function V : M" x M'' i—> M, that is, 
/ = —gradj;U, where the gradient is to be taken with respect to the first vector 
variable x G M" , gradj;U = [V^ ,V^ , ...,V^ ], and smooth means of class C°°. 
For the gradient system 

X =—gY&d^V{x,u) , (5.1.2) 

the classification problem of vector fields depending on parameters is reduced 
to the classification of their ^^velocity potential function'' V, which is somewhat 
easier. A gradient system has neither periodic (closed) nor homoclinic orbits (see 
Appendix 2.3 and Farkas, 1994). The motion governed by a gradient system 
is always in the direction of decreasing potential so that the minima of the 
potential are normally the asymptotically stable equilibria of the system (cf. 
Appendix 2.2). 

We say that the point [x,u) G M" x M'' is a critical point of V if the gradient 
is zero at this point: gT:a,A^V{x,u) = 0. The projections of the critical points 
to the space M" are clearly the equilibria of the gradient system (5.1.2). The 
critical point is said to be nondegenerate or hyperbolic if at this point the Hessian 
of the function, that is, the determinant made up by the second derivatives is 
not zero, det[U^''^^] ^ 0. We say that for a fixed u G M'' the function V{», u) is 
a Morse function if in every compact subset of M" it has but a finite number of 
critical points and all the critical points are hyperbolic. Morse functions form 
a generic set in the space of all smooth functions from M" to M. This means 
that they form an open and dense set. Open means that every Morse function 
has a neighborhood in the space of functions in which all functions are Morse. 
Dense means that in an arbitrary small neighborhood of any function there is 
a Morse function. In other words, this means that if a Morse function is varied 
"slightly," it remains a Morse function, and that any smooth function may be 
moved into a Morse function by arbitrary small variation. Wha t is "small" 
and what is "neighborhood" in the space of C°° functions is not easy to say. 
Roughly described, a function is near to another function if the modulus of their 
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difference and the moduli of the differences of all their respective derivatives are 
small. 

We turn first to the structural stability problem (cf. Appendix 2.3) of Morse 
functions and then to the same problem for families of functions depending 
on external parameters. If a G M" is a hyperbolic critical point of a function 
F : M" I—y M, x i—> F{x), then by Morse's lemma there is a smooth coordinate 
transformation or, in other words, a C°° diffeomorphism h : M" i—> M", y i—> 
h{y) = X such that h{0) = a and in the new coordinates in a neighborhood of 
the point y = 0 the function assumes the form 

{F o h){y) = F{a) - yj - yl - ... - yl + yl^, + ... + yl . (5.1.3) 

The nonnegative integer 0 < m < n characterizes the critical point; if m = 0 
then a is a minimum, \i m = n then it is a maximum point, if 0 < m < n then 
it is called a Morse m-saddle. The value m is an mvanant of the function, it 
determines the type of the critical point; for any admissible coordinate trans­
formation that carries the function F into the form (5.1.3) the value of m is 
the same. The type of a hyperbolic critical point is structurally stable. This 
means that any function close to F has a critical point of type m near to point 
a. It is to be noted that a hyperbolic critical point is always isolated, that is, it 
has a neighborhood in which there is no other critical point. We say also that 
the function F is structurally stable m a neighborhood of its hyperbolic critical 
point. Clearly, Morse functions are structurally stable at every critical point 
because every critical point is hyperbolic. As we see, here we have a generic set 
of structurally stable functions, and exactly this property makes the difference, 
that is, makes gradient systems more manageable than general smooth systems. 
As mentioned in Appendix 2.3, in the space of general systems of dimension 
higher than two, structural stability is not a generic property. 

Let F : M" i—> M, x i—> Fi^) be a smooth function with a critical point at 
a and G : M" i—> M, x i—> G{x) another smooth function with a critical point 
at h . We say that F at a is equivalent to G at h if there is a diffeomorphism 
(a smooth and smoothly invertible transformation) h : M" i—> M" and a real 
constant 7 such that h{h) = a and (F o h){x) + 7 = G{x) in a neighborhood 
of h. By applying this concept we may say that every Morse function at each 
critical point is equivalent to some quadratic function of the form —yf — y\ 
—... — j/j^ + j/ĵ _|_]̂  + ... + j/j^ (at zero). It is easy to see that two Morse functions 
are equivalent to each other at corresponding critical points if and only if the 
critical points are of the same type. 

If the smooth function F : M" 1—> R,x 1—> Fi^) has a degenerate critical 
point at a G M", then the matr ix [F^'^^^] at this point is singular; its rank is 
< n. For sake of convenience, the rank will be denoted hy n — q where 0 < q < n 
is called the corank of the matr ix . (Corank zero means a regular matr ix) . The 
following theorem is the generalization of Morse's lemma to degenerate singular 
points. 

T H E O R E M 5 .1 .1 . Suppose that F is a smooth function with a degenerate 
critical point at the origin and the corank of the matrix [F"^ ] is q > 1; then 
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F IS equivalent to a function of the form 

t \Xl, X2, •••, Xq) ± X^j^-^ ± X^j^2 i ••• i -^n 

where F,^{Q) = Q, i^^^jO) = 0, {i,k = 1,2, ...,q ) . 

The assumption that the critical point is the origin does not restrict gen­
erality because, by a simple displacement of the origin into the critical point 
this situation can always be achieved. The importance of the theorem is that it 
reduces the study of the critical point to that of a function of fewer variables. 
The coordinates called the essential ones, and the function F 

is considered to be equivalent to F. This can be done because in the direction 
of the "nonessential" coordinates the critical point behaves like a Morse saddle. 
It can be proved that a degenerate critical point is never structurally stable, so 
that F, or equivalently, F in the theorem is not equivalent to every function in 
its neighborhood. 

We shall extend these ideas to families of smooth functions dependent upon 
external parameters. The difficulty is tha t a family of functions dependent upon 
parameters may be structurally stable even if at certain values of the parameters 
the corresponding function of the family is not a Morse function. Nevertheless, 
the definitions of equivalence and structural stability are analogous to the sin­
gle function case. Assume that we have two smooth families of functions V : 
M" X M'' I—> M, {x, u) I—> V{x, u) and U -.M" xlSJ >—^ M, {x, u) i—> U{x, u); 
we say that they are equivalent (in a neighborhood of the origin, say) if a smooth 
function h : M" x M'' i—> M", a smooth function (a "constant" depending on the 
parameters M ) 7 : M'' 1—> M, and a diffeomorphism (a regular parameter trans­
formation) p : ISJ I—y ISJ exist such that h{0, u) = 0 , h{», u) is a diffeomorphism 
for all u, p{0) = 0, and 

V{h{x, u),p{u)) + j{u) = U{x, u) . 

As before, the family V is said to be structurally stable if it is equivalent to every 
family sufficiently near to it. There is also a theorem analogous to Theorem 5.1.1 
that makes it possible to reduce a function dependent upon external parameters 
to a function of the "essential" coordinates (and the parameters) only, which 
we shall not state here. 

The main difficulty in presenting the elementary catastrophe theory lies in 
the problem of how many external parameters are needed for a structurally sta­
ble family of functions. If a function V{x, u) where u are the external parameters 
is given it may happen, on the one hand, that some of the parameters may be 
discarded and what is left is still a structurally stable family, and on the other, 
tha t the family as it stands is not structurally stable but if more parameters are 
introduced it may be embedded into a structurally stable family. As there is no 
place here to present all the concepts needed and the exact theory, a shortcut 
is necessary. The usual procedure is to start from a degenerate critical point 
of a single function and construct a family of functions that contains the given 
one but is already structurally stable. When this is done the nonessential state 
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variables (x coordinates) have already been eliminated by the analog of Theo­
rem 5.1.1. The main result of Thom's Classification theorem is that it gives the 
number of different structurally stable families and characterizes them (up to 
four, later five external parameters) . The theorem will be stated in a simplified 
form and for families of functions that have four external parameters at most, 
even though it also holds if this number is five. For the proof and the extension 
see Trotman and Zeeman (1976). The space of r parameter families of smooth 
functions of n state variables, tha t is, functions that map M" x M'' into M will 
be denoted by C°°(M" x M^M). 

T H E O R E M 5.1.2. If r < 4 then m the space C°°(M" x M'',M) there is a 
generic set Q of families such that if V ^ Q and it is not a Morse family then 
after the reduction by the analog of Theorem 5.1.1 m a neighborhood of the 
origin it is equivalent to one of the following structurally stable families: 

if r=l: (i) to x\-\-uiXi , the 'fold"; 
if r=2: (ii) to ±x\ + U2x\ + uiXi , the "cusp"; 
if r=3: (ill) either to x\ + u^x^ + U2x\ + uiXi , the "swallowtail"; 

(iv) or to x\ + xix'2 + uiXi + U2X2 + u^x'l , the "hyperbolic umbilic"; 
(v) or to x\ — xix?2 + uiXi + U2X2 + uz[x\ + x'2) , 

the "elliptic umbilic"; 
if r=4: (vi) either to ±x\ + U4^x\ + u^x^ + U2x\ -\- uiXi , the "butterfly"; 

(vii) or to ±[x\x2 + a;|) + uixi + U2X2 + u^x'l + U4^x'2 , 
the "parabolic umbilic." 

The seven families of the theorem are Thom's elementary catastrophes. In 
fact, their number is ten because in (ii), (vi) and (vii) the plus and minus signs 
yield different families; the "plus family" has minima where the "minus family" 
has maxima and vice versa. We have to warn the reader again that the theorem 
does not say that if one has a three-parameter family, for example, then it is 
necessarily equivalent to one of (iii), (iv), and (v). First of all, it may not 
belong to the set Q of families, or it may belong to this set but it may contain 
a superfiuous parameter, so that it may be equivalent to (ii). The expressions 
(i)-(vii) tha t occur in the theorem are the unfoldmgs of the degenerate critical 
points (oY singularities) x\, ±a;f, x\, x\-\-xix'2, x\ — xix'2, ±a;f, ±{x\x2-\-x'^), 
respectively. If a function with a degenerate critical point in the origin is given, 
in principle, one may determine the minimal number of parameters needed to 
produce a structurally stable unfolding, that is, a family that contains the given 
function and is structurally stable. This number can be any natural number 
or infinity. In the latter case there is no structurally stable unfolding. The 
theorem says that if this number is 1, 2, 3 or 4 then the stable unfolding of the 
function is necessarily equivalent to one of 1, 2, 3 or 4 different possibilities, 
respectively, given by the theorem. It is to be mentioned that there are also 
much finer classifications of singularities (see Arnold, 1975). 

The simplest catastrophe on the list is the fold. The function F[x) = x^ has 
a degenerate critical point in the origin because -F'(O) = F" (0) = 0 (we drop 
the indices where possible in the sequel). Indeed, the functions of the unfolding 
V{x, u) = x^ + ux are arbitrary near to _F in a sufficiently small neighborhood 
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of the origin if |M| is small, for u ^ 0 they are Morse functions; for M > 0 
they have no critical points whatsoever and for M < 0 they have two hyperbolic 
critical points in the neighborhood of the origin, x = ±^/—u. The family V is 
structurally stable, containing, for M = 0, a structurally unstable (non-Morse) 
function. If we return to the corresponding gradient system (5.1.2) it is now 

presenting the saddle-node bifurcation at M = 0 described in 
Appendix 2.3. 

The most popular item on the list is the cusp. This is so because it has 
richer properties than the fold and, at the same time, it can still be represented 
by 3D graphics. The function F[x) has a degenerate minimum at the 
origin because F (0) = -F"(0) = 0. The "gradient" of the unfolding V{x, u, v) = 
x^ — ux^ — vx, where we chose negative signs for the sake of convenience, is 

12x' 2M. In 
1 and r = 2. The critical points of the family lie on the surface 

V^(x, u, v) = ix — 2ux — V and the "Hessian" is K. 
this case n 
M = {{x, M, t;) e M X M^ : Ax^ - 2ux - v = 0}. They are degenerate if at the 
point in question the second derivative is zero, V2x^ — 2M = 0. The system of 
the two equations (the condition that the point should belong to M and that at 
the point the second derivative should be zero) can be solved easily for x and 
the solution yields the curve K = {(M, V) G M 8M /27} in the plane of the 
parameters. This means that if {u,v) G K, then the corresponding element of 
the family has a degenerate critical point. The curve K, called the catastrophe 
set, can be seen on Fig. 5.1.1. 

- 0 . 4 - 0 . 2 0 . 2 0 . 4 V 

Figure 5.1.1: The catastrophe set of the cusp (MAPLE). 

The form of the curve explains the name cusp. Simple calculations show 
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tha t for parameter values outside the cusp the functions of the family have a 
single hyperbolic critical point, and if we look at the corresponding gradient 
system i = —Ax^ + 2ux + v, this is asymptotically stable. For values of (M, V) 
inside the cusp there are three hyperbolic equilibria, with the greatest and the 
smallest asymptotically stable and the middle one unstable. On curve K for 
[u,v) ^ (0,0) there are two equilibria, a fold-type degenerate (unstable) one 
and another hyperbolic (asymptotically stable) one. At (u,v) = (0,0) there is 
a single degenerate critical point that is asymptotically stable but not linearly 
stable (see Appendix 2.2). The surface M is shown on Fig. 5.1.2. 

Figure 5.1.2: The surface M of critical points of the cusp (MAPLE). 

The "catastrophic phenomena" occur if the parameters are continuously 
varied in the {u,v) plane. If for positive u coming from the left v is increased 
and the point (u, v) crosses the right branch of the catastrophe set K the system 
that has been settled in a stable way at the at tractor on the lower layer of the 
surface M loses this equilibrium and has to j u m p in a short t ime (the "fast 
t ime") to the only remaining at tractor on the upper layer of M. If the point 
{u,v) is moving back on the same route to the left the system will not j u m p 
back to the old equilibrium at the place where it has left it but only when the 
route crosses the left branch of K, tha t is, when the at tractor on the upper 
layer has disappeared. If for v = 0 the value of u is increased from the back 
to the front and the point {u,v) crosses the cusp point, tha t is, the origin in 
the parameter plane, the system's qualitative properties change-before it had a 
single stable equilibrium, after the crossing it has two stable and one unstable 
equilibria (the pitchfork bifucation treated in Appendix 2.3 can be observed). 
Wha t is important here is that these qualitative changes are consequences of 
the continuous variations of the external parameters. 

A hypothesis put forward by Zeeman (1975) in the field of embryology will be 
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Figure 5.1.3: Differentiation of cells in embryonic tissues. 

explained. Suppose a tissue in an embryo can be considered as a ID ("linear") 
continuum so that the evolution of the cells in this tissue is influenced by two 
external parameters, a spatial coordinate v and the "slow time" u, and that the 
evolution of the cells is governed by a gradient dynamics, tha t is, the evolution is 
towards minimizing the value of a smooth potential. To be sure, we know neither 
the dynamics nor the potential function but if these assumptions are accepted 
then, qualitatively, the evolution can be modeled by the cusp catastrophe. We 
shall represent the state variables by a single coordinate x but, as explained 
earlier, this is not a real restriction and serves only the purpose of simpler 
drawings. Now, if we look at Fig. 5.1.2, cells which were at the beginning of the 
evolution to the left (on the spatial axis v), evolve towards the states represented 
by the lower layer of the surface M, and those that were to the right move 
towards states represented by the upper layer. While at the beginning (u = 0, 
say) their state varied only slowly and continuously on the axis v, at the end of 
the gestational period there will be a considerable discontinuity in their state 
somewhere in the middle of the tissue; the organs have differentiated in the 
process. However, the qualitative character of the cusp allows a lot of freedom in 
drawing the actual shape of M. The picture drawn by Zeeman looks somewhat 
like the one on Fig. 5.1.3. If it is valid the evolution is not so smooth. Cells to 
the far left evolve from state xi to state xs, those to the far right evolve from 
the state X2 to the state X4, but those between the cusp point and the point 
VQ start to develop towards state X4 but having reached the edge j u m p down to 
the lower layer and will become xs cells. This "fast t ime" change may be the 
result of a triggering effect of some gene timed for some moment of the period 
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of gestation. In fact, a wave moves along the tissue from the point t; = 0 to the 
point V = VQ while, finally, at the end of the process the frontier stabilizes at 
VQ • In the work quoted some phenomena concerning amphibia are shown which 
support this theory. 

In Cooke and Zeeman (1976) the authors suggest a catastrophe theoretic 
model to describe a repeated pat tern (such as vertebrate somite) formation. 

The possibility of applying the elementary catastrophe theory is very much 
restricted by the condition that it concerns only gradient systems. This condi­
tion can be relaxed somewhat- the theory can be applied to dynamical systems 
that admit suitable Lyapunov functions (see Appendix 2.2), tha t is, scalar func­
tions that decrease along the trajectories. In this case the study of the critical 
points of the Lyapunov function replaces that of the potential of the gradient 
system. Even if the theory can be applied one cannot expect exact quanti tat ive 
results from it because it treats large classes of equivalent functions represented 
by a single function in normal form. The importance of the theory is that it 
yields a clear frame of thinking in many cases where exact models are not known. 

5.2 Animal Hide and Shell Patterns 

The fantastic variety of color and design observed in Nature of mammalian coats, 
tropical shells, butterfiies, fish and the like has always at tracted much human 
interest but a t tempts to provide a scientific explanation for this variety began 
in the second half of the twentieth century. The pat tern of mammalian coat 
is determined by the genome of the given species and is formed at some stage 
of embryogenesis but the genes themselves cannot create the pat tern. The first 
general theory based on the phenomenon of Turing bifurcation (see Appendix 
3.3) and on Wolpert 's positional information theory (see Wolpert 1981) was 
worked out by Murray and other authors (see Murray, 1989 and the references 
therein). In this Section we shall present this theory in some detail. At the end 
of the Section some other theories will also be mentioned with references. 

According to Murray's theory, which is one of the so-called "prepattern the­
ories, " the coat pat terns of mammals (such as tigers, leopards, zebras etc.) are 
created in several steps during the evolution of the embryo. The first important 
step is the diffusion of a chemical morphogen over the surface of the developing 
embryo at an early stage of the gestational period. It is not known yet what this 
morphogen is but its spatial distribution over the integument of the embryo is 
the prepattern that determines the color pat tern at a later stage. Much later in 
the gestational period certain cells (the would-be "melanocytes") wander and 
settle in the integument. These are able to produce melanin and create pigmen­
tat ion provided that having read out their position from the concentration of 
the morphogen they are induced to do so and to differentiate (or, alternatively, 
they move on). The combined effect of the prepattern and the capability of cer­
tain cells to obtain positional information from chemical concentrations in their 
neighborhood and to produce melanin leads to the color pat terns observed. In 
this complex process the characteristics of the different species are governed by 
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the genetically determined prepattern, which is created by a reaction-diffusion 
process involving pat tern formation due to Turing bifurcation. The assump­
tion is that a substrate and a co-substrate react and diffuse in the would-be 
epidermis of the animal embryo and that these are certain enzymes that settle 
in a genetically determined pat tern on a membrane and in a much later stage 
induce, activate, or inhibit melanin production. The integument is a 2D surface, 
considered in a rough approximation as either a rectangle or a kind of tubular 
surface, tha t is, a part of a cylinder or a cone. To illustrate the theory Murray 
used an experimentally tested model introduced by Thomas (1975) in another 
context. Denoting the density of the activator and the inhibitor at t ime t and 
place {x,y) (orthogonal Cartesian coordinates) by u[t,x,y) and v[t,x,y), re­
spectively, the dynamics is supposed to be governed by the system of reaction 
diffusion equations 

uu uv 
— = f{u, v) + Au , — = g{u, v) + dAv , 

where A is the "Laplace delta", A = ^ 3 -|- j - ^ in Cartesian coordinates, d > 
1 is the diffusion coefficient of the inhibitor (that of the activator has been 
transformed to 1), and 

/ ( M , V) = a — U — puv/(\ -\- u-\- Ku ), g(u, v) = a[b — v) — puv/(\ -\- u-\- Ku ). 
(5.2.1) 

Here all the parameters are considered to be positive. If the last term was not 
present in the expressions for / and g then clearly u and v would settle at M = a 
and V = h. The last term has an inhibiting effect on the production of both u 
and V, but if u is sufficiently large, as u is increasing it is decreasing (because u 
is quadratic in the denominator and only linear in the numerator) and tending 
to zero, so that its effect is small if u is large, while it is increasing with v 
linearly, tha t is, v can be identified as the inhibitor. If the domain where the 
reaction-diffusion process takes place is the rectangle 

R = {{x, y) -.0 <x <p,0<y<q} 

and no-flux (Neumann) boundary conditions are assumed, meaning that no 
reactant is arriving to R from outside or leaving it, then these conditions are 
expressed by 

«U^)0)S/) = Ki^^P^y) = u'yit,x,0) = u'y{t,x,q) = 0 

and identically for v. The results of the pat tern formation process depend very 
much on the scale where it takes place, in other words, on how large the domain 
i? is. It is therefore desirable to have the scale somehow present in the differential 
equations as a parameter. This can be achieved by transforming the coordinates 
and the t ime by 

x/VA, y = y/VA , t=t/A, (5.2.2) 
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where A = pq is the area of the rectangle R. This transformation carries the 
system into 

where now A 

Af{u,v) + AM 

, 9" 

v'- = Ag{u, v) + dAv (5.2.3) 

-§12 + jp , u{t, X, y) = u{tA, XVA, yVA) and similarly for v. 
The boundary conditions are also transformed, into 

u'i{t,0,y) = u'i [t,\/plq,y] = u'fj{t,x,0) = u'Jt,x,^/qlp) = 0 (5.2.4) 

and identically for v. Observe that if the domain R can be considered a square, 
tha t is, p = q, then in the transformation (5.2.2) \/A = p, the rectangle R goes 
into the square of side 1 and, accordingly, the boundary conditions also become 
simpler because p/q = 1. For convenience we drop the tilde in the notations in 
the sequel, so that in system (5.2.3) functions f,g are given by (5.2.1). 

Now, the kmetic system belonging to (5.2.3) is 

Af(u,v) V = Ag{u, v) (5.2.5) 

First, we shall determine the positive equilibria of system (5.2.5), which are, at 
the same time, the constant stationary solutions of the problem (5.2.3)-(5.2.4). 
The equations of the M = 0 and the v = 0 isoclines of system (5.2.5) are 

and 

[a/u + a — 1 + (aK — \)u — Ku ) /p . 

V = ab[l + u + Ku ) / [a + [a + p)u + aKu ) 

respectively. To be able to perform the calculations we fix the values of the 
parameters numerically, a = 1.5, K = 0.1, p = 18.5, a = 92, h = 56. 
Numerical calculations yield two equilibria with positive coordinates: {ui,vi) 
= (3.958, 6.6025) and {u2,V2) = (26.210, 12.813) (see Fig. 5.2.1). We are going 
to treat the second one. The derivative matr ix of the right-hand side of system 
(5.2.5) is 

A 

1 + M + Ku"^ 

A t (M2 , V2) it is 

1+u+Ku'-' t^"-

i--f^"' a(\ + u + Ku'^)+ pu pv 1+u+Ku'-' 

A 
0.7446 -5 .0556 
1.7446 -6 .5556 

Calculating the trace and the determinant of this matr ix we deduce that {u2, V2) 
is asymptotically stable (see Appendix 2.2). By linearizing the reaction-diffusion 
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Figure 5.2.1: The zero isoclines and the equilibria of the kinetic system (5.2.5) 
(MAPLE). 

system (5.2.3) at this equilibrium point and introducing the coordinates U 

u — U2, V = V — V2, we obtain 

yl(0.7446t/ - 5.05561/) + AU 

A(1.7U6U - 6.55561/) + dAV 

dU_ 
'W 
dV_ 

with boundary conditions 

u^t, 0, y) = K{t, Vp/q, y) = u'{t, x, o) = u'{t, x, VQ/P) = o 

(5.2.6) 

(5.2.7) 

and identically for V. Now we are to solve the linearized problem (5.2.6)-(5.2.7) 
by Fourier's method (the separation of the variables). The solution is similar to 
one shown in Appendix 3.3 in the general case but, where necessary, numerical 
values will be fixed more or less at will in order to obtain clear explicit results. 
According to the classical method applied, the solution satisfying system (5.2.6) 
and the homogeneous boundary conditions (5.2.7) is assumed in the form 

col[U{t,x,y),V{t,x,y)] = W{x,y)T{t), 

where the 2D vector T{t) =col[Ti{t),T2{t)] depends on the t ime only and the 
scalar function W{x,y) depends on the spatial coordinates; thus the latter is 
to be determined so that the boundary conditions be satisfied. Substituting 
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function WT into the system and dividing by W, the system 

Ti = yl(0.7446Ti - 5.0556T2) + TiAW/W 

n A(1.7U6Ti - 6.5556T2) + dT2AW/W 

is obtained. If we imagine the first equation divided by Ti and the second by 
T2, all the terms depend on t except the last ones, which depend but on x,y. 
This may be so only if AW/W is a constant, tha t is, AW/W = —A. This way 
we obtain a 2D system of ODEs for T: 

f = {AF' - \D)T (5.2.8) 

where 

F' 
0.7446 
1.7446 

-5.0556 
-6.5556 

D 
1 0 
0 d 

and an elliptic PDE for W 

AW -\W (5.2.9) 

with boundary conditions similar to (5.2.7). Eq. (5.2.9) is solved again by 
the separation of the variables, and W is assumed in the form X[x)Y[y) as 
substituted into the differential equation, which is divided by XY to yield 

Y" jY = -\-X"IX = -v , 

a constant because the left-hand side depends only on y and the right-hand side 
only on x. In solving the differential equation Y" = —vY it is easy to show 
that the solution satisfying the boundary conditions at j / = 0 and y = \/q/p 
is Y [y) = cos[y^/v), provided that v = k^n^p/q , fc = 0, 1,2, ... . Solving the 
differential equation X" = —(A — k'^ir'^pjq)X, the solution that satisfies the 

boundary conditions at a; = 0 and x = \/p/q is X[x) = cos ^x^y\^^k^^r^pJq\, 

provided that 

X = Xjk = n^fq/p + k^p/q) , j,k = 0,1,2, (5.2.10) 

These are the eigenvalues of the problem (5.2.9) with the given boundary con­
ditions. The corresponding solutions, the etgenfunctions, are 

Wjk{x, y) = cos yxJTT^/qJpj cos [yk-K^/p/qj . 

By substituting the eigenvalue A = Xjk into system (5.2.8), the latter has two 
eigenvalues jjLjki, IJ-jk2- The real parts of these are both negative if 

Trace(yl_F' - XjkD) < 0 

and 

det{AF' - XjkD) > 0 (5.2.11) 
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The trace is negative for every j , k because as already mentioned, the trace of 
the matr ix AF' is already negative. If /J^jki = A«jfe2, then clearly (5.2.11) holds 
too, so that if we look for a Turing bifurcation, that is, for the instability of the 
system (5.2.8), we may assume that the two //s are different. In this case the 
general solution of system (5.2.8) is 

T^i^it) = s^''^ exp(//,-feit) + s^''''e^Y>{Hk2t) , 

where s^ and s^ are eigenvectors corresponding to fijki and Hjk2, respec­
tively. "The general solution" of the problem (5.2.6)-(5.2.7) is then 

U{t,x,y) 
V{t,x,y) Y.is'^^^MNkii) (5.2.12) 

= 0 

•'''^exp(//jfe2^))cos (xJTT^/qJpj cos \ykTT^/])Jq] . 

j , k = 0 

+s-

If an initial condition is prescribed, that is, col[U{0, x,y),V{0, x,y)] is given, 
these functions are to be expanded into a Fourier series by the functions 
cos ( xJTT\/q/p] cos [ykTT\/p/q] , and the coefficients of these expansions deter­
mine the (length of the) 2D coefficient vectors s^''^ and s^''''^. If (5.2.11) holds for 
all j , k then all the terms in the series (5.2.12) tend to zero as t tends to infinity 
and this means that the zero solution of the linearized problem (5.2.6)-(5.2.7) 
is asymptotically stable. This also implies that the spatially constant solution 
(M2, V2) of the nonlinear problem (5.2.3)-(5.2.4) is locally asymptotically stable, 
meaning that solutions with initial values sufficiently near to (1/2,^2) tend to 
the latter as t tends to infinity. If this is the case, the diffusion process of the 
morphogen leads to an even concentration distribution over the epidermis and 
no pat terns are formed. 

For pat tern production some terms in the series (5.2.12) shall not tend to 
zero with increasing t ime. We may find nonnegative //s if for some j , k inequality 
(5.2.11) is reversed. The equation 

det(AF' - \D) = d\^ + yl(6.5556 - 0.7446rf)A + 3.9387^2 = 0 (5.2.13) 

will be considered. If this quadratic equation has no real root or both roots are 
negative then for positive As (5.2.11) always holds. If this equation has positive 
roots and some \jk fall in the interval between the roots then for these the 
determinant is negative. The roots of the equation are 

Ai_2 = (0.7446rf - 6.5556 ± V0.5544rf2 _ 25.5174rf-F 42.9759) A/{2d) 

We have real roots only if the expression below the square root is posi­
tive. The roots of the quadratic polynomial below the square root are di2 
= 1.7533; 44.2738. Values of d below 1.7533 are out because then both roots are 
negative, so that d must be larger than 44.2738. We set d = 50, tha t is, we 
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assume that the diffusion rate of the inhibitor is 50 times that of the activator. 
With this value of d the canonical form of Eq. (5.2.13) is 

A^-0.6135ylA +0 .0788^2 = 0 (5.2.13') 

whose roots are: Ai = 0.1831^1, A2 = 0.4305^1. If an eigenvalue Xjk is situated 
between these two roots then /J^jki < 0 < lJ-jk2, so that one of the exponentials in 
the corresponding term in series (5.2.12) does not tend to zero with increasing 
t ime t. Thus, if there are such eigenvalues then the zero solution of the linearized 
problem (5.2.6)-(5.2.7) is no longer asymptotically stable and as a consequence 
the spatially constant solution {u2, V2) of the original nonlinear problem (5.2.3)-
(5.2.4) is unstable. For those values of j , k for which iJ,jk2 = 0 the corresponding 
terms in series (5.2.12) are stationary (independent o f t ) but are nonconstant 
in the spatial variables x,y. This is what is called a pattern. One may prove 
(see what is said about this in Appendix 3.3) that in this case the nonlinear 
problem (5.2.3)-(5.2.4) also has a spatially nonconstant stationary solution near 
to that of the linearized one. If/Ujfe2 > 0, then the corresponding term in series 
(5.2.12) tends to infinity with increasing t ime. In this case we may suppose that 
in the nonlinear system some damping effect acts to keep the corresponding 
solution bounded. Although there is no mathematical proof for this, computer 
simulations suggest that this is so. 

In order to illustrate the situation we fix now the ratio of q and p: q/p = 4. 
Then A = Ap'^ and Xju = TT^{4:f + k^/4:). The smallest posit ive Xj}f IS AQI 
= 7r^/4 = 2.4674. If A, tha t is, p is small, then clearly no eigenvalue falls into 
the interval [Ai,A2]. As A is increased the roots of Eq. (5.2.13') increase, their 
distance increases too and, as a consequence, more and more Xjk get between 
them (while some are left behind, getting out) . With our choice q/p = 4 the 
condition 

0.1831yl < Xjk = T^'^ifq/p+k'^p/q) < 0.4305yl 

turns into 

0.2960J92 < 16f + P < QmiQp? . (5.2.14) 

Table 5.2.1 shows the index pairs of eigenvalues that satisfy (5.2.14) for some 
values of p. 

T A B L E 5.2.1 Index pairs with corresponding terms not tending to zero in 
series (5.2.12) 

p 
1 
2 
3 
4 
5 
6 

Index pairs {j,k) satisfying (5.2.14) 
NONE 
NONE 
(0,2) 
(0,3) 
(0,3) (0,4) (1,0) (1,1) 
(0,4) (0,5) (1,0) (1,1) (1,2) (1,3) 
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For illustration p = 5 is chosen. In this case the polynomial (5.2.13') turns 
into A^ — 61.35A+ 788.0. This parabola and the smallest eigenvalues Xjk are 
shown on Fig. 5.2.2. 

Figure 5.2.2: The parabola of Eq. (5.2.13') with p = 5, tha t is, A = 100 and the 
smallest eigenvalues: /QI = 2.5, /o2 = 9.9, /o3 = 22.2, /o4 = 39.5, ho = 39.5 
/ i i = 41.9, /i2 = 49.3 (MAPLE). 

As seen on Fig. 5.2.2, in accordance with Table 5.2.1 those terms of (5.2.12) 
that do not tend to zero are 

s°^^ exp(//032^) cos(37rj//2), s"'*^ exp(//042^) cos(27rj/), 

s exp[iJio2t) COS[2TTX), S exp[iJii2t) COS[2TTX) cos[TTy/2). 

According to what has already been said, we may suppose that the nonlinear 
problem (5.2.3)-(5.2.4) has a stationary solution near 

"2 

V2 
+ s"''^cos(37rt//2) 

+s°'*2 cos(27rt/) + si°2 cos(27ra;) + s " ^ cos(27ra;) cos(7rt//2) , 

where the 2D vectors s-''̂ ^ have small coordinates. The pat tern arises as these 
four modes get superposed upon the spatially constant equilibrial solution. On 
Fig. 5.2.3 the four modes are shown separately (assuming that the cosine terms 
have positive coefficients) on the \/p/q = 1/2 times \/q/p = 2 rectangle, with 
the dark regions representing higher and the white ones lower concentrations 
than the equilibrium. 
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Figure 5.2.3: Pat terns corresponding to the modes (0,3),(0,4),(1,0),(1,1) at p = 5 
on the \/p/q = 1/2 times \/q/p = 2 rectangle in the x,y plane; higher and 
lower concentrations than at the equilibrium are represented by dark and white 
regions, respectively (MAPLE). 

These simple calculations show how a great variety of pat terns may arise 
with such a mechanism. At the same time this provides an explanation for the 
observed fact that small animals, such as mice and hares etc. and large ones, 
such as elephants, rhinoceroses and hippopotamuses do not have coat pat terns. 
For small animals the domain of diffusion, that is, A in the previous example 
is small and therefore no eigenvalue falls into the interval of Turing instability. 
For very large animals too many eigenvalues fall into this interval and, as a 
consequence, too many modes get superposed upon each other. This results in 
a very fine pat tern that is not recognizable. 

The tail of a mammal can be considered as a very long cone that narrows 
as the end is approached. In the case of such a conical domain of diffusion one 
coordinate is measured along the length of the tail and the other one along the 
circumference of a cross section whose radius r is decreasing. For this second 
coordinate one has to prescribe "periodic boundary conditions" expressing the 
fact that point 0 of the circumference is identical to point 2r7r, so that at these 
points the concentrations must be equal. System (5.2.3) was solved numerically 
by Murray (1981) under such boundary conditions and the results coincided in 
a striking way with the observations. This can be seen on Fig. 5.2.4, which was 
used by Murray. 

In recent years there has been intensive research on the "stripes vs spots" 
problem, that is, why one species has stripes and another of roughly the same 
size has spots. We have no place here to treat this problem and must be content 
with giving the references: Ermentrout (1991) and Lyons and Harrison (1991, 
1992). 

There are several different models that account for pat tern formation in 
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Figure 5.2.4: Computer simulation of mammal tail markings: (a),(b),(c); adult 
cheetah (Acmonyx jubatis) (d); adult jaguar (Panthera onca) (e); prenatal 
male genet (Genetta genetta) (f); adult leopard [Felts pardus) (g). Courtesy 
of Springer Verlag from Murray (1989) p.441. 

living organisms (Murray, 1989) with applications to butterfly wing patterns, 
shell patterns, visual hallucination pat terns etc. 

Several activator-inhibitor models have been suggested by Meinhardt and 
Klinger (1987) (also see the beautifully illustrated book by Meinhardt, 1995) 
for the formation of tropical shell pat terns. These are variations of the system 

du 

'dt 

dv 

'dt 

1 1 1 7 \ T^ ^ "• 

siu v + bu) - ruU + DuT-iT 

SU - VyV + Dy—— + by , 
ox^ 

(5.2.15) 

where u and v are the activator and the inhibitor, respectively, bu,by, r^jVy, 
Du,Dy are the respective basic production rates, decay rates, and diffusion 
coefficients, and s describes the ability of the cells to perform autocatalysis. 
Numerical solutions of the system produce many of the pat terns observed in 
Nature. The growth of the shell and its shape also can be taken into consider­
ation. 



Appendix 1 

DISCRETE 
MATHEMATICS 

A l . l Linear Algebra 

Consider the n by n matr ix A = [aik] with real entries Gik, i,k = 1, 2, 3, . . . , n. 
We say that the nonzero vector u = col [ui,U2, • • • , Un\ (imagined as a column 
vector in matr ix algebraic operations) with real or complex coordinates is an 
eigenvector corresponding to the real or complex eigenvalue A if Au = AM. The 
number A is an eigenvalue iff it satisfies the characteristic equation det (A — XI) 
= 0 where / is the n-dimensional unit matr ix . The characteristic polynomial 
det (A — XI) is a polynomial of degree n and, as such, has n roots counting 
multiplicities. If A,- and A^ are two different eigenvalues then the corresponding 
eigenvectors are linearly independent. If all the eigenvalues are simple, tha t is, 
the characteristic polynomial has n different roots Ai, A2, . . . , A„, A,- ^ Xk if i 7̂  
k, then the corresponding eigenvectors M^,M^, . . . , M" are linearly independent 
and form a basis of the n-dimensional space of column vectors; any vector can be 
expanded uniquely as a linear combination of these vectors. If a linear coordinate 
transformation is performed then the matr ix is transformed by TAT~^ where T 
is the regular matr ix of the transformation. Any n by n matr ix B tha t can be 
written in the form B = TAT~^ with a regular matr ix T is said to be similar 
to A. Similar matrices have the same eigenvalues with the same multiplicities: 
the eigenvalues of a matr ix with their multiplicities are invariants by regular 
coordinate transformation. 

We say that the matr ix is stable if the real parts of all eigenvalues are neg­
ative. We say that a polynomial is stable if the real parts of all its roots are 
negative. Thus, a matr ix is stable if its characteristic polynomial is stable. 
There are ways to determine the stability of a polynomial without finding its 
roots. One of the most frequently used methods is called the Routh-Hurwitz 
criterion. It goes like this. 

The polynomial is written in canonical form (the coefficient of the highest 
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degree term is 1) 

p„{X) = A" + a „ _ i A " - i + a„_2A"-2 + . . . + aiA + ao , 

where the a^ {k = 0, 1, 2, . .. , n — 1) are real constants. The reader may prove it 
easily, just by examining the expressions for the roots, tha t a quadratic polyno­
mial given in canonical form P2{X) = A^ + aiA + ao is stable iff both coefficients 
ao ,a i are positive. A polynomial of arbitrary positive degree can be decom­
posed over the real field into a product of first and second degree root-factors 
of the form (A — A^) and (A^ + r-jX + Sj). If the polynomial is stable then in 
every factor the coefficients —Xk,rj,Sj are positive, so that by performing the 
multiplications and restoring the canonical form all coefficients will be positive. 
We arrived at a necessary condition of stability. 

T H E O R E M A 1.1.1. If the polynomial p„ (A) given m canonical form is stable 
then every coefficient a^, (k = 0,1,2, . .. ,n — 1) must be positive. 

In order to formulate a necessary and sufficient condition for the stability 
of a polynomial an n by n matr ix, called the Hurwitz matrix, is formed by its 
coefficients: 

0 0 0 0 . . . 0 

H 

ai 

as 
0-5 

a 2 n - 3 

ao 
0-2 

04 

a 2 n - 4 

0-2n-2 

fli ao 0 
as a2 ai 

0 
ao 

O.n-1 0,n-2 

where a„ = I and a^ = 0 for k > n. 

T H E O R E M A 1.1.2. The polynomial p„ (A) given m canonical form is sta­
ble iff of its coefficients are positive, and all the principal diagonal minors are 
positive m its Hurwitz matrix. 

The proof can be found in Willems (1970). 
For n = 2 the Hurwitz matr ix is just 

ai 
0 

ao 
1 

so that the requirement of positivity of the principal diagonal minors does not 
impose any further condition on the stability of the polynomial beyond the 
positivity of the coefficients. 

For n = 3 the Hurwitz matr ix is 

ai ao 0 
1 a2 ai 
0 0 1 
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so that beyond the positivity of the coefficients the necessary and sufficient 
condition of stability is 

aia2 > ao . (Al.1.1) 

Often what is to be checked is not the stability of a polynomial but the 
question as to whether every root of the polynomial is in modulus < 1, or in 
other words, whether all the roots are in the interior of the unit circle around 
the origin of the complex plane. The Routh-Hurwitz criterion can be used for 
this purpose the following way. The transformation 

V — 1 

takes the interior of the unit circle of the complex plane A into the interior of 
the left half plane of the complex plane v. Thus, if we want to know whether 
all the roots of the polynomial 

Pn (A) = A" + a „ _ i A " - i + a„_2A"-2 + . . . + aiA + ao 

are in the interior of the unit circle we perform the transformation 

Pfi [Vj = [V -I) Pn 
V- 1 

It is clear that _P„ is also a polynomial of degree n, and that pn has all its 
roots in the interior of the unit circle iff _P„ is a stable polynomial. Applying 
the Routh-Hurwitz criterion to the latter polynomial for n = 2, and n = 3, 
respectively, we obtain the following criteria 

The polynomial p2 has both its roots m the interior of the unit circle iff 

- l + | a i | < a o < 1 . (Al.1.2) 

The polynomial ps has all its roots m the interior of the unit circle iff 

1 + ai > |ao + 02! , 3 - ai > |3ao - 02! , 1 - ai > ao (ao + 02) . (Al.1.3) 

In biological applications we are often confronted with matrices whose ele­
ments are positive or at least nonnegative. We say that a matr ix (or a vector) 
is positive if all its entries are positive and we say that it is nonnegative if every 
entry is nonnegative. We say that a square matr ix is irreducible if the same 
permutat ion of the rows and the columns cannot take it into a matr ix that has 
but zeroes in a block in the upper right or in the lower left corner, tha t is, into 
a matr ix that looks like 

B 0 
D E 

B C 
0 E 

where B and E are square matrices. There holds the Perron-Frobenius theorem 
(see e.g., Marcus and Mine, 1964). 
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T H E O R E M A 1.1.3. If A is a nonnegattve irreducible (respectively, positive) 
square matrix then it has a positive simple eigenvalue, every other eigenvalue is 
m modulus less than or equal to (respectively, definitely less than) this one, and 
this maximal positive eigenvalue has a positive eigenvector. 

In dealing with linear systems of differential equations we have to consider 
complex analytic functions on matrices. Let 

/w=Er=n '̂=^ 
be a function analytic on an open disc around the origin of the complex plane 
A, and A a square matr ix whose eigenvalues lie in the interior of the disc of 
analiticity of the function / ; then the square matr ix f{A) defined by 

exists. If A is an eigenvalue of A with u as the corresponding eigenvector then 
/(A) is an eigenvalue o f / (A) with eigenvector u, and f{A) has no eigenvalues but 
of the form /(A) where A is an eigenvalue oi A. One may determine f{A) without 
summing the infinite series that defines it (for details see, e.g., Farkas, 1994). 

When biological phenomena are modeled by differential equations the values 
of the parameters involved can often be determined only crudely with significant 
errors. If we have a square matr ix at hand it is important to know how much its 
stability depends on the actual values of the entries and how sensitive is it for 
variation of the entries. An important concept that can sometimes be applied 
is the concept of sign stability of a matr ix . 

D E F I N I T I O N A 1.1.1. An n by n square matr ix A = [aik] is said to be sign 
stable if every n by n square matr ix B = [hik] of the same sign pat tern, tha t is, 
such that sign hik = sign aik for all i, k = 1,2, . . . ,n is a stable matr ix . 

In other words this means that we may vary the entries of the matr ix as 
long as positive, negative and zero entries stay positive, negative and zero, 
respectively, and thus the matr ix remains stable. 

There is an applicable criterion of sign stability due to Jeffries et al. (1977) 
that needs some graph theoretical preparation. To the n by n matr ix A = [aik] 
an undirected graph GA is attached whose vertex set is V = {1, 2, . . . ,n} and 
edges are {{i,j) : i ^ j , aij i^ 0 7̂  aji, i,j = 1,2, . . . ,n}. A directed graph 
DA is also attached to A with the same vertex set and edges {{i,j) : i 7̂  
j , aij 7̂  0, i, j = 1,2, . . . ,n}. A k-cycle of DA is a set of distinct edges of DA 
of the form: {(i i , 12), {h, *3), • • • , (*fe-i, *fe), (*fe, *i)}- This is clearly equivalent 
to the condition that ai-^i^ai^i,^ . . . ai^_-^i^ai^i-^ 7̂  0. A subset of the vertices is 
RA = {i : an 7̂  0} C V, those numbers for which the corresponding element 
in the main diagonal of the matr ix is not zero. An RA-coloring of GA is a 
parti t ion of its vertices into two sets, black and white (one of which may be 
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empty), such that each vertex in RA is black, no black vertex has precisely 
one white neighbor, and each white vertex has at least one white neighbor. A 
V — RA complete matching is a set M of pairwise disjoint edges of GA such that 
the set of vertices of the edges in M contains every vertex in V̂  — RA ( V — RA 
is the set theoretical difference of V and RA)- By applying these concepts we 
are now able to state the following theorem, the proof of which can be found in 
Jeffries et al. (1977). 

T H E O R E M A l . 1 . 4 . An n by n real matrix A = [aik] is sign stable iff it 
satisfies the following conditions: 

(n 

(m 

(iv 

an < 0 for all i; 

aijaji < 0 for all i ^ j ; 

the directed graph DA has no k-cycle for k > 3; 

m every RA-coloring of the undirected graph GA all vertices are black; and 

the undirected graph GA admits a V — RA complete matching. 

For example, the matr ix 

0 
1 
1 
1 

- 1 
0 
0 
0 

- 1 
0 

- 1 
0 

0 
0 
1 

satisfies all the conditions of the theorem and is sign stable. 
There is also an only sufficient condition of sign stability 

T H E O R E M A l . 1 . 5 . If the matrix A satisfies conditions (i)-(iii) of the pre­
vious theorem and for each vertex i of GA which belongs to one edge at most 
there holds an < 0 then the matrix is sign stable. 

The previous example does not satisfy the conditions of the last theorem 
because 022 = 0. A matr ix satisfying these conditions is 

1 ' 0 
1 
1 
1 

- 1 
- 1 
0 
0 

- 1 
0 

- 1 
0 

0 
0 

A1.2 One-Dimensional Discrete Semiflows 

The set of natural numbers {0,1,2,3,...} will be denoted by N, the set of integers 
by Z = {. . . , —2, —1, 0, 1 , 2 , . . . } , the set of real numbers by M, and the set of 
complex numbers by C. 
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D E F I N I T I O N A 1.2.1. Let (̂  : N x M i—> M be a real valued continuous 
function defined over the Cartesian product of the set of natural numbers and 
the set of real numbers; we say that î  is a discrete forward dynamical system, or 
a discrete semiflowif (i) cp (0, x) = x for all a; G M, (ii) cp (k + I, x) = cp (k, cp (l, x)) 
for all k,l eM, x eM. 

The semiflow is called discrete because it is, in fact, a one-parameter fam­
ily of continuous maps and the parameter varies in discrete steps over the set 
of natural numbers. It is one-dimensional because it acts on the set of real 
numbers. One can define similarly a semifiow over M", in which case it is called 
n-dimensional. It is a /orwarc? dynamical system because if N is considered to be 
the model of "discrete t ime" then starting from a state x the semifiow cp takes 
it into the "future" k > 0 but cannot take it, necessarily, back into the "past." 
Condition (i) says that for k = 0 the map ip{0, .) is the identity; condition (ii) 
says that if we start from a state x and reach a state in / steps and then start 
from this new state and reach a state in k steps, we arrive at the same position 
as if we had started from x and had moved forward k + I steps. One may say, 
using the language of algebraic structures, tha t a semifiow is a one-parameter 
semigroup of continuous maps. One may define a semifiow on the Cartesian 
product of the set of natural numbers and an interval of the real line provided 
that ip takes the interval into itself for all fc G N. 

If the notation F (x) = ip{l,x) is introduced, then from Definition Al .2 .1 , 
condition (ii), it is clear that cp (2, x) = cp (1, cp (1, x)) = F (F (x)) = (F o F) (x) 
and 

LP (k, x) = Lp (1, Lp(k-l, x)) = F {F^-^ (x)) = (FoF o ...oF)(x) = F^ (x) , 
(Al.2.1) 

that is, the semifiow is produced by the iterates of a continuous function F : M 
I—y M. We say that the semifiow is generated by function F. The models 
considered in Section 1.1 are actually given by their generating functions, which 
is usually the case. 

For any given x the set {cp (k, x) \ k ^ N} is called the path (orbit, trajectory) 
of X and the sequence cp (k, x) , fc G N is the motion along the path. We say that 

a point E is an equilibrium point or a fixed point of the semifiow cp if cp (k, E) = E 
for all fc G N. The path of an equilibrium point is a point path . A point P is 
said to be a periodic point of period n if ip{n,P) = P and ip{k,P) ^ P for 
any k < n. For the semifiow (Al.2.1) P is a periodic point of period n if it is 
a fixed point of the map F" and it is not a fixed point of any F'' for k < n. 
The path of an n-periodic point P consists of exactly n points, namely, P 
= Po, Pi = ip (1, Po) ,P2 = 'p{'2,Po),..., Pn-i = Lp{n-l, Po), and each point 
of this path is also an n-periodic point, as can be seen from Definition Al .2 .1 
(ii): ^ (n, Pk) = ^{n,^ {k, P)) = ^{n + k,P) = ^ {k, ^{n, P)) = ^ {k, P) = Pk, 
for k = 1 ,2 , . . . ,n — 1. We say that the subset i J of M is an invariant set of the 
semifiow cp if x ^ H implies cp (k, x) ^ H for all fc G N. 

D E F I N I T I O N A 1.2.2. The fixed point E of the semifiow Lp is said to be stable 
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m the Lyapunov sense, resp. asymptotically stable, resp. unstable if for any e 
> 0 there exists a (5 > 0 such that |a; — £"1 < 5 implies \Lp (k, x) — E\ < e, for all 
fc G N, respectively, the previous condition holds and there exists a p > 0 such 
that I a; — £"1 < p implies \ip (k, x) — E\ —̂  0, as k —̂  CXD, respectively, it is not 
stable in the Lyapunov sense. 

For semiflow (Al.2.1) it is easy to give sufficient conditions for stability. 

T H E O R E M A l . 2 . 1 . Assume that the function F is continuously differentiable 
and that E is an equilibrium point of the semiflow (Al.2.1), that is, F{E) = E; 
if \F'{E)\ < 1 then E is asymptotically stable; if F'{E) > 1 then E is unstable. 

The proof of this theorem is straightforward with the Mean Value theorem 
applied. For details and more about what follows see Devaney (1989). Letting 
_P be a periodic point of period n of the semiflow (Al.2.1), we say that P is 
stable m the Lyapunov sense, asymptotically stable, unstable, respectively, if it is 
a Lyapunov stable, asymptotically stable, unstable equilibrium, respectively, of 
the semiflow generated by function F". If _F is continuously differentiable and 
the respective conditions of Theorem Al .2 .1 hold for F" at P then the path 
of P is also asymptotically stable or unstable in an obvious sense or, in other 
words, such are all the points P = PQ, Pi, P2, • • • , Pn-i of the path. This is a 
consequence of the following Theorem. 

T H E O R E M A l . 2 . 2 . F"' (P) = F"' (Pk) for all k = 1,2,... ,n - 1. 

P R O O F . By the chain rule 

' " ' ( P ) = F'{P„.i) F'{P„.2) • 

= F'{Pk-i) F'{Pk-2) • 

• •F'iPo) 

..F'{Po)F'{P„.i). • •F'{Pu)---- F"' {Pk) . 

D 

Thus, if \F" (P) I < 1 then Pk is also an asymptotically stable equilibrium 
point of the semiflow generated by F" for k = 1 , 2 , 3 , . . . ,n — 1. 

T H E O R E M A l . 2 . 3 . If \F" (P) \ < 1 then the motion of P is asymptotically 
stable m the following sense-if x is sufficiently close to P then the path of x 
stays close to the path of P, and F"^ (x) — F"^ (P) —̂  0 as m ^ co. 

P R O O F . Because of continuity, if x is sufficiently close to P then F'' (x) is 
sufficiently close toPk,k=l,2,...,n— 1 and if F'' (X) is sufficiently close to 
Pk then F''" \F^ (X)) — _Pfe —̂  0 as /i —̂  CXD (because of the asymptotic stability 
of Pk), but any natural number m can be written in the form m = hn + k for 
some k = 0,1,2,... ,n- I so tha t F''"+''{X) - F''"+''{P) -^ 0 as /i -^ CXD for 
k = 0,1,2,... , n - l . D 
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The existence problem of an equilibrium for the semiflow (A 1.2.1) can be 
solved, in principle, fairly easily. One has to solve the equation x = F{x); 
graphically one has to find the point of intersection of the graph of the function 
F and the line y = x in the Cartesian system of coordinates x, y (see Figs. 1.1.2 
and 1.1.3). In order to find a 2-periodic path, say, one has to solve the equation 
X = (F o F){x), which may turn out to be much more difficult even in the case 
of a simple function F. 

We are going to treat the problem as to how a 2-periodic path may turn 
up in a one parameter family of semifiows, each member of which has a fixed 
point. This problem leads us to the phenomenon of period doubling bifurcations. 
Bifurcation theory, in the context of dynamical systems, deals with systems 
depending on parameters and studies the problem of how qualitative properties 
of a system change as the parameters are varied. If some qualitative properties of 
a system change at a value of one of the parameters then we say that a bifurcation 
occurred, and the corresponding parameter value is called a bifurcation point. 

Consider the one parameter family of real functions Ff^ : M —̂  M where /j, 
varies in an interval of the real line. The values of the function Ff^ will also be 
denoted by Ff^ (x) = F[iJ,,x), and jj, will be called the bifurcation parameter. 
We assume that _F is a continuous function of its two variables and that for 
all jj, the point x = K is a fixed point, F[iJ,,K) = K. This last assumption 
does not restrict generality provided that i*"̂  has a fixed point for all JJ, and it 
varies continuously with ji, because if £"(/«) is this fixed point we introduce the 
new independent variable z = K -\- x — E[iJ,) and we arrive at a family with the 
required property. We attack the problem of how a 2-periodic path may arise 
around the equilibrium K in the family of semifiows generated by the family 
of functions i*"̂  as the bifurcation parameter is varied. When we say that the 
periodic path is around point K we mean that one of the points of the path is to 
the left of K and the other one is to the right of it. In simple generic cases this 
situation implies that i*"̂  is decreasing around K so that to the left of K its value 
is larger than K and to the right of K it is smaller (see Fig. A 1.2.1 a). Figure 
Al .2 .1 b also shows that in the case of the function F[x) = —x + h every path is 
2-periodic. The slope of this function is —1. It is easy to see by drawing graphs 
and can be proved by the Mean Value theorem that if the slope of a function 
around a fixed point is in modulus everywhere larger or everywhere smaller than 
— 1, then there is no 2-periodic path in that neighborhood. Assume that F is 
continuously differentiable and that besides F[iJ,,K) = K at the bifurcation 
point jio "a 2-periodic path bifurcates out of A'." This means that for values of 
jj, arbitrarily near to jio we have periodic points of period two in a neighborhood 
of K. Clearly, F'^ {fio,K) - K = 0, and if 

A (i.2 (^^ ^) _ ^)^^^^^^ ^ ^p> (^^^ j^)f _ 1 _, 0 , 

then by the Implicit Function theorem there is a unique continuous function 
x{fi) such that x{fio) = K and F^ {fi,x (fi)) — x (fi) = 0. However, we know 
of such a function, «(//) = K. As this function is unique we can not have 
nonconstant periodic trajectories of period two in a neighborhood of K. We see 
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Figure Al.2.1: (a) The possibility of a 2-periodic path around the equilibrium K; 
and (b) for F{x) = —x + h every path is 2-periodic. 

tha t in order to have such trajectories we must have {F^{iJ,o,K)) = 1. But 
as Ffi must be decreasing F^ (JIQ, K) 7̂  1, we must then have F^ (JIQ, K) = — 1. 
This result motivates the following Theorem. 

T H E O R E M A l . 2 . 4 . Assume that the function F is twice continuously dif-
ferentiable: (i) F[iJ,,K) — K = 0; and (11) F^{iJ,o,K) + 1 = 0; and (in) 
P'xa {l^o,K) ^ 0; then there exists a neighborhood I of K and a unique 
continuously differentiable function m : I 1—> R such that m[K) = jio, 
F [m [x) ^x) ^ X, X ^ K but F^ [m [x) ,x) = x. 

The proof of this theorem can be found in Devaney (1989). The proof is 
not simple because the Implicit Function theorem can not be applied directly 
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graph n 

Figure Al.2.2: Bifurcation of a 2-periodic path P, Q 
from the equiUbriuin K at /Uo for jU > JUQ. 

to F^ (jj, x) 0. One can prove that under generic conditions m'{K) 0 
and m"{K) ^ 0. This means that the function m has either a minimum or a 
maximum at K, tha t is, the 2-periodic trajectories occur either for // > //Q or 
for jj, < jicj. The graph of a typical function m with m"{K) > 0 is shown by 
Fig. Al .2 .2 . In many important cases we encounter the following phenomenon, 
where the fixed point K is asymptotically stable for // < //Q by the inequality 
F^ [jj,, K) > —1, aX jj, = jio we have F^ [jio, K) = —1 by (ii) of the Theorem, for 
fi > fio the equilibrium K is unstable (if F^ {fio,K) < 0 at (iii) then, clearly, 
F^ [jjLjK) < —1) and a periodic path of period 2 exists that is asymptotically 
stable. 

In a large class of 1-parameter families of functions i*"̂  [x) one encounters 
the following situation, which is called the period-doubling route to chaos. For 
jj, < jjLo the function i*"̂  has an asymptotically stable fixed point K, at jj, 
= jio this equilibrium undergoes a period-doubling bifurcation and for jio < JJ, 
< Hi it is unstable and the system has an asymptotically stable periodic path 
P,Q. At fi = 111 both fixed points P and Q of the map F'f^ undergo a period 
doubling bifurcation, so that for jii < JJ, < 112 the 2-periodic path of i*"̂  becomes 
unstable and the twice two points of the two 2-periodic trajectories of F'^ form 
an asymptotically stable periodic path of period 4 of i*"̂ , at // = //2 this period 4 
path gets destabilized and an asymptotically stable periodic path of period 8 
bifurcates out of it, and so on. In this class of families an infinite sequence 
of period-doubling bifurcation occurs as the bifurcation parameter is increased 
and after all the periodic trajectories of period 2*̂ , (k = 1, 2, 3, . . .) have been 
destabilized a periodic trajectory of period 3 turns up. From a famous theorem 
by Sharkovskiy, if there is a periodic trajectory of period 3 in such a system 
then there are periodic trajectories of every period 1 , 2 , 3 , . . . . When we arrive 
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at this stage the dynamics of the semiflow becomes chaotic. A chaotic dynamics 
means three things. First, it is sensitive to initial conditions; this means that 
some motions that start arbitrarily near to each other will get farther from each 
other than a given positive number in the future. Second, it is topologically 
transitive, meaning that the image of any open interval will meet any other 
open interval some time in the future. Third, the periodic points form a dense 
set in the domain of the map that defines the semifiow. 

An often quoted example of a family of semifiows that shows this phe­
nomenon is the one given in Eq. (1.1.2). If a new variable is introduced by 
the transformation x = Nr/{{1 + r)K), then the semifiow assumes the form 

Xk+i = (l + r)xk(l-xk) . (Al.2.2) 

It is easy to see by applying Theorem A 1.2.1 that the equilibrium point x 
= r / ( l + r) of this system is asymptotically stable for 0 < r < 2 ; a t r = 2 this 
fixed point undergoes a period doubling bifurcation and as r is increased up to 
r = 2.828 . . . the system goes through an infinite sequence of period doubling 
bifurcations. Having achieved this value the system has an infinite number 
of periodic solutions of periods 2*̂  [k = 1, 2, 3, . . . ) all of which have become 
unstable. At this value of the bifurcation parameter r a periodic solution of 
period 3 turns up and if r is larger than this critical value the dynamics is 
chaotic. System (1.1.3) shows similar behavior. By the way, if we expand the 
per capita growth rate of system (1.1.3) by powers of (1 — N/K) we obtain 

^r{i-N/K) _i^J2r'' {I- N/Kf /k\ - 1 = r (1 - N/K) + h.o.t. , 

(higher order terms) that is, the per capita growth rate of the logistic system is 
just the first approximation for that of the exponential one. 

For system (1.1.3) the derivative of the generating function F[N) 
= Are '-( i-^/^) IS 

F' (N) = e ' - ( i -^ /^) (1 - rN/K) . 

At # = 0 we have -F'(O) = e"" > 1, tha t is, the uninteresting equilibrium N 
= 0 is unstable, and F'{K) = 1 — r, implying that the equilibrium N = K is 
asymptotically stable for 0 < r < 2 . A t r = 2 this equilibrium undergoes a 
period-doubling bifurcation. This can be seen as follows. If P and Q are points 
of a 2-periodic path then they must satisfy the system of equations 

that is, by substituting the equation 

However, by the substituting P = K{1 + x) the last equation goes into 

x = 2/ (1 + e " " ) - 1 = (1 - e " " ) / (1 + e " " ) = tanh {rx/2) (Al.2.3) 
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see Svirezhev-Logofet (1983). Now, the maximum of the slope of function 
tanh(ra;/2) is assumed at a; = 0 and it is r / 2 , so that the straight line y = x 
intersects the graph of this function in two points besides x = 0 iff r / 2 > 1, tha t 
is, r > 2. Under this last condition (Al.2.3) has exactly two nonzero solutions 
xi, X2, and as a consequence, P = K (1+ xi), Q = K{1 + X2) form a 2-periodic 
path of the semiflow. This period 2 path stays asymptotically stable up to the 
value r = 2.526 of the bifurcation parameter. At this value it becomes unstable 
and an asymptotically stable period 4 path bifurcates out of it. As r is increased 
further the system passes through an infinite sequence of period-doubling bifur­
cations, and at r = 3.102 a periodic path of period 3 appears. Beyond this 
value the dynamics is chaotic. On Figs. 1.1.4, 1.1.5 and 1.1.6 the 4-periodic 
path, the 8-periodic path and the chaotic stage are shown at r = 2.65, 2.67, and 
3.3, respectively. 

A1.3 Discrete Dynamical Systems 

We say that the function F : M" 1—> M" is a diffeomorphism if it is one-to-one, 
that is, it is invertible and continuously differentiable (once, at least) along with 
its inverse function F~^. If the function F is given by its coordinate functions 

F{x) = {Fl{xi,X2, . . . ,X„),F2{xi,X2, . . . ,X„), . . . ,F„{xi,X2, . . . ,X„)) , 

where Xk is the kth coordinate of x then the Jacobi (derivative) matr ix of F 
will be denoted by 

DF 
rp/ rp/ rp/ 
^2xi ^2x2 • • • ^2xr, 

F' F' F' 
nxi nX2 na 

If F is continuously differentiable and det DF ^ 0 then it is a diffeomorphism, 
at least locally, tha t is, in the neighborhood of any point. Diffeomorphisms also 
can be defined, naturally, over subsets of M". 

D E F I N I T I O N A 1.3.1. Let (̂  : Z x M" 1—\ M" be a function defined over the 
Cartesian product of the set of integers and M"; we say that 1̂  is a discrete flow 
(or dynamical system) if (i) for each fc G Z the function ip{k, •) denoted also by 
ipk is a diffeomorphism; (ii) ip{0, x) = x for all x G M", that is, cpo is the identity; 
(iii) for allk,l £ Z and a; £ M" : ip{k + l,x) = ip{k,ip{l,x)). 

If the notation F[x) = (p[l,x) is introduced then, clearly, (p[k,x) = F^(x), 
k = 1 , 2 , 3 , . . . where F'' is the kth i terate of F, also F'^[x) = x, and F~^ is the 
inverse of F by (iii). This also implies that (p[—k,x) = F~^(x) is the inverse 
function of F^, k = 1 , 2 , 3 , . . . . We say then that the function F generates the 
fiow. A fiow differs from a semi fiow in that its generating function is invertible 
and, as a consequence, a fiow may carry a point x of M" back in t ime or, in 
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other words, in case of a flow one may speak not only about the future but also 
about the past of a state x. A path, a motion, a flxed point, a periodic path, 
an invariant set, Lyapunov stability, and asymptotic stability are deflned in an 
analogous way. We say that an invariant set in M" is an attractor if it has a 
neighborhood such that for any point in that neighborhood the corresponding 
path tends to the invariant set as t ime k tends to inflnity. We say that an 
invariant set is a repellor if it has a neighborhood such that the path of any 
point in that neighborhood tends to the set as t ime k tends to minus inflnity 
(this means that the path tends away from the set as t ime is increasing). An 
asymptotically stable equilibrium or periodic path is obviously an at tractor. 

The analog of Theorem Al .2 .1 about the stability of a flxed point is now: 

T H E O R E M A l . 3 . 1 . Assume that E G M" is an equilibrium point of the flow 
generated by F, that is, F{E) = E; if all the eigenvalues of the matrix DF{E) 
are m modulus < 1 then E is asymptotically stable; if one of the eigenvalues is 
> 1 then E is unstable. 

For the proof of the Theorem see Devaney (1989). 
Consider now a periodic path PQ, Pi, P2, • • • , Pm-i of period m of the flow 

generated by the function F, tha t is, let F{Pk) = Pk+i, Pm = Po, {F"'{Pk) = 
Pk), for k = Q,l,2,...,m— 1. For the stability of the periodic path we have 
the following obvious theorem. 

T H E O R E M A l . 3 . 2 . If all the eigenvalues of the matrix DF"^ (PQ) are m mod­
ulus < 1 then the periodic path is asymptotically stable; if at least one eigenvalue 
IS m modulus > 1 then it is unstable. 

We note here that now we cannot say that all the matrices DF"^ {Pk), k 
= 0 , 1 , 2 , . . . ,m — 1 are equal but it is fairly easy to show that they are similar, 
tha t is, their eigenvalues are the same, so that the stability criterion does not 
depend on the point of the periodic path where we try to apply it. For methods 
to check this stability criterion see Appendix 1.1. 

Now we treat the stability problem of the equilibria of the flow (1.1.6). The 
Jacobi matr ix of the pair of functions (F, G) is 

J{N,P)=y' ^t-e-- W -

Note that 

det J{N, P) = aATe'-fi-^/^-^"/ '-) ( l - re-^^N/K) > 0 

provided that 0 < # < A', 0 < -P and r < 1, tha t is, in the domain of the 
N, P plane that interests us the map generated by the pair (F, G) is a local 
diffeomorphism indeed if r is < 1. If r is > 1 then at some points of this domain 
of the plane the map may not be one-to-one. 
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The characteristic equation of the matr ix J at the fixed point (0, 0) is 

de t ( J (0 , 0) - XI) = A^ - e''A = 0 , 

where / is the unit matr ix . Because one of the roots is e"" > 1, this equilibrium 
is unstable. 

At the fixed point (A', 0) we have 

det(J(A' , 0) - A/) = A^ + A (r - aK - 1) + aK (1 - r) = 0 . 

If r < aA' + l then the stability condition (Al.1.2) is aK < 1 and aA'( l —r) < 1; 
however, the first condition contradicts (1.1.9). If r > a A ' + l then the conditions 
are r < 2 and aA'( l — r) < 1; however, (1.1.9) implies that now r > 2, which is 
again a contradiction. This means that the equilibrium (A', 0) is also unstable. 

At the fixed point E = [N, P) in the interior of the positive quadrant of the 
plane the characteristic equation is 

det ( J {N, P) - A/) = A2 + A (rN/K - a # e - K i - ^ / ^ ) - A + 

+ a # ( l - r e - ' - ( i - ^ / ^ ) A r / A ) = 0 (Al.3.1) 

As the coordinates [N, P) can be determined only numerically the stability 
condition (Al.1.2) also is to be checked this way. Some results partly shown on 
Fig. 1.1.8 are displayed in Table A l . 3 .1 . 

T A B L E A l . 3 . 1 

K 

1 1 
2 1 
3 1 
4 1 
5 10 

6 10 

7 10 

8 10 

a 

1.5 
1.5 
1.5 
1.5 
0.33320 

0.42998 

0.48203 

0.51178 

r 

0.5 
1.5 
2.5 
3 
1 

2 

2.48800 

2.75 

(0. 
(0. 

(0. 
(0. 

E 

71525, 
78174, 
83065, 
83973, 

0.09492) 
0.21826) 
0.30482) 
0.32054) 

Character 
stable. Fig.1.1.8a 
stable 
stable 
unstable 
unstable; attractive closed 
curve 
unstable; attractive closed 
curve. Fig.1.1.8b 
unstable; attractive 
20-periodic path 
Fig. 1.1.8c 
unstable; chaotic attractor. 
Fig. 1.1.8d 
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A1.4 Branching Processes 

Relying only on some basic knowledge of probability theory, the concept of 
"generator function" will be introduced and then some more or less intuitively 
clear results will be established concerning "branching processes." 

Suppose that ^ is a random variable that may assume only nonnegative 

integer values 0, 1, 2, 3, . . . with probabilities po,pi,P2,P3, • • • , respectively, pi 

> 0) YlT^oPi convergent. 

D E F I N I T I O N A l . 4 . 1 . The function defined by 

Eoo , 

is called the generator function of the random variable ^. 

In words, the generator function is the sum of the power series in which the 
coefficient of the kih power of the variable is the probability of assuming the 
value k. It is clear that the function g is well defined for s G (—1, 1], and that 
it is analytic in the interior of this interval. The generator function defines the 
probability distribution uniquely. The mathematical expectation of ^ is 

w - O O 

E{^)=g'{l) = Y,^^^P,k (Al.4.1) 

provided that the last series is convergent. The property established in the 
following theorem will be used later. 

T H E O R E M A l . 4 . 1 . The generator function of the sum of independent ran­
dom variables is equal to the product of their generator functions. 

P R O O F . The theorem will be proved for the case of two random variables; 
the general case follows by mathematical induction. Let the generator functions 
of the random variables S, and rj he g (s) and h (s) = X l̂fê o Iks'', respectively. 

^'= ^ J, 

" ' ' ' ' ^—'fe=o \-^—'j=o'" • ' '• 'y 

but "^j-QPk-jQj is obviously, the probability that the sum £, + rj of the inde­
pendent random variables assumes the value k. D 

Consider now a population of a finite number of individuals who are repro­
ducing independently by the same probability distribution. The probability of 
an individual having ^ = 0 , 1 , 2 , 3 , . . . ,k, . . . offspring in the next generation is 
po,pi,P2,P3,- • • ,Pk, • • •, respectively, K > 0, Y^°loPi = 1. The generations are 
supposed to be discrete, and each individual has the same life span. Denoting 
the number in the 0th, 1st, 2nd, 3rd, etc. generations by XQ, Xi, X2, Xs, . . . 
the sequence of the random variables X„, n = 0, 1, 2, . . . is called a branching 
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process (it is a special case of a "Markov chain"; for this and other details see 
Karlin-Taylor, 1975). We are interested first of all in the question, what is the 
probability of a population dying out, for example, in the n th generation? The 
conditional probability of X„ = 0, provided that XQ = k is, clearly, the kth 
power of the conditional probability of X„ = 0 provided that XQ = 1: 

P{X„ = 0\Xo = k) = {P {X„ = 0 |Xo = 1))'= , 

because the descendants of each individual present at the beginning must die 
out independently of the rest of the population. Therefore, from now on we 
assume that XQ = 1. Under this condition ^ = Xi. The generator function of 
^, and X„, respectively, will be denoted by 

i^^gPkS , Qn (s) = Z^^^Q P{Xn = k)s , respectively. 

Clearly, go (s) = s and gi (s) = g [s). A recursion formula will be deduced for 

9n + l, 

ELAJ 

^ ^ Q ^ ( ^ n + 1 =k)s 

where the Law of Total Probability was used. Now, the probability that in the 
(n + l)st generation we have k individuals provided that in the n th generation 
we had j is equal to the probability that those j individuals have altogether k 
offsprings. Denoting the random variable of the number of the offspring of the 
ith individual by ^i, (i = 1 ,2 , . . . , j ) , these are independent random variables, 
each having the same distribution as ^. Thus, 

ELAj , w LAj / w ; 

,__,pix.,.=k\x.=j)s^=j:^__^p(j:^__^c 
k „k 

However, on the right-hand side we have the generator function of ^^=1 •?« which 
is, by Theorem Al .4 .1 , the j t h power of g. Hence, 

9n+i{s) = J2.^^P{X„=j){g{s)y 

On the right-hand side we have the generator function of X„ taken at g{s), so 
that gn+i (s) = g-n {9 (s)) or gn+i = g-n ° 9- Continuing the recursion we obtain 
that g„ + i =gogo...ogoi 

g„+i{s)=g{g„{s)) . (Al.4.2) 

We may now determine the mathematical expectation of X„ easily, 

E{X„)=g'Jl) = {g'{l)r = {E{Or (Al.4.3) 
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Figure Al.4.1 The graph of the generator function g in case the mathematical 
expectation of the number of offspring is > 1; the probability q of dying out. 

where the chain rule, g{l) = 1 and Eq. (Al.4.1) were used. 
Finally, we may attack the basic problem-what is the probability of the 

population dying out? The probability that the population dies out by the n th 
generation is P {X„ = 0) = g-n (0). As n tends to infinity this is a nondecreasing 
sequence of nonnegative numbers < 1. We call the limit of this sequence the 
probability of the dying out of the population and denote it by g = lim(jr„ (0). 
By Eq. (Al.4.2) this probability is the root of the equation 

Q = giq) (Al.4.4) 

Suppose that P2 + P3 + • • • > 0. Then g is increasing and convex down for s > 0, 
so that its graph may have two points of intersection with the 45° line at most. 
Let r be an arbitrary positive root of Eq. (Al.4.4). We shall show that for all 
n we have g„ (0) < r. Indeed, g{0) < g{r) = r, and assuming (/„ (0) < r one 
gets gn+i (0) = g {g-n (0)) < g (r) = r, which proves the statement. This implies 
that the sequence (/„ (0) tends to the smaller root of Eq. (Al.4.4). A simple 
geometrical inspection shows that if E (^) = g' (1) > 1 then the smaller root q 
of Eq. (Al.4.4) is in the interval 0 < s < 1, and if £" (^) = g' (1) < 1 then q = 1 
is the smaller root (see Fig. Al .4 .1) . We arrived at 

T H E O R E M A l . 4 . 2 . If the mathematical expectation E (^) of the of 
number of an individual is < 1 then the population dies out with probability 1; 
if it IS > 1 then the population survives with the positive probability 1 — q. 



Appendix 2 

ORDINARY 
DIFFERENTIAL 
EQUATIONS 

A2.1 Basic Facts 

Let the function / : M x M" i—̂  M", (t, x) i—̂  f{t, x) be continuous along with its 
derivative with respect to the second variable x G M" : f'^{t,x). The elements 
of the matr ix /^ are the partial derivatives f-^ , {i,k = 1,2,...,n) of the 
coordinates of / . The equation 

i = f(i,x) (A2.1.1) 

where the overdot denotes differentiation with respect to the variable t (usually, 
the time) is an n-dimensional system of first order ordinary differential equa­
tions (ODE). A so/«i«on of (A2.1.1) is a C^ func t ion^ : / i-^ M" ( / = (a,/3) C M 
an open interval) tha t satisfies the equation : ip{t) = f{t,ip{t)) and is such 
that either /3 = CXD (a = —CXD) or if /3 < CXD (a > —CXD) then \^{t)\ —̂  CXD as 
t —7- /3 (t —7- a ) . If it is prescribed that the solution shall assume the value 
x° G M" at the moment to we say that the initial condition 

x(to) = x° (A2.1.2) 

is given. 

T H E O R E M A 2 . 1 . 1 . Under the preceding conditions the initial value problem 
(A2.1.1)-(A2.1.2) has one and only one solution. 

For the proof of this and most of the other theorems and statements in this 
Section see, for example, Rouche and Mawhin (1973). The solution satisfying 

143 
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the initial condition (A2.1.2) is denoted by ip(t, to, x°), tha t is, ^{to, to, x°) = x°. 
The solution as a function of the initial conditions î  : M x M x M" i—̂  M" belongs 
to the C^ class and, as a consequence, depends continuously on the initial values. 

The space M" is called the phase space and M x M" the extended phase space 
of the system. The graph of the solution cp: {{t,ip{t)) £ M x M" \ t e 1} 
is called the integral curve of the solution, its projection to the phase space: 
{x G M" I X = f{t),t G / } is the path (trajectory) of the solution. Theorem 
A2.1.1 means (geometrically) that through each point of the extended phase 
space there passes one and only one integral curve. If for an a G M" we have 
f{t,a) = 0, then the constant solution x = a is called an eqmlthnum (fixed 
point) of the system. Its path is a point of the phase space. 

If the function f ^ C^ does not depend on the t ime t then 

i = f(x) (A2.1.3) 

is called an autonomous system. It is easy to see that if î  is a solution of 
(A2.1.3) then for any (5 G M the function ip{t) := ip{t + S) also is a solution and 
this solution has the same path in M". We denote the solution of (A2.1.3) that 
assumes the initial value a;*̂  at t = 0 by ip(t, x°) := ip(t, 0, x°). For any to £ IR 
the solution that assumes the same x° at to is, clearly, ip(t — to, x°) = ip(t,to, x°). 
This shows that in the case of an autonomous system there is uniqueness not 
only in the extended phase space but also in the phase space in the sense that 
through each point of the phase space there passes one and only one path (the 
path of many solutions). This also means that for an autonomous system the 
initial t ime has no importance; at any t ime the system is in the state x° it will 
move along the same trajectory the same way. 

The set H C M" is said to be invariant with respect to system (A2.1.3) 
if x° ^ H implies that ip(t,x°) G H for all t in the domain of ip. It is said 
to be positively invariant ii x° ^ H implies (p[t,x°) G H for t > 0. The set 
{x G M" I X = ip(t, x°),t > 0,t G / } is said to be the positive semitrajectory of 
this solution. A closed path is the trajectory of a periodic solution. We say that 
it is a limit cycle if it is the limit set of some trajectories as t tends to plus or 
minus infinity. 

The C^ function V : M" i—̂  M is said to be a first integral of Eq. (A2.1.3) if 
it is constant along every trajectory of the system, that is, if for any solution cp 
we have V{ip{t)) = constant. The following theorem can be proved easily. 

T H E O R E M A2.1 .2 . The C^ function V is a first integral of system (A2.1.3) 
if and only if it satisfies the partial differential equation 

fix) -grad V{x) = 0 . 
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Let A{t) be an n X n matr ix whose entries are continuous functions for t G M 
and consider the homogeneous linear system of differential equations 

i = A(t)x. (A2.1.4) 

This system has n linearly independent solutions '^^{t), f^it), •••, ^"{t) such that 
any solution cp of the system can be written uniquely in the form 

where the c^ are real or complex constants. A system of n linearly indepen­
dent solutions ip^(t), ip^(t), ..., ip"(t) is called a basis of (A2.1.4). Considering 
the solutions (p (t) as column vectors we may form the n x n matr ix $ ( t ) 
:= [ip^(t),(p^(t),...,(p"(t)]. This is a regular matr ix and it is a matr ix solution of 
system (A2.1.4): ^{t) = A{t)^{t). Every solution ip of (A2.1.4) can be written 
in the form ip{t) = $ ( t ) c with a suitably chosen constant column vector c. Such 
a regular matr ix solution is called a fundamental matrix of the system. 

If yl is an n X n constant matr ix then the homogeneous linear system with 
constant coefficients 

i = Ax (A2.1.5) 

can be solved explicitly. The characteristic equation of (A2.1.5) is 
det(yl — XI) = 0 where / is the unit matr ix . The roots Ai,A2,...,A„ of the 
characteristic equation are called the eigenvalues of the system. Denote by s'' 
an eigenvector corresponding to A^; then s''exp(Afet) is a solution. If all the 
eigenvalues are simple then s^ exp(Ait), s^ exp(A2t), ..., s" exp(A„t) is a basis of 
system (A2.1.5). 

In many applications and especially in biology current behavior, the dynam­
ics of the system, depends not only on the current state but also on the state 
of the system some time ago. Modeling such a situation leads us to retarded 
functional differential equations (RFDE) (see Hale 1977). We shall look only 
at the simplest case here. If the current (at t ime t) dynamics of the system is 
influenced also by its state at t ime t — T, r > 0 then the system has the form 

«(^) = f{t,x{t),x{t-T)) , 

where / : M x M" x M" i—̂  M" is continuous along with its derivatives with 
respect to its second and third variables. Here r is called the delay or the time 
lag. In order to have a solution in some interval (0, /3), /3 > 0 we have to know 
the solution in [—r, 0]. This means that we have to at tach an initial function 
(f) G C''\[—T, 0], M") as an initial condition to the system. Under these conditions 
the system has a unique solution tha t is continuous on [—r,/3) for some /3 > 0, 
is equal to 4> on [—r, 0], and satisfles the system on [0, (3). 

Consider the homogeneous linear system with delay 

i{t) = Ax{t) + Bx{t - T) , (A2.1.6) 
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where A and B are n x n constant matrices. We may suppose that this system 
has a solution of the form sexp(At) where s 7̂  0 is an n-dimensional constant 
column vector. Substituting this into (A2.1.6) gives the condition 

{A + Be-^^ - Xl)s = 0 . 

This system has nontrivial solutions iff 

det{A + Be-^^ -XI) =0 . (A2.1.7) 

This is called the characteristic equation of the delay system (A2.1.6). This 
is no longer a polynomial equation and, in general, has an infinite number of 
roots, tha t is, the system has an infinite number of eigenvalues (in other words 
its spectrum is an infinite set). 

A2.2 Stability 

In this Section we treat the stability concepts and conditions of autonomous 
systems of differential equations with emphasis on the stability of equilibria and 
periodic solutions. For the proofs and more details see Rouche and Mawhin 
(1973) and Rouche, et al. (1977). 

Let the function / : M" i-^ M" be in the C^ class and let V : [0, 00) i-^ M" be 
a solution of the system 

i = f{x). (A2.2.1) 

D E F I N I T I O N A 2 . 2 . 1 . We say that ip is stable m the Lyapunov sense (or 
neutrally stable) if there is a p > 0 such that uc*̂  — V'(O) < P implies that the 
solution ip(t,x°) is defined on [0,CXD), and for every e > 0 there is a S{s) > 0 
such that \x° - tp{0)\ < S{e) implies \ip{t,x°) - ip{t)\ < e for t > 0. 

D E F I N I T I O N A2.2 .2 . We say that tp is attractive if there is an ?y > 0 such 
that uc*̂  — V'(O) < rj implies kc(t, x'^) — ip(t) —̂  0 as t —̂  CXD. 

D E F I N I T I O N A2 .2 .3 . We say that tp is asymptotically stable if it is stable in 
the Lyapunov sense and it is attractive; we say that tp is globally asymptotically 
stable if it is asymptotically stable and is attractive for all x''-' G M". 

Because the "distance" of the solutions from the the fixed solution tp plays 
a crucial role in these definitions, it makes sense to perform the transformation 
of the state variables y = x — ip{t) and ask what is the differential equation 
satisfied by y if the function x satisfies (A2.2.1)? We obtain 

y{t) = x{t) - ij{t) = f{ij{t) + y{t)) - f{ij{t) 

= f'{m)yii) + o{\ym-
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Here / has been expanded into Taylor series and truncated at the first-order 
terms. If the higher-order terms are dropped for small variations \y\ = \x — tp{t)\ 
an approximate linear differential system is obtained for y : 

y = fm))y, (A2.2.2) 

which is called the variational system with respect to the solution ip. Often 
one is able to determine the stability properties of the solution ip of (A2.2.1) 
from the behavior of system (A2.2.2). This is the case in particular if ip{t) = a 
is an equilibrium, that is, if / ( a ) = 0. In this case (A2.2.2) is a homogeneous 
linear system with constant coefficients, where the coefficient matr ix is f (a) = 
[/j'^^(a)]. The following theorem is referred to as the theorem on stability by 
linearization. 

T H E O R E M A 2 . 2 . 1 . The equilibrium x = a of (A2.2.1) is asymptotically 
stable if the matrix f (a) is stable, that is, if the real parts of all its eigenvalues 
are negative; the equilibrium is unstable if the real part of at least one eigenvalue 
IS positive. 

If the dimension of the system (A2.2.1) is two then f (a) is a 2 x 2 matr ix 
and the following theorem is a simple consequence of Theorem A 1.1.2: 

T H E O R E M A2.2 .2 . The two-dimensional matrix f'{a) is stable iff 
Trace / ' ( a ) < 0 and det / ' ( a ) > 0. 

For linear systems with constant coefficients we may say much more. Con­
sider the system 

i = Ax (A2.2.3) 

where yl is a constant n x n matr ix . 

T H E O R E M A2 .2 .3 . The equilibrium x = 0 of (A2.2.3) is asymptotically 
stable (and then globally) iff the matrix A is stable; if the real parts of the 
eigenvalues of A are nonpositive and those whose real part is zero are simple 
then X = 0 IS stable m the Lyapunov sense. 

It is worthwhile to have a look at the phase portrai t of (A2.2.3) in the most 
important generic cases when the dimension is the lowest relevant one, that is, 
n = 2. The system is written in the form 

xi = ax\ -\- hx'i 

X'i = cxi + dx2 • (A2.2.4) 

If both eigenvalues of the coefficient matr ix are real, different, and of the same 
sign, the equilibrium a; = 0 is called a node (stable or unstable depending upon 
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whether the common sign is negative or positive); if the two eigenvalues are real 
and of different sign then the origin is called a saddle pomt; if the eigenvalues are 
conjugate complex numbers with nonzero real part then the origin is a spiral 
pomt (stable or unstable depending upon whether the common real part is 
negative or positive); if the eigenvalues are conjugate pure imaginary numbers 
then the origin is a center. Figure A2.2.1 shows the respective phase portrai ts: 
(A) a stable node; (B) a saddle point; (C) a stable spiral point; (D) a center. 
A stable node and a stable spiral point are obviously asymptotically stable 
equilibria, a saddle point is unstable, and a center is stable in the Lyapunov 
sense (but not asymptotically). 

(B) 

Figure A2.2.1: Phase portrait of system of equations (A2.2.4); (A) stable node, 
a = - 2 , 6 = 5, c = 0.5, d = - 2 ; (B) saddle point, a = - 1 , 6 = 2, c = 2, d = - 1 ; (C) 

stable spiral point, a = —1, h = 1, c = —1, d = —1; and (D) center, a = 0, 6 = 1, 
c = - 1 , d = 0 (PHASFR). 

We note that if system (A2.2.4) is the linearization of a 2D nonlinear system 
at an equilibrium x = a and the origin is a node, a saddle or a spiral point, 
then the phase portrai t of a nonlinear system is similar to that of (A2.2.4) m a 
neighborhood of the point a, and this equilibrium is also called a node, a saddle, 
or a spiral point, respectively. This is not the case with a center of the linearized 
system; in the latter case the equilibrium of the nonlinear system might be a 
center (meaning that in any neighborhood there is an infinite number of closed 
trajectories), or a stable or unstable spiral point. 
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For autonomous systems with delay, stability and asymptotic stability can 
be defined in an analogous way by applying a suitable norm for the difference 
of initial functions. If then (A2.1.6) is the linearization of a delay system at 
an equilibrium a theorem analogous to Theorem A2.2.1 can be proved: the 
negativity of the real parts of all the roots of the characteristic equation (A2.1.7) 
ensure the asymptotic stability of the equilibrium. 

Let a; = a be an asymptotically stable equilibrium of system (A2.2.1). The 
open set B C M" that contains a in its interior and is such that for x° ^ B 
we have ip(t,x°) -^ a as t tend to infinity is called the basm or the region of 
attractwity of a. If the basin is the whole space then the equilibrium is globally 
attractive. The condition of Theorem A2.2.1 that ensures asymptotic stability 
does not tell us anything about the basin, although, it makes a big difference 
whether the basin is small or large. Another drawback of this theorem is that 
it does not settle the stability problem in the critical case where in addition 
to eigenvalues with a negative real part we have eigenvalues with a zero real 
part . The method that has the possibility of solving these problems is called 
Lyapunov's direct method, or the method of Lyapunov functions. 

Let D C M" be an open set containing the origin and V : D t-^ W^ & C^ 
function. We say that V is positive definite if V{x) > 0 for x ^ D and is zero 
only at a; = 0; the function V is called positive semidefinite if V{x) > 0 for 
X ^ D; we say that it is indefinite if it assumes positive and negative values as 
well. Negative definity and semidefinity are defined analogously. The derivative 
of V with respect to system (A2.2.1) at a; G _D is defined the following way-the 
solution Lp[t) of the system passing through point x is substituted into V and 
the composite function is differentiated with respect to t : 

V(A2.2.1)W = ^(Vo^)(t)=gTS.dV(^(t))-^(t) 

gre^dVix) • fix) = J2,^^V^J^)f,{x) 

A function V ^ C^ (D) having some definiteness property along with its deriva­
tive with respect to the system is called a Lyapunov function. 

We formulate the three fundamental theorems of Lyapunov's direct method. 
In the next four theorems it will be assumed without restriction on generality 
that the origin is an equilibrium of system (A2.2.1), tha t is, /(O) = 0. This can 
always be achieved by displacing the origin into the equilibrium point. 

T H E O R E M A2.2 .4 . / / m a neighborhood of the origin a positive definite 
Lyapunov function can be found whose derivative with respect to the system is 
negative definite then the origin is asymptotically stable. 
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T H E O R E M A2 .2 .5 . / / m a neighborhood of the ongm a positive definite 
Lyapunov function can he found whose derivative with respect to the system is 
negative semidefinite then the origin is stable m the Lyapunov sense. 

T H E O R E M A2.2 .6 . / / a Lyapunov function can he found whose derivative 
with respect to the system is negative definite, and the function itself assumes 
negative values m every neighborhood of the origin then the origin is unstable. 

Note that analogous, somewhat more sophisticated theorems hold for equi­
libria of nonautonomous systems. Theorem A2.2.4 allows for an estimate of 
the basin of the origin provided that the domain of the Lyapunov function is 
positively invariant. The following theorem due to Barbashin and Krasovskiy 
is often useful (see e.g. Farkas, 1994). 

T H E O R E M A2.2 .7 . / / m a neighborhood of the origin a positive definite 
Lyapunov function V̂  : _D i—̂  M can be found whose derivative with respect to 
the system is negative semidefinite but the set M := {x ^ D \ V(A2^2^){^) = 0} 
where the derivative is zero does not contain any positive semitrajectory apart 
from the origin then the origin is asymptotically stable. 

In the rest of this Section we treat the stability problem of a nonconstant 
periodic solution of the autonomous system (A2.2.1) in a concise way. Let 
p(t) T^constant be a solution of (A2.2.1) and suppose that there exists a T > 0 
such that p{t + T) = p{t) for every t. Then p is a periodic solution with period T. 
Its path (or or6«i) will be denoted by 7 •.= {x eR" \x =p{t),t £ M). If (A2.2.1) 
is a planar system, that is, the dimension n = 2, there is a comprehensive theory 
of periodic solutions, called the Poincare-Bendixson Theory (see e.g., Farkas, 
1994), with conditions for the existence of closed orbits. This theory implies, 
for instance, that inside a closed orbit of a planar system there must be at 
least one equilibrium point. It is easy to see that the concepts of Lyapunov or 
asymptotic stability are not suitable here, because, for example, for sufficiently 
small a > 0 the difference of the initial values of the solutions p{t + a) and p{t) 
can be made arbitrarily small and p{t + a) — p{t) still will not tend to zero. The 
applicable concepts are given in the following definition. 

D E F I N I T I O N A2.2 .4 . We say that the periodic solution p of (A2.2.1) is 
orbitally stable if there is a p > 0 such that distance {x°,j) < p implies that 
the solution ip(t,x°) is defined for all t > 0 and for every e > 0 there exists 
a S{s) > 0 such that distance(a;'^, 7) < S{s) implies distance(i^(t, a;*̂ ), 7) < s 
for every t > 0; we say that p is orbitally asymptotically stable if it is orbitally 
stable and there exists an ?y > 0 such that distance(a;'^, 7) < rj implies that 
distance(i^(t, x°), 7) —̂  0 as t tends to infinity. 



Bifurcations 151 

In brief, these definitions mean that not the solution itself but its orbit is 
stable or asymptotically stable. 

There is an important condition that guarantees orbital asymptotic stability 
by linearization but it needs some preparation. Consider the variational system 
with respect to the periodic solution p : 

y = f'{p{t))y (A2.2.5) 

and its fundamental matr ix $ ( t ) , which assumes the unit matr ix at t = 0 : $(0) 
= / . The value of this matr ix at t = T is called the principal matrix of the 
variational Eq. (A2.2.5) and the eigenvalues of the principal matr ix $ ( T ) are 
called the characteristic multipliers. It is fairly easy to see that the number 1 is 
one of the characteristic multipliers. The following theorem is due to Andronov 
and Wit t (for the proof see, e.g., Farkas, 1994). 

T H E O R E M A2.2 .8 If n — 1 characteristic multipliers of system (A2.2.5) 
are m modulus < 1 then the periodic solution p of system (A2.2.1) is orhitally 
asymptotically stable. 

Beyond equilibria and periodic solutions the stability concepts can be ex­
tended to arbitrary compact sets. If the compact invariant set H C M" has a 
neighborhood such that for every initial value in this neighborhood the corre­
sponding solution tends to H as t tends to infinity (minus infinity) then H is 
called an attractor (repellor) of the system. 

A2.3 Bifurcations 

When modeling dynamical phenomena in biology by differential equations most 
circumstances are considered to have relatively little effect on the dynamics 
and are neglected. If the model is an n-dimensional autonomous system of 
differential equations 

i = f{x) {A2.3.1) 

where / G C^, which generates the flow ip(t,x) taking the system from the 
state X at t ime 0 into ip{t,x) at t ime t (here, as before, cp is the solution with 
initial value x), then one can be sure that the "real system" to be solved and 
the "real fiow" is different from what we have. One hopes that the difference is 
small and the qualitative behavior of the solutions, tha t is, of the fiow belonging 
to Eq. (A2.3.1) does not change if / is replaced by a vector field "near to it." 
The related problem is the problem of structural stability, which is different 
from the stability problem with respect to the change of the initial values as 
treated in the previous Section. When we say that the solutions cp as functions 
of the initial values represent a fiow we assume that all solutions are defined on 
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(—CXDJCXD). This is not a restriction on generality because if system (A2.3.1) is 
replaced by 

x = fix)/il + fix)y/\ 

the last one has this property (the modulus of the right-hand side is everywhere 
< 1) and it has the same trajectories traversed in the same direction. 

D E F I N I T I O N A 2 . 3 . 1 . We say that two flows are equivalent if there is a 
homeomorphism (a continuous one-to-one mapping of the space onto itself whose 
inverse is also continuous) that carries the trajectories of one system into those 
of the other and preserves the direction of the motion along them. 

D E F I N I T I O N A2.3 .2 . We say that the flow generated by system (A2.3.1) is 
structurally stable if it is equivalent to every flow "near to it." 

The distance of the flows is deflned as the distance of the vector flelds on the 
right-hand sides of the respective generating differential equations; the distance 
of two C^ vector flelds is the modulus of their difference plus the norm of the 
difference of their derivatives. Unfortunately, this concept of distance works 
only if the flow is acting on a compact manifold and not on M" (on M" not 
every two flows have a distance). Although the situation can be saved if we 
restrict the flows to compact subsets of M", we have to suppose that the flow is 
transversal to the boundary of the set; this means that every path crosses the 
boundary transversally (e.g., from the outside to the inside). 

Two basic problems are to be attacked-flrst, how can structurally stable 
flows be characterized and second, whether are they generic in the space of C^ 
systems? If the dimension n of the system is two then the characterization 
problem has already been solved by Andronov and Pontryagin (see e.g. Farkas, 
1994) and later by Peixoto (1959, 1962). It turned out that among other things 
the loss of structural stability is related to the occurrence of heteroclinic tra­
jectories joining saddle points. We say that a path is heteroclinic if it "joins 
two equilibria" in the sense that it tends to the flrst equilibrium as t tends to 
minus inflnity and tends to the second one as t tends to plus inflnity. If the 
two equilibria are the same then the path is said to be homoclinic. Peixoto also 
proved that structurally stable systems are generic in dimension two, that is, 
they form an open and dense set in the space of C^ systems. If the dimension 
is higher than two then there is no general characterization and we know that 
structurally stable systems are not generic. 

The situation is different in the special case of gradient systems. (A2.3.1) is 
said to be a gradient system if / is the (negative) gradient of a scalar function 
V G C^(M") : f{x) = —gcadV{x). It is easy to prove, for instance, that a gradi­
ent system can have neither a closed path (a nonconstant periodic solution) nor 
a homoclinic trajectory. Smale (1961) characterized structurally stable gradient 
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systems and proved that structurally stable systems are generic in the space of 
gradient systems. 

The problem of resistance of the qualitative properties of a flow to small 
changes to the right-hand side of the system is easier to handle if instead of 
looking at the whole space of flows we restrict the attention to members of a 
family of systems depending on some parameters. Here we treat only the case 
of a single parameter. Consider the family of systems 

i = f(x, ^) , X eM" , ^eM , f eC^ . (A2.3.2) 

At a certain value of the parameter /j, the flow generated by the system has some 
qualitative properties including the number of equilibria, their stability, the 
number of limit cycles, etc. We expect that for small changes of the parameter 
these properties persist and indeed this is usually the case. However, there 
might be values of the parameter where this is not the case-arbitrarily small 
changes in parameter results in a change in properties, the number of equilibria 
or limit cycles changes, a formerly stable one becomes unstable, etc. If this 
happens we say that the system has undergone a bifurcation at tha t parameter 
value and the latter is a bifurcation point. For a detailed study of the theory 
of bifurcations see, for example, Guckenheimer and Holmes (1983) and Chow 
and Hale (1982). Here we present, flrst, two generic bifurcations involving only 
equilibria that occur in systems of a single bifurcation parameter and then the 
generic Andronov-Hopf bifurcation, which gives rise to limit cycles. 

The saddle-node bifurcation. Consider the one parameter family of ID sys­
tems 

i = -x^ + IJ. (A2.3.3) 

For jj, < Q this equation has no equilibrium. At // = 0 the equilibrium x = Q 
appears; it is called a saddle-node because it a t t racts solutions with positive 
initial values and repels those with negative ones (if we attached the equation 
y = —y to a 2D system then the node and the saddle property, respectively, 
would be apparent from one side and then the other). For // > 0 the equation 
has two equilibria: xi = ^JJi and X'l = —^fJi-\ the flrst one is asymptotically 
stable and the second one is unstable. See Fig. A2.3.1. 

The situation in this simple example is generic; if a system has no equilib­
rium, a parameter is varied, and at a value of the parameter equilibria appear 
then they do this, usually, in pairs, with one stable and the other unstable. 

The pitchfork bifurcation. Consider the one parameter family of ID systems 

x = -x^^Hx. (A2.3.4) 

The right-hand side is an odd function, so that a; = 0 is always an equilibrium. 
At a; = 0 the derivative of the right-hand side (—a;̂  -|- [ix)' = —3x^ -\- fi is 
negative for // < 0 and positive for // > 0. As a consequence, this equilibrium 
is asymptotically stable for // < 0 and it is unstable for // > 0. For // = 0 it is 
still asymptotically stable, as this can be seen by integrating the equation (but 
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Figure A2.3.1: The saddle-node bifurcation in Eq. (A2.3.3). 

it is no longer linearly stable). Thus, if the bifurcation parameter /j, is increased 
at // = 0 this equilibrium loses its stability. At the same time the equation has 
two new equilibria for // > 0: xi = ^JJl and X'l = —^fji-- If these values are 
substituted for x into the derivative of the right-hand side we obtain —2// < 0. 
Therefore, both new equilibria are asymptotically stable. See Fig. A2.3.2 (this 
is called a supercritical pitchfork bifurcation because the new stable equilibria 
appear above the critical bifurcation point // = 0). 

stable 

Figure A2.3.2: Supercritical pitchfork bifurcation in equation (A2.3.4). 

The Andronov-Hopf bifurcation. For the pitchfork bifurcation, as the bi­
furcation parameter was increased through the value zero the eigenvalue of the 
system linearized at the origin turned from negative to positive, thereby caus­
ing destabilization of the origin. There is another generic way to destabilize an 
equilibrium for a system of at least two dimensions-this is when a pair of conju­
gate complex eigenvalues cross the imaginary axis from the left to the right half 
plane away from the origin. Such a loss of stability usually gives rise to a limit 
cycle of the system. The conditions under which this happens are expressed in 
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the following theorem due to Andronov (1937) in dimension two and to Hopf 
(1942) in the n-dimensional case. 

T H E O R E M A 2 . 3 . 1 . Suppose that m system (A2.3.2) f e C®, /(O,//) = 0, 
the matrix /^(O,//) has a pair of conjugate complex eigenvalues a(/u) 
±iw(//) , w(/u) > 0, a(0) = 0, the derivative of the real part with respect to 
the parameter at zero is positive: a '(0) > 0 and the other n-2 eigenvalues have 
negative real parts; then 

(i) there exists a 5 > Q and a function fi : {—S,S) i—̂  M such that fi G C^, 
and for e G {—S,S) the system x = f{x,iJ,{e)) has a periodic solution p{t,e) with 
period T{e) > 0, also T e C^, //(O) = 0, T(0) = 27r/w(0), p{t,0) = 0, and 
the amplitude of this periodic solution (the average distance of its orbit from the 
origin) is proportional to ^ | / / ( e ) | ; and 

(ii) the origin {x,iJ,) = (0,0) of the space M" x M has a neighborhood U 
C M" X M that does not contain any periodic orbit of Eq. (A2.3.2) but those of 
the family p[t,e), e^{—5,5). 

Thus, this theorem guarantees the existence of a closed (periodic) orbit 
for small |//| and also the uniqueness provided that the function jj, is strictly 
monotonous in [Q,S\. In the generic case function //(e) is either positive or neg­
ative for every e G [—5,5), e ^ 0. In the first case the bifurcation is said to be 
supercritical and in the second subcritical (see Fig. A2.3.3). 

In the supercritical case the periodic solutions appear when the equilibrium 
has lost its stability and they are orbitally asymptotically stable; in the subcriti­
cal case the periodic solutions are unstable and exist for //s when the equilibrium 
is still asymptotically stable. To determine whether the bifurcation is super- or 
subcritical is not an easy task (for the proof of the theorem and other details 
see, e.g., Farkas, 1994). If the right-hand side / of system (A2.3.2) is analytic 
the following criterion is true: the bifurcation is supercritical iff for jj, = Q the 
equilibrium x = Q is asymptotically stable. 

An important property of equilibria to be taken into account when dealing 
with their bifurcations is the existence of certain "local invariant manifolds" 
attached to these points. We say that a manifold passing through an equilibrium 
point of system (A2.3.1) is a local invariant manifold if given an initial value on 
this manifold the path of the corresponding solution stays in this manifold as 
long as it remains in a certain neighborhood of the equilibrium point. Suppose 
that point a is an equilibrium of the system, that is, / ( a ) = 0 and that linearizing 
the system at this point the matr ix / ' ( a ) has s, u and c eigenvalues with negative, 
positive and zero real parts, respectively [s -\- u -\- c = n). Then point a has an 
s—,u— and c—dimensional local invariant stable, unstable or center manifold, 
respectively: W^W^ and M, respectively, such that \i x^ E W or a;" £ VF", 
respectively, then the solution f(^, x") -^ a, t ^ co, or ip{t, x") -^ a, t ^ -co, 
respectively, and if a solution is such that ip{t,x'^) stays in a neighborhood 
of a for t G (—oo, CXD) then x"^ E M (see Har tman, 1964). The local stable and 
unstable manifolds are uniquely determined but point a may have several center 
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Figure A2.3.3: Supercritical (A) and subcritical (B) Andronov-Hopf bifurcation at 
^ = 0. 

manifolds with the same tangent space at a. Obviously, the center manifold 
contains the local closed orbits of the system if there are any. 
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PARTIAL 
DIFFERENTIAL 
EQUATIONS 

A3.1 First-Order Linear Equations 

We present here the most important facts about first-order linear partial dif­
ferential equations (PDE). As we are applying in this book these concepts and 
theorems for equations containing functions of only two variables, we shall re­
strict ourselves to this case (and to the case of three independent variables what 
is needed in the t rea tment) . 

The equation 

fix,y)^+gix,y)^ = 0 (A3.1.1) 

is called a first-order homogeneous linear partial differential equation. Here it 
is assumed that / and g are smooth functions, tha t is, of the class C^ in an 
open domain D C M^ and that f^+g^ > 0, {x, y) G D. The task is to find a C^ 
function u[x,y) defined in _D or on a subset of D tha t satisfies the PDE. The 
graph of a solution u of Eq. (A3.1.1) is a surface in the 3D space whose equation 
(in the orthogonal Cartesian coordinate system x,y, z) is z = u[x,y) . Such a 
surface is called an integral surface of the equation. "Boundary conditions" 
usually are attached to the equation, meaning that the values of the solution 
are prescribed along a curve in _D or, rather, on the boundary of D. For the sake 
of simplicity we are going to assume that the axis x is the boundary or part of 
the boundary of D and the conditions are given along it or along an interval 
on it, u[x,Q) = U{x) where U is a given smooth function. Geometrically this 
means that a curve is given above the axis x and we are looking for a surface 
that contains this curve and is the graph of a solution at the same time. Now, 
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if c is a constant in the range of the solution u then u{x,y) = c is the equation 
of a level curve of u, and grad u = [u'^, u' ] is orthogonal to this level curve at 
each point. With Eq. (A3.1.1) this means that the vector [f,g] is the tangent 
vector of the level curve. In some smooth parametrization the equation of this 
level curve can be given by a; = ip{t) , y = ip{t) where these functions satisfy 
the system of ordinary differential equations 

i = f{x,y), y = g{x,y). (A3.1.2) 

This system is called the characteristic system of (A3.1.1). The curves x 
= Lp[t) , y = ip{t) J z = c are the characteristics of (A3.1.1); as c varies along 
the range of u these curves build up the integral surface. Their projections to 
the X, y plane, that is, the level curves of u are the projected characteristics. 

The following statements can be proved easily. 
A constant function is always a solution of Eq. (A3.1.1). 
If an integral surface has a common point with a characteristic then it con­

tains this characteristic. 
If two integral surfaces have a common point then they intersect m the char­

acteristic passing through this point. 
A smooth function u is a solution of Eq. (A3.1.1) iff it is constant along 

each projected characteristic. 
If u[x,y) IS a solution and $ is a smooth function defined on the range of 

u then the composite function $ o M IS a solution too. 
A smooth function is a solution of Eq. (A3.1.1) iff it is a first integral of the 

system (A3.1.2) (see Appendix 2.1). 
For the local existence and uniqueness of solutions the following theorem 

holds. 

T H E O R E M A 3 . 1 . 1 . If a smooth curve 7 transversal to the projected charac­
teristics IS given m D and a smooth real valued function is defined along it then 
m a neighborhood of 7 Eq. (A3.1.1) has one and only one solution that assumes 
the prescribed values along 7. 

The condition that 7 is transversal to the characteristics means that at no 
point is its tangent parallel to the characteristic direction [/,(/]. No proof of this 
theorem will be given here (for a proof see, e.g., Evans, 1998) but the method of 
solution of such a boundary value problem will be described. Suppose curve 7 is 
an interval / on the axis x, the vector [/, g\ is not parallel to the axis x at points 
of / , tha t is, (/(a;, 0) 7̂  0, x ^ I, and t/ : / 1—̂  M is a smooth function. For each x° 
G / the characteristic system (A3.1.2) is solved as {^{1, x°, 0), ip{t, x°, 0)), which 
is the solution that satisfies {ip{0,x°,0),ip{0,x°,0)) = {x°,0) and is defined 
for t G [0,T{x°)) with some T{x°) > 0. The constant U{x°) is attached and 
this way we obtain the characteristic passing through the point {x°, 0, U{x°)); 
its parametric equation is {x,y,z) = {ip(t,x°,0),ip(t,x°,0),U{x°)). Since the 
mapping {t,x°) 1—̂  {ip(t,x°,0),ip(t,x°,0)) is one-to-one (because trajectories of 
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autonomous systems do not intersect) from {x,y) = {ip(t,x°,0),ip(t,x°,0)), in 
principle we may express t and x° uniquely as functions of x and y. Substitut­
ing the function x°{x,y) obtained this way into U makes the function u{x,y) 
:= U{x°{x,y)) the required solution of Eq. (A3.1.1). 

E X A M P L E . Consider the equation 

du du 
yji— ^ir = 0 

ox ay 
with the boundary condition «(«, 0) = U{x) = x^ along axis x. Here f{x, y) = y, 
g(x,y) = —X i^ 0 if a; 7̂  0. The characteristic system is x = y, y = —x. 
The solution with initial values {x°,0) is obviously {x° cost,—x° sint). Erom 
X = x'^cost, y = —x'^sint we obtain x'^ = \/x^ + y^. By substituting the 
last expression into the boundary condition, the required solution is u[x,y) = 

U f \/x^ + y^ J = a;̂  + j / ^ . The corresponding integral surface is the rotational 

paraboloid z = x^ + y"^. 

We shall treat the case of three independent variables by analogy. Consider 
the homogeneous linear first-order PDE 

dv dv dv 
f{x,y,z)--+g{x,y,z)-- + h{x,y,z)—- = 0 (A3.1.3) 

ox ay oz 

where f,g,h are smooth functions defined on an open domain D C M^. The 
characteristic system corresponding to Eq. (A3.1.3) is 

i = f{x, y,z) , y = g{x, y,z) , z = h{x, y, z) . (A3.1.4) 

The solutions of this system are the projected characteristics. The smooth 
function t; is a solution of Eq. (A3.1.3) iff it is a first integral of system 
(A3.1.4), tha t is, iff it is constant along the projected characteristics. If 
{x,y,z) = {ip{t),ip{t),x{t)) is a solution of (A3.1.4) and c is a real constant 
then the curve {ip(t),ip(t),x{t),c) of M'* is a characteristic of Eq. (A3.1.3). The 
graph of a solution v is the union of such characteristics. 

We may prescribe the values of a solution along a smooth surface of M^, 
which is transversal to the projected characteristics. Suppose that the plane 
z = 0 or part of it is contained in D, no characteristic direction is contained 
in this plane, that is, h ^ 0, and the boundary condition v{x,y,0) = V{x,y) 
is attached to Eq. (A3.1.3) where V̂  is a smooth function. Then locally there 
exists a unique solution satisfying this condition and it can be determined the 
following way. Eor each admissible initial value {x°,y°,0) we determine the 
solution of system (A3.1.4): 

{x, y, z) = {(p{t, x°, y°,0),ip{t, x°, y°,Q),x{t, x°, t/°, 0)) 
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and express t,x°,y° as a function of x,y,z and substitute the functions 
x°{x,y,z), y°{x,y,z) into V. The function V{x°{x,y,z), y°{x,y,z)) will be 
the required solution. 

The equation 

Oz Oz 
f{x, y,z)— + g{x, y,z)— = h{x, y, z) (A3.1.5) 

where f,g,h are smooth functions in an open domain D C M^ is called a first-
order quastlmear partial differential equation (in two independent variables). A 
function u[x, y) is a solution if it is in the C^ class, its graph [x, y, u{x, y)) is in 
D if [x, y) is in its domain, and if being substituted for z in Eq. (A3.1.5) makes 
it an identity. 

The equation 

dv dv dv 
f{x,y,z)-- +g{x,y,z)-- + h{x,y,z)-- = 0 (A3.1.6) 

ox ay oz 

is called the homogeneous equation corresponding to Eq. (A3.1.5). 
The solution of Eq. (A3.1.5) is reduced to the solution of the corresponding 

homogeneous equation according to the following 

T H E O R E M A3.1 .2 . Suppose that v(x,y,z) is a solution of Eq. (A3.1.6), 
the function u{x,y) is m the C^ class, its graph is m D, the derivative 
v'-,{x,y,u{x,y)) ^ 0 apart from a set of measure zero, and v{x,y,u{x,y)) = c 
(a constant); then u[x,y) is a solution of Eq. (A3.1.5). 

P R O O F . Differentiating the identity v[x, y, u[x, y)) = chy x and y we obtain 

dv dv du dv dv du 

dx dz dx ' dy dz dy 

dv dv du dv dv du 

dx dz dx ' dy dz dy 

The substitution of the last expressions into Eq. (A3.1.6) yields 

v'^{x, y, u{x, y)) {f{x, y, u{x, y))u'^{x, y) 

•^g{x, y, u{x, y))u'y{x, y) - h{x, y, u{x, y))) = 0 . 

As the first factor is almost everywhere nonzero, the second factor must be 
identically zero, and this proves the Theorem. D 
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Thus we see that if a solution v{x,y,z) of Eq. (A3.1.6) is known and the 
Implicit Function theorem can be applied to v{x,y,z) = c, tha t is, z can be 
expressed as a uniquely determined smooth function, then this function is a 
solution of Eq. (A3.1.5). As we have already seen, the solution of Eq. (A3.1.6) 
is based on the solution of the characteristic system (A3.1.4). It follows now 
that a smooth function u[x, y) is a solution of Eq. (A3.1.5) iff the corresponding 
integral surface z = u[x,y) has the property that through each point of it 
there passes at least one projected characteristic of (A3.1.4) and if a projected 
characteristic has a point common with this surface then it is contained in it. 

A3.2 Reaction-Diffusion Equations 

Suppose that a spatial domain (in the 3D physical space, or in a membrane 
considered to be 2D, or in a thin tube considered to be ID) is filled up with 
some liquid or gas that contains a certain substance (also a liquid or a gas, 
respectively), where the density of the latter at t ime t and at the point given 
in Cartesian orthogonal coordinates by [x,y,z) is u[t,x,y,z). Function u is 
supposed to be nonnegative and of the C'^ class. The molecules (particles) 
of the substance perform random motions that become more vivid when the 
temperature is higher. As a consequence, the substance is moving, "diffusing" 
away from places where its density is high and towards places where its density 
is low-density is a t tempting to become uniform. Thus the substance fiows 
towards the direction in which the decrease in density is more rapid than in 
other directions and is proportional to the highest rate of density diminution. 
This is Pick's law. According to this law, if the fiow vector is denoted by 
q{t, X, y, z) = [qi{t, x, y, z),q2{t, x, y, z),qz{t, x, y, z)] then 

q{t,x,y,z) = -dgrcidu{t,x,y,z) = -d[u'^,u' u'^], (A3.2.1) 

where d is the diffusion coefficient. The latter could be a function of t ime and 
place, as well as of the density itself or of the temperature but for the purposes 
of this book we consider it to be a positive constant. The physical meaning 
of the vector q is tha t the quanti ty of the substance passing through a small 
surface of unit surface area orthogonal to q in unit t ime is \q\ . Let us choose 
an arbitrary spatial domain V in that part of the space that is filled up and 
suppose that the boundary of V̂  is a smooth closed surface S with an outside 
directed normal vector. The total quanti ty of substance in V is 

u{t, X, y, z)dxdydz 
V 

and the increase of this quanti ty in unit t ime is the derivative of this integral 
with respect to t ime t. If we assume that the substance is neither produced nor 
decays in V, then this increase must be equal to the quanti ty fiowing into V 
through S in unit t ime. This way we arrive at the balance equation: 

. . . u(t, X, y, z)dxdydz = — q(t, x, y, z)dS . 
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By rearranging, differentiating under the integral sign, substituting from 
Eq. (A3.2.1), and applying the Divergence theorem we obtain 

— ddiY g radu ) dxdydz = 0 , (A3.2.2) 

where div grad M = AM = | ^ + | ^ + | ^ . As Eq. (A3.2.2) holds for arbitrary 
domains V the integrand must be zero: 

— = dAu. (A3.2.3) 

This is the classical linear partial differential equation of diffusion. It is a 
parabolic equation; if proper boundary and initial conditions are attached then 
it has a uniquely determined solution defined on the spatial domain for positive 
values of the t ime. Assume for the sake of simplicity that the space is ID and 
the diffusion takes place in the interval [0,L] with some positive L. Then the 
equation takes the form 

du d'^u 

dt dx'^ 
(A3.2.3i 

On the boundary, that is, at the points x = Q, x = L one may prescribe, 
say, Neumann (or no flux) boundary conditions, which express the fact that no 
substance is fiowing into or out of the domain: 

^ t ^ = ^ t ^ = 0 , t > 0 . (A3.2.4) 
ox ox 

For initial conditions we may prescribe the values of u at the start , tha t is, at 
t = 0: 

u{0,x) = U{x), xe[0,L], (A3.2.5) 

where U is a known function of the C^ class. 
The classical method of solving the problem (A3.2.3i)-(A3.2.4)-(A3.2.5) is 

called Fourier's method, or the method of the separation of variables. According 
to this we first solve problem (A3.2.3i)-(A3.2.4), in which the equations are 
homogeneously linear by assuming that it has a solution of the form u{t, x) = 
T{t)X{x). Substituting this into Eq. (A3.2.3i) and dividing by dTX gives 

T{t) _ X"{x) _ _^ 

dT{t) X{x) 

where the overdot and the double prime denote differentiation with respect 
to t and X, respectively, and A must be a constant, because the first term 
depends only on t and the second only on x. Equation X" = —XX is first 
solved. Solutions have to satisfy X'{0) = X'{L) = 0. These are clearly X{x 
cos(a;vA), provided that LyX = kir, (k = 0 ,1 ,2 , . . . ) . Values A^ = (kn/L) 2 
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are called the eigenvalues of the problem with corresponding etgenfuncttons 
Xk{x) = cos[k'KXIL) . A differential equation for T belongs to each eigenvalue 
: T = —XkdT. Its solution is Tk{t) = exp(—A^rft) . As each function Uk{t, x) = 
Tk{t)Xk{x) is a solution of the problem (A3.2.3i)-(A3.2.4), their arbitrary linear 
combination also is one and such is a series of these functions provided that it 
can be substituted into Eq. (A3.2.3i) : 

Cfe exp(—(fc7r/_L) dt) cos[kiTx/L) . (A3.2.6) 

The coefficients of this series are to be determined from the initial condition 
(A3.2.5). One has to expand the function U into cosine Fourier series: 

Eoo 
Cfe cos[kiTX/L) 

where 

cL 

Ck = i^l/L) / U(x) cos(kTTx/L)dx , (k = 1, 2, 3,...) 

and 

Co = (l/L) / U(x)dx. 
Jo 

These values are to be substituted into Eq. (A3.2.6). It is clear that no mat ter 
which initial distribution U we have, all the terms in the series except the zeroth 
one tend to zero as t tends to infinity, so that , u{t, x) —̂  CQ, which is the integral 
mean of the initial distribution. 

We note that one may proceed on in a similar way if other homogeneous 
linear boundary conditions are prescribed-for example, if by introducing the 
substance into the interval in a constant rate at the boundary, the density 
u{t,0) = u[t,L) is kept constant there. In this case we speak about Dmchlet 
boundary conditions. 

The situation is different if the substance has "sources" or "sinks" in the do­
main. If it is assumed that these are homogeneously distributed in the bounded, 
connected spatial domain B C M^ with smooth boundary S and produce or ab­
sorb the substance at a rate that does not depend on time and space but on the 
density itself, then Eq. (A3.2.3) is replaced by 

rffl 
— = dAu + f{u), (A3.2.7) 

where the "reaction" or the source term / : M i—̂  M is of class C^ and AM is 
given as following Eq. (A3.2.2). This is called a reaction-diffusion equation. By 
dropping the diffusion term the ODE 

du 



164 Partial Differential Equations 

is obtained (called the kmetic equation corresponding to Eq. (A3.2.7)). If the 
last equation has an equilibrium, / ( a ) = 0 then u{t, x, y, z) = a is also a solution 
of the PDE (A3.2.7). If M = a is an asymptotically stable equilibrium of the 
kinetic equation and B is convex then, under no flux boundary conditions, it 
is also an asymptotically stable solution of Eq. (A3.2.7), which means that 
solutions with initial values near to a stay near to a and tend to a as t tends 
to inflnity. In this case, when the underlying space is 3D, no flux boundary 
conditions mean that the directional derivative of u in the direction of the 
normal vector of S is zero everywhere on S for t > 0. Eq. (A3.2.7) also may 
have nonconstant stationary solutions, tha t is, solutions u[x,y,z) tha t do not 
depend on t. However, under the forementioned conditions no such solution can 
be asymptotically stable. For these results see Casten and Holland (1977,1978). 
If there is more than one substance diffusing and reacting with another then 
the last statement is no longer valid. We shall handle this problem in the next 
Section. 

A3.3 Turing Bifurcation 

Consider now two substances that react with each other (activating or inhibit­
ing the production of each other) and diffuse in a spatial domain according to 
Pick's law. We assume a 2D bounded, connected spatial domain B with piece-
wise smooth boundary dB, and denote the respective densities at t ime t and 
point {x,y) G B by u[t,x,y), v[t,x,y) where x and y are Cartesian orthogonal 
coordinates. Then proceeding analogously to the single substance case in the 
previous Section, the dynamics is described by the system of reaction-diffusion 
equations 

— = duAu + f(u,v) 

-^ = d,Av+g(u,v) , (A3.3.1) 

where d^^dy > 0 are the respective diffusion coefflcients, f,g G C^ are the 
reaction terms, and the Laplace delta is A = d'^ jdx'^ -\- d'^ jdy'^. No flux bound­
ary conditions are attached; denoting the directional derivative in the direction 
orthogonal to the boundary dB by d jdn : 

d u { t ^ = M i l f l ^ = 0 , t > 0 , ( . , , ) e 5 5 . (A3.3.2) 
on on — \ , 

The ODE system 

u = f[u,v) , v = g{u,v) , (A3.3.3) 

where the overdot denotes differentiation with respect to t ime t, is called the 
kmettc system attached to Eq. (A3.3.1). If / ( « , v) = g{u, v) = 0 then the equi­
librium (M, V) is also a constant solution of the PDE system (A3.3.1). However, 
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contrary to the scalar case the asymptotic stability of {u,v) with respect to 
system (A3.3.3) does not necessarily imply its asymptotic stability with respect 
to the PDE system (A3.3.1). 

D E F I N I T I O N A 3 . 3 . 1 . We say that a stationary solution {u{x,y),v{x,y)) of 
the problem (A3.3.1)-(A3.3.2) is stable m the Lyapunov sense if for every e > 0 
there exists a (5 > 0 such that if for the initial value [u[Q, x, y), v[Q, x, y)) of a 
solution of the problem 

sup{\u{Q,x,y) - u{x,y)\ + \v{Q,x,y) -v{x,y)\) < 6 
B 

holds then for t > 0, (x, y) ^ B we have 

\u{t,x,y) - u{x,y)\ + \v{t,x,y) - v{x,y)\ < s ; 

we say that this stationary solution is asymptotically stable if it is stable in the 
Lyapunov sense and there exists an ?y > 0 such that if 

s\ip{\u{0,x,y) - u{x,y)\ + \v{0,x,y) -v{x,y)\) < T] 
B 

then 

l i m {\u{t,x,y) - u{x,y)\ + \v{t,x,y) - v{x,y)\) = 0 

Even if B is convex for problem (A3.3.1)-(A3.3.2) the situation may arise 
that a constant stationary solution is asymptotically stable with respect to the ki­
netic system (A3.3.3) but is unstable with respect to problem (A3.3.1)-(A3.3.2). 
This possibility, discovered by Turing (1952) in his famous paper on morpho­
genesis is called Turing (OY diffusion driven) instability. Spatially constant 
initial conditions are, at the same time, initial conditions with respect to the 
kinetic system, and the corresponding solution of the latter is obviously also a 
solution of the problem (A3.3.1)-(A3.3.2) depending only on the t ime t. There­
fore, Turing instability means that solutions with constant initial values near 
to the constant solution tend to the latter as t ime tends to infinity while solu­
tions corresponding to spatially nonconstant initial conditions arbitrarily near 
to the constant solution may tend away from it. This phenomenon is interesting 
because the general experience is that diffusion helps stability by evening out 
differences, and now the opposite happens, and it is also of interest because Tur­
ing instability may go together with the occurrence of a spatially nonconstant 
stationary solution, which is called a pattern. 

First, necessary conditions will be deduced for the occurrence of Turing 
instability. Denote an equilibrium point of the kinetic system (A3.3.3) by [u, v), 
linearize the system at this point, denote the coefficient matr ix of the linearized 
system by 

A: 
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and assume that the eigenvalues of this matr ix /U?,/U2 have negative real parts . 
This assumption implies the asymptotic stability of the equilibrium with respect 
to system (A3.3.3). The characteristic polynomial of yl is 

/ " ' - ( / u + ^ O / ^ + d e t A (A3.3.4) 

so that from the remark following Theorem A 1.1.2 our assumption is equivalent 
to saying that 

/:, + <,; < 0 , det A = f:,g', - fj^ > 0 (A3.3.5) 

(here and in the sequel the arguments will not be written out; they are al­
ways (u, v)). Now system (A3.3.1) is to be linearized at the constant stationary 
solution {u,v), the "general solution" of the linearized system with boundary 
conditions (A3.3.2) will be written out, and the stability of the (0,0) solution 
of the linearized problem will be considered. By shifting the origin of the phase 
space into {u,v), introducing the coordinates p = u — u , q = v — v, writing out 
the equation in the new coordinates, and dropping the higher-order terms, we 
arrive at the linearized system 

Ov 
— = d^Ap+ f^p + f^q 

— = dyAq + g'^p + g'^q (A3.3.6) 

to which the boundary conditions 

dp{t,x,y) dq{t,x,y) 

dn dn 
0 , t > 0 , (x,y) edB (A3.3.7) 

are attached. The problem (A3.3.6)-(A3.3.7) is to be solved by Fourier's method. 
We suppose that the problem has a solution of the form [Ti[t),T2{t))R{x,y), 
substitute this into Eq. (A3.3.6), divide the first and the second equation by 
TiR and T2R, respectively, and obtain 

1 

1 
dy 

Ti 
Ti 

T2 
T2 

(S 
(1 

= 

= 

- f 
J u 

-'j'u 

"tl T-, ^ Ju ' Jv rp 

AR ,Ti 

.T^] AR 
^"Tij R 

Ti ,\ AR 
T2 ^"j R 

(A3.3.8) 
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where A is a constant because the first term depends only on t and the second 
only on x,y. First the boundary value problem 

AR: -XR 
dR{x,y) 

dn 
0 , {x,y)(^dB (A3.3.9) 

is to be solved. It is known (see Vladimirov, 1967; or Evans, 1998) that (A3.3.9) 
has a countable set of nonnegative eigenvalues 0 = AQ < AI < A2 < ... < A^ < ... 
with eigenfunctions Rk{x,y) , (k = 0 ,1 ,2, . . . ) such that the eigenfunctions 
belonging to different eigenvalues are orthogonal to each other. To be sure, 
the determination of the eigenvalues and the eigenfunctions might be a difficult 
problem depending on the geometry of B but for simple domains such as a 
rectangle, a rectangular triangle or a circle, it can be done explicitly. Second, 
the 2D ODE system for (Ti,T2) is written out from Eq. (A3.3.8): 

Ti = (/^ - Arf„)Ti + / ^ T 2 

T2 = g'uTi + [g'y - Xdy)T2 

Ti 

T2 
[A - \D) 

Ti 

T2 
(A3.3.10) 

where D =diag[du, dy] is the diffusion matr ix . We have to substitute each 
eigenvalue of problem (A3.3.9) into Eq. (A3.3.10) for A and solve the latter 
system. The characteristic polynomial of (A3.3.10) is 

det{A -XD- fil) =1? - fi{f^ +g'y- A(rf„ + dy)) 

+ detA-X(dy,gl + dyQ + X'dy,dy . (A3.3.11) 

Using (A3.3.5) for A > 0 : Trace(yl - XD) = f^ + g'^ - A(rf„ + dy) is negative 
and thus we may have instability only if 

det(yl - XD) = det A - X{dy.g'y + dyQ + X^d^dy < 0 . (A3.3.12) 

If the characteristic polynomial has a double root then as the product of the 
roots this determinant is positive, so that in this case stability prevails. There­
fore, we may assume without loss of generality that for each A^ (k = 0, 1, 2, ...) 
(A3.3.11) has two distinct roots 1^1,1^2 with eigenvectors s^^^s^"^, respectively, 
and as a consequence, the general solution of (A.3.3.10) is 

Ti(t) 
T2(t) 

Ck ̂ e''i*s'=i + Cfe2e'''*s'=2 

where Cki, Ck2 are arbitrary constants. This way, for each fc = 0, 1, 2, ... we have 
obtained a solution of the boundary value problem (A3.3.6)-(A3.3.7): 

Rk{x,y){ckie^"'s^^+Ck2e^'i's^^) 
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If the series 

^ k = 0 
i?4*,S/)(cfeie'''*s'=^ + c,2e'''*s'=2) (A3.3.13) 

is convergent and can be substituted into Eq. (A3.3.6), then it is also a so­
lution of this linear problem. If smooth initial conditions {p{0, x, y), q{0, x, y)) 
= {P{x, y), Q{x, y)) are given then, in order to determine the appropriate coeffi­
cients in the last series, the initial functions are to be expanded into generalized 
Fourier series: 

P(x,y) 

Q{x,y) ^-^k = 0 
Rk{x,y){ckis''^ +Ck2s''') 

With the coefficients determined this way we get the solution of the boundary-
initial value problem: 

p{t,x,y) 

q{t,x,y) ^k=o 
Rk{x,y){ckie^"'s^^ + Ck2e^"'s^^) 

If for each Xf;j(k = 0, 1, 2, ...) system (A3.3.10) is asymptotically stable, then in 
the last series every term tends to zero exponentially as t ime tends to infinity and 
hence every solution of problem (A3.3.6)-(A3.3.7) tends to (0,0). From Casten 
and Holland (1977) the asymptotic stability of the constant solution {u,v) of 
the nonlinear problem (A3.3.1)-(A3.3.2) is implied. In order to have Turing 
instability system (A3.3.10) must be unstable for at least one A^. This means 
that (A3.3.12) must hold for some positive As. The roots of the polynomial in 
(A3.3.12) are 

A -̂' = ^ ^ [d^g', + d,f^ ± V(rfu< + d,fl)^ - 4d^d, det A) . 

If dug'jj + dyf^ < 0, then no root is positive. We have positive roots only if 

dng', + dj:,>0 (A3.3.14) 

and 

{dug'y+dyf^f > Ad^dy det A . (A3.3.15) 

In this case both roots are positive and distinct (a double positive root is of no 
use because then we do not have an interval where (A3.3.12) holds). This way 
we arrived at 

T H E O R E M A3.3 .1 If the eqmUhnum solution {u,v) is Turing unstable then 
conditions (A3.3.5), (A3.3.14), and (A3.3.15) must hold. 
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By the first condition of Eq. (A3.3.5) at least one of f^,g'^ must be negative. 
By (A3.3.14) at least one of them must be positive. Hence, f^g'y < 0. We may 
assume without loss of generality that 

fL>0, 9'v<0- (A3.3.16) 

This means that u acts as an activator (its increase is increasing its production) 
and V as an inhibitor (its increase is decreasing its production). Then by (A3.3.5) 
Q < f'u < —g'y and by (A3.3.14) /^ > —g'^du/dy. The last two inequalities imply 
that Turing mstahtUty may occur only if 0 < d^/dy < 1, tha t is, the diffusion 
coefficient of the inhibitor is larger than that of the activator: 

du <dy . (A3.3.17) 

In the discussion that follows we assume that (A3.3.5) and (A3.3.14)-(A3.3.17) 
hold. Under these conditions 0 < Â  < A^, so that if for some k > I the cor­
responding eigenvalue A^ of Eq. (A3.3.9) falls into this interval, then (A3.3.12) 
holds, tha t is, IJ1IJ2 < 0, which implies that , for example, /I'l < 0 < 112- As a 
consequence, the corresponding term in series (A3.3.13) does not tend to zero, 

k 
• ' 2 

nonconstant stationary solution, that is, a pattern. 
Suppose that one of the parameters in system (A3.3.1) is varied in such 

a way that this does not affect conditions (A3.3.5), tha t is, the equilibrium 
point {u,v) remains an asymptotically stable solution of the kinetic system 
(A3.3.3). This bifurcation parameter denoted in the sequel by h can be one of 
the diffusion coefficients, a measure of the spatial domain B (its diameter or 
area), or a parameter in the functions / and g. As the bifurcation parameter is 
varied the interval [A"'̂ , A ]̂ C M_|_ sweeps through the positive axis A, changing its 
length and in the process maybe engulfing some of the eigenvalues A^. Suppose 
that for h < ho the interval [A"'̂ ,A ]̂ does not contain any of the Xk-s: [A"'̂ ,A ]̂ 
n{Ai, A2, A3, ...} = 0 ,the empty set, at h = ho we have A,- = A^, say, and for 
h > ho the interval contains this eigenvalue: A,- G (A"'̂ ,A^); we say then that at 
ho the constant solution {u,v) undergoes a Turing bifurcation. This means that 
for h < ho the constant solution is asymptotically stable with respect to problem 
(A3.3.1)-(A3.3.2), for & > &o it is unstable while it remains asymptotically stable 
with respect to the kinetic system, and at & = &o the linearized problem (A3.3.6)-
(A3.3.7) has a spatially nonconstant stationary solution. Applying a theorem 
from Smoller (1983), under generic conditions one may prove that in this case 
m a (possibly one-sided) neighborhood of bo the nonlinear problem (A3.3.1)-
(A3.3.2) has a spatially nonconstant stationary solution, a pattern (for a proof 
in case of a concrete model see Cavani and Farkas 1994). 

tha t is, the constant solution is no longer asymptotically zero. If fJ^ is posi­
tive then this term tends to infinity; '\i fJ^ = 0 then Rk(x,y)s^'^ is a spatially 



Appendix 4 

RIEMANNIAN 
GEOMETRY 

A4.1 Local Riemannian Geometry 

Riemannian geometry was introduced by Riemann in 1854 as the n-dimensional 
generalization of the theory of curved surfaces of the 3D Euclidean space. For 
more than 50 years it was more or less a "Sleeping Beauty" until it turned 
out that it was indispensable in Einstein's general theory of relativity because 
in 4D space-time the metric is not Euclidean but Riemannian and varies from 
point to point due to the distribution of masses in the Universe. In modern 
t reatments of Riemannian geometry there is an underlying abstract topological 
space (sometimes infinite dimensional) that is the countable union of sets (called 
coordinate charts) diffeomorphic to M" (to a Hilbert space in the infinite dimen­
sional case). We shall not need that here. All we need is a set V (an abstract 
topological space) that can be mapped in a one-to-one way to a single copy of 
M" (or to an open connected subset of M"). We need the set V in order to be 
able to speak about points (the elements of V ) independently of the coordinate 
system, the latter being introduced by the mapping of V to M". For a more 
general t reatment see, for example, Klingenberg (1978). 

Thus, if a point x G U is given we represent it by its image x = [x^, x^, ..., x") 
in M" (putting the indices up simplifies the calculations here). In this Appendix 
smooth means three times continuously differentiable. We allow smooth coor­
dinate transformations, tha t is, C^ diffeomorphisms (j> : M" i—̂  M" denoting the 
image of a; G M" by £ = 4'{x) = {x^,x^, ...,x") G M". In the new coordinate 
system x G U is represented by £. To each point x of U we make to correspond 
an n-dimensional linear space T^V and call it the tangent space at x. The 
coordinate system x induces a basis, the natural basis in T^V, consisting of 
the base vectors u i =col[ l , 0, ..., 0], U2 =col[0, 1, ..., 0], ..., u„ =col[0, 0, ..., 1]. 
Intuitively these are the tangent vectors of the coordinate lines x^,x^, ..., x", re­
spectively, tha t is, the curves along which only the respective coordinate varies 
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and the other n — 1 coordinates are constant. A vector v of the space T^V is 
called a vector of the space V at point x. In a natural basis its coordinates are 

V =col[v^, v'"^, ..., v"], tha t is, v = X!lfe=i^''^fe- (-'-̂  ^^^^ Section all summations 
will go from 1 to n, so the limits of the summation will not be written out in the 
sequel; if necessary the index for which the summation goes will be denoted.) 
In the new coordinate system x the coordinates of the vector u^ of the natu­
ral basis induced by the old coordinate system x are [dx^/dx , ..., dx"/dx ]; in 
other words this means that u^ = '^•Uidx^/dx'', where u,- are the vectors of 
the natural basis of the new coordinate system. Substituting this into the ex­
pression of the vector v gives us v = ^ ^ v'' ^ ^ VLidx^ /dx^ = ^ ^ ^ VLiV^ dx^ /dx^. 
On the other hand, in the new system the same vector has the representation 

V = ^ j r5'Uj'. Hence, we see that the coordinates of a vector are transformed by 
the formula 

E v^di' jdx^ , (A4.1.1) 
k 

or if the notations dx/dx = [dx^ /dx''] are introduced for the matr ix of the 
coordinate transformation in T^V and v =col[r5"'̂ , v^, ..., v"] : 

v = (di/dx)v. (A4.1.1') 

If x[t) = {x^(t), ..., x"(t)) is a smooth curve in V {t varying in an interval) then 
at the point x(t) G V the derivative dx(t)/dt =col[x^(t), ..., x"(t)] is a vector 
in Tj;U\V called the tangent vector of the curve at the point x(t). In the new 
coordinate system the equation of the curve is given by x[t) = (l){x{t)), and 
its tangent vector is dx(t)/dt =col[£"'^ (t),...,x" (t)] = [dx/dx)dx[t)/dt by the 
chain rule and in conformity with Eq. (A4.1.1'). 

The function a : T^V x T^V ^-^ M^ is called a tensor if it is bilinear, tha t is, 
if for arbitrary u , v, w ET^V and a, /3 we have 

a(au-|-/3v, w) = a a ( u , w)-|-/3a(v, w) , 

a(w,au-|-/3v) = a a ( w , u)-|-/3a(w, v) . 

We say that a tensor g is symmetric if for every u , v G y there holds 
(jf(u,v) =(jr(v,u). We say that a symmetric tensor g is positive definite if for 
every v G y, v 7̂  0 there holds (/(v, v) > 0. If a coordinate system x is given, in­
ducing the natural basis in T^V, then tensor a is given by its coordinate matr ix 
A = [aik] and for arbitrary v , w ^TxV we have a ( v , w ) =^it;aikV^w^ where 
v^ and w^ are the coordinates of the respective vectors. If the new coordinate 
system x is introduced then the same value is given by a(v, w) = ^ • ^ djhV^w^ 

where A = [djh] is the coordinate matr ix of the tensor in the new system of 
coordinates. Substituting from the transformation formula (A4.1.1) of vector 
coordinates we have 

.̂ ^ a,,v w = a(v , w) = ) ^ ^ . _̂̂ . ^ a , , ^ v ^ v 
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from where 

•^-^j.h •' dx' dx^ 
o-ik — y ,. , a-jh 

follows. Multiplying by dx^/dx^ and by dx^ jdx'^, summing for i, k, and taking 
into account that dx/dx = [dx'/dx^] is the inverse matr ix of dx/dx, we obtain 
the transformation formula for the tensor coordinates: 

v~v dx dx / A J 1 r,\ 
«^^ = L , . ^ ^ ^ ' ^ • (A4.1.2) 

If to each point x GV^ a vector v(x) ET^V is made to correspond and in any 
admissible coordinate system the function v[x) is smooth we say that v(x) is a 
smooth vector field over V. Similarly, we speak about smooth tensor fields over 
V. Smooth vector and tensor fields also can be defined, naturally, over subsets 
of y . 

D E F I N I T I O N A 4 . 1 . 1 . If a smooth, symmetric, positive definite tensor field 
(/(x; •, •) is given over V and the arc length of a smooth curve x( t ) , t G [a, /3] is 
defined by 

s= j Jj2.f^9ik(x(t))i'(t)i''(t)dt (A4.1.3) 

in the coordinate system x, then we say that a Rtemannmn metric has been 
introduced in V or that V̂  is a Rtemann space with metric tensor g. 

The Riemannian metric induces a metric in each tangent space T^V : the 
scalar product of the vectors v, w ^TxV is defined by v • w = ^ j . ^ gik(x)v'w^ 

and, as a consequence, the length of a vector v ET^V is |v| = \r^lii k 9ik(x)v'v^. 

The cosine of the angle a of the two nonzero vectors v and w is, by definition, 

cos a := V • w / (|v| |w|) , from where v • w = |v| |w| cos a. 
The arc length, the length of a vector, and the scalar product of vectors at 

a point of the space are invariant with respect to coordinate transformation. 
Indeed, if the coordinates of the metric tensor g and the vectors v and w, 
respectively, are denoted by gjh, v^ and w'', respectively, in the new coordinate 
system x then by the transformation laws (A4.1.1)-(A4.1.2) 

v w = y ^ . gjh{x)v^w'' 

E -s—^ dx' dx'' -s—^ p dx^ -s—^ q dx'' 

j,h^i,k'dii'di^^'^^^' ^P^ 'dxP ^ q ^ 'dx^ 

E / y ^ dx' dx'' dx^ dx'' \ i \ p q 
i,k,p,q \^j,h 'di^'di^'d^'d^) ^'''^^'^ ^ 
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where S' is the Kronecker delta: 

0,if i ^ p . 

Given vector v with its coordinates [v^, ..., v"] at the point x of the Riemannian 
space V the quantities Vi = ^ ^ gik(x)v^ , (i = 1, 2, ..., n) are called the covari-
ant coordinates of vector v . Distinctively, the original coordinates are called the 
contravanant coordinates of v . (The names are related to the transformation 
laws of the two kinds of coordinates.) Denoting the inverse matr ix of [gik\ by 
[g-'^], multiplying the previous equation by g^^[x), and summing for i we obtain 
the formula showing how one can regain the original coordinates of a vector 
from the covariant coordinates: 

J2^g^Hx)v, = J2^^^g^H^)g>k{x)v'' = ^ / ^ ' = v^ • (A4.1.4) 

Denoting the covariant coordinates of the vector in the coordinate system x 
by Vj, the transformation formulae for these are obtained the following way by 
applying Eqs. (A4.1.1)-(A4.1.2): 

Obviously, if at the point x (iV the vector v is given by its covariant coordinates 
Vi and the vector w by its contravariant coordinates w', then the scalar product 
of the two vectors is v • w = "Y^^ Viw' . 

Let / : y I—̂  M be a smooth scalar field over V. The level surface Sc 
:= {x G y I / ( x ) = c} where c is a constant from the range of / is a hypersurface 
of space V. Let x(t) , t G (a,/?) be a smooth curve in Sc', this means that 
/ ( x ( t ) ) = c. In the coordinate system x we have f{x{t)) = c. Differentiating 
the identity, we get J2i ^'^f/^^' = 0- ^ the quantities V j / := df/dx', (i 
= l , 2 , . . . , n ) are considered as the covariant coordinates of a vector denoted 
by V / the last identity means that this vector is orthogonal to the tangent 
vector of the curve (of any curve) of the hypersurface Sc at the point x( t ) , 
because the scalar product x(t) • V / ( x ( t ) ) = 0. To consider the quantities V j / 
as covariant vector coordinates is justified by their transformation law when a 
new coordinate system x is introduced. By the chain rule in the new system 
the coordinates are 

^ ^-^i dx' dx^ 

in accordance with Eq. (A4.1.5). The smooth vector field V / is called the 
gradient of the scalar field / . As we have seen at every point it is orthogonal to 
the level surface o f / passing through that point. The contravariant coordinates 
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of the gradient are, by Eq. (A4.1.4), 

Vf{x) = [V'f{x),...,V"f{x)] , 

V'fix) -Y.^a^i^Wkfix) , {i=l,2,...n). (A4.1.6) 

The directional derivative df/du of the scalar field / at a point x in the direction 
u G TxV (where u is a unit vector: (jr(x;u,u) =1) is df/du = V / ( x ) • u . This 
is the rate of change of / along a curve passing through the point x in the 
given direction if the curve is parametrized by the arc length, tha t is, if its unit 
tangent vector at x is u . It is clear that , the rate of change is the fastest in the 
direction of the gradient 

max V / ( x ) • u = | V / ( x ) | cos 0 = | V / ( x ) | . 
| t i | = i 

This is roughly what we need from Riemannian geometry. We note that al­
gebraic manipulations between vectors belonging to tangent spaces of different 
points are impossible. This makes differentiation of vector and tensor fields dif­
ficult. However, the parallel displacement of vectors along curves can be defined 
and this makes differential calculus possible but this parallel displacement de­
pends on the curve along which it is performed. It may happen, and in fact, this 
is the generic s i tuat ion- that a vector is displaced parallelly along a closed curve 
and by returning to the starting point we do not get back the original vector. 
This phenomenon is related to the "curvature" of the space. The "curvature" 
of the Euclidean space is zero and as a consequence the parallel displacement 
there is absolute. In a Riemannian space those curves whose tangent vector is 
parallelly displaced along the curve itself are called geodesies. These curves play 
the role of the straight lines of an Euclidean space. Because the distance of two 
points of a Riemannian space is not directly defined we may look for the curve 
among the curves joining the two points whose arc length is minimal. It turns 
out that this curve is a geodesic. Its arc length is the geodesic distance of the 
two points. 

If a metric tensor has been defined in the space by its coordinate matr ix 
[gik{x)] in a given coordinate system it may happen that an admissible coordi­
nate transformation exists such that in the new coordinate system x the matr ix 
of the metric tensor is the unit matr ix at every point: 

_ p = q 

i,k d£P dii"""^'^^'^" ~"'"^ \ 0, P+q ' 

If this is the case, then the scalar product of two vectors v, w is v • w = ^ 
.• V W 

V^V 
, 1 / 2 . 

and the length of a vector is obtained the Pythagorean way: |v | = (X^jl 
this means that the space is, in fact, a Euclidean space in which £ is a Cartesian 
orthogonal coordinate system while x was a "curvilinear coordinate system." 
Thus, the Euclidean space is a special Riemannian space. To be sure, in a "real 
Riemannian space" no such coordinate system can be found. 
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A4.2 Shahshahani's Metric 

Consider the interior of the positive orthant of M" denoted by V̂  = Int R'^ = 
{x G M" \ x' > 0,i = 1, 2, ..., n} and introduce the metric tensor 

gikix) := Sikl/x' {i, k=l,2, ...,n) (A4.2.1) 

where Sik is the Kronecker delta. The metric introduced by this tensor is called 
Shahshahani's metric (see Shahshahani, 1979). The arc length of the smooth 
curve x{t), t ^ [a, l3] as a function of the parameter is given in this space by 

At the points of the curve the differential of the arc length is 

rf.= W> • -L-^i.^t)rdt=^J2.^(d-'r^ (A4.2.2) 

where [dx')^ is the square of the differential of the ith coordinate function of 
the curve. The approximate distance of two "neighboring" points x and x + dx 
is given by Eq. (A4.2.2). This metric seems to be suitable if x is the genome 
type distribution in a population. The change dx' in the quanti ty of genome 
type i is weighted by the square root of the reciprocal of the quanti ty x' : if 
this genome type is in abundance then a small change in its quanti ty has no 
significance whatsoever but if it is scarce then a small change may drive it to or 
save it from extinction. Usually we are not interested in the actual numbers of 
the different genome types but in their respective frequencies in the population, 
that is, in those values of x tha t are in the simplex 

S = {xeV \y^ x' = 1, x' > 0, i = 1, 2 , . . . , n} . 

The average fitness of the population (see Section 4.2) is 

rh(x) = y niikx'x , x ̂  S , 

where the mik are positive constants. We are to determine the gradient vector 
of the scalar field m at points of S and its projection to the tangent space of S. 
These calculations become considerably simpler if we realize that V equipped 
with Shahshahani 's metric is, in fact, a Euclidean space. Indeed, the coordinate 
transformation 

'™n2 x' = (i'Y/i , F = 2Vx', dx'/di^ = 5]i'/2 (A4.2.3) 

transforms the metric tensor into 

9jh{i) = ̂ /iY<5ly5»(*(£)) = ̂ ih^—T^ = Sjh^j^ = Sjk • 
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Thus, £ is a Cartesian orthogonal coordinate system in the space V while the 
original system x of the quantities is not. In the new system the average fitness 
is 

i)) = J2-, "^'^ ((̂ ')V4) iii'f/^) = ^J2-, ^'^(^'f(^ 

The equation of 5 in the Cartesian system is '^^{x')^ = 4 , x' > 0, which means 
that in this metric 5 is a part of a sphere of radius 2. As seen from Eq. (A4.1.6) 
in a Euclidean space in a Cartesian system where g^'' = gik = &ik, the covariant 
and contravariant coordinates of a vector are equal. Thus, the contravariant 
coordinates of the gradient of fn are: 

Vm(£) = — ^ mijx (£•') ,y m2jx (£•') ,...,y mnjx"[x-') 

The normal vector of the sphere S at the point x is clearly x. Because the 
radius of the sphere is 2, this is the length of this vector and thus the normal 
unit vector of 5 at £ is x/2. Hence, the projection of the gradient to the tangent 
space TxS is 

v[x) : = Vm(£) — Vm(£) • 77 77 

= Vm(£) — fh{x)x 

~ r ( X l - "^i i (^ ' ' )^ /4 - m{x)] , ...,x" [ ^ . mnj(x^Y/A - m{x) 

Applying the tranformation formulae (A4.1.1) and (A4.2.3), the coordinates of 
this vector in the original coordinate system x are 

v'{x) = ^ff = £ 7 2 (p (y2. mij{iifl\ - m{i) 

= 2x' f 2^. rriijX-' — fh[x) J ( for 2 , . ^i = 1 

Compare with the right-hand side of Eq. (4.2.5). 
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