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Preface

Since the pioneering discovery of cyclic AMP four decades ago, a
multitude of signaling pathways have been uncovered in which an
extracellular signal (first messenger) impacts the cell surface, thereby
triggering a cascade that ultimately acts on the cell nucleus.  In each
cascade the first messenger gives rise to the appearance of a second
messenger such as cyclic AMP, cyclic GMP, or diacylglycerol, which in
turn triggers a third messenger, a fourth messenger, and so forth.  Many
advances in elucidating such pathways have been made, including
efforts to link messenger molecules to brain processes operative in
health or disease.  However, the latter type of information, relating
signaling pathways to brain function, is scattered across a variety of
publication media, which makes it difficult to integrate the multiple
roles of different signaling cascades into our understanding of brain
function in health and disease.

The primary aim of Cerebral Signal Transduction: From First to Fourth
Messengers, therefore, is to offer a comprehensive picture of the recent
advances made in the signaling field as it relates to neuronal and cere-
bral function.  The current state of progress provides an exciting
opportunity for such a comprehensive focus because molecular tools
have become available to selectively remove, reduce, or enhance spe-
cific components in the signaling pathways, e.g., by interfering with
the genes encoding key proteins.  In addition, the increased awareness
of crosstalk between different signaling cascades has revealed many
possibilities for changes in gene expression underlying long-term
changes in brain function.

Normal cerebral functions, such as memory or apoptosis during
development, may be compromised in disease, as seen in Alzheimer's,
in such neurodegenerative diseases as Parkinson's, Huntington's, or
amyotrophic lateral sclerosis, or in stroke and brain trauma.  In addi-
tion, there has been recent progress in elucidating the role of signaling
messengers in depression and in the action of drugs of abuse.  Accord-
ingly, Cerebral Signal Transduction: From First to Fourth Messengers is
organized around four themes involving brain functions: memory,
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neurodegeneration/apoptosis, mood disorders, and drug depen-
dence.  This book advances understanding of the mechanistic under-
pinnings for complex behavioral processes and clinically relevant brain
diseases, and will be of interest to scientists, graduate students, and
advanced undergraduates seeking a comprehensive overview of the
cerebral signaling field.  Selected chapters will also be of interest to
physicians carrying out postmortem measurements related to cerebral
signaling and who wish to study in more detail the mechanisms under-
lying brain diseases and the actions of pharmacotherapeutics.  Most
therapeutic drugs target the effect of first messengers (neurotransmit-
ters) by either interfering with or mimicking their receptor action or
altering their levels by acting on enzymes involved in their synthesis,
degradation, or storage.  The future will undoubtedly see new drugs
targeting events downstream in the cascade of second, third, and fourth
messengers, and we believe that Cerebral Signal Transduction: From First
to Fourth Messengers will contribute to progress towards such novel
pharmacotherapeutics.

Each chapter in Cerebral Signal Transduction: From First to Fourth Mes-
sengers is not simply a review of the work carried out in the author's
laboratory, but rather presents a critical survey and synthesis of achieve-
ments in that area.  Chapter 1 offers an overview of the various signaling
cascades and their crosstalk, with the intent to provide basic resource
material for reading the more specialized subsequent chapters.  Under
the section Memory, Chapters 2–4 discuss cAMP/PKA, Ca2+/
calmodulin-dependent protein kinase, DAG/PKC, and NO/PKG sig-
naling pathways operative in learning and memory.  The coverage
includes simpler model systems for learning and memory such as Aplysia
californica (Chap. 2) and Drosophila (Chap. 3) as well as more complicated
systems including the honeybee (Chap. 3) and the mammalian hippo-
campus (Chaps. 2 and 4). Under the section Neurodegeneration and
Apoptosis, Chaps. 5–8 describe cAMP/PKA, DAG/PKC, NO/PKG, and
neurotrophic factor signaling cascades involved in these processes.
Chapter 5 focuses on receptor–G protein interactions in Alzheimer's
disease and Chap. 6 on NO signaling involved in neural injury, neuro-
logical disorders, and aggression.  Chapter 7 discusses pro- and anti-
apoptotic neurotrophic factor signaling pathways involving Ras, and
Chap. 8 focuses on pathways in neurodegeneration that utilize Ca2+.
Both Chaps. 5 and 8 connect signaling messengers in neurodegenera-
tion with clinical findings in or implications for humans.  Under the
section Depression, Chaps. 9–11 cover cAMP/PKA, DAG/PKC, and
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Preface vii

neurotrophic factor signaling pathways thought to be important in the
development and treatment of mood disorders.  Stress and the devel-
opment of depression are linked through cAMP/PKA (Chap. 9) and
neurotrophic factor pathways (Chaps. 9 and 10) potentially involved
in the novel, nonconvulsive treatment of repeated transcranial mag-
netic stimulation (Chap. 10).  A strong connection between signaling
messengers in mood disorders and clinical findings is continued in
Chap. 11 focusing on components of the cAMP/PKA and DAG/PKC
cascades.  In the section Drug Dependence, Chaps. 12–15 discuss DAG/
PKC signaling pathways and other cascades regulating the production
of transcription factors implicated in the development and expression
of drug dependence.  Various signaling pathways in opiate (Chap. 12)
and psychostimulant (Chaps. 13–15) dependence are discussed
involving cyclic AMP, protein kinases, and transcription factors.  Chap-
ters 12 and 13 review the wealth of information that has come from
recent studies with knockout mice lacking genes for the production of
various key signaling messengers or receptor proteins acted upon by
messengers.  Chapters 14 and 15 discuss the role of the dopamine
transporter in regulating the first messenger dopamine involved in the
action of psychostimulant drugs, in particular that of cocaine.  Phos-
phorylation of the dopamine transporter by the DAG/PKC signaling
pathway is described (Chap. 14) and the transcriptional regulation of
the dopamine transporter is reviewed (Chap. 15). Additionally, the
latter chapter links pharmacodynamic mechanisms operative in
human cocaine dependence with those studied in animal models.

The choice of authors for each chapter reflects the editor's identifi-
cation of investigators who have been instrumental in developing these
new frontiers in neuroscience.  I thank the authors for their patience,
during the process of putting this book together.  I deeply appreciate
the opportunity offered by Paul Dolgert and Tom Lanigan at Humana
Press to produce this book in recognition of the importance of cerebral
signal transduction in both health and disease.

Maarten E. A. Reith
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From First to Fourth Messengers in the Brain

An Overview

Maarten E. A. Reith

1

INTRODUCTION

This volume attempts to review cerebral signal transduction in health and

disease under four different topics: memory, neurodegeneration/apoptosis,

depression, and drugs of abuse. Research on intracellular signaling was ini-

tiated four decades ago by the pioneering discovery of Sutherland, Rall, and

Wosilait of cyclic adenosine monophosphate (cAMP) (see ref. 1). Since then,

a multitude of signaling pathways have been uncovered in a wide variety of

cells and tissues from yeasts to humans. In general, these pathways are ini-

tiated by extracellular signals impacting the cell surface, triggering a cas-

cade that ultimately acts on the cell nucleus. Each cell type expresses a subset

of receptors and messenger proteins. Neuronal cells many times express

unique cell-surface proteins that recognize specific extracellular signals. These

surface proteins can be different from, for example, those in yeast cells,

although they link to similar kinases and phophatases that make up the sig-

naling cascade or effectors in a given subcellular compartment. Such differ-

ences have been amply documented. For example, photoreceptors along with

their G-proteins and effectors reside in the same outer segment compart-

ment of the rod photoreceptor cell (2), whereas receptors and G-proteins are

asymmetrically distributed in neuronal growth cones (3) and rat Sertoli cells

(4). There is also evidence that protein–tyrosine kinases produce distinct

cellular responses as a function of subcellular location (5). Not only is loca-

tion important, but different cell types are known to express different com-

plements of receptors, G-proteins, and effectors. With regards to G-proteins,

there are more than 20 distinct α-subunits, 5 β-subunits, and 10 γ-subunits.

These subunits are capable of producing a multitude of combinations to form

heterotrimers linked to heptahelical receptors. Different cell types and dif-

ferent effector systems use different subunit combinations, and many recep-

tor subtypes can be linked to more than one G-protein at a time (2).
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Other examples of cell-dependent differences in components of signaling

systems can be found in the family of calmodulin (CaM)–phosphodiester-

ases (PDEs), which are involved in cyclic nucleotide breakdown. CaM–PDE1A

is the only CaM–PDE isozyme expressed in kidney medulla, whereas brain

cells can express CaM–PDE1A, B, and C with distinct regional patterns of

distribution (6). Within the Ras subfamily of small G-proteins, Rab3A is

found only in cells with regulated secretion, including neuronal cells. Evi-

dence suggests a role of Rab3A in Ca
2+

-dependent exocytosis, in conjunc-

tion with rabphilin-3A, which is expressed only in the brain (7). It is clear

that cell specificity in signaling pathways can arise from different subtypes

or subcellular locations of the individual signaling components. Crosstalk

among various signaling cascades, and the cell-dependent differences in

ligand, receptor, G-protein, and effector interactions adds to the complexity

and yields many different cascading scenarios.

Despite the complex interactions, general signaling mechanisms used by

many cell types can be described. For example, the growth-factor-triggered

mitogen-activated protein kinase (MAPK) signaling cascade has a basic

pattern in both the yeast S. cerevisiae and in vertebrates. However, different

MAPK isoforms serve at a given level for each signaling pathway. MAPK

isoforms serve in S. cerevisiae as FUS3 and KSS1 and in vertrebrates as extra-

cellular regulated kinases ERK-1 and -2 (8). The STE11 protein at the MAP3K

(i.e., two kinase levels upstream from MAPK) level in S. cerevisiae is homol-

ogous to mitogen-activated, ERK-activating kinase (MEK) kinase (MEKK)

in vertebrates (8).

Growth-factor-initiated signaling pathways in the brain have been shown

to be involved in the action of drugs of abuse (9). In addition, signaling

pathways in brain lead, via phosphorylation of the transcription factor cAMP

response element-binding protein (CREB), to the expression of immediate

early genes (IEGs) such as c-fos (10–14) (see also Chapters 2, 8, 9, 10, 12,

and 13). Regulation of the expression of CRE-bearing genes through CREB

binding is not limited to the brain (15).

The purpose of this chapter is to briefly summarize the major signaling

pathways. Signaling information will be compared from a variety of sys-

tems, mostly but not limited to the brain. It is hoped that this review will

assist the reader to place the detailed signaling information in the following

chapters in a larger context and help to explore potential interfaces between

pathways. First, the messengers are treated in a “horizontal” manner, cate-

gorized by their placement as first, second, third, and fourth in the sequence

of events across cascades. Second, the messenger cascades are described

in a “vertical” way, for each cascade separately. Third, potential points of
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crosstalk between the cascades are presented as an important mechanism for

multiple cellular responses to a given extracellular signal.

MESSENGERS USED IN SIGNAL TRANSDUCTION:

HORIZONTAL APPROACH

First Messengers

First messengers are extracellular signals impacting the cell surface, thereby

setting in motion a sequence of signaling events. Extracellular signals capa-

ble of triggering signaling cascades include neurotransmitters, neuromodu-

lators, or hormones acting upon receptors. In addition, nerve impulses can

serve as extracellular signals. Certain receptors can be ionotropic, so that

activation by a first messenger triggers influx of a second messenger such as

Ca
2+

 (Table 1). Receptors can also be linked to G-proteins coupled to an ion

channel or to other second-messenger systems via adenylate cyclase, phos-

pholipase C (PLC), nitric oxide (NO) synthase, or phospholipase A
2
 (PLA

2
)

(Table 1). Examples of signaling pathways that differ from the classic synap-

tic point-to-point transmission are becoming more and more numerous. Neu-

romodulators, such as peptides and small molecules like adenosine, can act

as first messengers in the brain. Hormones such as progesterone and adrenal

steroids can also exert effects on plasma membrane receptors. Classically

studied steroid hormone effects involve intracellular receptors (see Third

Messengers). Finally, nerve impulses can act as first messengers by depolar-

ization-induced Ca
2+

 channel opening allowing influx of the second mes-

senger Ca
2+

 (Table 1).

Second Messengers

The mechanism by which the first messenger triggers the appearance of

the second messenger depends on the event that links the two (Table 1). In

the case of the second messengers cAMP, cyclic guanosine monophosphate

(cGMP), diacylglycerol (DAG), inositol triphosphate (IP
3
), and arachidonic

acid (AA), the link between the activation of a receptor by the first messen-

ger and the stimulation of a second messenger occurs via G-proteins. The

G-proteins (G
s
, G

i
, G

o
, G

i,o
, G

q
) make up a complex family with many dif-

ferent combinations of the various α-, β-, and γ-subunits (see Chapters 5

and 11 for G-protein changes in Alzheimer’s disease and bipolar affective

disorder, respectively). Stimulation of the G
s
 subfamily increases adenylate

cyclase activity, inhibits Na
+
 channels, and opens Ca

2+
 channels, whereas

G
i
 subfamily activation has the opposite effect and can also promote cGMP

phosphodiesterase. G
o
 protein activation closes Ca

2+
 channels, whereas G

i,o

proteins inhibit adenylate cyclase and stimulate the β isoform of PLC. G
q
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Table 1

Messenger Pathways: A Horizontal View

Messengers Ca
2+

/CaM cAMP/PKA DAG/PKC NO/PKG Steroid receptor

with links  pathways pathways pathways
a

pathways AA pathways pathways

First messenger Neurotransmitter Neurotransmitter, Neurotransmitter, Neurotransmitter Neurotransmitter Neurotransmitter

or nerve impulse modulator, or modulator, or

hormone hormone

Link Cation channel of G
s
, G

i
, or G

i,o
G

q
 protein-coupled Cation channel Cation channel G

s
 protein-coupled

NMDA receptor, protein-coupled receptor  PLC of NMDA receptor of NMDA receptor receptor  adenylate

receptor linked by receptor  adenylate  Ca
2+

/CaM  NO  Ca
2+

  PKC cyclase

G-protein to Ca
2+

cyclase  synthase PLA
2

channel, or voltage-

sensitive Ca
2+

 channel

Second messenger Ca
2+

cAMP DAG, IP
3

NO AA cAMP

Link CaM KI, II, IV PKA PKC (guanylate Guanylate cyclase K
+
 channels, PKA 

cyclase)
a

cannabinoid phosphorylation

receptors, glutamate steroid receptor

transporters,

dopamine transporters

Third messenger CREB, SRF, SIF CREB, SRF, SIF, IRBP, Raf (cGMP)
a

cGMP Phosphorylated

IRBP steroid receptors as

transcription factors

Link Binding to CRE, Binding to CRE, Binding to IRE; PKG Binding to RE

SRE, SIE SRE, SIE, IRE MAPK

Fourth messenger Fos, prodynorphin Fos, prodynorphin, Jun B, Fos
c
, Jun

c

Jun B, Zif/268,

Fos B
b
, FosB

b
,

Fras
b
, Jun

b

Note: In composing the table, the following sources were used: refs. 8,13,16–18,21–26,40–45, and 71. The information is not meant to be exhaustive, especially

 on the transcription factors, which are subject of active ongoing research.

a
 Activity/compound in parentheses are less well studied.

b
 Possible fourth messengers resulting from PKA stimulation but third messenger unknown.

c
 Expression known to be stimulated by PKC activation but third messenger unknown.

6
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protein activation can enhance PLC activity, which results in an increase of

IP
3
 and DAG. DAG can stimulate protein kinase C (PKC) and increase cGMP,

as does the unique messenger nitric oxide (NO) (Table 1). AA has been

reported to modulate neurotransporter function for glutamate (16–18), gly-

cine (19), γ-aminobutyric acid (20), and dopamine (21).

The second messenger Ca
2+

, in addition to being generated by influx

through G-protein-coupled Ca
2+

 channels, can be increased intracellularly

by activation of the N-methyl-D-aspartate (NMDA) receptor. Voltage-depen-

dent Ca
2+

 channels can also increase Ca
2+

 by opening upon depolarization.

The NMDA receptor plays an additional role in the production of the second

messenger NO by Ca
2+

/CaM stimulation of NO synthase activity (Table 1).

Third Messengers

Third messengers are generally transcription factors that are phosphory-

lated by protein kinases, which are, in turn, under the influence of various

second-messenger systems (see Table 1). For example, the second messen-

ger Ca
2+

 (produced intracellularly by either Ca
2+

 influx through the NMDA

receptor, Ca
2+

 channels coupled to G-proteins, or voltage-sensitive Ca
2+

 chan-

nels) stimulates Ca
2+

/CaM-dependent kinase (CaM K) I, II, or IV, which

phosphorylates the third messengers such as CREB, serum response factor

(SRF), and sis-inducable factor (SIF). These third messengers bind to the cAMP

response element (CRE), SRF response element (SRE), and SIF response

element (SIE), respectively (13,22). Another example is the second-messenger

cAMP stimulation of protein kinase A (PKA), which phosphorylates CREB,

SRF, SIF, or the inverted repeat element (IRE) binding protein (IRBP) (23).

DAG, which is formed by activation of receptors linked to the phospholipid

signaling system, activates PKC. Endogenous PKC is available in the nucleus

to affect the phosphorylation state and activity of several transcription factors.

Activated PKC can also stimulate the Ras (small G-protein) pathway, which

leads from Ras and Raf (a cytoplasmic serine/threonine protein kinase) to

MAPK (Table 1). Finally, several members of the steroid receptor family

(i.e., for progesterone or vitamin D, or the orphan receptor chicken oval-

bumin upstream promotor [COUP-TF]) can be regarded as third messen-

gers, as these receptors can be phosphorylated by PKA, which is stimulated

by cAMP. These cytoplasmic receptors then function as ligand-regulated

transcription factors upon translocation to the nucleus (Table 1).

Fourth Messengers

The third messenger CREB, itself a transcription factor, induces the expres-

sion of IEGs that encode transcription factors such as Fos (the protein of the

c-fos gene). These transcription factors then act as a fourth messengers (see
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Table 1). CREB also binds to the CRE of the promoter of prodynorphin,

which plays an important role in the autofeedback system for inhibition of

dopaminergic overactivity (11,24). SRF and SIF regulate the expression of

Fos by the c-fos gene, whereas the Jun B promoter bears an IRE for IRBP,

the activity of which is inducable by both PKA and PKC (23). The promoter

of the Zif/268 gene carries an SRE for SRF (25). In contrast, more work is

needed to identify the third messenger for the activation of Fos B, ∆FosB,

the fos-related antigens (Fras), and Jun. These transcription factors are likely

to result from PKA activation as suggested by the similarity between their

response and that of Fos to stimulation of the dopaminergic system in the

brain (26). In addition, there is evidence implicating the cAMP/PKA path-

way in the effect of indirect dopamine agonists (27,28). Jun can be activated

by forskolin, which increases cAMP (25); however, the third messengers

involved are not known. c-Fos and c-Jun can also be induced by PKC activa-

tion to express Fos and Jun (25), but, again, the third messengers have not

been identified in these pathways.

In the brain, much attention has been devoted to the role of IEGs in the

dynamic changes that occur when the dopamine system is activated. Expres-

sion of Fos by c-fos is induced by the combined stimulation of dopamine D
1

and D
2
 receptors. Activation of these receptors stimulates, via G

s
, adenylate

cyclase (enabling PKA to phosphorylate CREB). D
1
 receptor antagonists

can attenuate c-fos induction (13). A complex D
1
–D

2
 interaction has also been

reported for the induction of the IEG zif/268 (giving the product Zif/268)

by indirect dopamine agonists (29,30). An additional effect of indirect dop-

amine agonism is the induction of jun B, occurring most likely through an

inverted repeat element in the jun B promoter which responds to PKA and

PKC (23,31). Other transcription factors acting as third messengers are the

Fras (Table 1). In the context of the dopamine system, which plays a major

role in the effects of many drugs of abuse [see reviews by Koob (32), Hyman

(11), and Fibiger et al. (33)], it is of interest that these Fras build up in time

as part of the AP-1 complex that binds to the AP-1 site on the DNA as a result of

chronic treatment with drugs of abuse (34,35). It has been suggested (36)

that “chronic Fras” mediate long-lasting changes in brain reward circuitries.

A recent study with FosB mutant mice demonstrates that chronic Fras are

products of the FosB gene, specifically the ∆fosB isoforms (37).

Fifth Messengers and Beyond

In the classical messenger pathways as depicted in Table 1, fifth messen-

gers are proteins expressed upon binding of fourth-messenger transcription

factors, such as a heterodimer of Fos and Jun to the AP-1 site. A chain of
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Fig. 1. Major signaling cascades and their interactions. Overview of signaling pathways leading from extracellular

signals to the nucleus. Solid arrows denote direct stimulatory pathways, except where a minus sign is placed at the arrow-

head (PKA to Raf). Broken arrows indicate indirect stimulatory pathways. AC, adenylate cyclase; Cy, cytokine; GC,

guanylate cyclase; GLU, glutamate; Neu, neurotransmitter; Phe, pheromone; R, receptor; Tran. F, transcription factor;

VSCC, voltage-sensitive Ca
2+

 channel; TRE, 12-O-tetradecanoylphorbol 13-acetate (TPA) response element in c-fos pro-

moter. Other abbreviations, see last Subheading of text. The following sources were used in composing this figure: refs.

1,8,9,13,22,24, and 38–48.

9
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events is possible with one transcription factor leading to another, and

research is just beginning to unravel such pathways.

There are also pathways that do not use the classical second messengers

as depicted in Table 1. One such example is the growth factor pathway (see

Neurotrophic Factors and Pheromones and Fig. 1). Growth factor pathways

contain many steps in which a kinase is itself the substrate of an other upstream

kinase. For example, MAP kinase kinase kinase (MAPKKK = Raf) phos-

phorylates MAP kinase kinase (MAPKK = MEK), which phosphorylates

MAPK (made up of two isoforms ERK-1 and -2, and an alternatively spliced

form p40
MAPK

 [8,39]). If each step is counted as a messenger, with the

growth factor being the first messenger, MAPK would be the fifth messen-

ger, but this nomenclature is not commonly used. In addition, with the many

interfaces occurring between various pathways (see Interfaces Between Sig-

naling Cascades: Crosstalk), the assignment of second, third, and so on mes-

senger would become a function of the pathway to which one is referring.

Clearly, a circuitry approach (Fig. 1), although cumbersome, is more realis-

tic than a linear approach (Table 1).

SIGNAL TRANSDUCTION CASCADES:

VERTICAL APPROACH

cAMP/PKA Cascade

This signaling system is initiated by the action of neurotransmitters, neu-

romodulators, or hormones on G-protein-coupled receptors which stimulate

or inhibit adenylate cyclase (Fig. 1). cAMP is required for the activity of

PKA, which phosphorylates SIF, SRF, and CREB. These transcription fac-

tors in turn promote the expression of IEGs, and CREB–P also promotes the

expression of prodynorphin. The example of the promoter region of the c-fos

gene (Fig. 1) is a reminder of the fact that protein expression is the result of

the integrated effects of multiple transcription factors. The c-fos promoter

carries, in addition to the SIE and SRE, the bifunctional CaRE/CRE, which

confers responsivity to Ca
2+

 and cAMP (13,25). The signaling cascade that

leads from cAMP to CREB has been implicated in the action of antidepres-

sants (see Chapter 9) effects of opiates and cocaine (Chapter 12), and in learning

and memory processes (Chapters 2 and 3). PKA is needed for the consolida-

tion of short-term into long-term memory (see Chapters 2 and 3).

Ca
2+

/Calmodulin-Dependent Protein Kinase Cascade

Ca
2+

 influx can occur through the cation channel of the NMDA receptor,

a Ca
2+

 channel linked by a G-protein to a receptor, or a voltage-sensitive

Ca
2+

 channel. In conjunction with CaM, Ca
2+

 stimulates CaM K which can
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phosphorylate SIF, SRF, or CREB (Fig. 1). These are the same interme-

diates as we encountered earlier in the cAMP/PKA cascade, and this is a

reminder of how cell pathways can utilize common intermediates for multi-

ple purposes. For example, cells with D
1
 dopamine receptors will use the

Ca
2+

/cAMP pathway, and cells with NMDA receptors will use the calmodu-

lin kinase pathway. The type of proteins produced as a result will depend on

other transcription factors present in the cell. As we saw earlier, promoters

generally have response elements for more than one transcription factor and

the end result will reflect their combined effects. In addition, complex regu-

latory interactions can occur between transcription factors. For example,

protein products of the fos and jun families can form heterodimeric and

homodimeric complexes through their leucine zipper domains (49). These

dimers, by binding to the AP-1 site, can either activate (c-Fos/c-Jun) or repress

(c-Fos/Jun-B) transcription. An additional complexity is that c-Jun can acti-

vate the c-Jun promoter, whereas Jun-B inhibits the c-Jun promoter. Thus,

an entire network of signals determines the array of IEGs in a particular cell

with likely different final outcomes depending on the cell type. However,

one can envision situations where it would be desirable for different stimuli

impacting the same cell to have the same end result. For example, the appli-

cation of stress as well as growth factors can increase general protein synthe-

sis, although even in this case two different kinases downstream from MAPK

appear to be involved (i.e., MAPK-activated protein kinase [MAPKAP-K]

1
a
 and MAPKAP-K2 (40).

CaM KII is thought to play a role in synaptic strengthening needed for

proper spatial memory (see Chapter 2).

DAG/PKC Cascade

An additional effect of G-protein-coupled receptor activation is the stimu-

lation of the PLC pathway (Fig. 1). As a result, DAG is produced; it is hydro-

phobic and stays associated with the membrane, where it in turn stimulates

PKC. In the absence of stimulation, PKC resides mostly in the cytosol. A

novel model is advanced in Chapter 4 for some forms of cytosolic PKC that

are “activation-prone.” PKC can alter the phosphorylation state of many

proteins including several transcription factors (see Third Messengers and

Fourth Messengers). Examples of receptor-mediated effects of PKC are the

norepinephrine- or GABA (γ-aminobutyric acid)-induced decreases in Ca
2+

current in chick sensory neurons (50). It is important to note that PKC is a

family of kinases, which include the conventional Ca
2+

-dependent PKC-α,

-βI, -βII, and –γ, the newer Ca
2+

-independent PKC-δ, -ε, -η, and -θ, and the

non-DAG/phorbol ester-activatable PKC-ξ, and -λ(51,52).
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Deficiencies in the DAG/PKC cascade, as well as in the cAMP/PKA cas-

cade, have been implicated in the etiology of Alzheimer’s disease (see Chap-

ter 5). PKC activation has been shown to be involved in memory formation

(Chapter 3). In addition, the PKC pathway is thought to play a prominent

role in regulating inactivation of monoamine transporters, for example, by

PKC-mediated phosphorylation of the dopamine transporter (Chapter 14) .

NO/PKG Cascade

This cascade involves the stimulatory effect of Ca
2+

/CaM on NO synthase,

the activation of guanylate cyclase by NO, and the increase in cGMP-depen-

dent protein kinase G (PKG) (Fig. 1). Because NO is a gas, it can act on gua-

nyate cyclase in the same cell where it is formed, or in neighboring cells

following diffusion. There are various types of NO synthase, of which type

I occurs in the brain. In the substantia nigra, the NO/PKG signaling pathway

has been shown to regulate the state of phosphorylation of DARP-32, a

protein modulated by dopamine through the cAMP/PKA pathway (53). A

recent and much publicized application of part of the NO/PKG signaling

pathway is the treatment of erectile dysfunction with Viagra (sildenafil

citrate), which inhibits phosphodiesterase type 5 (54). This phosphodiester-

ase degrades cGMP in the corpus cavernosum of the penis, and its blockade

with sildenafil increases the effect of local levels of NO released during

sexual stimulation, leading to increased levels of cGMP, which is known

for its smooth-muscle relaxing activity (55); this causes increased blood flow

to the corpus cavernosum. There is also recent evidence suggestive for

the involvement of a central effect of NO in the control of penile erection in

animal studies (56) (see also Chapter 6), but it is not known whether this

contributes to the effect of sildenafil in humans. The inappropriate sexual

behavior of neuronal NO synthase (NOS) null mice is discussed in Chapter

6. Multiple actions of NO in cell function and neurological disorders are

also described in Chapters 6 and 8. In addition, the NO system is implicated

in various aspects of learning (Chapter 3).

AA Cascade

The major pathway usually described for the formation of AA involves

glutamate acting on NMDA receptors that can generate Ca
2+

 influx in situa-

tions of excitotoxicity (see ref. 57). Intracellular Ca
2+

 activates PKC, which,

in turn, stimulates cytosolic (c) PLA
2
, releasing AA from membrane phos-

pholipids (see Fig. 1). There is also a secreted (s) form of PLA
2
, which acts

from the outside under conditions where millimolar concentrations of Ca
2+

are present, as is the case for the extracellular environment. In contrast.

cPLA
2
 is active at cytosolic micromolar levels of Ca

2+
 (45). Released AA



First to Fourth Messengers in the Brain 13

can alter transporter function in the brain, primarily acting in an inhibitory

fashion (16,18–21). AA also affects the release of dopamine (58). Eicosa-

noids (i.e., metabolites of AA) have been reported to affect neuronal S-K
+

(59) and M-K
+
 (60) currents and various activities of transmitters and pep-

tides (41). Finally, anandamide, the endogenous ligand for cannabinoid

receptors, is arachidonylethanolamine, which can be synthesized from AA

and ethanolamine [see the recent review by Axelrod and Felder (61)].

Neurotrophic Factors and Pheromones:

MAP Kinase Cascade, JAK/STAT Pathway,

and MEKK/MEK Circuit

Neurotrophic factors include the family of neurotrophins consisting of

nerve growth factor (NGF), brain-derived neurotrophic factor (BDNF), and

neurotrophins-3 and -4 (NT3 and NT4). In addition, the family of cytokines

includes ciliary neurotrophic factor (CNTF), leukemia inhibitory factor (LIF),

and oncostatin M. The neurotrophins act through growth-factor-receptor

tyrosine kinase (Trk), which activates Ras. Ras is a small G-protein that

enhances the activity of Raf, a cytoplasmic serine/threonine protein kinase

that phosphorylates MAP kinase kinase (MAPKK, or MEK) (see Fig. 1).

This, in turn, phosphorylates MAPK (ERK1,2), which activates a variety of

substrate proteins such as the transcription factors Jun or CREB directly,

and Fos or SRF indirectly (1,8,13). Binding of the cytokine class of com-

pounds activates the cytoplasmic protein kinase Janus kinase (JAK),which

phosphorylates the Signal transducers and activators of transcription (STAT)

family of proteins regulating expression of various proteins, including SIF

(Fig. 1). Transcription factors such as SIF can be phosphorylated in the cyto-

plasm by a combination of two JAK-type kinases or one JAK-type kinase plus

one Trk. These proteins can then form complexes with other regulatory pro-

teins, including STAT, allowing translocation to the nucleus for transcrip-

tion regulation (13). Pheromones act on G-protein-coupled serpentine receptors

resulting in MEKK, which phosphorylates MEK (Fig. 1). As pointed out by

Bratigan (38), dephosphorylation should not be ignored in all of these path-

ways. Protein phosphatase type-1 (PP1) and type-2A (PP2A), especially the

latter, play a major role in these reversed steps.

Brain-derived neurotrophic factor (BDNF) has been implicated in depres-

sion and the action of antidepressants (see Chapters 9 and 10). The possibil-

ity of BDNF or other growth factors being involved in the beneficial action

of transcranial magnetic sitimulation, a novel potential antidepressant treat-

ment, is presented in Chapter 10. The involvement of several Ras signaling

pathways in mediating cell death versus survival is discussed in Chapter 7.
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INTERFACES BETWEEN SIGNALING CASCADES:

CROSSTALK

There are many points of interaction between the different signaling path-

ways. Cascades can branch out because certain kinases act on more than one

substrate. Alternatively, pathways can converge because different kinases

act on the same substrate, or produce transcription factors that act on response

elements in the same promoter. In addition, transcription factors can inter-

act with each other or feedback on their own production, causing an intricate

web for regulation of gene expression. In the following, attention is devoted

to some of the major points of pathway divergence, pathway convergence,

and transcription networking.

Pathway Divergence

Ca
2+

 appears to enhance action of PKC. In addition, Ca
2+

/CaM stimulates

NO synthase as well as CaM KI, II, IV (see Fig. 1). These characteristics in

the Ca
2+

/CaM cascade branch out into the DAG/PKC cascade and the NO/

PKG cascade. In assessing a common role for Ca
2+

 in different cascades,

it may be important where local Ca
2+

 changes occur. For example, influx

of Ca
2+

 through the cation channel of the NMDA receptor may not equate

with that through the voltage-sensitive Ca
2+

 channel. Indeed, Ca
2+

 influx

through the cation channel of the NMDA receptor in cultured neurons induces

c-fos through the SRE, whereas Ca
2+

 influx through the voltage-sensitive

Ca
2+

 channel induces c-fos by a mechanism not involving the SRE (see ref.

13). It is likely that the subcellular distribution of Ca
2+

-activated proteins

plays an important role in the final activation pattern. In this context, it

is important to note that optical measurements of Ca
2+

 signals often show

local changes in discrete regions of cells (50).

CaM K phosphorylates CREB, SRF, and SIF (Fig. 1), thereby crossing over

from the calmodulin cascade into the DAG/PKC, MAP kinase, and JAK/

STAT pathways.

PKA phosphorylates CREB, SRF, SIF, and intracellular steroid receptors

(Fig. 1). It induces the Jun-B gene and can also, directly or indirectly, inhibit

c-Jun (23). Furthermore, PKA has an inhibitory influence on the pathway that

leads from Raf to MAPK, most likely by phosporylation of Ser 43 in Raf-1 (one

of the isoforms of Raf) or Ser429 or Ser446 in B-Raf, which inhibits the

binding of Raf to GTP (1). The latter mechanism may not apply to all cell

types and is still being debated. All together, PKA is a crossover point for the

cAMP/PKA pathway, the MAP kinase cascade, and the calmodulin pathway.

PKC stimulates the pathway that leads from Raf to MAPK, indirectly

activating cPLA
2
 (8,13,45,47) (Fig. 1). The stimulation by PKC may occur

through the newly isolated PKC-activated tyrosine kinase PYK-2, which
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increases MAP kinase activity in PC 12 cells (1). PKC also activates MEKK

by a mechanism not completely understood. MEKK can replace the yeast

MAP3K, BCK1, which is placed after PKC in the cell-wall signaling cas-

cade (see ref. 8). Furthermore, PKC can phosphorylate BCK1 in vitro (see

ref. 62). PKC in the nucleus affects the phosphorylation state of a number of

transcription factors, and it induces the genes c-fos, c-Jun, Zif/268 (25), and

Jun-B (23). Taken together, PKC affects the MAP kinase cascade, the MEKK/

MEK circuit, the AA cascade, and other cascades that share transcription

factors under the influence of PKC.

Recently, PKG has been proposed to be part of a neuroprotective path-

way triggered by a metabolite of β-amyloid precursor protein (βAPP), sAPP.

sAPP formation prevents the release of amyloid β peptide (Aβ) because a

cleavage occurs between aminoacids 16 and 17 of Aβ. The latter protein

forms senile plaques in Alzheimer’s disease (see Chapter 5). sAPP acts through

a putative receptor linked to a G-protein, which stimulates guanylate cyclase.

cGMP, in turn, stimulates PKG, which could activate a protein phosphatase

resulting in dephosphorylation of K
+
 channels producing hyperpolarization.

The latter counteracts the depolarizing action of glutamate during excito-

toxic sequelae (63,64). PKG may also activate the transcription factor NFκB,

regulating expression of several neuroprotective gene products. NO may be

involved in this process, as inhibition of NO synthase prevents NFκB activa-

tion (see ref. 65). This interaction may link this arm of the signaling pathway

to the NO/PKG pathway (only the latter is shown in Fig. 1). In terms of neuro-

nal cell death, reactive NO intermediates could be thought to counteract the

potential neuroprotective effects of NO via PKG modification of K
+
 chan-

nels and/or NFκB production.

MAPK can have the upstream kinases MAPKK and Raf as substrates (8)

(Fig. 1). It can phosphorylate cPLA
2
, CREB, and Jun, and, indirectly, Fos or

SRF (1,8,13,45). Thus, MAPK could trigger endpoints of the MAP kinase

cascade, AA pathway, cAMP/PKA cascade, and calmodulin pathway.

As detailed in Chapter 6, NO, can, in addition to stimulating guanylate

cyclase, also activate the Ras/MAPK pathway involving NMDA receptors.

This effect of NO probably occurs through direct activation of Ras by redox

modulation of Cys-118 in Ras (Chapter 6). In addition, NO stimulates cyclo-

oxygenase leading to enhanced prostaglandin production (Chapter 6). Exam-

ples of Ras signaling pathway convergencies can be found in Chapter 7.

Pathway Convergence

One JAK-type kinase in combination with one Trk and STAT can result

in phosphorylation of SIF. These interactions converge the JAK/STAT and

MAP kinase pathways (Fig. 1).
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cPLA
2
 is the substrate for MAPK activated by PKC (45,47), thereby link-

ing the AA and DAG/PKC pathways (Fig. 1). An example of convergence

of pathways through the cPLA
2
–MAPK connection is the activation of the

MAP kinase cascade, which, in turn, activates PKA in newborn human

arterial smooth-muscle cells (1). The growth factor signal platelet-derived

growth factor (PDGF) stimulates MAPK, which, through cPLA
2
, forms AA.

The resulting prostaglandin E
2
 (AA metabolite) acts on its receptor to stimu-

late adenylate cyclase leading to cAMP activation of PKA.

CREB can be phosphorylated by MAPK, PKA, and CaM K (Fig. 1). Thus,

CREB is an end product shared by the MAP kinase cascade (indirectly

affected by PKC), the cAMP/PKA pathway, and the calmodulin cascade. A

CREB kinase has also been postulated (66,67) and recent evidence supports

its existence. For example, in murine embryonic palate mesenchymal cells,

transforming growth factor-beta (TGF-beta) induces CREB Ser133 phos-

phorylation and does not involve ERK1 or -2, PKA, or CaM K (68). In other

systems, MAPK activates a kinase that, in turn, phosphorylates Ser133 of

CREB. This CREB kinase has been characterized as reactive phosphatase-

treated S6 kinase (RSK) 2 (69) (which also phosphorylates SRF; see the next

paragraph) in K562 and PC12 cells and as MAPKAP-K2 (70) in SK-N-MC

cells. RSK2 belongs to the RSK family of MAPK-activated protein kinases.

The RSK family is also called MAPKAP-K1, not to be confused with the

enzyme MAPKAP-K2, another MAPK-activated protein kinase.

SRF can be directly phosphorylated by PKA and CaM K, and indirectly

by MAPK, thereby linking the cAMP/PKA, calmodulin, and MAP kinase

cascades (Fig. 1). The indirect activation of SRF by MAPK occurs through

the intermediary kinase, RSK2 (13).

SIF can be phosphorylated by PKA, CaM K, and a JAK/Trk/STAT or JAK/

JAK/STAT complex (Fig. 1). Thus, SIF is an end product shared by the cAMP/

PKA, calmodulin, and JAK/STAT cascades.

The production of Fos is stimulated by the binding of the phosphorylated

transcription factors CREB, SRF, or SIF to the promoter region of c-fos

(Fig. 1). Thus, expression of Fos can be activated by many different signal-

ing pathways that contain these transcription factors upstream from Fos.

All NOS isoforms contain consensus phosphorylation sites, and neuronal

NOS activity is decreased by activation of PKA, PKC, PKG, and CaM K

(see Chapter 6).

Transcription Networking

It is likely that changes in gene expression underlie long-term changes

in brain function as a result of learning and memory and through adaptive
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responses to drugs and other external agents. Changes in gene expression

are thought to occur in two phases. First, IEGs are induced usually within

15 min after the stimulus and for no longer than 30–60 min. Second, late-

response genes (LEGs) are induced on a slower time-scale and are depen-

dent on the action of IEG proteins (see Chapter 10 for examples in amygdala

kindling phenomena). IEGs respond to various second messenger systems

(for c-fos, see Fig. 1) and the Ras-activated pathway (see also Chapter 7).

Promoters of transcription factor genes typically respond to more than one

type of signaling pathway, and transcription factors from different families

combine to either induce or repress transcription of various proteins, includ-

ing IEGs. Thus, most likely a network of signals activates an array of IEGs

that together with other messenger systems affect transcription of several

proteins capable of altering gene expression (49). Future work will fur-

ther characterize these networks in the brain, extending our knowledge as

described in this book existing at this point in time.
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NOMENCLATURE

Aβ Amyloid β peptide

βAPP β-amyloid precursor protein

sAPPα Secreted α form of amyloid precursor protein

BDNF Brain-derived neurotrophic factor

CaM KI, II, IV Ca
2+

/calmodulin-dependent protein kinase I, II, IV

CaM Calmodulin

CNTF Ciliary neurotrophic factor

CREB cAMP response element binding protein

CRE cAMP response element

DAG Diacylglycerol

EGF Epidermal growth factor

ERK Extracellular signal regulated kinase

Fra fos-Related antigen

GABA γ-aminobutyric acid

IEG Immediate early gene

IRBP Inverted repeat element binding protein

IRE Inverted repeat element
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JAK Janus kinase

LIF Leukemia inhibitory factor

LSD Lysergic acid diethylamine

MAP Mitogen-activated protein

MAPK MAP kinase

MAPKAP-K MAPK-activated protein kinase

MEK MAP kinase kinase

NMDA N-methyl-D-aspartic acid

NT3 Neurotrophin-3

NT4 Neurotrophin-4

NO Nitric oxide

PDGF Platelet-derived growth factor

PIP
2

Phosphatidylinositol 4,5-bisphosphate

PKA cAMP-dependent protein kinase A

PKC Protein kinase C

PKG (cGMP-dependent) Protein kinase G

PLA
2

Phospholipase A
2
 (c- or s-form for cytosolic or secreted)

PLC Phospholipase C

Raf A cytoplasmic serine/threonine protein kinase

Ras Small G-protein

RSK Reactive phosphatase-treated S6 kinase = MAPKAP-K1

SIE sis-Inducable factor response element

SIF sis-Inducable factor

SRE Serum response factor response element

SRF Serum response factor

STAT Signal transducers and activators of transcription

TGF-beta Transforming growth factor-beta
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The nature of the cellular basis of learning and memory remains an often-

discussed, but elusive problem in neurobiology. A popular model for the

physiological mechanisms underlying learning and memory postulates that

memories are stored by alterations in the strength of neuronal connections

within the appropriate neural circuitry. Thus, an understanding of the cellu-

lar and molecular basis of synaptic plasticity will expand our knowledge of

the molecular basis of learning and memory.

The view that learning was the result of altered synaptic weights was first

proposed by Ramon y Cajal in 1911 and formalized by Donald O. Hebb. In

1949, Hebb proposed his “learning rule,” which suggested that alterations

in the strength of synapses would occur between two neurons when those

neurons were active simultaneously (1). Hebb’s original postulate focused

on the need for synaptic activity to lead to the generation of action potentials

in the postsynaptic neuron, although more recent work has extended this to

include local depolarization at the synapse.

One problem with testing this hypothesis is that it has been difficult to

record directly the activity of single synapses in a behaving animal. Thus,

the challenge in the field has been to relate changes in synaptic efficacy to

specific behavioral instances of associative learning. In this chapter, we will

review the relationship among synaptic plasticity, learning, and memory. We

will examine the extent to which various current models of neuronal plastic-

ity provide potential bases for memory storage and we will explore some of

the signal transduction pathways that are critically important for long-term

memory storage. We will focus on two systems—the gill and siphon withdrawal

reflex of the invertebrate Aplysia californica and the mammalian hippocam-

pus—and discuss the abilities of models of synaptic plasticity and learning

to account for a range of genetic, pharmacological, and behavioral data.
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The simpler model system provided by Aplysia has made possible the

development of a cellular analog of Pavlovian conditioning, a form of asso-

ciative learning, as well as habituation and sensitization, nonassociative forms

of learning. In particular, studies in Aplysia have revealed some of the impor-

tant cellular and molecular mechanisms underlying synaptic plasticity. As we

will see, there have been significant advances, but it has remained difficult

to relate these changes in synaptic strength to the behavior of the intact animal.

Studies of the mammalian hippocampus and its role in declarative memory

have been undertaken at a variety of levels ranging from electrophysiological to

pharmacological to genetic. Two major characteristics of the hippocampus

—the ability of hippocampal neurons to undergo long-term potentiation

(LTP), a persistent increase in synaptic strength resulting from repetitive

electrical stimulation, and the existence of place cells, neurons that are active

when an animal is located in a particular position in space—have been criti-

cally important in developing ideas about how the mammalian hippocam-

pus functions in the acquisition and consolidation of spatial memories. To

understand the role of synaptic plasticity in behavior, researchers have

turned to genetically modified mice in an attempt to integrate information

gained at the molecular and cellular levels with physiological and behav-

ioral studies. The analysis of these mice allows researchers to test whether a

particular gene product is important for LTP and provides a useful bridge

between molecules and synaptic plasticity on the one hand and systems of

neurons and behavior on the other. In this way, understanding the signal

transduction mechanisms that underlie synaptic plasticity, combined with the

use of powerful genetic technologies, has provided us with insights into the

molecular basis of learning and memory.

SYNAPTIC PLASTICITY IN APLYSIA

Although much modern research focuses on synaptic plasticity in mice,

a large portion of our current knowledge of signal transduction pathways

involved in the learning process comes from the study of the opisthobranch

Aplysia. This organism has been an attractive model for the cellular analysis

of learning for several reasons. One is that the stimulus inputs and behav-

ioral outputs are relatively simple, yet complex enough for the systematic

investigation of the mechanisms of conditioning. A second is that the neu-

rons in Aplysia are large and easily identifiable from organism to organism.

This large size allows recording to occur from individual neurons, and the

consistency across organisms allows the neuronal circuitry to be traced more

effectively than in mammalian systems. Although learning systems in Aplysia

often are simplified to show one or two sensory neurons and a motor neu-
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ron, in actuality there may be hundreds of neurons involved in the learning

process (2). Even so, the ability to isolate individual neurons and synapses

in culture and in the organism itself has made the study of Aplysia particu-

larly fruitful for understanding the cellular mechanisms of learning. A third

reason for the study of Aplysia is that behavioral conditioning experiments

have demonstrated important similarities between conditioning in Aplysia

and conditioning in vertebrates (3–5), although many questions remain about

the extent of this generality. Because certain behavioral phenomena are com-

mon to both Aplysia and higher organisms, the study of Aplysia is pred-

icated on the assumption that the cellular bases of these learning mecha-

nisms can be extrapolated to synaptic plasticity in organisms with more com-

plex nervous systems. Just as the use of model systems has revolutionized

our understanding of the molecular processes underlying development, this

reductionist approach to learning, pioneered by Eric Kandel and his col-

leagues, has been particularly fruitful in identifying molecular mechanisms

of synaptic plasticity. Many discussions of Aplysia focus on the cellular and

molecular mechanisms that form the basis of the effects of serotonin on

the sensory–motor neuron coculture system. We will take a broader perspec-

tive, examining the possible roles that these mechanisms may play in behav-

ioral processes.

Nonassociative Learning in Aplysia

Two behavioral processes that have been studied in great detail in Aplysia

are habituation and sensitization. Research on habituation and sensitization

in Aplysia has exploited the defensive response that occurs when an Aplysia

is stimulated in certain ways. The components of this response are shown in

Fig. 1. Shock delivered to the tail causes the tail to withdraw into the orga-

nism; shock delivered to the siphon causes the siphon and gill to withdraw.

After repeated mild stimulation of either the tail or the siphon, habituation

occurs, causing the withdraw response to attenuate (7). A different form of

learning, sensitization, occurs when, after a single shock to the tail, the gill

withdrawal response produced by subsequent mild siphon stimulation is

greater than if the animal did not receive the shock (8). Both habituation and

sensitization have received much attention at the cellular level because they

are paralleled at the cellular level by specific changes in synaptic strength.

Habituation is paralleled at the synaptic level by synaptic depression—a

decrease in the amplitude of excitatory postsynaptic potentials (EPSPs; 9)

—and sensitization is paralleled by facilitation—an increase in the ampli-

tude of EPSPs (10).

In sensitization, shock to the tail increases the likelihood that a subsequent

stimulation of another area, such as the siphon, will result in an increased
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Fig. 1. (A) A dorsal view of Aplysia, showing the parts of the body stimulated in

studies of habituation, sensitization, and Pavlovian conditioning. An electric shock

to the tail causes the siphon to retract and the gill to withdraw. Stimulation of the

siphon with a tactile stimulus causes very little response, but after this stimulation

has been paired with tail shock, subsequent siphon stimulation causes a conditioned

gill withdrawal response through Pavlovian conditioning. (B) Pathways involved in

sensitization, habituation, and Pavlovian conditioning in the reduced Aplysia prepa-

ration. Stimulation of the tail by electric shock causes tail sensory neurons to excite

facilitating interneurons, some of which are serotonergic. These interneurons syn-

apse on sensory neurons from the siphon. Additional interneurons synapse on the

motor neurons that control the gill withdrawal response. (Adapted from ref. 6.)



Cellular/Molecular Mechanisms of Learning and Memory 31

gill withdrawal response. Thus, the stimulation of the tail lowers the thresh-

old necessary for a stimulus to elicit a response. At a cellular level, sensiti-

zation is thought to involve several steps which are diagrammed in Fig. 2

(11). Stimulation of the tail causes sensory neurons to excite interneurons,

which, in turn, facilitate the release of serotonin from sensory neurons on

which these interneurons synapse. Serotonin released by some of these facil-

itatory interneurons causes an increase in the level of cAMP in the sensory

neurons, which activates cAMP-dependent protein kinase A (PKA), which

phosphorylates a variety of targets, including K
+ 

channels or proteins closely

associated with them. Protein kinase C (PKC) also is activated in response

to serotonin, and it may play a more important role with prolonged exposure

to serotonin (11). The closure of K
+
 channels by PKA or PKC prevents K

+

ions from escaping the cell to repolarize the cell membrane, meaning that the

action potential produced by the depolarization of the neuron is broadened.

As a result of broadened action potentials, more Ca
2+

 enters the presynaptic

neuron, thus increasing the amount of neurotransmitter released. Increased

transmitter release from the presynaptic neuron results in an increase in the

amplitude of the EPSP in the postsynaptic neuron. This short-term facilita-

tion is transient, lasting just minutes.

A longer-lasting form of sensitization occurs when stronger stimuli are

used, or when weaker stimuli are applied repeatedly. This long-term sensiti-

zation results in long-term facilitation of synapses between sensory and motor

neurons. Long-term facilitation differs from short-term facilitation in sev-

eral key ways. First, long-term facilitation requires protein synthesis in the

presynaptic neuron, whereas short-term facilitation does not (12). Second,

PKA, although transiently active in short-term facilitation, is persistently

active and translocates to the cell nucleus of the presynaptic neuron during

long-term facilitation (13). Third, the cyclic AMP response element binding

protein 1 (CREB1) is then activated in the cell nucleus, resulting in the gene

transcription necessary for long-term facilitation. Recent findings suggest

that another form of CREB, CREB2, may repress activation of CREB1 so that

long-term facilitation does not occur as a result of mild serotonin stimula-

tion. This repression may be released only in the presence of sufficient second-

messenger activity needed for long-term facilitation to occur (14).

These cellular parallels of habituation and sensitization were of tremend-

ous historical importance because they mapped, for the first time, behavioral

learning phenomena onto a cellular process. Other forms of learning, such

as Pavlovian and operant conditioning, have been more difficult to model on

a cellular level because of the more complex nature of those learning pro-

cesses. Because the experimenter has more control over the subject’s learn-
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Fig. 2. Molecular mechanisms that underlie sensitization in Aplysia. Serotonin

(5-HT) binds to G protein-coupled receptors, initiating a cascade of intracellular

events. G-protein-coupled receptors stimulate adenylyl cyclase to synthesize cAMP,

which activates PKA. During short-term facilitation, the effects of PKA include

closing K
+
 channels (pathway 1) and increasing transmitter release (pathway 2).

Long-term effects result when PKA translocates into the nucleus and activates the

transcriptional factor CREB. CREB induces the expression of effector genes which

encode a variety of proteins. One class, ubiquitin hydrolases, leads to downregula-

tion of the regulatory subunit of PKA, resulting in persistent PKA activation. The syn-

thesis of another set of proteins ( ) results in growth of new synaptic connections.

(Adapted from ref. 6.)
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ing experience in Pavlovian paradigms compared to operant paradigms, in

which a reinforcer is contingent upon an animal’s response, Pavlovian para-

digms have been more useful for modeling associative learning on a cellular

level, although some attempts are being made at determining the pathways

involved in operant conditioning (15).

Associative Learning in Aplysia

Pavlovian conditioning involves the learning of a relation between a neu-

tral stimulus, the conditioned stimulus (CS), which on its own does not elicit

a response, and an unconditioned stimulus (US), which on its own elicits

an unconditioned response (UR). After CS–US pairings, the CS comes to

elicit a response on its own, the conditioned response (CR). The associative

properties of Pavlovian conditioning—that a previously neutral stimulus can

elicit a response as a result of that stimulus being paired with a biologically

relevant stimulus—make it a particularly attractive behavioral model for the

study of synaptic plasticity, which involves the strengthening of synapses

after a learning experience. Because of the obvious parallels between the

effects of Pavlovian conditioning on behavior and of coincident synaptic

activity on synaptic plasticity, the characterization of Pavlovian conditioning

on the cellular level has been a primary focus of research with Aplysia (16,17).

Initial demonstrations of conditioning in Aplysia were performed in the

intact animal (18,19). These experiments demonstrated Pavlovian condi-

tioning at the behavioral level by pairing weak tactile stimulation of the

siphon or mantle (the CS) with a strong electric shock to the tail (the US),

which elicited a UR in the form of gill withdrawal. After repeated CS–US

pairings (i.e., stimulation of the siphon or mantle followed repeatedly by the

presentation of tail shock), siphon stimulation on its own elicited the con-

ditioned gill withdrawal response. Conditioning, like sensitization and habit-

uation, is paralleled on the cellular level by an enhancement of EPSPs in

motor neurons. After conditioning, a weak stimulus that did not elicit EPSPs

on its own comes to elicit EPSPs as a result of its being paired with an EPSP-

evoking US.

Analogs of conditioning at a cellular level have relied on the reduced prep-

aration in which the central nervous system of the Aplysia is removed from

the body (20). The tail remains connected to the central nervous system so

that it can be stimulated with electric shock. This reduced preparation cir-

cuit is diagrammed in Fig. 1B. In this preparation, the same stimulus inputs

that occur in the intact animal can be delivered and intracellular recordings

can be made from various sensory and motor neurons to determine the neuronal

organization of the various pathways involved in conditioning. Specifically,

tail shock can be paired with stimulation of the siphon sensory neurons and
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recordings can be made from synapses between sensory interneurons and

motor neurons. In an even more reduced preparation, analogs of condition-

ing have been studied in cell culture, where treatment with serotonin substi-

tutes for the tail shock US and spike activity in sensory neurons substitutes

for the siphon stimulation CS (21). Both the reduced preparation and cell-

culture studies have been used in concert with behavioral studies to develop

cellular models of Pavlovian conditioning in Aplysia.

Cellular models of Pavlovian conditioning incorporate some of the same

pathways utilized in cellular models of sensitization. The US tail shock sensori-

motor pathway has been defined quite precisely in the reduced Aplysia prep-

aration through some of the aforementioned studies of sensitization to tail

shock. In Pavlovian conditioning, however, repeated stimulation of another

sensory neuron (the CS; e.g., the siphon sensory neuron) coincident with

tail shock leads to increased excitatory postsynaptic potentials in the CS–

motor neuron synapse. One proposed mode of action is diagrammed in Fig. 3.

The exact molecular mechanism underlying this result is not yet clear,

although it is thought that the activation of the CS pathway results in Ca
2+

influx through voltage-gated Ca
2+

 channels, which enhances transmitter

release through the activation of adenylyl cyclase. The activation of the US

pathway triggers interneurons to release serotonin, which binds to G-pro-

tein-coupled receptors in the CS interneurons, resulting in a potentiation of

adenylyl cyclase. This coincident activation of adenylyl cyclase by G-pro-

tein-coupled receptors and Ca
2+

 leads to both short- and long-term effects.

In the short term, it results in an even greater enhancement of transmitter

release from the CS interneuron and increases the activation of cAMP and

PKA in the presynaptic neuron. The increase in PKA activity leads to an

increase in gene transcription in the presynaptic neuron, which appears to be

necessary for long-term memory storage (11). Recent studies have outlined

some additional mechanisms in the postsynaptic neuron that may also

contribute to the learning underlying Pavlovian conditioning (17,22). The

evidence for pre- and post-synaptic mechanisms will be reviewed in later

sections.

If coincident activation of adenylyl cyclase in the presynaptic neuron is

important, then, as in behavioral studies with vertebrates, the precise tem-

poral relation between the CS and the US should determine the extent of

conditioning. One of the cornerstones of behavioral research on Pavlovian con-

ditioning is that the CS must precede the US for learning to occur, although

the optimal delay between the CS and US varies with different preparations

(23). Clark et al. (24) demonstrated that forward pairing was critical for

EPSP enhancement after conditioning in the reduced Aplysia preparation.
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Additionally, they demonstrated that enhancement was reduced with long

CS–US intervals. It is thought that CS–US interval sensitivity occurs because

the optimal window for facilitation of adenylyl cyclase in the CS sensory

neurons is quite small and depends on simultaneous activation from the US

pathway. For example, when the CS precedes the US by more than the opti-

mal interval, the Ca
2+

 that enters the presynaptic neuron may have dissipated

by the time the serotonin from the US pathway initiates G-protein-coupled

receptor potentiation of adenylyl cyclase. Thus, with long CS–US intervals,

no conditioning will occur. Similarly, backward conditioning, in which the

US precedes the CS, also fails to produce learning. This may occur because

the activation of adenylyl cyclase by G-protein-coupled receptors activated

by the US pathway may be less persistent than that produced by Ca
2+

/calmo-

dulin, causing the priming of adenylyl cyclase to dissipate by the time the

Ca
2+

 signal from the CS arrives (25).

Fig. 3. Molecular mechanisms involved in activity-dependent presynaptic facili-

tation. US alone trials are shown in A. In these trials, as in sensitization, serotonin

binds to G-protein-coupled receptors, which act on adenylyl cyclase. This results in

a mild increase in cAMP levels. (B) shows results from trials in which CS sensory

neuron stimulation precedes US stimulation. CS stimulation causes an influx of Ca
2+

,

which binds to calmodulin, which in turn activates adenylyl cyclase. The coincident

activation of adenylyl cyclase, caused by Ca
2+

/calmodulin as a result of the CS and

G-protein-coupled receptor binding caused by the US, results in an increased level

of cAMP. (Adapted from ref. 6.)
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Although this analysis of temporal delay in forward CS–US pairings

works quite nicely in Aplysia, further assumptions would need to be made to

extend the analysis to other Pavlovian preparations, in which the optimal

conditioning interval is much longer (e.g., flavor-aversion learning [26]; auto-

shaping [27] ). Another complication that cellular models should address is

that Aplysia can form associations between a context, which is always pres-

ent and thus not localizable in time, and a US (3,28). More work is needed to

determine how such constantly present stimuli enter into excitatory associa-

tions with the US.

Despite a large body of research examining conditioning at the cellular

level, a clear understanding of the contribution of the presynaptic and post-

synaptic mechanisms that drive learning remains elusive. One view of the

synaptic changes required for learning holds that serotonin released from

the US interneuron acts on the CS interneuron to ultimately activate PKA

and CREB, causing the gene transcription necessary for long-term memory.

A different view holds that postsynaptic mechanisms similar to those found

in the mammalian hippocampus also are essential for long-term memory

storage. Recent evidence suggests that both presynaptic and postsynaptic

mechanisms are important for associative learning (21).

Presynaptic Mechanisms

Much of our current understanding of presynaptic mechanisms involved

in conditioning comes not only from studies of Pavlovian conditioning but

also from cellular studies that attempt to model sensitization in cell culture.

Although these cellular studies allow for rigorous control over the cellular

processes involved in conditioning, little is known about the relevance of

such studies to the behavioral phenomena they attempt to explain. Nonethe-

less, studies of synaptic plasticity in culture have led to several results that

may help reveal synaptic mechanisms involved in Pavlovian conditioning.

The initial cellular model for Pavlovian conditioning in Aplysia relied on

activity-dependent presynaptic facilitation (ADPF) of the sensory neuron

(20). The early evidence for ADPF came from studies in which the postsyn-

aptic neuron was hyperpolarized before the analog of conditioning began.

Hawkins and colleagues (16,20) showed that long-term facilitation occurred,

even when the postsynaptic neuron was hyperpolarized and thus was osten-

sibly unable to fire. The presynaptic mechanism responsible appeared to be

a broadened action potential that occurred following cellular CS–US pair-

ings but that did not occur when the CS and US were explicitly unpaired.

However, in a voltage-clamped cell-culture preparation, Klein (29) has shown

that broadening of the presynaptic action potential may not contribute signif-

icantly to the postsynaptic response.
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Recent experiments have demonstrated the involvement of CREB-medi-

ated gene transcription and PKA activity in the presynaptic but not the post-

synaptic neuron during long-term facilitation. These studies have focused

on posttetanic potentiation and serotonin presentation in cultured Aplysia

neurons. PKA inhibitors reduce pairing-specific facilitation when injected

into the presynaptic neuron, but not when injected into the postsynaptic neu-

ron, suggesting that PKA is not required in the postsynaptic neuron (21).

Martin et al. (30) found that long-term facilitation is specific to single axonal

branches and that this facilitation relies on CREB-mediated transcription

and growth of new synaptic connections exclusively at branches treated with

serotonin. Interestingly, they found that presynaptic axons that were sev-

ered from their cell bodies maintained their ability to synthesize proteins in

response to serotonin, suggesting that local presynaptic mechanisms were at

work. These results demonstrate the importance of local synaptic action in

long-term facilitation, but one needs to be cautious in extrapolating the find-

ings of Martin et al. (30) to Pavlovian conditioning because their experi-

ments examined the effects of repeated presentations of serotonin in culture.

Similar demonstrations of the necessity for CREB-mediated presynaptic

activity have yet to be performed in Pavlovian paradigms in the reduced

Aplysia preparation. Such experiments are important, given demonstrations

that conditioning in Aplysia is response-specific—a CS elicits different CRs

depending on the US with which it is paired. A synapse-specific cellular

mechanism would allow such response specificity to develop because differ-

ential local activity at the level of the synapse would enable a single neuron

to be involved in multiple conditioning processes.

Postsynaptic Mechanisms

Although there is strong evidence that presynaptic mechanisms underlie

learning in Aplysia, such evidence does not preclude postsynaptic mecha-

nisms. The search for postsynaptic mechanisms underlying Pavlovian con-

ditioning was motivated by Hebb’s postulate and the findings that Hebbian

mechanisms appear to be involved in synaptic plasticity in the mammalian

brain. Such findings—including those showing that postsynaptic antago-

nists, such as the N-methyl-D-aspartate (NMDA) receptor antagonists CPP

and APV, block LTP and certain forms of learning—have provided the impetus

for recent research to examine the role of postsynaptic mechanisms under-

lying conditioning in Aplysia.

The initial searches for Hebbian mechanisms mediating Pavlovian condi-

tioning in Aplysia failed to find evidence for postsynaptic mechanisms (16,

20). One reason for this failure might be that these experiments prevented

the postsynaptic neuron from firing by hyperpolarizing it. Hyperpolarization,
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while preventing the postsynaptic neuron from firing, does not necessarily

prevent depolarization at the synapse, meaning that synaptic modifications

may occur regardless of whether the neuron fires (2).

Recent research has attempted to gain tighter control over the postsynap-

tic response by blocking receptors at the synapse. Murphy and Glanzman

(17) have demonstrated that the cellular analog of Pavlovian conditioning

is blocked when training occurs in the presence of APV. Although they

offered convincing evidence that postsynaptic mechanisms are involved in

this reduced preparation analog of conditioning, APV did not completely

eliminate synaptic enhancement. Additionally, the synaptic enhancement

produced by unpaired CS/US presentations was similar to that produced by

paired CS/US presentations when assessed 15 min following stimulation,

suggesting that short-term enhancement was not dependent on the contigu-

ous relation between the CS and US. This suggests that short-term sensitiza-

tion, the increase in responding to a CS resulting simply from the presentation

of a US, may not be affected by NMDA receptor antagonists. However,

at 60 min, only the group that received CS–US pairings showed synaptic

enhancement above basal levels. The training produced by CS–US pairings

therefore led to a longer-lasting change in synaptic strength and this strength

was decreased, although not eliminated, by APV, demonstrating the impor-

tance of postsynaptic NMDA receptors in conditioning.

In another test of the idea that postsynaptic mechanisms play an impor-

tant role in the cellular processes mediating learning, Murphy and Glanzman

(22) injected BAPTA, a Ca
2+

 chelator, into the postsynaptic motor neuron.

As can be seen in Fig. 4, groups that received CS–US pairings showed an

enhanced postsynaptic response at both 15 and 60 min following training.

That group which received the same CS–US pairings in the presence of

BAPTA showed a similar postsynaptic response to the group that received

the CS stimulation only. These results again implicate NMDA receptors,

because they allow Ca
2+

 into the postsynaptic neuron. One needs to be cau-

tious, however, in attributing these results exclusively to associative mech-

anisms because control groups that received either random or unpaired

CS–US relations were not included. Thus, it is impossible to determine the

extent to which nonassociative mechanisms contributed to the results. Indeed,

in their APV experiments, Murphy and Glanzman (17) showed that unpaired

presentations of the CS and US enhanced EPSPs, suggesting that non-

associative mechanisms may contribute to the enhancement observed with

CS–US pairings. Nevertheless, these experiments by Murphy and Glanzman

provide important initial evidence that postsynaptic mechanisms contribute

to Pavlovian conditioning. Unfortunately, there still is no evidence that
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speaks to the issue of whether these postsynaptic mechanisms are involved

in conditioning at the behavioral level.

Thus, there is evidence from different experiments that both presynaptic

and postsynaptic mechanisms contribute to learning. Such mechanisms have

been demonstrated recently in a single set of experiments in cell coculture

(21). Using serotonin stimulation as a substitute for tail shock, they found

that presynaptic injection of EGTA, a Ca
2+

 chelator, or PKI6-22, a peptide

inhibitor of PKA, reduced pairing-specific facilitation. Injection of PKI6-22

into the postsynaptic cell had no effect on pairing-specific facilitation, whereas

postsynaptic injection of BAPTA, another Ca
2+

 chelator, reduced pairing-

specific facilitation. Thus, they demonstrated that presynaptic and postsyn-

aptic mechanisms contribute to long-term pairing-specific facilitation and

that they may interact in a synergistic way, because interfering with either

almost completely eliminated pairing-specific facilitation. Bao et al. (21)

proposed that learning in Aplysia involves a hybrid mechanism consisting

Fig. 4. Results from Murphy and Glanzman (22), showing the importance of post-

synaptic mechanisms in Pavlovian conditioning in the reduced Aplysia preparation.

These data were collected at 15 and 60 min after one of four treatments. During

training, the CS+/group received 12 action potentials in the sensory neuron (the CS)

followed 500 ms later by the delivery of a 1-s tail nerve shock. Group CS+/BAPTA

was treated identically to group CS+, except that CS–US pairings occurred in the pres-

ence of BAPTA, a Ca
2+

 chelator, in the motor neuron. Group Test Alone received

only CS stimulation during training. Group Test Alone/BAPTA received CS stimu-

lation in the presence of BAPTA in the motor neuron. (Adapted from ref. 22.)



40 Lattal and Abel

of presynaptic and postsynaptic elements. One possible mechanism relies

on Ca
2+

 elevation in the postsynaptic neuron, causing a retrograde messenger

to be sent to the presynaptic neuron that enhances transmitter release through

interaction with Ca
2+

 or cAMP.

A general finding from studies of EPSPs in cell culture and the reduced

preparation is that repeated weak stimulation leads to synaptic depression—

EPSPs decrease in magnitude, presumably because the postsynaptic neuron

habituates to the stimulation. This suggests that in the absence of the US,

or serotonin, the postsynaptic response will decrease. One thus has to be

cautious in attributing increased EPSPs after CS–US pairings to an asso-

ciative mechanism because dishabituation or sensitization may be contrib-

uting to the results. Indeed, Murphy and Glanzman (17) clearly showed not

only that the unpaired CS/US presentations prevent the habituation obtained

in CS alone procedures, but also that the unpaired presentations actually

increased EPSPs above basal levels, suggesting that sensitization caused by

the simple presentation of the US may contribute to the response to the CS.

Another complication that results from explicitly unpaired CS/US pres-

entations is that the organism may learn that the CS signals the absence of

the US. Behaviorally, the organism might inhibit its response in the pres-

ence of the CS as a result of these explicitly unpaired presentations because

the organism learns that the CS is a signal for the absence of shock. Thus,

the sensitization that has been observed when the CS and US are explicitly

unpaired may be incomplete.

More experiments clearly are needed for a full understanding of the role

of postsynaptic mechanisms in Pavlovian conditioning, but these recent studies

make valuable progress in showing the necessity of postsynaptic mech-

anisms. Importantly, these findings demonstrate similarities between the

synaptic mechanisms involved in conditioning in Aplysia and those involved

in long-term potentiation in the hippocampus. Determining the ways in

which presynaptic and postsynaptic neurons work synergistically to cause

synaptic facilitation will be an important step in formalizing a cellular theory

of learning. Additionally, more work is necessary to determine the extent

to which the synaptic mechanisms and signaling molecules discovered in

Aplysia are relevant to the behavior of the whole organism. One model sys-

tem in which the relations between signal transduction and the behavior of

the organism have been more firmly established is the rodent hippocampus.

The ability to generate genetically modified mice has enabled researchers to

make strong connections between signaling molecules, synaptic plasticity,

and a range of behaviors. We now turn to the analysis of molecular and

cellular mechanisms involved in hippocampus-based learning and LTP.
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SYNAPTIC PLASTICITY

IN THE MAMMALIAN HIPPOCAMPUS

In humans, the medial temporal lobe system, including the hippocampal

formation, is critically important for declarative memory—the conscious

recollection of memories for people, places, and things (31). Beginning with

studies of the patient H.M. and continuing with more recent analyses of patients

with lesions restricted to the hippocampus proper, neuropsychologists have

found that lesions to the hippocampus result in both anterograde and retrograde

amnesia for facts and events while sparing procedural memory and motor skills.

In rodents, spatial and contextual learning are particularly well docu-

mented, and these forms of learning are sensitive to lesions of the hippocam-

pal formation (32). Two physiological properties of the rodent hippocampus

are potential cellular mechanisms underlying memory storage. First, syn-

apses within the hippocampus undergo long-term potentiation (LTP), a form

of synaptic plasticity that is thought to be involved in at least some aspects

of spatial memory (33). Second, the hippocampus contains a cellular repre-

sentation of space in the form of place cells that fire action potentials only

when the animal is in a certain spatial location (34). Because much research

has attempted to determine the relationship between LTP and learning, we

will first review the evidence linking these processes and then discuss the

signal transduction pathways that are important for long-lasting forms of

synaptic plasticity and long-term memory storage.

Synaptic plasticity, the change in the strength of synaptic connections in

the brain, is thought to underlie memory storage and the acquisition of

learned behaviors. One intensely studied form of synaptic plasticity is LTP,

a persistent, activity-dependent form of synaptic enhancement that can be

induced by brief, high-frequency stimulation of hippocampal neurons (33).

LTP, first described in detail by Bliss and Lomo in 1973, can be measured in

hippocampal slices or in awake, behaving animals, where it can last for sev-

eral weeks. The duration of LTP makes it an attractive model for certain

types of long-term memory in the mammalian brain. In addition, LTP has

other properties, including associativity, by which LTP induction at one syn-

apse may be regulated by other inputs, cooperativity, which refers to the

observation that a greater stimulus intensity will produce greater LTP, and

pathway specificity, which refers to the observation that only synapses active at

the time of LTP induction will be potentiated. These elements of LTP make

it an ideal mechanism for memory storage from a computational perspec-

tive. On a molecular level, these properties derive, in large part, from the

properties of a specific type of postsynaptic receptor for glutamate, the

NMDA receptor, which serves as a molecular coincidence detector.
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For the past 25 years, LTP has been studied as a potential cellular model

of memory storage—a representative of the types of synaptic plasticity that

may occur naturally during learning. There are four elements that comprise

the basis of the hypothesis that spatial information is stored as activity-

dependent alterations in synaptic weights in the hippocampal formation:

enhancement, the idea that increased synaptic strength should accompany

learning; saturation, the proposal that learning impairments should be

observed after the saturation of LTP in hippocampal circuits; blockade, the

hypothesis that spatial learning should be disrupted after the blockade of

hippocampal LTP; and erasure, the idea that erasure of LTP should result

in forgetting.

We will explore the experimental approaches that have been followed to

investigate the relationship between LTP and learning. In particular, if LTP

and learning recruit the same underlying physiological and cellular mecha-

nisms, then modifying the ability of hippocampal synapses to undergo LTP

should alter learning. In turn, learning should modify synaptic strength.

LTP experiments have focused particularly on the three major pathways

in the hippocampal trisynaptic circuit: the perforant pathway between the

entorhinal cortex and dentate gyrus granule cells, the mossy fiber pathway

between dentate gyrus granule cells and CA3 pyramidal cells, and the Schaffer

collateral pathway between CA3 and CA1 pyramidal cells (Fig. 5A). For

many of these experiments, investigators have studied synaptic transmis-

sion in the perforant path, where recordings can be easily made in vivo in

awake, behaving rodents.

Experience-Dependent Changes in Synaptic Strength

If synaptic plasticity underlies learning, then an increase in synaptic strength

would be expected to accompany behavioral training. Early experiments to

test this idea observed an increase in the size of the population spike and

fEPSP in the dentate gyrus after the exposure of rats to a spatially complex

environment (35). As investigators attempted to extend this observation to

hippocampus-dependent tasks such as the Morris water maze, they found,

paradoxically, that spatial training in the Morris water maze resulted in a

decrease in the size of the fEPSP as measured in the dentate gyrus. In explor-

ing this observation, Moser et al. (36) found that striking changes in brain

temperature occurred during different tasks. An increase in hippocampal

temperature, as observed during active exploration or treadmill running, was

correlated with an increase in fEPSP slope. During training in the Morris

water maze, in which the water temperature is typically cooler than body

temperature, the brain temperature drops and the fEPSP slope decreases.
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Fig. 5. (A) The major areas and pathways in the hippocampus. Input from the

entorhinal cortex is relayed to the dentate gyrus via the perforant pathway. The mossy

fiber pathway relays the signal from the dentate gyrus to area CA3. The Schaffer

collateral pathway relays the signal from area CA3 to area CA1. In the example

shown, LTP is induced by the stimulating electrode in the Schaffer collateral path-

way and is recorded by the recording electrode in area CA1. (B) Different phases of

LTP: E-LTP occurs after one tetanus (one filled triangle); L-LTP occurs after four

tetani (four filled triangles). E-LTP lasts about 1 h, but L-LTP can last for up to 8 h

in hippocampal slices. In contrast to E-LTP, L-LTP requires translation, transcrip-

tion, and protein synthesis. (Adapted from ref. 6.)



44 Lattal and Abel

Further, changes in synaptic strength may also occur as a result of the stress

that accompanies behavioral training (37). Thus, the differentiation of learn-

ing-related changes in synaptic strength as measured in vivo from the large

nonspecific changes that are produced during the performance of a task has

proven difficult, especially for hippocampus-dependent tasks. If only a small

number of synapses increase in strength during learning, or if some syn-

apses are potentiated while others are depressed, it may be difficult to accu-

rately measure changes in synaptic strength that result from learning. Indeed,

after the temperature component of the field potential changes that occur

during training is subtracted, only a short-lasting (15–20 min) increase in

the fEPSP and population spike is found to occur during learning (38). These

experiments have focused on the idea that learning alters baseline-evoked

synaptic transmission, but an alternative possibility, which has been the focus

of only a few studies, is that learning alters synaptic plasticity, modulating

the ability of synapses to undergo LTP (39).

Although the demonstration of LTP-like enhancements in synaptic strength

in the hippocampus in the behaving animal during learning has been elu-

sive, studies of cued fear conditioning, a form of Pavlovian conditioning

in which an animal learns to fear a previously neutral tone as a result of

its association with an aversive stimulus such as footshock, have revealed

that learning is indeed associated with an increase in synaptic strength in the

appropriate neural circuit (40,41). Information about the CS (tone) and the

US (footshock) converge in the lateral nucleus of the amygdala. LTP, when

induced by electrical stimulation in the connections between the auditory

thalamus and the lateral nucleus, increases the response of neurons in the

lateral nucleus to auditory stimulation. Thus, responses to natural stimuli in

this system can be modulated by LTP (42).

By monitoring extracellular potentials in the lateral nucleus in response

to tones, Rogan et al. (41) demonstrated that cellular responses to the CS

increased during the period of paired presentation of the CS and US as the

animal acquired the fear response to the tone. Importantly, extinction of the

fear response produced by the nonreinforced presentation of the tone caused

the auditory-evoked potential to return to baseline. It is striking that the

increased synaptic response to the CS parallels learning, but it has not been

demonstrated that this increase is specific to the CS, nor is it clear exactly

where in the auditory processing circuitry the increase occurs. The control

used in these experiments was the explicitly unpaired presentation of the

tone and shock, resulting in a decreased auditory-evoked potential follow-

ing training, perhaps because the animal learns that the shock is not signaled

by the tone as a result of this training procedure. Thus, unpaired training is

not a “neutral” control protocol and may involve some learning. A better
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control might utilize a random pairing protocol in which the CS provides no

information about the US (43). Further, it remains to be explored whether

these behavioral changes in synaptic strength are, like fear conditioning,

dependent on NMDA receptor activation.

Behavioral Effects of LTP Saturation

If learning is the result of changes in the same sets of synapses as those

modified by LTP, then the induction of LTP by tetanization—brief trains of

high-frequency stimulation in presynaptic neurons—would be predicted to

alter learning. In physiological studies, the induction of LTP blocks or

occludes further potentiation, suggesting that tetanization of synaptic cir-

cuits within the hippocampus would impair learning. Many computational

models assume that information is stored in the pattern of synaptic weights

rather than in the absolute strength of synaptic connections (44). By this

view, then, the uniform saturation of synapses would block further learning

by equalizing synaptic weights.

In the first saturation study published, McNaughton et al. (45) implanted

electrodes bilaterally to stimulate the perforant pathway. Animals that received

bilateral tetanic stimulation had deficits in the Barnes circular platform

maze, a spatial task in which animals must learn the location of an escape

hole on a circular maze. These observations were extended to the Morris

water maze, in which tetanized rats exhibited a deficit in their ability to

learn the location of a hidden platform, a task dependent on an intact hippo-

campus (46). These initial experiments provided powerful support for the

idea that interfering with plasticity in specific hippocampal pathways could

disrupt learning, but several attempts to replicate these observations were

unsuccessful (47). Although these failures to replicate the saturation experi-

ments have called into question the idea that synaptic plasticity is used dur-

ing the learning of spatial tasks, several alternative explanations have been

developed to explain why LTP saturation does not, in some instances, block

learning. LTP induction techniques, for example, may not activate all of the

fibers required for spatial learning. Indeed, tetanization at a single stimula-

tion site fails to saturate the entire perforant path (48) and lesion experi-

ments have revealed that learning can be supported by just a small fraction

of the hippocampus (49).

A recent experiment by Moser et al. (50) has revisited this question of the

impact of LTP saturation on spatial learning in an ingenious way, and their

results suggest that saturation does indeed impair spatial learning in the Morris

water maze. To strengthen the experimental design and to increase the per-

centage of the synapses that were saturated, they made three modifications.

First, based on their previous observation that unilateral hippocampal lesions
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do not impair performance in the water maze, they reduced the volume of

functional hippocampal tissue by unilaterally lesioning the hippocampus. Sec-

ond, to saturate a greater percentage of perforant path synapses, two bipolar

stimulating electrodes were placed on each side of the angular bundle, the

tract that carries the perforant path fibers into the hippocampus. Using these

electrodes, multiple “cross-bundle” episodes of tetanic stimulation can

be applied, thus saturating LTP in the maximal number of synapses. Finally,

they monitored potentiation by implanting a third stimulating electrode.

After saturating LTP with five episodes of cross-bundle tetanization, ani-

mals were trained in the spatial version of the Morris water maze. Moser et

al. (50) found a wide range of spatial learning in the rats following tetaniza-

tion. Unlike previous studies, however, they determined the extent of satura-

tion by measuring the amount of residual LTP using a “naive” test electrode

and thus were able to correlate performance in the water maze with levels of

residual LTP. Strikingly, they found that impairments in performance corre-

lated with lower levels of residual LTP. Thus, animals in which LTP was

saturated were poor learners, whereas animals in which LTP was unsatur-

Fig. 6. Effects of saturation of LTP on behavior. Rats received either high-

frequency tetanization, low frequency tetanization, or no tetanization. Rats that

received high-frequency tetanization were divided into two subgroups: those that

showed less than 10% LTP (saturated) on the test and those that showed greater than

10% LTP (nonsaturated) on the test. (A) Sample paths from Morris water maze

probe trials, in which the hidden platform was removed. (B) Time spent in different

zones in the pool. Filled bars indicate the target zone (the zone in which the plat-

form was located during training). Error bars indicate standard errors of the mean

and the dotted line indicates chance level. (Adapted from ref. 50.)
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ated were good learners, in support of the hypothesis that synaptic plasticity

underlies learning (Fig. 6). This positive result showing that LTP saturation

impairs spatial learning, however, might be due to nonspecific effects of

tetanization on basal synaptic transmission and thus does not prove that syn-

aptic plasticity underlies learning. Thus, it will be particularly important to

determine if the group with little residual LTP regains spatial learning abil-

ity as the level of saturation decays over time and the ability to induce LTP

is restored. This reversibility might help address some concerns about non-

specific side effects of high-frequency tetanization. Further, it will be inter-

esting to determine the overall relationship between residual LTP (percent

saturation) and spatial learning to see if they are correlated across a range of

impairments.

Pharmacological and Genetic Blockage of LTP

Some of the strongest evidence linking LTP and learning is derived from

experimental approaches using pharmacological or genetic manipulations

that modulate LTP. By determining the effects of these manipulations on

learning and memory, investigators have been able to correlate alterations

in synaptic plasticity with behavioral impairments in hippocampal function.

With the development of techniques such as targeted gene ablation and trans-

genesis, it has became clear that mice offer a superb genetic system for deter-

mining the role of individual gene products in synaptic plasticity and memory

storage. The analysis of genetically modified mice allows researchers to test

whether a particular gene product is important for LTP, and the use of this

genetic approach to study neuronal physiology and behavior has drawn

attention to the correlation between memory storage and hippocampal LTP.

As mentioned earlier, LTP exhibits synapse specificity and associativity

because it occurs only when presynaptic activity is paired with postsynaptic

depolarization. On a molecular level, these characteristics can be explained

by the fact that the NMDA subtype of glutamate receptor is both ligand gated

and voltage sensitive. Importantly, many forms of hippocampal LTP share a

dependence on NMDA receptor function with many forms of spatial memory.

To explore the role of NMDA-receptor-dependent synaptic plasticity in

spatial learning, Morris and co-workers (51,52) infused APV into the cere-

bral ventricles of rats and examined their performance in the Morris water

maze. APV treatment resulted in longer latencies to find the hidden plat-

form during training and little spatial specificity of search in a probe trial,

during which the platform was removed from the pool. Although these expe-

riments provide strong evidence in support of the link between LTP and

learning, several caveats have emerged since these studies were published.
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First, several forms of synaptic plasticity—such as long-term depression (LTD),

a long-lasting decrease in EPSPs—depend on NMDA receptor function (53),

so it is difficult to make direct connections between any one form of synap-

tic plasticity and spatial learning. Second, APV may be affecting processes

in brain regions other than the hippocampus when administered in this

way. These processes may include modulation of sensory input, modifying

anxiety, and altering motor abilities (39). Third, the relationship between

NMDA receptor function and spatial learning has become complicated by

the observation that spatial learning is NMDA-receptor independent if ani-

mals are first pretrained in the water maze in a different environment (54,55).

The strongest correlation between LTP and spatial memory comes from

the study of mice in which the R1 subunit of the NMDA receptor was deleted

in a regionally restricted fashion, only in hippocampal area CA1 (53). This

study is particularly important because it underscores the power of molec-

ular approaches to study learning and memory. Conventional knockouts of

the gene encoding the R1 subunit of the NMDA receptor were lethal, so

Tsien and co-workers turned to a conditional knockout approach using Cre

recombinase. They used the calcium/calmodulin-dependent protein kinase

IIα (CaMKIIα) promoter to express Cre recombinase postnatally in neurons

within the forebrain. To selectively delete the NMDA R1 gene, they inserted

lox P sites, which are recognized by Cre recombinase, into the NMDA R1

locus. Using this approach, they achieved both temporal and regional restric-

tion, knocking out NMDA receptor function only in hippocampal area CA1,

a result not possible with pharmacological approaches. Thus, this genetic

approach may overcome some of the difficulties encountered in the above-

described pharmacological studies.

These mutant mice lacking NMDA receptor function only in hippocam-

pal area CA1 have impaired Schaffer collateral LTP and deficits in spatial

memory, providing evidence supporting a selectively important role for hip-

pocampal area CA1, as suggested earlier by the study of the patient R.B. by

Squire and colleagues (56). However, these mutant mice also have impaired

LTD (53); thus, the nature of the synaptic plasticity deficit underlying their

behavioral abnormality is unclear. In addition, it will be important to deter-

mine the effect of spatial and nonspatial pretraining on the impairments

observed in these mutants in the spatial version of the water maze. It also will

be important to explore whether these NMDA R1 transgenic mice exhibit

deficits in nonspatial forms of hippocampus-dependent learning such as con-

textual fear conditioning (57,58) and olfactory-based tasks such as social

transmission of food preferences (59,60). Deficits in these nonspatial tasks

would implicate NMDA receptors in area CA1 in a variety of learning tasks.
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Protein Kinase A, Long-Term Memory,

and the Late Phase of LTP

Like the study of mice lacking the R1 subunit of the NMDA receptor only

in hippocampal area CA1, the study of other genetically modified mice has

focused on the early, transient phase of LTP (E-LTP) in area CA1 that lasts

about 1 h. These studies have shown that genetic manipulation of any one of

several kinases interferes with not only E-LTP but also short-term memory

(61,62). The study of amnesiac patients and experimental animals has revealed,

however, that the role of the hippocampus in memory storage extends from

weeks to months (63,64), suggesting that longer lasting forms of hippocam-

pal synaptic plasticity may be required.

Long-term potentiation in the CA1 region of hippocampal slices, like

many other forms of synaptic plasticity and memory, has distinct temporal

phases (65), as shown in Fig. 5B. In contrast to E-LTP, the late phase of LTP

(L-LTP) lasts for up to 8 h in hippocampal slices (66) and for days in the intact

animal (67). Long-term memory storage, in contrast to short-term memory

storage, is sensitive to disruption by inhibitors of protein synthesis (68), and

L-LTP in the CA1 region of hippocampal slices, unlike E-LTP, shares with long-

term memory a requirement for translation and transcription (66,69–71).

Although extensive information is available about E-LTP and its relation-

ship to behavior, less is known about the behavioral role of L-LTP. Pharma-

cological experiments have suggested that PKA plays a critical role in L-LTP

(66,70). One of the nuclear targets of PKA is CREB (72), and CRE-medi-

ated gene expression is induced in response to stimuli that generate L-LTP

(73). Behavioral studies of mice lacking the α and ∆ isoforms of CREB have

suggested that this transcription factor plays a role in long-term memory

storage, but the relationship between these memory deficits and L-LTP is

unclear, because a deficit in LTP is observed during E-LTP following a single

stimulus train (74,75). Moreover, because CREB is a multifunctional tran-

scription factor that can be activated by second-messenger systems other than

PKA, including CaM kinases and the MAP kinase pathway (76), these data

on CREB knockout mice do not define a role for PKA in long-term memory.

To explore the role of PKA in long-lasting forms of synaptic plasticity and

behavioral memory, Abel et al. (77) used transgenic techniques to reduce

PKA activity in a specific subset of neurons within the mouse forebrain by

using the CaMKIIα promoter to drive expression of R(AB), a dominant

negative form of the regulatory subunit of PKA. R(AB) carries mutations in

both cAMP binding sites and acts as a dominant inhibitor of both types of

PKA catalytic subunits (78–80). The transgenic approach is more spatially

and temporally restricted than is the conventional gene knockout approach,
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thereby allowing for a more direct correlation between a behavioral deficit

and synaptic physiology in the adult brain. Transgenic techniques are par-

ticularly powerful for the study of signaling molecules, such as PKA, that

are encoded by multiple genes. Appropriately designed dominant-negative

mutants can inhibit multiple related gene products simultaneously, an effect

that cannot be obtained through conventional single-gene knockouts (77).

Further, appropriately designed constitutively active mutants can be used to

activate an endogenous signaling pathway.

R(AB) transgenic mice have reduced hippocampal PKA activity, as well as

impairments in L-LTP induced by repeated tetanization (four 100-Hz trains,

1-s duration, spaced 5 min apart) of Schaffer collateral pathway slices (77).

E-LTP induced by one or two stimulus trains is unchanged in the R(AB)

transgenics, suggesting that L-LTP, unlike E-LTP, requires PKA and recruits

distinct signaling pathways immediately following tetanization (Fig. 7).

For the behavioral analysis of hippocampal function, R(AB) transgenic

animals have been tested in the hidden platform version of the Morris water

maze task (81). Transgenic animals improved during training, indicating

that they learned the task, but when tested for memory in a probe trial, trans-

genic animals exhibited spatial memory deficits (77). The Morris maze task

requires repeated training over several days and does not, therefore, provide

the temporal resolution necessary to distinguish between different phases

of memory storage. Because L-LTP and long-term memory share a require-

ment for protein synthesis, one might predict that the R(AB) transgenics,

which have a L-LTP deficit, would have normal short-term but defective

long-term memory.

To define more precisely the time course of the memory deficit in R(AB)

transgenics, contextual and cued fear-conditioning tasks, in which learning can

be accomplished by a single training trial, have been used (57,58). The R(AB)

transgenics exhibited normal short-term memory, consistent with normal E-

LTP, but deficient long-term memory for contextual fear conditioning (77),

a task that is sensitive to hippocampal lesions (57,58,82,83). The time-course

of the memory deficit of R(AB) transgenics in contextual fear conditioning

parallels that of wild-type animals treated with the protein synthesis inhibi-

tor anisomycin (Fig. 8). By contrast, the long-term memory for cued condi-

tioning, a task sensitive to amygdala lesions but insensitive to hippocampal

lesions, is not disrupted in R(AB) mice (Fig. 8). Importantly, R(AB) trans-

genic mice also showed normal long-term memory in the conditioned taste-

aversion task (77), a task which is sensitive to amygdala lesions (84).

 One concern about using genetically modified mice is that any observed

behavioral effects may be the result of developmental effects of the trans-

gene rather than a direct, acute effect of the transgene on memory storage in
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Fig. 7. LTP deficits in R(AB) transgenic mice. LTP was reduced in two different

lines of transgenic mice (R[AB]-1 and R[AB]-2) following four 100-Hz trains (1-s d,

5 min apart) of stimulation. After about 2 h posttetanus, potentiation in the R(AB)

mice returned to near-baseline levels but remained robust in wild-type mice. Sample

fEPSP traces also are shown. They were recorded in area CA1 in wild-type, R(AB)-1,

and R(AB)-2 slices 15 min before and 180 min after the four tetanic trains. Each super-

imposed pair of sweeps was measured from a single slice. Scale bars: 2 mV, 10 ms.

(Adapted from ref. 77.)
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the adult. To provide a complementary way to study the role of PKA in memory

storage and to address concerns about potential developmental effects of the

R(AB) transgene, a pharmacological approach was taken using Rp-cAMPS,

a membrane-permeant, phosphodiesterase-resistant inhibitor of PKA (85).

Intraventricular injection of Rp-cAMPS selectively affects long-term memory

for contextual fear conditioning with a time-course similar to that seen in

R(AB) transgenic animals or in wild-type mice after the administration of

anisomycin (86). The long-term memory deficits that occur in R(AB) trans-

genic mice and in wild-type mice after pharmacological inhibition of PKA

demonstrate that the PKA pathway plays a crucial role in the hippocampus

in initiating the molecular events leading to the consolidation of short-term

memory into protein synthesis-dependent long-term memory in mammals.

The molecular events involved in the short- and long-term synaptic plastic-

ity that are thought to underlie memory are diagrammed in Fig. 9.

Fig. 8. Fear conditioning in R(AB) transgenics and anisomycin-injected wild-

type mice. All mice received one CS–US pairing and then were tested immediately,

1 h, and 24 h after training. (A) R(AB) mice showed a deficit in long-term but not

short-term memory for contextual fear conditioning. (B) R(AB) mice showed no defi-

cits in cued fear conditioning. (C) Anisomycin disrupted long-term but not short-

term memory for contextual fear conditioning. (D) Anisomycin disrupted long-term

but not short-term memory for cued fear conditioning. (Adapted from ref. 77.)
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These studies underscore the crucial interplay between pharmacological

and genetic studies that are greatly expanding our knowledge of the molecu-

lar basis of synaptic plasticity, learning, and memory. By determining the

signal transduction pathways critically important for long-lasting forms of

synaptic plasticity, the sophisticated tools of mouse genetics can then be

Fig. 9. Molecular schematic of LTP. In the absence of activity, the NMDA recep-

tor is blocked by Mg
2+

. This Mg
2+

 is expelled when non-NMDA (Q/K) receptors

open and depolarize the membrane. Coincident binding of L-glutamate to the NMDA

receptor allows Ca
2+

 influx, which activates several kinases, including tyrosine kinase,

protein kinase C, and CaMKII. The activation of these kinases may be required for

E-LTP, which corresponds to short-term memory. L-LTP, which corresponds to

long-term memory, requires PKA activation and protein synthesis. When Ca
2+

/cal-

modulin binds to adenylyl cyclase, cAMP levels rise, causing an activation of PKA,

which phosphorylates ion channels, protein phosphatase inhibitor-1 (I-1), and nuclear

targets such as CREB. CREB then activates effector genes encoding proteins that

are necessary for alterations in synaptic strength and perhaps synaptic growth, such

as tissue plasminogen activator (tPA). (Adapted from ref. 11.)
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used to modify this signal transduction pathway in vivo. These functional

experiments provide a rigorous test of the role of gene products, such as

PKA, in learning and memory.

Hippocampal Place Cells

Basic Properties

The research described in the previous sections suggests that LTP may

play a critical role in the synaptic plasticity underlying memory storage.

Deficits in hippocampal LTP often are accompanied by deficits in spatial

learning and in learning about the identities of contexts. This implies that

one function of LTP in the hippocampus may be to mediate configural rep-

resentations of multiple environmental stimuli (87). In addition to undergo-

ing LTP, another characteristic of neurons in the hippocampus is that some

of them are place cells that respond selectively to particular locations in the

environment (88). The discovery of these place cells was an important step

in placing physiological reality on theories of cognitive mapping, which

was thought to be necessary to navigate the environment (88,89). Because

these cells seemed to be located almost exclusively in the hippocampus,

their discovery was an important modern development in driving theories of

hippocampal function. The recent emphasis on research with genetically

modified mice has allowed strong links to be made among the molecular

characteristics of place cells, synaptic plasticity, and behavior. The correla-

tion between place cell function, synaptic plasticity, and spatial learning has

generated specific hypotheses about the role of LTP in spatial learning, rang-

ing from being important for the establishment of place fields to modifying

synaptic strength both among place cells themselves and between place cells

and other brain regions.

The majority of place cells in the brain are pyramidal cells found in areas

CA1 and CA3 of the hippocampus. This does not mean that all pyramidal

cells in the hippocampus are place cells; 70% to over 90% of pyramidal

cells are place cells, and approximately half of them act as place cells in a

given environment (90); nor does it mean that there are no place cells out-

side of the hippocampus proper (91). Additionally, the other major class of

neurons in the hippocampus, theta cells, also code some spatial information

(92). Nevertheless, most of the work on place cells has focused on the pyram-

idal cells in areas CA1 and CA3, not only because these cells clearly function to

a large degree as place cells but also because these areas of the hippocampus

have been shown to be important in learning.

The most fundamental property of place cells is their place-specificity—

a given cell fires only when the organism is in a certain location in the envi-
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ronment, although a small portion of place cells fire in more than one loca-

tion in the same environment (93). Place-specificity is observed after a single

exposure to an environment (88), and once established, place-specificity is

stable for at least several months (94). That it is established during the first

exposure suggests that the initial formation of place fields is an uncondi-

tioned response that occurs to the environment. These place fields are depen-

dent on cues in the environment; when environmental cues shift, place fields

shift accordingly (34). Learning may occur with prolonged or multiple expo-

sure as the organism processes more and more about the stimulus environ-

ment. Similarly, although rewards are not necessary for the formation of

place fields, an animal’s ability to remember the spatial location of a reward

may depend on associations between place fields and reward centers in the brain.

In contrast to simple sensory mapping, such as that which occurs in retino-

topic mapping, place cell mapping does not occur topographically; adjacent

cells do not represent adjacent points in the environment. Indeed, there is

little correlation between the location of place fields and the location of

place cells in the hippocampus; two physically adjacent place cells may fire

at opposite points in the environment and two place cells located far apart

within the hippocampus may fire at similar locations in the environment (34).

Additionally, a given place cell may fire differently depending on the envi-

ronment, resulting in the same place cells potentially being involved in dis-

tinct cognitive maps in different environments. The system properties that

lead to the unique configural representations required for each environment

remain unknown, although connectionist models have been developed to

provide a theoretical basis for such representations (44,95).

Perhaps the most interesting and fundamental issue that has yet to be

resolved about place cells is how these cells contribute to learning. Many

place cell experiments have recorded from rats exploring different environ-

ments, in which there is neither a reward to be found nor an aversive situa-

tion to escape. Place fields form in these environments independent of the

organism’s having learned anything about the biological significance of a

given environment. These experiments speak to the existence of place cells

but are quiet on the issue of the involvement of place fields in tasks that

require learning about spatially distributed stimuli. It is clear from maze

experiments, in which animals must learn the relation between distal stimuli

and a reward, that place fields are involved in locating rewards. O’Keefe

and Speakman (96) recorded place fields from rats searching in a four-arm

maze for a food pellet. They trained rats to locate a food reward by learning

the relation between environmental cues and the reward. Some of their most

interesting results occurred on trials in which the cues were removed. When
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the rat made an incorrect choice in the absence of cues, the place cells fired

as if the rat had made the right choice. This suggests that place fields may be

used to navigate through space to find a reward and that the firing of place

fields is controlled not only by environmental cues but also by the expecta-

tions of the organism. Determining the mechanisms that incorporate place

cells into such goal-directed behavior will be an important step in forming

an integrative theory of place cell function.

Hippocampal Place Cells and LTP:

Pharmacological and Genetic Approaches

The pharmacological and genetic approaches aimed at studying the rela-

tion of LTP to spatial memory, which have been outlined in previous sec-

tions, also have been applied to study the relation between place cells,

synaptic plasticity, and memory storage. Recent studies have demonstrated

correlations among place cell function, LTP, and spatial learning. These

experiments have shown a direct correlation between synaptic functioning

and spatial learning—LTP deficits often are accompanied by spatial learn-

ing deficits in the Morris water maze and alterations in place cell properties

(53,90,97–99). These correlations suggest that LTP likely is involved in place

cell function somewhere along the path leading to spatial memory. The pre-

cise role of LTP in this process remains unknown, but there are many possi-

bilities. For example, LTP may be involved in the formation, maintenance,

stability, or spatial selectivity of place cells. Additionally, LTP may play a

role either in establishing connections between place cells themselves or in

establishing connections between place cells and other brain regions, such

as those involved in learning behavioral responses or those involved in pro-

cessing rewards.

In parallel to deficits found in spatial learning experiments, there is phar-

macological evidence that a blockade of NMDA receptors interferes with

place cell function. Place field stability is disrupted after intraperitoneal

injection of the NMDA receptor antagonist CPP (98), suggesting a link

between the ability of the mice to maintain stable place fields and their abil-

ity to retain spatial information. Although Kentros et al. (98) found effects

of NMDA receptor antagonists on place field stability, they also found

that CPP did not block previously formed spatial maps, nor did it block

remapping in a new environment, suggesting that NMDA-mediated LTP

may not be involved in the recall of previously formed maps or in the initial

establishment of new place fields. However, these newly established fields

are not retained, suggesting that LTP could be involved in the retention of

these fields, at least in adult animals given an acute blockade of NMDA

receptor function.
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Experiments on genetically modified mice lacking NMDA R1 receptors

in hippocampal area CA1 also have found spatial learning and place field

deficits. As discussed in previous sections, these mutant mice perform

poorly in the Morris water maze (53) and have decreased LTD and LTP.

They also have both uncorrelated place cell firing and larger place field

sizes (99). These results differ somewhat from the pharmacological experi-

ments studying CPP-treated mice. Kentros et al. (98) found no effect of CPP

on field size, whereas McHugh et al. (99) found enlarged field sizes in the

NMDA R1 knockout mice, suggesting that the place cells in the knockout

mice were less spatially selective than were those in wild-type mice. One

possible explanation for this difference is that the deficits in spatial selectiv-

ity in NMDA R1 mice occurred because place cells become spatially selec-

tive during development. The NMDA R1 deletion occurred by approx 19 d

after birth, which is when mice begin to explore their environments and thus

when place fields might begin to form. That they failed to form spatially

selective place fields may reflect the idea that spatial selectivity forms dur-

ing development. The acute CPP treatment given by Kentros et al. (98) to

adult mice would not have affected such development.

The parallels between NMDA receptor function and place cell function

are striking and strengthen the argument that LTP is involved at some level

in place cell mechanisms. A similar connection has been made between syn-

aptic plasticity and place cell function in mice overexpressing a calcium-

independent form of CaMKII [CaMKII Asp 286 (90)]. These mice have

deficits in the Barnes circular platform maze. They show normal LTP when

stimulation occurs at 100 Hz, but they show deficits in LTP when stimu-

lation occurs at 5–10 Hz (62,100). This 5- to 10-Hz range of stimulation is

similar to naturally occurring oscillations caused by theta cells, which are

active in response to locomotion and also may encode some spatial informa-

tion (92). Rotenberg et al. (90) found that CaMKII Asp 286 transgenic mice

had fewer place cells, and those place cells that did develop had larger fields,

lower firing rates, and less stability than wild-type place fields. They hypoth-

esized that the inability to strengthen synaptic connections at low frequen-

cies resulted in the observed place cell deficits. These experiments establish

a strong correlation between LTP deficits and place cell deficits, although

they do not establish LTP as a causal mechanism for any particular place

cell function.

There is additional evidence that place cell deficits are correlated with

long-term memory deficits. R(AB) mice, which show a selective impair-

ment in L-LTP, also have impairments in place cell function (101). Rotenberg

et al. (101) found that R(AB) mice had normal place cell firing rates and

well-formed place fields, but these place fields were unstable over long
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periods of time. However, with repeated exposure to the same environment,

the place fields became more stable, suggesting that other signal transduc-

tion pathways may be recruited to counter the place field deficit.

In addition to maintaining place fields, LTP may contribute to spatial

learning and the formation of cognitive maps by strengthening synaptic con-

nections between those neurons that fire at the same time and therefore have

overlapping place fields (44). Place fields that do not overlap will not fire

contiguously and the strength of the synapse between them therefore will

not change. Thus, the spatial distance between two fields may be repre-

sented by the strength of the synaptic connection between the neurons that

give rise to those fields. What remains to be seen is what happens to synap-

tic strength between the synapses of two place cells that fire contiguously in

one environment when the organism is placed in an environment where only

one of those cells fires. The number of potential synapses in areas CA1 and

CA3 alone is large enough to have unique connections in multiple environ-

ments, but any overlap of synapses in more than one environment may lead

to degradation of the synaptic strength as a result of that synapse being dif-

ferentially activated in different environments. Although some ideas have

been put forward about mechanisms to deal with this issue (44), it is not

clear how the problem will be solved.

More is being learned about the properties of place cells and their impor-

tance for certain forms of synaptic plasticity and learning, but several issues

remain unresolved. One concerns whether place cells are involved simply

 in forming a map of space or whether they play a more active role in navi-

gational processes. The hippocampus has been shown to be important

not only for solving explicit spatial problems but also for learning about

simple associations between a given context and a shock (57,58,63). It may

be that place cells are important only for learning about the features of an

environment, which would be necessary to solve context-based problems.

Once a contextual representation is formed, place cells may work in con-

junction with other systems to produce spatial navigation through an envi-

ronment. One other type of cell that may contribute to a navigational system

is the head-direction (HD) cell. Whereas the firing of place cells depends

only on the position of the organism in space, HD cells respond only to head

direction, independent of the organism’s position in space. Unlike place

cells, which may go silent in different environments, HD cells fire consis-

tently in different environments, but their preferred directions may change

(102). Although the preferred directions of a given set of HD cells may

change in different environments, the angle between the preferred direction

of any given two cells has been observed to be constant across environments

(102). One result of such coordinated activation may be that the strength
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between two synapses reflects orientation angles in the same manner as syn-

aptic strength could reflect distances between place cell fields. This orienta-

tion, in conjunction with specific location coded by place cells, may form

the basis of a system necessary to orient and navigate in an environment.

The recent work on genetically modified mice has allowed a connection to be

made among place fields, LTP, and behavior. The recent advances in the

study of place cells opens the floodgates to a host of important questions

that, prior to the development of genetic techniques, may have been unan-

swerable. For example, assuming that LTP contributes to the formation and

maintenance of cognitive maps, one would like to know how this map is

read. Is it read in the hippocampus, where it is produced, or is the map read

in other brain regions important to instigating behavior, but that do not have

place cells, such as the prefrontal cortex (103,104)? Place fields do not seem

to be modulated by the location of food reward in the environment (96), sug-

gesting that place cells themselves do not code any information about the

location of biologically significant stimuli. How, then, does an animal learn

the location of food rewards in mazes? Where is this aspect of a cognitive

map stored, and how might synaptic plasticity contribute to the linking of

the location of reward stimuli to the brain areas responsible for processing

rewards? These are important questions, and as more is learned about the

respective contributions of synaptic plasticity and place cells to cognitive

mapping, the answers to these questions will become clearer. The develop-

ment of transgenic techniques to drive gene expression in restricted brain

regions in an inducible fashion may be especially helpful for solving these

unresolved issues.

FUTURE DIRECTIONS

We have reviewed some electrophysiological, biochemical, and genetic

studies linking changes in synaptic strength to learning and memory. These

studies have provided strong evidence that synaptic plasticity plays an impor-

tant role in learning and memory. Nevertheless, it remains to be demon-

strated conclusively that synaptic plasticity is the cellular mechanism underlying

learning and memory. With this in mind, we now turn to a discussion of some

unanswered questions in synaptic plasticity research. The continued integra-

tion of more sophisticated behavioral studies with more molecular and gene-

tic approaches will be needed to resolve many of these questions.

Aplysia

In Aplysia, the argument in favor of a role for both postsynaptic LTP-like

changes and presynaptic changes in neuronal excitability appears strong,

especially for the cellular model of Pavlovian conditioning. Recent evidence
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gathered in the reduced preparation makes a case for the involvement of

postsynaptic mechanisms in learning (17,22), but the generality of these

findings to the intact animal remains unclear. Indeed, the focus on the pre-

synaptic and postsynaptic cellular mechanisms underlying learning has brought

us back to where we started—the analysis of the behavior of the organism.

Contiguity, Synaptic Plasticity, and Learning

Behavioral demonstrations of such important phenomena as blocking (3),

conditional discrimination (28), and second-order conditioning (5) in Aplysia

suggest that the repertoire of behavioral learning processes in Aplysia may

be similar to those in vertebrates. There are, however, many other avenues

to explore to further examine the extent of this similarity. One critical area

of research that needs to be explored more thoroughly in Aplysia is the role

that CS–US contiguity plays in establishing and maintaining learning. The

past 30 yr of research and theory in the behavioral analysis of animal learn-

ing has been guided by several demonstrations showing that simple con-

tiguity is neither sufficient nor necessary for learning to occur (105–107).

The implications of such results have not been explored thoroughly at the

cellular and molecular levels. Indeed, models of synaptic plasticity such as

long-term facilitation and long-term potentiation rely on contiguity as the

determinant of changes in synaptic strength. However, given that contiguity

often fails to engender learning at the behavioral level, do these cellular

models have any relevance to behavior?

One way in which associative theories of learning have been able to save

the notion of contiguity is to assume that contiguity between a CS and a US

will in fact lead to learning, unless other cues present on a conditioning trial,

such as the conditioning context, are already strongly associated with that US

(108). This competition among cues for conditioning has generated impor-

tant insights about the learning process and has allowed contiguity-based

theories such as the Rescorla–Wagner model to explain the situations in

which contiguity fails to produce learning. Exploring the assumptions

of successful contiguity-based models like the Rescorla–Wagner model may

prove fruitful when developing theories of synaptic plasticity and when

designing experiments at the cellular level.

The Structure of Learning

An exciting area of behavioral research that is now beginning to be inves-

tigated at the cellular level involves determining the associative structure of

the learning that underlies conditioning (5,109). Second-order conditioning

has been a powerful tool for revealing this associative structure (110). In a

second-order conditioning paradigm, a CS (A) is paired with a US for several
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trials and then a novel CS (X) is paired with the original CS (A) for several

trials. A test of X alone often reveals a conditioned response to X, despite

X’s never having been paired with a US. Why does the animal respond to

X? There are two possibilities. One is that X has entered into a direct associ-

ation with the response (stimulus–response, S–R, learning); the other is that

when X is presented, the animal recalls a representation of A (stimulus–

stimulus, S–S, learning), which, in turn, recalls a representation of the US.

If it can be shown in Aplysia that responding to X is mediated through A,

cellular theories of learning would have to be modified because they have

focused almost exclusively on the sensory–motor synapse. A finding of S–S

learning in Aplysia would suggest that synapses between sensory interneu-

rons may be of critical importance in mediating behavior (5). Determining

what role, if any, LTP might play in determining whether S–S or S–R learn-

ing occurs may help shed light on an important behavioral phenomenon

from a cellular perspective.

Hippocampal LTP

Its ability to integrate information at the cellular, molecular, and behav-

ioral levels makes the mouse hippocampus an ideal system to study because

all the tools are in place to define the cellular mechanisms that underlie

memory storage. What future directions in that field will be most fruitful for

these studies?

Appropriate Protocols for Inducing LTP

Many fundamental questions remain about the appropriate protocols for

inducing LTP. LTP often is studied in the hippocampus, but there are several

areas within the hippocampus where LTP may be important for memory stor-

age, including the Schaffer collateral, mossy fiber, and perforant pathways.

The use of genetically modified mice in which LTP is selectively impaired

at a subset of synapses within the hippocampal circuitry have recently under-

scored the important role of synaptic plasticity in hippocampal area CA1

(53,111,112). Many of these studies, however, have examined LTP in hippo-

campal slices, and one might get different results based on whether LTP is

recorded in slices or in vivo, as revealed by the recent studies of Thy-1 knockout

mice (112,113). Many questions will be engendered by the study of LTP in

vivo, and there clearly is a need for more in vivo studies of LTP in mice,

recording from a variety of synapses within the hippocampus. Given the differ-

ences observed between LTP in brain slices and LTP in living organisms, how

can we be certain that mechanisms inferred from brain slices are the endog-

enous mechanisms controlling synaptic plasticity and memory storage?
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On a behavioral level, also, there is a critical need to standardize the behav-

ioral assays performed in different labs. Further, it is critical to ensure that

behavioral studies are carried out and analyzed properly. In some Morris

water maze experiments, for example, only the latency to find the platform

during training is presented. To fully evaluate spatial learning and memory,

however, other variables such as swim speed and the extent of thigmotaxis

need to be analyzed. Importantly, performance on a probe trial, in which the

platform is removed from the pool and the animal’s swim path is recorded,

needs to be determined. Because genetic background can have a dramatic

effect on behavioral performance, this, too, needs to be standardized (114).

Unfortunately, even if behavioral tasks are standardized, different labs may

generate different results based on subtle differences in equipment or train-

ing protocol (121). It therefore also is important to use a variety of behav-

ioral tasks that depend on similar underlying brain systems.

Effects of LTP Reversal

If LTP is an important cellular mechanism of memory storage, then the

erasure of LTP following acquisition should lead to impaired performance.

If one could “erase” LTP after learning has occurred, would this cause the

animal to forget? Although this is an intriguing question, one of the reasons

that it has not been addressed is that it is difficult to reverse LTP once it

has been established. Most pharmacological treatments are active only when

applied at or around the time of tetanus and have no effect when applied

after LTP is established. One potential way of erasing LTP would be to genet-

ically induce “depotentiation,” an electrophysiological treatment (typically

5- to 10-Hz stimuli) that reduces LTP (115). If the molecular reagents that

would “erase” LTP could be identified from the study of depotentiation,

then reversible gene expression systems, such as the tetracycline-regulated

system (116), could be used to activate expression of this LTP-erasing mole-

cule just after learning a hippocampus-dependent task. Further, with the

regional- and cell-type-specificity possible with genetically modified mice,

LTP could be erased only in a subset of neurons within the hippocampus.

If the erasure of LTP in a certain subset of neurons within the hippocampus

impaired memory, then the link between synaptic plasticity and memory

storage would be greatly strengthened.

Of course, discussion of the potential effects of erasing LTP begs the

question of the effects of enhancing LTP. Would the enhancement of LTP

enhance memory as a result of increasing synaptic efficiency and gene tran-

scription, or would it impair memory perhaps due to saturation effects?

Results that speak to this issue give an uncertain picture. Two recent articles

have described genetically modified mice with enhanced LTP. PSD-95
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mutant mice have enhanced LTP, but they exhibit spatial learning impair-

ments (117), whereas mice lacking nociceptin receptors exhibit enhanced

LTP and improved spatial learning (118).

Other Cellular Models of Memory Storage

One major criticism of the study of the cellular basis of memory storage

is that the field has been dominated by the hypothesis that changes in synap-

tic strength mediate memory storage (120). One of the reasons that LTP

has been the focal point for so much research on synaptic plasticity is that

there are few alternative cellular or systems models that might account for

memory storage.

We have reviewed one of the systems properties of the hippocampus,

the place cells that fire when an animal is located in a specific portion of the

environment, and we have explored the relationship between these place

cells and LTP. Studies examining this relationship have found that modulat-

ing LTP—either pharmacologically or genetically—leads to altered place

cell properties. To distinguish between the role of synaptic plasticity and

place cells in mediating memory storage, we need to expand the study of

place cells in genetically modified mice, looking, for example, to see if place

cell properties are normal in mice that behave normally but have impair-

ments in LTP at a subset of synapses in the hippocampus (111,112).

What other cellular mechanisms might be involved in memory storage?

One possibility is that rather than altering the strength of existing synapses,

learning may lead to the formation of new synapses or may activate previ-

ously “silent” synapses by the insertion or activation of AMPA-type gluta-

mate receptors. Such mechanisms do not necessarily preclude the involvement

of LTP—those synapses that are potentiated may act as a short-term marker

for the formation of new synapses (119). If this were the case, then erasing

LTP after a critical period of time, as proposed earlier, would not affect

memory because LTP may play a role only for a short time period after learn-

ing. Thus, although LTP may not be the cellular representation of the long-

term store, it may be a critical step in establishing the growth necessary for

long-term storage.

Another way in which memories might be stored at a cellular level is

through changes in neuronal excitability, measured in terms of fEPSP-spike

potentiation. In this model, neurons would be more or less able to fire action

potentials, and this would be altered with learning. In a sense, this is reflected

in (or forms the basis of) place cells because they are recordings of firing

rates. The problem with this mechanism is that it would be hard to use

in developing models for how neuronal firing could be regulated in an asso-

ciative way.
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Electrotonic changes in the way synaptic signals are integrated over dis-

tance in the dendrite may serve as another mechanism mediating long-term

memory storage. In this way, the activity of individual synapses per se would

not change, but the effective electrotonic distance of the synapses from the

cell body and axon hillock would be altered. This would be accomplished

by changing the active properties of dendrites, thus dramatically altering the

ability of the neuron to respond to the activation of specific synapses. If this

were restricted to specific branches within the dendritic tree, then this

mechanism would mediate associative learning.

There clearly are many alternative cellular mechanisms that may drive

memory storage. The introduction of a viable alternative to synaptic plastic-

ity will be important not only for exploring alternatives to synaptic plas-

ticity, but for establishing a theoretical basis for testing the limits of synaptic

plasticity as a workable model for learning and memory.

Although many questions about the molecular and cellular mechanisms

of learning and memory remain unanswered, the coordination of a variety of

approaches—biochemical, genetic, pharmacological, electrophysiological,

and behavioral—has generated a much richer understanding of the learn-

ing process than has ever been possible before. However, with this broad

perspective comes the daunting task of assimilating these perspectives into

meaningful explanations of learning and memory processes. Each of these

approaches points to synaptic plasticity as the potential neurobiological

building block for learning, and our study of the cellular and molecular

mechanisms underlying learning and memory brings us back to the core

problems that inspired us to investigate these issues in the first place—identi-

fying the signal transduction pathways that underlie learning, the mecha-

nisms by which learning modifies these pathways, and the way in which

these modified pathways, in turn, influence memory and behavior.
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Mechanisms underlying learning and memory have been extensively investi-

gated in a variety of systems, from invertebrates such as Aplysia (1,2), Drosoph-

ila (3–5), and the honeybee (6,7) to various vertebrates (8–10). The study of

learning in the fruitfly Drosophila melanogaster and the honeybee Apis mel-

lifera, the two most powerful insect model systems, added important infor-

mation to our knowledge of mechanisms implicated in learning and memory.

Whereas Drosophila provides the opportunity for a genetic dissection of

learning using molecular techniques, the honeybee is a complex yet electro-

physiologically, biochemically, and pharmacologically accessible system for

dissecting learning mechanisms. Thus, the characterization of Drosophila

learning mutants elucidated the molecular and biochemical machinery under-

lying learning (3–5,11), whereas investigations in the honeybee complemen-

tary enabled the identification of cellular substrates, transmitters, and second

messengers involved in learning (6,7) (Fig. 1). The findings from both insect

model systems provide information at different levels of analysis that com-

plement each other beautifully.

GENETIC ANALYSIS

OF LEARNING AND MEMORY IN DROSOPHILA

In addition to paradigms for habituation and sensitization, appetitive

and aversive olfactory conditioning (12,13), as well as complex behaviors

like courtship, have been demonstrated in Drosophila (14). The aversive

conditioning to odors (15), however, is the paradigm most widely used to

investigate the processes of learning and memory in the fruitfly. In a train-

ing session, the flies are exposed to two odors in sequence for 1 min each.

During exposure of one of the odors, repeated electric shocks are applied to

the legs of the flies via a copper grid. The conditioned odor avoidance was
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Fig. 1. Scheme of the signaling pathways involved in associative olfactory learning

in the honeybee and Drosophila. In the honeybee, the neuronal circuits processing

the odor stimulus (conditioned stimulus, CS) and the sucrose reward (unconditioned

stimulus, US) in proboscis extension reflex conditioning are well described. CS

pathway: Olfactory information from the antenna is processed in the antennal lobes

(AL) which are connected to the calyces (ca) of the mushroom bodies (MB) and to

the lateral protocerebrum. The MB, with their intrinsic Kenyon cells (KC), process

input from different sensory modalities. US pathway: The information from chemo-

sensory receptors for sucrose on the antenna and the proboscis is relayed to the

VUMm×1 neuron. The VUMm×1 neuron aborizes in the AL, the calyces of the MB

and the lateral protocerebrum and can substitute for the US. Thus, the CS and US

pathways converge in the AL and the calyces of the MB, which are involved in

different features of associative olfactory learning in the honeybee. The output path-

ways that connect the lobes of the mushroom bodies (lo) to the motor circuits of

PER are unknown. In Drosophila, the CS pathway of associative olfactory condi-

tioning is similar to that in the honeybee, the circuitry of the US pathway is unclear.

In aversive odor conditioning, the US information (electric shock) from the legs

enters the brain via the ventral nerve cord. Neither the exact connections of the US

pathway within the brain nor the output pathways are known.
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tested in a T-maze, in which the flies are allowed to choose between the two

odors. In this paradigm, only spaced training sessions (intersession intervals of

15 min) induced a long-term memory lasting days (16).

The Central Role of the cAMP Cascade

in Associative Olfactory Learning in Drosophila

Since the demonstration of associative learning in Drosophila (12), gene-

tic analysis has shown that the cAMP cascade plays a central role in associa-

tive olfactory learning in the fruitfly. A continuous line of evidence, starting

from the early characterization of the behavioral Drosophila mutants dunce

and rutabaga, which are deficient in enzymes regulating the cAMP level, to

more recent investigations addressing the role of the cAMP-dependent pro-

tein kinase A (PKA) and the cAMP-responsive transcription, support the

critical role of cAMP signal transduction in learning and memory (5,11,17)

(Fig. 2). The role of the cAMP cascade in mechanisms of learning and memory

has also been studied in other model systems, such as Aplysia and rodents.

These studies emphasize the importance of the cAMP cascade, as cAMP/PKA-

mediated processes are critically involved in neuronal plasticity in these

models (17,18).

Adenylate Cyclases

and cAMP Phosphodiesterases in Drosophila Learning

The analysis of the early Drosophila mutants dunce and rutabaga, both dis-

playing defects in associative olfactory learning, has shown that dunce is defi-

cient in a cAMP-specific phosphodiesterase (PDE) (19,20) and rutabaga in

a Ca
2+

/calmodulin-dependent adenylate cyclase (AC) (21,22) (Fig. 2).

The dunce mutants, with reduced or missing cAMP PDE (23,24) have

defects in various associative and nonassociative learning paradigms, but

they also show pleiotropic effects, such as female sterility (25). However, it

has been demonstrated that induction of the dunce gene in adult flies can

rescue the behavioral defect (26). All mutant alleles of dunce show severe

deficits in learning, independent of the enhanced cAMP level caused by

disrupted PDE activity. Moreover, the normalization of the cAMP levels in

the double mutant dunce /rutabaga does not rescue the deficits in learning

(22). This suggests that the defects in learning are more likely the result of a

failure in the modulation of cAMP levels than of the general elevation of

cAMP levels.

The rutabaga mutant with a loss of Ca
2+

/calmodulin-dependent AC activ-

ity shows deficits in classical conditioning, operant conditioning, habitua-

tion, and distinct features of courtship behavior (22,25). The mutation thus

seems to affect different forms of learning. The primary sensory processes,
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however, seem unaffected by a loss of rutabaga AC. Because the Ca
2+

/cal-

modulin-dependent AC is synergistically activated by Ca
2+

/calmodulin and

receptor-mediated G-protein stimulation, this enzyme has been discussed as

a molecular coincidence detector, thought to participate in learning (27).

Although such a function has not been demonstrated in Drosophila, studies

on a similar adenylate cyclase in Aplysia reveal that AC stimulation is evi-

dently a sequence-dependent interaction between calcium and transmitter

Fig. 2. Model of the cAMP cascade and its components involved in associative

olfactory learning in Drosophila. Coincident activation of “Input 1” (presumably

CS) and “Input 2” (presumably US) can lead to a synergistic stimulation of the

adenylate cyclase (AC) and, thus, to elevated cAMP levels. Activation of cAMP-

dependent protein kinase A (PKA) (R
2
C

2
) results in the phosphorylation of substrates

(ion channels, etc.) and, thus, transient synaptic plasticity. Repeated elevations of

cAMP levels by multiple training sessions can cause long-lasting modifications of

synaptic connections, and thus, long-term memory (LTM) by inducing CREB-medi-

ated gene expression. Drosophila learning mutants affecting the cAMP cascade are

indicated beside the component. C, catalytic subunit of PKA; CREB, cAMP-response

element binding protein; G, G-protein; PDE, cAMP-phosphodiesterase; R, regula-

tory subunit of PKA; Rec, receptor.
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stimuli (28). In mammals, where a Ca
2+

/calmodulin-dependent adenylate

cyclase is located in the hippocampus and the neocortex, areas implicated in

learning (29), a similar scheme is feasible.

Further evidence of the important role of the rutabaga AC comes from

the molecular characterization of the memory mutant amnesiac (30), a neuro-

peptide encoding gene (31). This peptide shows homologies to a mamma-

lian adenylate cyclase-activating peptide (PACAP) that activates AC by a

G-protein-coupled receptor (32). In the larval neuromuscular junction of

Drosophila, PACAP has been shown to coactivate the RAS/RAF pathway

and the rutabaga AC (33). These and several findings suggest that in mam-

mals as in Drosophila, peptides and other neuromodulators are critically

involved in G-protein-coupled neurotransmission in addition to neurotrans-

mitters (34). The central role of G-protein-mediated processes in Drosoph-

ila learning has been demonstrated for a Gα 
-subunit. Olfactory learning is

totally disrupted by the expression of constitutively activated Gαs
 in the

mushroom bodies (35).

Protein Kinase A (PKA), a Major Target of cAMP

Although the exact targets of cAMP are unknown in Drosophila, several

investigations support a major role of the PKA in Drosophila learning. PKAs

are ubiquitous proteins and their highly conserved structure and properties

have been demonstrated in Drosophila melanogaster and the honeybee, Apis

mellifera (36–39). The inactive enzyme is tetrameric (R
2
C

2
) with two regu-

latory (R) and two catalytic (C) subunits. Binding of cAMP to the regulatory

subunits causes the dissociation of catalytic subunits. The free C-subunits

are active and can phosphorylate various substrate proteins and, thus, modu-

late their function. After cAMP decay, the free C-subunits are inactivated

by reassociation with the R-subunits. In mammals, four genes encode two

classes of R-subunits classified as type I (RIα,β) and type II (RIIα,β) and

another three genes encode the C-subunits (Cα, β, γ) (40). Until now, one

gene that encodes RI and several genes encoding the C-subunits have been

cloned in Drosophila (41,42). Biochemical studies failed to demonstrate the

RI-subunit but could identify the as yet uncloned RII-subunit, the pre-

dominant form in adult Drosophila and honeybee (36–38,43). Cloning of the

RII-subunit, however, would be of considerable interest, because in mam-

mals the RII-subunit serves as the instrument for targeting the catalytic

action to specific cellular destinations via anchor proteins (39,44). In Dro-

sophila, the recently described A kinase anchor protein (AKAP) suggests a

similar targeting of signals carried by cAMP for insects (45) as has been

described for mammals.
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Mutants of the DCO gene, which encodes a C-subunit, show reduced

PKA activity depending on the severity of the allelic combination (46,47).

A reduction of PKA activity by 50% leads to very weak effects on learning

and memory, as tested immediately after training. A reduction to 20% of the

normal PKA activity causes a strong reduction in learning, whereas the effects

on memory are very weak. Similar results were obtained in experiments using

transgenic flies, which either express a PKA inhibitor (48) or disrupt expres-

sion of the gene encoding RI (49).

Although these experiments do not address the function of the other C-sub-

units and the RII-subunit, the results clearly demonstrate the general role of

PKA in Drosophila learning. Considering the complex expression patterns and

the different function of PKA isoforms in mammals (39,50), we also have to

assume a similar complex function of cAMP-mediated processes in Drosophila.

The targets of the PKA or other protein kinases with respect to olfactory

learning are unknown. However, the isolation of the Drosophila mutant

Su-var (3) defective in both protein phosphatase 1 activity and olfactory learn-

ing (51,52) supports the central role of protein phosphorylation and dephos-

phorylation in mechanisms of learning.

The cAMP Response Element Binding Protein

Is Essential for the Induction of Long-Term Memory

Recent work demonstrates that cAMP responsive transcription, mediated

via the cAMP response element binding protein (CREB) plays a central role

in the formation of long-term memory in invertebrates and mammals

(17,18). Members of the CREB family (CREB, CREM, and ATF-1) contain

a leucine zipper domain that bind to cAMP-response element (CRE) sites

(53,54). PKA-mediated phosphorylation of CREB leads to the activation

of the protein and, thus, induction of gene expression (55). As in mammals,

the Drosophila CREB (dCREB2) gene produces several isoforms, which

act either as activators or repressors of transcription (56). Experiments with

transgenic flies have shown that overexpression of a CREB repressor iso-

form blocks long-term memory without affecting learning or short-term and

middle-term memory (16,57). Although the formation of long-term memory

in Drosophila requires multiple training sessions, the induced overexpres-

sion of a CREB activator isoform leads to the formation of long-term memory

after only a single training session (58). This clearly demonstrates that CREB

has a key function as a transcriptional switch in long-term memory forma-

tion and, moreover, it demonstrates that the balance between CREB activa-

tor and CREB repressor isoforms is critical for the induction of long-term

memory in Drosophila. Similar findings in Aplysia (59–61) and rodents (18,
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62) support the general role of CREB in long-lasting forms of synaptic plas-

ticity and long-term memory formation. However, because CREB isoforms

are phosphorylated by different kinases (63,64), the contribution of the cAMP/

PKA pathway to CREB-mediated long-term memory formation remains to

be demonstrated.

Neurotransmitters Implicated in Drosophila Learning

In contrast to the impressive evidence for the central role of the cAMP/

PKA cascade in Drosophila learning, little is known about the role of neuro-

transmitters that modulate the intracellular cAMP level. However, biogenic

amines like dopamine, serotonin, and octopamine play a central role in learn-

ing and memory in both vertebrates and invertebrates (65–70). In the dopa

decarboxylase-defective Drosophila mutant Ddc, synthesis of serotonin and

dopamine is disrupted and the mutant exhibits impaired learning (70). Also,

learning can be impaired by pharmacological manipulation of the octop-

amine system (71). One approach for dissecting the function of neurotrans-

mitters in learning is to clone receptors of biogenic amines.

The action of dopamine in mammals is mediated by distinct subclasses

of G-protein-coupled receptors. Whereas members of the D1- and D5-like

receptor subclasses stimulate adenylate cyclase and phoshatidylinositol-4,5-

bisphosphate metabolism, members of D2-, D3-, and D4-like receptors acti-

vate potassium channels and inhibit adenylate cyclase activity (72). D1-like

receptors have been cloned and characterized in Drosophila (73–76) and the

honeybee (77). The D1 receptor subtypes and the cloned serotonin receptors

(78,79) stimulate the adenylate cyclase activity in HEK cells and Xenopus

oocytes. Their role with regard to the cAMP-mediated function in Drosoph-

ila learning, however, is unclear.

Octopamine is a biogenic amine that is found to play an important role in

invertebrates, whereas its role in vertebrates is mysterious (66,80). Pharma-

cological studies provided evidence that octopamine receptors are related to

vertebrate α-adrenergic receptors and that different subclasses of octop-

amine receptors exist (81,82). Meanwhile, a few octopamine receptors have

been cloned and characterized with respect to their effects on second-mes-

senger systems (83–86). Although some octopamine receptors regulate levels

of cAMP, the function of the receptors in Drosophila learning is unknown,

as is the case for dopamine and serotonin. It is feasible, however, that octop-

amine, which plays a central role in olfactory conditioning in the honeybee

(6), may play a similar role in Drosophila. In the future, manipulation of a

single class of receptors using genetic techniques available in Drosophila

should allow studies of their function in learning.
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The Drosophila Mushroom Bodies

as an Area of cAMP-Mediated Plasticity

The bilateral symmetric mushroom bodies are two prominent structures

in the central brain of insects that have been implicated in higher control of

distinct motor programs and learning and memory (3,87–89). In Drosophila,

the somata of the mushroom-body intrinsic Kenyon cells (approx 2500)

are located dorsally to the calyces (Fig. 1). The Kenyon cells arborize in the

calyx neuropil, the main input region, and project via the pedunculi into

the lobes of the mushroom bodies, the predominant output regions (90). The

mushroom bodies receive input of different sensory modalities, which sug-

gests an important function as centers of integration. The existence of struc-

tural defects in the mushroom bodies in developmental mutants (88) as well

as the chemical ablation of mushroom bodies (91) impairs olfactory learn-

ing in Drosophila. The importance of the mushroom bodies for learning is

supported by the fact that the learning mutants rutabaga, dunce, and DCO

show a higher expression of the respective gene products in the mushroom

bodies as compared to other brain areas (47,92,93). Moreover, the impair-

ment of G-protein signaling in the mushroom bodies by expression of consti-

tutively activated Gαs
-subunits eliminates associative olfactory learning in

transgenic flies (35).

The dunce cAMP-specific PDE and the DCO catalytic subunit of PKA

are evenly expressed in the somata, the dendrites, and the axons of the Kenyon

cells (47,93). The rutabaga AC is elevated in the axons, which make up the

peduncles and the axon terminals in the lobes, whereas the somata and the

dendritic regions in the calyxes contain relatively little AC (92). This sug-

gests that dunce PDE is involved in the regulation of cAMP levels through-

out the mushroom bodies, whereas the rutabaga AC seems to modulate

cAMP levels in the axons of the Kenyon cells via receptors.

Recently a dopamine receptor (DAMB) has been described that colocalizes

with the rutabaga AC and mediates dopamine-induced cAMP formation

(75). This makes DAMB a suitable initiator of the cAMP signaling impli-

cated in learning and memory. However, until now no distinct role of dopamine

or any other neurotransmitter has been demonstrated in Drosophila learning.

Immunohistological findings demonstrate that the regulatory subunit RII

of PKAII, the predominat form of PKA in adult insects, is enriched in the

mushroom bodies. This makes PKAII a most likely mediator of the cAMP-

dependent processes in the Kenyon cells (43). Because the levels of PKAII

immunostaining differ between subgroups of Kenyon cells, we have to assume

a different contribution of Kenyon cells in cAMP-mediated processes. That

the Kenyon cells are not a homogeneous cell population has also been demon-

strated by other techniques (94,95), pointing to functional differences between
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subgroups of Kenyon cells that may also be relevant for olfactory learning.

Although there is a good deal of evidence for the major role of cAMP-medi-

ated signaling in the mushroom bodies (Fig. 2), the function of the individ-

ual components and their interaction on the cellular level is unknown.

Interestingly, defects in Drosophila mushroom bodies seem to affect only

learning paradigms that use chemosensory cues, whereas paradigms using

other sensory modalities show no defect in learning (96). This finding not

only supports the role of the mushroom bodies in olfactory learning but also

suggests that different brain areas contribute to different aspects of learning,

as has been already demonstrated in honeybees (6,97,98).

Calcium-Dependent Protein Kinases

and Their Role in Drosophila Learning

Calcium is the most common signal transduction molecule that controls

many aspects of cellular function. Among the numerous Ca
2+

-regulated pro-

cesses, the Ca
2+

-dependent protein phosphorylation mediated via Ca
2+

/phos-

pholipid-dependent protein kinases (PKC) and Ca
2+

/calmodulin-dependent

protein kinases (CaMII) play a major role in synaptic plasticity (99,100).

The role of PKC (101,102) and CaMII kinase (103) in Drosophila learning

has been investigated using transgenic flies. Expressing inhibitors of either

PKC or CaMII kinase in various paradigms provided evidence that these kin-

ases are required for behavior in intact animals. Inhibition of the PKC activ-

ity impairs acquisition during courtship conditioning without affecting

memory (104). This suggests that PKC-blocked flies show an impaired retrieval

of courtship behavior during the early phase of memory formation. The role

of the PKC pathway with respect to olfactory learning, however, is unclear.

Blocking of CaMII kinase activity affects both nonassociative learning

and memory in courtship conditioning (105,106). A possible substrate for

the CaMII kinase, and thus a target mediating the physiological changes

during learning, is a K
+
 channel subunit (106). Flies with mutations in the K

+

channel gene ether-a-go-go (eag) show similar defects in courtship behav-

iors, as do flies with blocked CaMII kinase. CaMII kinase can phosphory-

late eag, and inhibition of CaMII kinase has been shown to affect synaptic

and developmental plasticity at the neuromuscular junction of Drosophila

(107,108). However, it remains unclear whether changes at neuromuscular

junctions are the basis of behavioral plasticity in adult flies.

Implication of Other Signaling

Pathways in Drosophila Olfactory Learning

The molecular analysis of Drosophila mutants that are defective in olfac-

tory learning and that express the corresponding gene preferentially in the
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mushroom bodies leads to the identification of further components impor-

tant for learning. One of these factors is leonardo, which encodes a Drosoph-

ila homolog of the vertebrate 14-3-3 protein (109–111). The 14-3-3 proteins

are highly conserved and are found in animals and plants. Numerous func-

tions have been ascribed to the 14-3-3 protein (112), and their association

with a diverse group of signaling proteins suggests a function in the coordi-

nation and modulation of various signaling cascades (113,114).

Leonardo, the Drosophila 14-3-3 protein, is preferentially expressed through-

out the mushroom bodies (110,111). The reduction of leonardo in the mush-

room bodies leads to a decrease in associative olfactory memory. Because

there is as yet no evidence for an interaction of 14-3-3 proteins with the

cAMP cascade, the findings suggest that leonardo interacts with another

signaling cascade. In the neuromuscular junction of Drosophila larvae, the

Leonardo protein is enriched in presynaptic boutons (109). Even though

leonardo mutants seem to be normal with regard to synaptogenesis, the basal

transmission and other properties of synaptic transmission are affected.

Although these findings suggest that the 14-3-3 protein is involved in the

regulation of the synaptic vesicle release, the concrete pathway with which

Leonardo interacts is unknown.

Recently, the cell-surface receptor α-integrin, which mediates cell adhe-

sion and signal transduction has been shown to be involved in learning in

the Drosophila memory mutant Volado (Vol) with a deficient short-term

memory. The Vol gene encodes a new α-integrin (115). In heat-shock expe-

riments, the transient conditional expression of Vol during training restored

the memory defects, suggesting a requirement for integrins during plastic

neuronal changes in the adult fly. Because of their functions in cell adhesion

and signal transduction, integrins may either act in the dynamic regulation

of synapse structure or in the modulation of signal transduction pathways

required for the formation of short-term memory.

LEARNING IN THE HONEYBEE:

BEHAVIOR, CIRCUITS, AND BIOCHEMICAL MACHINERY

The complex behavior of honeybees, including orientation, foraging, and

social communication, has attracted interest since the turn of the century

(116). Learning odor, color, and shape of flowers is an essential component

of the bee’s behavior and reveals many characteristics of associative learn-

ing described in mammals (6,7). In particular, the classical conditioning of

the proboscis extension reflex (PER) of harnessed bees provides the oppor-

tunity to characterize the behavioral, cellular and molecular levels of learn-

ing and memory. In this paradigm, the PER elicited by the stimulation of an

antenna by sucrose solution is conditioned by pairing an odor stimulus (CS,
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conditioned stimulus) with a sucrose reward (US, unconditioned stimulus). In

the retrieval test, the PER is elicited in a high percentage of animals by appli-

cation of the odor alone (117,118). Interestingly, depending on the number

of conditioning trials, different memories are induced. Whereas a single

conditioning trial induces a medium-term memory that is sensitive to amnes-

tic treatments, multiple-trial conditioning leads to an amnesia-insensitive

long-term memory (6,119,120).

Neuronal Basis of Olfactory Learning in the Honeybee

Neuronal Pathways Mediating CS and US

The brain areas and the circuits implicated in the processing of CS and

US have been well described for the honeybee (Fig. 1). Olfactory informa-

tion (CS) from the chemosensory receptors on the antennae project into the

glomeruli of the antennal lobes. The glomeruli are sites of synaptic connec-

tions among sensory neurons, local interneurons, and projection neurons

(121,122). A considerable fraction of the local interneurons exhibits GABA-

immunoreactivity (123), suggesting an inhibitory function within the circui-

try of the antennal lobe. The olfactory information is relayed via projection

neurons to the calyces of the mushroom bodies and the lateral protocere-

brum. The projection neurons from the antennal lobes terminate in the lip

region of the calyces, whereas other regions of the calyces receive input

from different sensory modalities. Because a portion of the olfactory projec-

tion neurons and the lip region show immunoreactivity to acetylcholinester-

ase (AChE) and ACh receptors (124), the CS input into the mushroom bodies

is partially cholinergic. Output neurons connect the two lobes of the mush-

room bodies with its own input region, the lateral protocerebrum, the con-

tralateral mushroom body, and several other brain regions (89,125). The

response properties of an identified neuron, the Pe1 neuron, which connects

the peduncle with other areas of the brain, has been analyzed in the context

of nonassociative and associative learning. The Pe1 neuron changes its prop-

erties specifically when the animal is sensitized or conditioned to an odor

(126). The output pathways that connect the mushroom bodies to the motor

circuits responsible for proboscis extension are unknown.

Chemosensory receptors for sucrose at the antennae and the proboscis

project to the subesophageal ganglion and terminate near motoric inter-

neurons and motor neurons involved in proboscis extension (127). A group

of ventral unpaired median (VUM) neurons, which display octopamine-like

immunoreactivity (128), receives input from sucrose receptors. Intracellular

recordings from one of these cells, the VUMm×1 neuron, demonstrated that

VUMm×1 mediates the US in associative learning (129). The VUMm×1

neuron ramifies in the antennal lobes, the mushroom bodies, and the lateral
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protocerebrum and, thus, converges with the CS pathway in three areas of

the brain.

The implication of the antennal lobes and the mushroom bodies in associ-

ative learning has been demonstrated by local cooling (119,120), functional

calcium imaging (130) and by local injections of octopamine (98).

Pharmacologically applied octopamine can substitute for the US function

by pairing odor with local octopamine injections, either into the antennal

lobes or the mushroom bodies. The results suggest that the antennal lobes

and the mushroom bodies act partially independently with regard to asso-

ciative learning and seem to contribute to different features of learning and

memory formation. Thus, octopamine might be a transmitter mediating rein-

forcement in associative olfactory learning in the honeybee (98).

The Transmitter of the US Pathway Modulates the cAMP Cascade

The general important role of biogenic amines in insect behavior (65–67,

71) suggests that these transmitters modulate second-messenger cascades in

their target cells, some of which are important for learning and memory. In

recent years, a couple of receptors for biogenic amines, such as serotonin,

dopamine, and octopamine, have been pharmacologically characterized or

cloned from different insect species. The majority of these receptor types

are coupled to adenylate cyclases and thus modulate cAMP levels (66,74,75,

77,79,81,84,131).

Biochemical techniques show that in the antennal lobes of the honeybee

octopamine causes a transient activation of the cAMP-dependent protein kin-

ase (PKA) (132). Sucrose stimulation presenting the US induces a similar

increase in PKA activity in the antennal lobes in vivo (133). Odor stimula-

tion or mechanical stimulation of the antennae have no effect on PKA activ-

ity. Within the antennal lobes, PKA is concentrated in the glomeruli, sites of

synaptic connections between sensory neurons and interneurons. Although

the sensory neurons exhibit PKA immunoreactivity, the major fraction of PKA

in the glomeruli is the result of local interneurons (43). This suggest that the

US modulates the cAMP/PKA cascade in local interneurons by octopamine

released from the VUMm×1 neuron in the antennal lobes (Fig. 3). Although

serotonin and dopamine are also detected in the antennal lobes (134), they

do not seem to affect the level of PKA activity in the circuitry of the anten-

nal lobes (132).

In the mushroom bodies, another site of convergence of CS and US path-

way in olfactory learning, the biogenic amines are also capable of stimu-

lating the cAMP/PKA cascade (43). Compared to serotonin and dopamine,

octopamine shows a conspicuous concentration-dependent effect on PKA

activity in cultured Kenyon cells. The different pharmacology of octopa-



Signal Transduction Pathways: Drosophila and Honeybee 85

mine-binding sites in the mushroom bodies compared to other brain areas

points to the expression of distinct subtypes of octopamine receptors in the

Kenyon cells (135). These subtypes of octopamine receptors are probably

coupled to different second-messenger pathways (81,85). This and the dis-

tinct levels of PKA expression in different subgroups of Kenyon cells (43)

suggests a very complex neurotransmitter-mediated modulation of the cAMP

cascade in the mushroom bodies.

Nicotinic receptors for ACh, the supposed transmitter of the CS pathway

in the honeybee (124), are very similar to vertebrate neuronal nicotinic ACh

receptors (136). Interestingly, application of ACh or other agents that

increase intracellular Ca
2+

 levels (137) have no effect on PKA activity in

the Kenyon cells. Although these experiments suggest a modulation of

the cAMP/PKA cascade by octopamine, the supposed transmitter of the US

pathway, future studies will have to demonstrate the modulatory function of

these transmitters on second-messenger cascades in associative olfactory

learning in intact animals.

Protein Kinase C in the Antennal Lobes

of the Honeybee Is Involved in Associative Olfactory Learning

Although the central role of the cAMP cascade has been convincingly demon-

strated in Drosophila olfactory learning (3,11) and the findings described in

the above subheading also suggest a function of the cAMP/PKA cascade in

processing the US in honeybee olfactory learning, very little is known about

other second-messenger pathways. However, it has been demonstrated that

the Ca
2+

/phospholipid-dependent protein kinase (PKC) plays a role in the

formation of a distinct associative olfactory memory in the honeybee (97).

In contrast to the PKAII, the PKC is concentrated in local interneurons

of the antennal lobes and in the mushroom body Kenyon cells. Associative

learning induces changes in PKC activity in the antennal lobes (Fig. 3). Thus,

a distinct function of PKC is revealed with regard to memory formation.

Stimulation of the animals by the CS or by the US alone induces a transient

activation of PKC in the antennal lobes. There is also no sequence-specific

difference in PKC activation, as paired and unpaired application of CS

and US induce comparable changes in PKC activity. The inhibition of the

changes in PKC activity during the conditioning phase has no effect on the

formation of olfactory memory. Thus, the PKC system in the antennal lobes

does not seem to be implicated in processes of learning and memory forma-

tion but more likely seems to be involved in the processing of chemosensory

information in general. The latter is in agreement with the localization of the

PKC in the interneurons, which have an integrative function in chemosen-

sory signal processing in the honeybee (138). However, a learning-specific
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Fig. 3. Model of the signaling pathways implicated in associative olfactory learn-

ing in the honeybee. US stimulation of VUMm×1 releases octopamine in the anten-

nal lobes and the mushroom bodies and thereby causes an activation of the cAMP/

PKA cascade. In the antennal lobes, the CS causes changes in Ca
2+

 levels and tran-

siently activates the Ca
2+

/phospholipid-dependent protein kinase C (PKC). The

coincident activation of a protease leads to a constitutive PKC (PKM) that contrib-

utes to medium-term memory (MTM) induced by multiple learning trials. In the

mushroom bodies, the CS leads to elevation of Ca
2+ 

levels via acetylcholine recep-

tors. In both neuropils, the synergistic activation of adenylate cyclase (AC) by Ca
2+

and octopamine can lead to an elevated PKA activity required for medium-term

memory. Activation of the nitric oxide (NO) system, most likely in the mushroom
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modulation of PKC activity is detected after acquisition. Multiple-trial con-

ditioning that induces an long-term memory leads to a long-lasting transient

change in PKC activity (97). This is in agreement with studies in vertebrates,

where PKC seems to be implicated in memory formation but not in acquisi-

tion of memory (139,140). A long-lasting activation of PKC has also been

found in LTP (141,142). Again, PKC is not involved in the initial induction,

but it contributes to the expression of LTP at later times (10).

In the antennal lobe of the honeybee, two different mechanisms contrib-

ute to the increase in PKC activity lasting from 1 h up to 3 d. Whereas the

early phase of this increase in PKC activity in the range of hours is the result

of a proteolytic mechanism, the late phase in the range of days depends on

RNA and protein synthesis. Both mechanisms are independent of each other.

Interestingly, only the inhibition of the proteolytic process has an immedi-

ate effect on an early phase of multiple-trial-induced memory. Thus, the

PKC system in the antennal lobes seems to be required for an early phase

of multiple-trial-induced memory but not for acquisition or late phases

of memory (Fig. 3). This is in agreement with the finding that the antennal

lobes and the mushroom bodies seem to contribute to different features of

olfactory learning and memory formation (98,119).

The late phase of PKC activation in the antennal lobes is probably only

one of several parallel mechanisms that contribute to the formation of the

late phase of long-term memory and occur in different brain areas. Because

the mushroom bodies are very likely one of these areas, future investigations

will have to analyze the interaction of processes occurring in the antennal

lobes and the mushroom bodies.

Nitric Oxide System Is Implicated in Associative

and Nonassociative Learning in the Honeybee

Nitric Oxide in the Nervous System of Invertebrates

Unlike classical transmitters in the nervous system, nitric oxide, which acts

as a transmitter molecule, is not packaged in vesicles but, rather, diffuses

bodies, is required for the formation of a long-term memory (LTM) induced by

multiple learning trials. The cGMP produced by the soluble guanylate cyclase (GC)

is capable of interacting with the cAMP cascade, suggesting a synergistic activation

of PKA by cAMP and cGMP and induction of CREB-mediated gene expression, as

in Drosophila. The findings support the notion that different signaling pathways

acting in parallel and in different neuropils are implicated in associative learning in

the honeybee. CS, conditioned stimulus; CREB, cAMP-response element binding

protein; G, G-protein; Rec, receptor; US, unconditioned stimulus.
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from its site of production. It is, thus, independent of a complex release

machinery (143), but, like the release of classical neurotransmitters, its pro-

duction by neuronal NO synthase (NOS) is a Ca
2+

-dependent process (144).

Although its function as a signaling molecule has initially been demonstrated

in the vertebrate nervous system, NO or NOS has, meanwhile, been detected

in numerous invertebrates (145–151). The NOS characterized in Drosophila,

honeybee, locust, Manduca, and Rhodnius prolixus (146,148,152–155) exhi-

bits properties similar to that described for the corresponding vertebrate

enzyme (143,156). This suggests that the diffusible signaling mediated by

NO seems to be a common mechanism rather than an exception (157,158).

The Soluble Guanylate Cyclase Is a Target

of Nitric Oxide in the Insect Nervous System

The major target for NO found in neural tissues is the soluble form of

guanylate cyclase (sGC) (143,159). Activation of sGC is due to binding

of NO to a heme group, which leads to formation of a nitrosyl–heme com-

plex and consequent conformational change. NO-sensitive sGCs have been

described in Schistocerca (146,160,161) and genes encoding for GC-sub-

units have been cloned in Drosophila and Manduca sexta (153,162–164).

To gain insight into the cellular organization of NO-producing cells and their

potential targets, the sGC-containing cells, a histochemical approach was

applied to the nervous system of various insects (165). These investigations

demonstrated that in the brain of the locust, the NO-releasing cells and the

target cells are separated in most cases. In a few exceptions however, NOS

and the NO-induced cGMP immunoreactivity is colocalized, suggesting that

NO can also act as an intracellular messenger molecule in insects (160,166,167).

Whereas cAMP exerts its physiological function mainly through the acti-

vation of cAMP-dependent protein kinase, cGMP modulates enzymes like

cGMP-dependent protein kinases, cGMP-regulated cyclic nucleotide phos-

phodiesterases, and cyclic nucleotide-gated ion channels (168,169). In Droso-

phila several cGMP-dependent protein kinases have been characterized

(170,171). Although natural polymorphism in behavior seems to be the result of

cGMP-dependent protein kinases (172), the role of the cGMP-dependent

protein kinases in insect learning is unclear. Interestingly, the cAMP-depen-

dent protein kinase type II from neuronal tissue of Drosophila and the honey-

bee is activated by cGMP at physiological levels (36,38), suggesting a possible

interaction of cGMP with the cAMP cascade. An interaction between cAMP-

and cGMP-dependent pathways can also occur at the level of phosphodi-

esterases (PDE). Of the seven gene families of vertebrate PDE, currently the

PDE 2 and PDE 3 families are known to be regulated by cGMP (173,174).
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Although three forms of PDE have been described in Drosophila (175),

there is, as yet, no evidence for cGMP-regulated forms of PDE in insects.

The third class of cGMP-regulated enzymes are the cyclic nucleotide-gated

channels. Members of this class of ion channels have been characterized in

photoreceptor and olfactory cells in vertebrates (176,177) and Drosophila

(178). Although in vertebrates these channels are activated by NO and CO

(179,180) such a modulation has, as yet, not been demonstrated in insects.

The NO/cGMP System Is Implicated

in Adaptive Chemosensory Signal Processing

It is conspicuous that in all insect species tested thus far, the antennal

lobes, the primary center of chemosensory information processing, exhibit a

high concentration of NOS activity (158). High concentrations of NOS are

also found in the olfactory bulb in mammals (181), suggesting a conserved

function of the NO system in processing olfactory signals at the site of the

first synaptic integration. Because of the properties of the diffusible mes-

senger NO and based on the glomerular structure within the olfactory sys-

tem, Breer and Shepherd (182) suggest a functional role for the NO/cGMP

system in synaptic integration of sensory signals within the olfactory bulb.

Recently it has been demonstrated that the NO/cGMP system in the anten-

nal lobe of Apis is implicated in the processing of adaptive mechanisms dur-

ing chemosensory neuronal processing (183). Appetitive stimuli, like water

or sucrose solution, applied to the antennae of a honeybee elicits the exten-

sion of the proboscis. Repetitive stimulation of one antenna, with intertrial

intervals in the range of seconds, leads to side-specific disappearance of the

proboscis extension response. This behavioral plasticity is restricted to the

stimulated side and matches all characteristic parameters for habituation (184).

Interneurons in the antennal lobe innervating different glomeruli have been

implicated in integrative processes in chemosensory signal processing in the

honeybee (138). Interestingly, these interneurons contain the highest level of

NOS in the antennal lobes (144,160,183) and are capable of releasing NO upon

the increase of cytosolic Ca
2+

 or application of transmitters in cell culture (144).

Inhibition of NOS in the antennal lobes specifically interferes with the

habituation to repetitive chemosensory stimuli, but it does not affect the

response to single stimuli (183). The blocking of NOS in a single antennal

lobe only affects the habituation of the corresponding side, suggesting a

contribution of NO in integrative neuronal processing restricted to the circui-

try of a single antennal lobe. The function of NO is specific for the integra-

tive component, because parameters such as satiation level, stimulus strength,

interstimulus interval, and duration of sensory stimuli are not impaired by



90 Müller

inhibition of NOS. Local inhibition of the sGC, a major target of NO, in a

single antennal lobe leads to effects identical to those observed with NOS

inhibition. This strongly suggests that the physiological effects of NO are

mediated by NO-sensitive GC and thus by changes in cGMP levels in the

target neurons (183). The target of cGMP with regard to chemosensory adap-

tation, however, is unclear.

Whereas the function of NO in habituation is most likely the result of the

release of NO by local interneurons and, thus, a simultaneous modulation of

synaptic transmission in many glomeruli, other aspects in chemosensory

signaling may be modulated by the restricted release of NO from sensory

neurons in single glomeruli (158). The different connectivity of local inter-

neurons and sensory neurons, together with the observation that NO pro-

duces distinct effects depending on the actual synaptic activity of the target

site (185,186), suggests that within the antennal lobe, NO may be impli-

cated in totally different features of chemosensory signal processing.

Irrespective of this speculation, future analysis will lead to a further under-

standing of the different aspects of NO signaling in general and hopefully

will reveal information whether the high concentration of NOS in primary

chemosensory neuropils reflects an evolutionary conserved feature of NO

signaling in these neuronal circuits.

NOS Is Implicated in the Formation

of a Distinct Long-Term Memory in the Honeybee

In vertebrates, NO has been implicated in various forms of learning (187–

191) and in mechanisms of long-term depression (LTD) and long-term poten-

tiation (LTP) of synaptic connections (159,186,192). In the honeybee, a

specific role of NO in the formation of a distinct form of olfactory long-term

memory has also been demonstrated (193).

In the honeybee, memories with different properties are formed, depend-

ing on the number of associative conditioning trials applied to the animals.

Whereas a single conditioning trial leads to a medium-term memory that

lasts for hours, multiple conditioning trials induce a long-term memory that

lasts for days (6,7).

It is remarkable that the highest levels of NOS are found in the antennal

lobes and the mushroom bodies (148), as both neuropils are known to partic-

ipate in olfactory learning (98). Whereas the antennal lobes, primary centers

of olfactory processing, receive input from the sensory neurons of the anten-

nae, the mushroom bodies process input from the antennal lobes in addition

to input from other sensory modalities.

Systemic inhibition of NOS activity during associative olfactory learning

impairs the formation of the long-term memory induced by multiple learn-
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ing trials but has no effect on the formation of a single-trial-induced memory

(193). The memory induced by multiple-trial conditioning in the presence

of NOS inhibitors shows properties similar to the single-trial-induced memory.

NOS inhibition has no effect on nonassociative components, such as moti-

vational factors, satiation, or sensitization which interfere with associative

olfactory learning. Moreover, acquisition or retrieval is also not affected by

blocking NOS.

The features of NO-mediated mechanisms in memory formation in honey-

bees reveal remarkable parallels to findings in vertebrates. Only the NOS inhi-

bition during training impairs memory formation, whereas blocking NOS

activity after training or during retention does not affect retention of memory

(187,189,194). Moreover, that NO is required has been demonstrated for

distinct learning paradigms only, whereas learning paradigms using other

parameters are unaffected by NOS blockers. This suggests that NO is impli-

cated in very defined processes only, depending on special features, such as

sensory modalities, parameters of stimuli application, and other yet unknown

parameters (185,195–197).

Similar results have been reported for the in vitro model of synaptic

plasticity, the long-term potentiation (LTP). In LTP, NO produces distinct

effects depending on parameters such as the stimuli applied and the synaptic

activity of the target site (185,186,198). However, the function of NO in

LTP and its relation to behavioral plasticity is controversial (195,196,19).

In the honeybee, two brain structures are potentially involved in NO-

mediated memory formation, the antennal lobes, and the mushroom bodies.

Both neuropils exhibit high NOS activity (148) and have been shown to be

implicated in distinct aspects of olfactory learning in the honeybee (6,97,98).

Based on findings from the olfactory system in mammals however, the NO

system in the antennal lobes are likely candidates. In mice and sheep, the

NO system in the accessory olfactory system has been implicated in the

formation of distinct olfactory memory. Whereas female mice form a memory

of the pheromones of the mating male, sheep learn to recognize the odors of

their lambs in the first hours after birth (9,190,200). The formation of this

memory is mediated by a reduced inhibitory transmission of gamma-amino-

butyric acid (GABA) from the granule cells to the mitral cells. In both cases,

NO has been demonstrated to mediate the formation of this memory. Whereas,

in mice, the coincident activation of pheromonal inputs and exogenous admin-

istration of nitric oxide in the accessory olfactory system can induce a phero-

mone-specific olfactory memory without mating (191), blocking of NOS

activity prevents the formation of memory in sheep (190). Although, in the

latter, NO modulates the soluble guanylate cyclase, the target of the result-

ing changes in cGMP concentration is unknown.
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The sGC is also a feasible target for NO concerning its role in memory

formation in the honeybee (183). Because the NO/cGMP system can inter-

act with the cAMP cascade, it is feasible that NO mediates components of

the cAMP cascade in the mushroom bodies. It is noticeable that in the

honeybee mushroom body, the area that receives olfactory input shows a

high NOS labeling compared to the areas that receive input from other sen-

sory modalities (148). In all insect species as yet tested, the mushroom-body

intrinsic cells (Kenyon cells) exhibit no NOS staining. Evidence from the

locust, where NO-sensitive sGC exists at least in a subset of Kenyon cells

(160), supports the idea that NO released from olfactory inputs interferes

with cAMP-mediated signaling in the Kenyon cells.

Irrespective of the exact function of the NO system in synaptic plasticity,

the parallel findings in vertebrates and invertebrates support the idea that

the general features of NO-mediated signaling seems to be conserved from

insects to mammals (158). Thus, future investigations in accessible systems

such as the honeybee are ideally suited to uncover the general features of

NO-mediated signaling.
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BRIEF HISTORY OF THE DISCOVERY

OF PROTEIN KINASE C

It is a generally accepted concept that highly selective changes in the

strength of synaptic connections between neurons in the brain contribute to

learning and memory. Storage of information in the brain appears to involve

persistent, use-dependent alteration in the efficacy of synaptic transmission.

Approximately a decade ago, the first experimental data in support of a puta-

tive role of protein kinase C (PKC) in synaptic plasticity and information

storage were reported. PKC is a cellular second messenger involved in various

neuronal signal transduction pathways through phosphorylation of specific

substrate proteins by which neurons increase their excitability in response

to external inputs (1,2). Protein kinases phosphorylate many cellular pro-

teins, catalyzing the transfer of phosphate to certain amino acid residues

within proteins. Phosphorylation can alter the folding of the protein and,

hence, their function. The discovery of a novel, cyclic nucleotide-indepen-

dent, protein kinase took place relatively recently in the late 1970s (for a

historical review on PKC in learning and memory, see ref. 3 and references

therein). In 1977, co-workers from the Nishizuka group at Kobe University in

Japan first reported to have found a new type of kinase, and 2 yr thereafter,

it was referred to as PKC. It was demonstrated by this group that the kinase

could be enzymatically fully active in the presence of Ca
2+

 and the phospho-

lipid phosphatidylserine. The kinase is activated in a reversible manner by

attachment to membrane phospholipid in the presence of Ca
2+

. Further anal-

ysis showed that a small amount of diacylglycerol (DAG; a minor compo-

nent of the cellular lipids) significantly increases the affinity of this enzyme

for Ca
2+

 and phospholipid. DAG (and inositoltrisphosphate) is produced by
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the hydrolysis of phosphatidylinositol bisphosphate (PI turnover). Interest-

ingly, DAG permitted activation of PKC at resting intracellular Ca
2+

 levels.

PKC is usually present in an inactive form in the cytosol. As a result of the

specific binding of PKC by DAG, which is transiently formed in the mem-

brane, activation of PKC is accompanied by its translocation from the cyto-

sol to the membrane. The duration and magnitude of the DAG signal determines

the activation of PKC at the cellular membrane.

The direct link between receptor stimulation and PKC activation proved

to be a critical step in the history of PKC because it indicated the implication

of PKC in signal transduction between nerve cells and the translation of an

extracellular message to an intracellular biochemical signal. PKC gained

much interest after the mid-1980s, when two major findings (i.e., that it

was the main target of PI turnover as well as the receptor for phorbol ester

[a DAG analog]) became widely known. Thereafter, it was discovered that

PKC comprises a family of closely related structures (4,5). To date, at least

12 PKC isozymes have been identified and classified into 3 groups based

on their structure and cofactor regulation: classical (cPKC), novel (nPKC),

and atypical (aPKC) isoforms. The classical group consists of four calcium-

dependent isoforms, PKCα, βI, βII, and γ, of which only the γ isoform (see

Fig. 1 for a schematic representation of PKCγ) is specific to brain tissue

(1,6). The discovery of the diverse PKC isoforms contributed to our under-

standing of the mystery of how a great diversity of messages in cellular

communication can be generated by only a limited number of different com-

ponents. In brain, PKCs are widely distributed. Here, we will focus on PKC

distribution in the hippocampus, a brain region intimately involved in learn-

ing and memory mediated (in part) through PKC-dependent pathways (for a

review, see ref. 7). It has been demonstrated that PKC subtypes have an iso-

form-specific cellular localization in various tissues and cell types, includ-

ing the hippocampus (7,8). Apparently, each isozyme of the PKC family has its

own spatial organization and is present in the right intracellular compartment of

the cell, presumably in association with its specific target substrate proteins.

WHY PKC IS THOUGHT TO BE CRUCIAL IN LEARNING

AND MEMORY: OUTLASTING THE INITIAL STIMULUS

Activation of PKC by phorbol ester or intracellular injection of the puri-

fied enzyme induced a long-lasting enhancement of the excitability of neu-

rons (9). Before this report, there was no direct evidence for the involvement

of PKC in the control of neuronal excitability. Baraban et al. (10) studied the

effect of phorbol ester in rat hippocampal slices to further clarify the role of

PKC in neuronal function. They found that phorbol ester blocked the late
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hyperpolarization elicited by synaptic stimulation, and their results also sug-

gested that PKC regulates membrane conductance, possibly through trans-

location of PKC. These studies clearly implicated PKC in the modulation of

membrane function, and it became clear that PKC could be a key regulator

of neuronal excitability.

Persistent changes in phosphorylation of PKC substrates that outlast an

initial signal is most likely an important molecular event in information stor-

age. Prolonged PKC activation, therefore, may serve as a critical step in the

chain of biological events leading to memory formation. In the mid-1980s,

the group of Routtenberg suggested that the liberation of free cis-fatty acid

from membrane phospholipids by phospholipase A2 (PLA2) was an impor-

tant mechanism for PKC activation in long-term potentiation (LTP). LTP is

a cellular experimental model of activity-dependent enhancement of synap-

tic efficacy and cellular excitability widely studied as a cellular mechanism

contributing to memory formation (11). Activation of this pathway was thought

to stabilize PKC in an activated state, thus contributing to the maintenance

of the potentiated synaptic response (12). A synergistic action of free cis-fatty

Fig. 1. Schematic representation of PKCγ. The epitope for 36G9 is located at the

V2 (near C1) part of the regulatory domain, close to (but not identical to) the

diacylglycerol (DAG) binding site (the essential amino acid residues are contained

in the sequence comprised between positions 164 and 197 [43,44]), whereas C19

binds to the C-terminal portion of the catalytic domain (the small black dots indi-

cate the epitopes). A 30-kDa PKC-inhibitory protein, 14-3-3 (the τ isoform of 14-3-3

inhibits PKCγ [45]), has putative interaction sites at the C1 part of the regulatory

domain and at the substrate binding site of the catalytic domain of PKC (45). 14-3-3

is attached to inactive, cytosolic PKCγ, blocking the binding sites of both antibodies. It

should be noted, however, that endogenous inhibitor proteins other than 14-3-3 (46)

might well be responsible for the epitope blocking effect; 14-3-3, however, seems

at present the most likely candidate. (This figure is adapted from a previous version

and is reprinted from Prog. Neuro-Psychopharmacol. Biol. Psychiatry, Vol. 21, E. A.

Van der Zee, P. G. M. Luiten, and J. F. Disterhoft, Learning-induced alterations in

hippocampal PKC-immunoreactivity: a review and hypothesis of its functional sig-

nificance, pp. 531–572, 1997, with permission from Elsevier Science.)
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acids and DAG for the activation of PKC was suggested by Seifert et al.

(13). In the early part of the 1990s, the group of Nishizuka emphasized that

stimuli somewhat separated in time but acting through different types of

phospholipases (phosphoinositide- and phosphatidylcholine-specific phos-

pholipase C, and phospholipase D plus a phosphatase [14]) and on the same

target could induce sustained elevation of DAG (4,15). PKC activity could

be maintained if both DAG and free cis-fatty acid are available at a rela-

tively late phase after the initial signal occurred, which would be essential

for long-term cellular responses such as necessary in learning and memory.

Persistent enhancement of cell responsiveness after removal of extracel-

lular stimuli was suggested to be due to the continued association, or anchor-

ing, of PKC to the membrane (16). In this way, a “cellular memory” could

be formed, where information has been stored or “remembered” by the cell

in the form of constitutively active PKC. In a model of associative learning

presented by Bank et al. (17), such stable anchoring of PKC to the mem-

brane and, hence, its prolonged activity was suggested to occur also by phos-

phorylation of PKC by calcium–calmodulin-dependent protein kinase.

However, stable anchoring of PKC has been challenged by research on the

dynamics of PKC translocation in the 1990s (see Translocation of PKCγ and

Learning and Memory).

Outlasting the initial stimulus can also be achieved by a change in protein–

protein interaction. The translocation-induced removal of an inhibitor pro-

tein (e.g., 14-3-3) of PKC after signal transduction has been suggested by us

as a mechanism in the regulation of PKCγ (7). In this way, activated PKCγ
retains some of its activity after redistribution from the membrane to the cytosol

(the “activation-prone” PKCγ, see Protein–Protein Interaction). In Learn-

ing-Induced Alterations, immunocytochemical and biochemical evidence

will be presented for such a mechanism in relation to learning and memory.

EVIDENCE FOR A ROLE OF PKC

IN LEARNING AND MEMORY

The involvement of PKC in learning and memory processes has been

demonstrated extensively in previous work (17–30). Spatial learning accu-

racy correlated positively with hippocampal PKC activity, as determined by

mouse strain comparison (30), and changes in mouse hippocampal PKC

activity following spatial learning were demonstrated by Noguès et al. (21).

A single intracerebroventricular injection of the phorbol ester phorbol-

12,13-dibutyrate (PDBu) prior to training improved spatial learning perfor-

mance in rats (26), whereas intraperitoneal injection of a kinase inhibitor

immediately following acquisition impaired memory consolidation in mice
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(20). PKC activation appears to be a common mechanism among cognition-

stimulating nootropic drugs (19).

[
3
H]PDBu binding has been used as a method to detect changes in the PKC

signal transduction pathway. Spatial discrimination learning in a water maze

induced a significant reduction of [
3
H]PDBu binding in the CA3 region of

the rat hippocampus (25). Golski et al. (18) demonstrated that the changes in

hippocampal [
3
H]PDBu binding only occurred in rats performing hippo-

campally dependent spatial discrimination, but not hippocampally indepen-

dent-cued discrimination in the water maze. Spieler et al. (31), however,

found that it was the experience of an enriched environment by the repeated

behavioral stimulation rather than the acquisition of maze learning that leads

to enhanced [
3
H]PDBu binding in the rat hippocampus. Examples of rat

hippocampal changes in binding of this radioligand induced by learning

tasks other than spatial learning was shown by Bernabeu et al. (32). They

demonstrated that one trial inhibitory avoidance learning induced a short-

term increase in [
3
H]PDBu binding in the CA1, CA2, CA3, and dentate

gyrus subfields of the hippocampus.

Alterations in the (subcellular) distribution of [
3
H]PDBu were shown in the

rabbit hippocampus during acquisition, consolidation, and retention of delay

eye-blink conditioning, a form of hippocampally independent associative

learning (24,28). A clear increase in [
3
H]PDBu binding was seen in the CA3

stratum oriens, but not in the CA1, during eye-blink acquisition (28), whereas

an increase was found in the CA1 stratum pyramidale in conditioned rabbits

24 h after reaching a behavioral criterion (24). This increase seemed to shift

to the CA1 stratum radiatum and, most notably, the stratum oriens 48 h after

the previous time point (24). Because of the limited spatial resolution of the

[
3
H]PDBu results, however, it is somewhat difficult to tell in these studies

in which cellular compartments or in which hippocampal cell types (princi-

pal cells, interneurons, and/or glia cells) these changes take place.

LEARNING-INDUCED ALTERATIONS

IN PKCγγγγγ IMMUNOLABELING

Analysis of the neural substrate that utilizes PKC-related signal transduction

pathways—while engaged in learning and memory processes in rat, mouse, and

rabbit hippocampus—through immunocytochemical procedures has pro-

vided us with a way to study the functional role and molecular cascade of

PKC activation within the cells that constitute the active neural circuit. Anti-

bodies are excellent probes to study the distribution of PKC in situ in the

hippocampus with a high anatomical resolution (for a review of PKC immu-

noreactivity in hippocampus, see ref. 7).
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A hole board has been used by us as a test apparatus (33,34) for spatial

orientation to study alterations in PKC immunoreactivity (PKC-ir) induced

by spatial learning. The hole board contains 16 equidistant holes in the floor

plate, of which 4 are baited in a fixed pattern over time, and the subjects

have to orient themselves within the hole board to obtain the food. Both rats

(35,36) and mice (37,38) were tested in the hole board. A strong increase in

PKCγ-ir was observed in pyramidal neurons and dentate granule cells of

trained compared with naive rats after 17 training sessions of 2 trials every

second day. A group tested for nine training sessions reached an intermedi-

ate degree of enhanced PKCγ-ir, suggesting that this increase was somehow

related to the behavioral history and degree of acquisition of the animals (35).

Moreover, animals that were not able to improve their reference memory in

the hole board because of experimental induction of seizures did not reveal

such an increase in PKCγ-ir, which further suggested that the alterations

in PKCγ-ir were learning-specific. In contrast to PKCγ, no clear changes

were seen for PKCαβ in any group, using an antibody that did not discrimi-

nate among PKCα, β1, and β2. A pilot experiment revealed the long-term

nature of the increase in PKCγ-ir, which may last up to 2–3 wk after the last

training trial.

 In the experiments using mice and rats (36–38) that were more specifi-

cally aimed at describing the learning-related aspects of the altered immuno-

staining, additional control groups beside the naive control group were added

(habituated and pseudotrained groups, which were respectively exposed to

the test apparatus only and pseudotrained with all holes baited). Like in trained

rats, the trained mice revealed a strong increase in PKCγ-ir throughout the

hippocampus (see Fig. 2), whereas the pyramidal and granule cells of the

pseudotrained group were nearly indistinguishable from those of naive ani-

mals. The pyramidal and granule cells of the habituated animals, however,

revealed somewhat intermediate values in PKCγ-ir. These results clearly

showed that although the initial exposure to the new environment (the hole

board) enhanced PKCγ-ir, the strongest increase in hippocampal PKCγ-ir

was spatial-learning-specific.

A similar immunocytochemical approach was used in associative learn-

ing in rabbits. Trace eye-blink conditioning, in which a stimulus-free “trace”

period intervened between the tone (conditioned stimulus; CS) and airpuff

(unconditioned stimulus; US), was used as a learning task because it is a

more complex (higher order) form of conditioning than delay eye-blink con-

ditioning. Furthermore, it has been demonstrated to be dependent on the

intact hippocampus for its successful acquisition and proper consolidation in the

rabbit (39–41,76), and the activity of hippocampal pyramidal cells increases

during training (42). Animals were trained up to 80% conditioned responses
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(CRs) in a daily 80-trial session. Based on their rate of acquisition, fast and slow

learners could be distinguished. The slow learners showed a slow increase

in the daily percentage CRs and reached approximately 40% CRs at the last

day of training, whereas all fast learners reached the criterion of 80% CRs

in a training session. Optical densities (ODs) of the immunostaining for all

four cPKC isoforms were measured in several subfields of the hippocam-

pus. Large and significant (p < 0.05) increases in staining intensity in trace

conditioned compared with naive and pseudoconditioned subjects were found

for PKCγ only in the dentate gyrus, CA3, and CA1, but not in the subicu-

lum. Neurons of the lateral hypothalamus, serving as a nonhippocampal con-

trol region, showed no learning-specific changes, demonstrating that the

immunocytochemical PKCγ alterations are region-specific as well as sub-

region-specific. This was true with either the monoclonal antibody 36G9

or the polyclonal antibody C19, reactive with the regulatory and catalytic

domain of PKCγ, respectively (see Fig. 1). A fluorescent double-labeling

experiment was carried out to examine whether the changes for the two

anti-PKCγ antibodies occurred in the same cells and same cellular compart-

ments. This double-labeling experiment verified that both PKCγ antibodies

recognized the same set of hippocampal neurons characterized by enhanced

immunoreactivity. The increase in immunostaining found for each antibody

separately in the DG, CA1, and CA3 regions therefore occurs in individual

neurons of the same cell population.

The slow learners had intermediate OD values for PKCγ-ir between the

pseudoconditioned and trace conditioned subjects but did not differ signifi-

cantly from either group at any hippocampal subfield. However, the slow

learners differed significantly from the fast learners (p = 0.027), but not

from the pseudoconditioned rabbits (p = 0.409), when the DG, CA3, and

CA1 were taken together. In addition to the neuronal increase in PKCγ-ir,

the number of astrocytes immunopositive for PKCβ2 and γ (these isoforms

seem to be colocalized in astrocytes, in contrast to PKCα and β1) was sig-

nificantly reduced in the CA1 stratum radiatum in trace conditioned over

naive and pseudoconditioned rabbits (47). This reduction is most likely the

result of a downregulation of the PKC isoforms rather than the actual loss of

the astroglial cells. No changes were found for PKCα and β1, and no condi-

tioning-specific changes were seen in the subiculum, suggesting that the

coincidental alterations in neuronal and astroglial PKC are somehow related,

learning-specific, and probably underlying learning-induced neural activation.

Interestingly, the level of PKCγ-ir in the CA1 and CA3 pyramidal cells and

the total number of CRs across training sessions correlated positively when

all trace conditioned animals (fast and slow learners) were taken together

(r
2
 = 0.761, p = 0.0002), whereas no such correlation was found for the
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dentate granule cells. This correlation suggests that each training trial in

which a CR is produced also produces a further increase in PKCγ-ir.

As can be seen in Fig. 2, a considerable part of the hippocampal cells

reveal increased levels of PKCγ-ir, but not all cells were affected by spatial

learning. This was seen in the rabbit hippocampus after associative learning

as well (48). On average, three-quarters of the pyramidal cells were affected

by trace conditioning, and similar numbers of cells change biophysically

during trace eye-blink conditioning (49). At first glance, it may seem that

this number is rather high in relation to the functional demand on the hippo-

campus to perform the learning task. It should be noted, however, that PKCγ-

mediated signal transduction at relatively few synapses per neuron could

cause a dramatic increase in cellular staining throughout the neuron if the

activated PKCγ migrates from the site of action (the synapse) to intracellu-

lar targets (see Protein–Protein Interaction and Fig. 3).

In conclusion, the learning-induced changes in PKCγ-ir in the hippocam-

pus of rat, mouse, and rabbit are similar, although the degree of changes

differs depending on the involvement of the hippocampus (delay versus trace

eye-blink conditioning) and the degree of acquisition (fully trained and

partly trained rats; fast- versus slow-learning rabbits). The results described

clearly demonstrate that PKC is involved in the sequence of molecular

events that underlie learning and memory and that only PKCγ shows a con-

sistent and robust increase in immunoreactivity following hippocampally

dependent spatial and associative learning. Bowers et al. (51) reported that

C57BL mice, which are good spatial learners, have more membrane-bound

PKCγ than DBA mice, which are poor spatial learners. In contrast, no dif-

ferences were found for the α, β1, or β2 PKC isoforms between these strains.

Translocation of PKCγ, but not PKCαβ, was observed following the induc-

tion of LTP in the rat DG, CA3, and CA1 (52). The enhanced activity of

PKC found during the maintenance phase of LTP (53) with an antibody that

does not discriminate between the γ and β isoforms (54) could also be due

solely to the contribution of (a putatively active form of) PKCγ. Moreover,

an increase in γ (but not α, β1, β2, ε or ζ) PKC mRNA was found 2–24 h

after LTP (55). These results and our observations provide evidence for iso-

form-specific functions and strongly point to brain-specific PKCγ as the

primary isoform involved in memory processes.

FUNCTION OF HIPPOCAMPAL PKCγγγγγ
IN LEARNING AND MEMORY

The ultimate function of PKCγ is to phosphorylate substrate proteins in

order to create persistent cellular changes that outlast the initial signal (i.e.,

a sensory stimulus relevant to the learning task) that induced the activation
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Fig. 2. PKCγ immunoreactivity in the different subfields of the hippocampus of

naive (left panel) and hole-board trained (right panel) mice. PKCγ immunoreactiv-

ity is significantly higher in trained mice 24 h after a patial learning than in naive

mice. The solid arrows point to immunoreactive neurons. The open arrows indicate

the learning-induced increase of PKCγ immunoreactivity in dendrites. CA1 and

CA3 = cornu ammonis 1 and 3; DG = dentate gyrus.

of PKCγ. One putative function of PKC in both spatial learning and associative

learning is related to membrane conductance changes in neurons engaged in

learning and memory. The postburst after-hyperpolarization (AHP) in hippo-
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campal CA1 neurons, generated by a Ca
2+

-activated potassium conductance

(56–58), is reduced after eye-blink conditioning (49,59–61). Phosphoryla-

tion of potassium channels through Ca
2+

-dependent kinases seems crucial

in the decrease of this conductance after conditioning (62). Intracellular

injection of PKC into CA1 pyramidal neurons reduced the AHP and enhanced

the excitability of the neurons (63), whereas phorbol ester activation of PKC

in CA1 pyramidal cells also led to the reduction in the Ca
2+

-dependent AHP

(10,64,65). Thus, it is reasonable to expect reductions in the AHP in the

same hippocampal pyramidal cell populations in which PKCγ is changed.

The 500-ms trace eye-blink conditioning requires the formation of a

short-term “memory trace” of the CS (the tone) to bridge the interstimulus

interval between the CS and US (the airpuff) in order to successfully form

Fig. 3. PKCγ-regulation during learning. See Protein–Protein Interaction for expla-

nation. The “activation-prone” form of PKCγ, depicted in the rectangular box, may

subsequently bind to intracellular binding sites, whereas PKCγ witch the inhibitor

attached to it cannot. (Part of this figure is adapted from a previous version and is

reprinted from Prog. Neuro-Psychopharmacol. Biol. Psychiatry, Vol. 21, E. A. Van

der Zee, P. G. M. Luiten, and J. F. Disterhoft, Learning-induced alterations in hip-

pocampal PKC-immunoreactivity: a review and hypothesis of its functional signifi-

cance, pp. 531–572, 1997, with permission from Elsevier Science.) The schematic

representation of PKC and pathways are modified from ref. 50.
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an association and correctly time the conditioned response. The hippocam-

pus is involved in the association of temporal events, and timing of the eye-

blink response is crucial; it is suggested that in trace eye-blink conditioning,

the animal is likely to learn that “a tone followed by an empty interval means

to blink” (41). The observed positive correlation of the increase in PKCγ-ir

and the number of correct behavioral CRs may suggest that alterations in

PKCγ are related to the proper timing of the eye-blink response and that a

certain amount of previously immunonegative PKCγ becomes available for

binding of 36G9 and C19 in relation to each successfully timed eye-blink.

This increase in PKCγ-ir could take place at one given set of synapses, or at

more and more synapses that are recruited as training continues, or a combi-

nation of both. Hippocampal input corresponding to the CS and US path-

ways most likely stimulates receptors coupled to PKCγ. If the increase in

PKCγ-ir is a consequence of activation, it may have catalyzed the phospho-

rylation of specific substrate proteins in the cytosol, membrane, or the post-

synaptic density. Some key substrate proteins are Ca
2+

-activated potassium

channels, glutamate receptors, proteins involved in the translation of mRNA

in spine ribosomes (to stimulate the production of synaptic proteins neces-

sary for synaptic restructuring [66,67]), or nuclear proteins that alter gene

expression. All these possible phosphorylation events may eventually result

in enhanced synaptic strength (and the formation of perforated synapses, as,

for example, postulated in a model of structural synaptic plasticity associated

with LTP [68]), which seems pivotal in (temporary) memory storage neces-

sary for timing the behavioral response. Recently, Geinisman and co-workers

(69) demonstrated that trace eye-blink conditioning results in an enlarge-

ment of postsynaptic density areas in axospinous nonperforated synapses of

pyramidal cells in the CA1 stratum radiatum. In contrast, the total number of

synapses was not altered. These observations indicate that learning involves

the remodeling of synapses rather than net synaptogenesis, and PKCγ might

participate in the mechanism underlying these morphological changes.

TRANSLOCATION OF PKCγγγγγ
AND LEARNING AND MEMORY

Protein kinase C activity is primarily regulated by translocation of the protein

form the cytosol to the membrane. Phorbol esters activate PKC, and phorbol

ester experiments strongly suggest that the increase in PKCγ-ir is indeed related

to active or previously activated PKCγ. PKC stimulation by PDBu enhances

PKCγ-ir and mimicks the effect of learning. This was observed in both mouse

and rabbit tissue. Mildly fixed brain sections containing the hippocampus of

naive mice were treated with 1.0 mM PDBu prior to immunocytochemical
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staining. This treatment induced a clear increase in PKCγ-ir to comparable

levels as that seen in mice trained in the hole board (37). The difference,

however, was that PKCγ-ir was increased in every cell that expressed PKCγ,

whereas in trained animals, an increase was found with variation in cell num-

ber, type, and brain region. Similarly, rabbit hippocampal slices were used to

study whether the conditioning-induced increase in PKCγ-ir could be expe-

rimentally mimicked by activating PKCs through the phorbol ester PDBu

(48). Incubation (20 min) of hippocampal slices obtained from naive rabbits

in a medium containing 1.0 mM PDBu resulted in a clear increase in the

immunoreactivity for PKCγ as compared to control slices similarly treated

but with the omission of PDBu from the incubation medium. As in the mouse

brain sections, all subregions of the hippocampal formation showed this

increase in PKCγ-ir, including the subicular area that showed no such increase

after conditioning. OD measures of the immunostaining in slices revealed a

significant (p < 0.05) increase in the CA1 pyramidal cell bodies and associ-

ated dendrites, resembling the differences between naive and trace condi-

tioned animals. Immunoblots of control and PDBu-treated slices revealed that

there was no generation of PKM (the isolated, approx 30-kDa catalytic frag-

ment of PKC), no increase in the total amount of PKCγ, and no significant

translocation (a translocation from the cytosol to the pellet fraction of 4.3%

was found). These findings were strikingly similar to those observed after

trace eye-blink conditioning. In contrast to PKCγ, PKCα revealed transloca-

tion from the cytosol to the pellet fraction of 17.1% in the slice experiment

after PDBu treatment, indicating that PKC can translocate under our experi-

mental conditions.

Western blot analyses were performed to examine whether the training-

induced increase in PKCγ-ir could be the result of the generation of the con-

stitutively active catalytic fragment PKM of PKCγ, to an increase in the

total amount of PKCγ, or to translocation. The immunoblots showed no evi-

dence for any of these possibilities. No immunoreactive bands were seen at

30 or 40–45 kDa, which would be indicative of proteolytic activation of

PKCγ; the total content of PKCγ was similar in naive, pseudoconditioned

and trace conditioned rabbits; and no significant translocation of PKCγ was

seen at the 24 h postconditioning time-point studied (48).

It should be noted that the increase in PKCγ-ir induced by spatial and

associative learning is not restricted to the hippocampus, but is also present

in certain regions of the neocortex and thalamus. Moreover, other learning

tasks such as passive shock avoidance induce PKCγ-ir changes in the neo-

cortex, but not in the hippocampus (70), and delay eye-blink conditioning,

the independent type of associative learning, induced an increase in PKCγ-ir
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in the dendrites of hippocampal pyramidal cells, but not in the pyramidal

cell bodies or in dentate gyrus granule cells (71). These results further demon-

strate that the type of learning is directly related to the pattern of altered

PKCγ-ir in brain.

Lack of significant PKCγ translocation in the above-described studies for

spatial learning (hole board) and associative learning (trace eye-blink con-

ditioning) may be the result of the choice of the 24-h posttraining time point,

although Bank et al. (17) reported a translocation of PKC activity from

the cytosol to the membrane in delay eye-blink conditioning (which, how-

ever, was not reproduced in later studies of the same laboratory [29]). A non-

significant increase of 4.7% in cytosolic localization of PKCγ was observed

in trace conditioned over pseudoconditioned rabbits (48). We should stress

that PKC translocation, often found to be a relatively rapid and transient

process (50), could have occurred at earlier time-points in the learning or

consolidation process. Membrane-associated PKCγ could have been redis-

tributed back to the cytosol by the 24-h postconditioning time-point. To

examine whether translocation of PKCγ does occur at earlier time-points

than the 24-h posttraining time-point during spatial learning, a hole-board

experiment with rats was performed that were tested after 4 or 11 d of train-

ing (72). Their rate of learning as well as their reference memory differed

significantly between the groups at these time-points. Subcellular locali-

zation of PKCγ was studied by Western blotting 10 min after their last train-

ing trial. These experiments revealed that PKCγ did translocate from the

cytosol to a membrane-associated fraction in the early acquisition group (4 d of

training), but not in the group of rats that was at two-thirds of the maximal

reference-memory score usually found in the hole board. In other words,

PKCγ seems to be predominantly involved in spatial learning through trans-

location during the period of novel information processing. This transloca-

tion was only seen from the cytosol to the membrane-associated fraction,

but not to the membrane-incorporated fraction. This is in contrast to the

suggestion that prolonged translocation of PKC from the soluble to an inte-

gral membrane protein form plays an important role in memory processes

(16,73). Rather, it is in line with the observation of rapid redistribution of

membrane-associated PKC to the cytosol after the dissociation of applied

phorbol esters in vivo (74,75).

Interestingly, trace eye-blink conditioning specifically enhanced synaptic

transmission between CA3 and CA1 immediately after training, whereas this

enhancement was no longer present 24 h after training (76,77). These results are

in line with the interpretation that the hippocampus, probably through PKCγ-

mediated pathways, is primarily involved in the early processing of information.
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A PROTEIN–PROTEIN INTERACTION MODEL

FOR THE REGULATION OF PKCγγγγγ IMMUNOREACTIVITY

Several mechanisms could be responsible for the increase in the exposure

of the epitopes and, hence, the increase in PKCγ-ir. These include a confor-

mational change of PKCγ, a change in protein–protein interaction between

PKCγ and another protein, or a change in the phosphorylation state near or

at the epitope of 36G9 and C19 on the PKCγ protein. The immunoblot analy-

ses, however, do not favor the last possibility. We have proposed a hypo-

thetical model based on a protein–protein interaction between PKCγ and a

binding protein, which may or may not include the induction of conforma-

tional changes in PKCγ to explain our results (Fig. 3; ref. 7). In short, the

equivalent increase in PKCγ-ir observed with the antibodies 36G9 and C19

indicates that the access of both antibodies was affected by learning.

Hippocampal input related to spatial orientation or to the CS–US association

in eye-blink conditioning stimulates PKC-coupled receptors in pyramidal

neurons, which results in transient membrane translocation induced by the

generation of Ca
2+

 (increasing the affinity for PKCγ for phosphatidylserine

[PS] at the C2 domain; step 1 in Fig. 3) and DAG (step 2). Binding of DAG

overcomes the binding of an inhibitor (e.g., 14-3-3) and fully activates PKCγ
by releasing the pseudosubstrate (black rectangle) from the catalytic domain.

The inhibitor (14-3-3) loses its affinity for PKCγ and binds to other accep-

tors. 36G9 is unable to bind to PKCγ when both DAG and PS are attached to

it (44), whereas C19 can bind to PKCγ in this state. However, DAG is only

transiently present (step 3), and PKCγ is redistributed back to the cytosol at

the 24-h postconditioning time-point (step 4), ready for reactivation (the

so-called “activation-prone cytosolic form” of PKCγ depicted in the box).

PKCγ is still free from the inhibitor (hence, the increased binding of both

36G9 and C19), and this may reflect a form of persistent activation of the

enzyme. Because of the loss of the inhibitor, this form of PKCγ may bind to

intracellular acceptors (step 5), such as the Golgi apparatus, endoplasmic

reticulum, or nucleus.

Sunayashiki-Kusuzaki et al. (29) showed that associative learning poten-

tiates subsequent PKC activation in the rabbit hippocampus, which may be

related to this “activation-prone” condition of PKCγ. A biochemical modifi-

cation of PKCγ (e.g., a result of a conformational change, or a change in

phosphorylation state) and/or a modification of 14-3-3 (e.g., as a result of

sequestration, a change in phosphorylation state, or a change in content over

time) may prohibit rebinding of 14-3-3 to PKCγ, explaining the relatively

long-term nature of the change in PKCγ-ir. The overall effect of learning is

a shift toward binding of 36G9 and C19 to previously undetectable PKCγ.
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A first set of data favors the model of the “activation-prone” PKCγ after

learning. The inhibitor can be removed experimentally by degradation of the

protein (e.g., induced by proteases). In this way, the epitope for 36G9 and C19

can be made accessible. We used a pronase/pepsine treatment applied to

hippocampal sections of hole-board-trained and naive rats to induce limited

protein degradation (0.0025% pronase followed by 0.1% pepsin, each for

25 min at room temperature). Our protein–protein interaction model, with a

shift to more PKCγ without an inhibitor attached to it shortly after learning

than in naive subjects, predicts a higher impact of the protease treatment

on PKCγ-ir in sections of naive than of trained rats. Indeed, PKCγ-ir was

increased significantly (p < 0.05) with 73% in CA1 pyramidal cells of naive

rats, but slightly decreased PKCγ-ir with 8% in the hippocampus of trained

rats (Fig. 4). This was found for both 36G9 and C19. These results demon-

strate a difference in the PKCγ protein between naive and trained rats, which

can best be explained by the loss of an inhibitor after training. Furthermore,

it should be noted that the change in PKCγ of trained subjects is protein-

Fig. 4. Removal of an inhibitor putatively attached to PKCγ by pronase/pepsin

treatment of mildly fixated hippocampal sections. In sections of naive rats, the treat-

ment significantly increased PKCγ immunoreactivity, whereas it did not change

PKCγ labeling in sections of trained rats.
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specific; that is, similar protease experiments for other proteins coexpressed

in PKCγ-positive hippocampal cells (such as heat-shock proteins) did not

reveal any difference between naive and trained rats.

In summary, the immunocytochemical approach to decipher the role of

PKCγ in learning and memory offers some new insights. The learning-induced

changes in PKCγ-ir can be set in motion by several transmitter systems. In

the hippocampus, especially the cholinergic and glutamatergic systems may

act in tandem to regulate PKCγ (7). PKCγ, therefore, can be viewed as the

point of focus of postsynaptic signal transduction, playing a key role in learn-

ing and memory functions. The proposed protein–protein interaction model

also addresses another issue: the intracellular direction (trafficking) of PKC

toward its substrates. Because PKC has many substrates (cytoskeleton, endo-

plasmic reticulum, Golgi apparatus, nucleus) that are at a relatively far dis-

tance from the site of signal transduction (e.g., the dendritic spine), migration

of the PKC molecule from this site to other intracellular targets while retain-

ing, to a certain extent, its activational state seems highly relevant. The acti-

vation-prone form of PKCγ may rapidly interact with acceptors (inducing

the release of the pseudosubstrate, and hence inducing the catalytic activity

of the enzyme), which were unable to take place in the presence of an inhibi-

tor. Future research on the function of PKCγ in learning and memory at the

level of intracellular PKCγ pathways and protein–protein interactions with

other interacting substrates may, therefore, eventually shed more light on

the mechanisms underlying cognitive behavior.
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INTRODUCTION

Alzheimer’s disease is the most frequent cause of dementia in the elderly

and is characterized clinically by a progressive loss of memory, intellect, and

personality. The characteristic neuropathological hallmarks of Alzheimer’s

disease are the extracellular deposition of a 39–43 amino acid protein termed

β-amyloid (or Aβ), in the cerebrovasculature (1) and cores of senile plaques

(2), as well as the formation of paired helical filaments (PHFs) that com-

prise intracellular neurofibrillary tangles (NFTs) (3), neuropil threads, and

senile plaque neurites. The principal component of PHFs is an abnormally

hyperphosphorylated form of the microtubule-associated protein tau (4).

Other features of Alzheimer’s disease pathology include neuronal and syn-

aptic fallout that disrupts neurotransmission via the ascending cholinergic,

noradrenergic, and serotonergic projections to the neocortex, as well as corti-

cal excitatory amino acidergic pyramidal neurones.

It has become apparent in recent years that disrupted neurotransmission

in Alzheimer’s disease is unlikely to occur as a simple consequence of the

disease process, but it may also contribute to the underlying mechanisms lead-

ing to senile plaque and NFT formation. This chapter provides a brief overview

of the evidence from experimental and postmortem brain studies that have

implicated altered neurotransmission via the receptor–G-protein-mediated

phospholipase C (PLC)/protein kinase C (PKC) and adenylyl cyclase (AC)/pro-

tein kinase A (PKA) signaling pathways in Alzheimer’s disease pathogenesis.

AMYLOID AND ALZHEIMER’S DISEASE

The Aβ peptide that comprises the cerebrovascular and senile plaque

amyloid deposits is derived from a single transmembrane spanning glyco-

protein, the amyloid precursor protein (APP), which is encoded by a gene

on chromosome 21. Aβ is a natural metabolic product of APP generated by
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the combined actions of two as yet unidentified proteases termed β-secre-

tase, for that which cleaves APP just to the N-terminal of the Aβ sequence,

and γ-secretase, which cleaves APP near the C-terminus of Aβ. APP can also

be processed by an alternative nonamyloidogenic route that involves cleav-

age within the Aβ sequence by a so-called α-secretase. Metabolism of APP

by α-secretase results in the release of a secreted amino terminal portion

of APP (APPs) and precludes generation of full length Aβ (for a review,

see ref. 5).

In recent years, the study of the basic pathogenic mechanisms underlying

Alzheimer’s disease has been dominated by the so-called “amyloid cascade

hypothesis.” In its simplest form, this hypothesis states that mismetabolism

of APP to generate excessive Aβ deposition in the form of senile plaques

provides the driving force for a cascade of events including NFT formation

and neuronal degeneration, finally resulting in the clinical symptomatology

of dementia that brings the patient to the physician (6).

The neuronal degeneration seen in Alzheimer’s disease may occur as a

result of direct neurotoxicity of Aβ or the result of Aβ sensitizing neurones

to other injurious stimuli (7). Alternatively, neuronal degeneration in Alz-

heimer’s disease may be caused by a decreased production of secreted APPs,

there being evidence that this molecule plays a role in modulating neuronal

excitability, synaptic plasticity, neurite outgrowth, synaptogenesis, and cell

survival (8).

The major support for the amyloid cascade hypothesis has come from the

identification and understanding the effects of Alzheimer’s disease causing

mutations in rare autosomal dominant inherited forms of the disorder. Alz-

heimer’s disease gene mutations have been identified in the APP gene as

well as in the unrelated presenilin-1 (PS1) and presenilin-2 (PS2) genes located

on chromosomes 14 and 1, respectively. Mutations in the APP gene produce

different effects according to the mutation type, including an increased Aβ
production, as seen with the so-called “Swedish” APP 670/671 mutation

that occurs at the site for β-secretase processing of APP and an increased

production of longer Aβ peptides (Aβ 1-42/43) that have an increased pro-

pensity to form fibrils and thus deposit in the brain, as seen with APP 717

mutations found at the C-terminus of Aβ. The pathogenic mechanisms of PS1

and PS2 gene mutations also involve an increased production of the longer

(1-42/43) more fibrillogenic forms of Aβ. Because increased Aβ 1-42/43

production is seen both with APP and PS gene mutations, it has been sug-

gested that this provides a common pathogenic step for early-onset familial

Alzheimer’s disease gene defects (reviewed in ref. 9).

Opponents of the amyloid cascade hypothesis claim that Aβ deposition

occurs in the normal aged brain without evidence of dementia or neuronal
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damage and is therefore not a phenomenon specific for Alzheimer’s disease.

Also, the inability to establish a direct relationship (if it exists) between Aβ
deposition and senile plaque development on the one hand and tau hyper-

phosphorylation and development of PHFs and NFTs on the other has led to

the idea that these two pathologies may be coincidental or, as discussed later

in this chapter, that they occur as a result of a third factor such as disturbed

signal transduction (10). This, together with studies showing that the num-

ber and distribution of NFTs rather than senile plaques correlate better with

clinical symptomatology of dementia, has provided support for those wish-

ing to study mechanisms involved in tau protein hyperphosphorylation and

PHF formation (11).

TAU PROTEIN AND ALZHEIMER’S DISEASE

The principle component of the PHFs, which make up NFTs, neuropil

threads, and senile plaque neurites, is an abnormally hyperphosphorylated

form of the microtubule-associated protein tau. Human brain tau occurs as

six different isoforms that are normally located in the axons, where they

bind to tubulin, thereby promoting microtubule assembly and stability. The

microtubule stabilizing function of tau is greatly diminished by its hyper-

phosphorylation to PHF–tau, which binds poorly to tubulin. The concentra-

tion of PHF–tau has been shown to be increased in Alzheimer’s disease

cerebral cortex, whereas the concentration of normal tau is reduced, sug-

gesting that the hyperphosphorylation of normal tau rather than an increased

synthesis of tau protein is important in Alzheimer’s disease (12).

Both proline-directed and non-proline-dependent protein kinases are

likely to be important for PHF–tau hyperphosphorylation (10,13). The pro-

line-directed protein kinases that have been studied with respect to PHF–tau

phosphorylation include MAP kinase, cdc2 kinase, cdk2, cdk5, and glyco-

gen synthase kinase-3 (GSK-3). Of these, GSK-3 has been shown to induce

Alzheimer’s disease-like phosphorylation of tau following transfection of

cells with the enzyme, suggesting that GSK-3 might be crucially involved in

PHF–tau hyperphosphorylation (14). Moreover, GSK-3 has been recently

shown to be preferentially localized in NFT-bearing neurones (15). Less

attention has been given to the non-proline-dependent protein kinases such

as cAMP-dependent PKA, PKC, casein kinases I and II, and calcium/cal-

modulin-dependent kinase II (CaM kinase II), it having been shown that tau

is, in general, a poor substrate for these enzymes.

In addition to overactive kinases, it has been suggested that hyperphos-

phorylation of PHF–tau could occur as a result of decreased protein phospha-

tase activity in Alzheimer’s disease. Protein phosphatases PP-2A and PP-2B

have been shown to revert tau that has been in vitro hyperphosphorylated by
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CaM kinase II, PKA, MAP kinase, and cdc2 kinase to a normal-like state

(13). PP-2A and PP-2B can also catalyze the dephosphorylation of Alzheimer’s

disease PHF–tau at select sites (16) and PP-2B shows a selectively reduced

expression in NFT-bearing neurones (17). Furthermore, phosphatase enzyme

activities are reported to be reduced in Alzheimer’s disease brain (18).

Although hyperphosphorylation of tau prevents its binding to microtu-

bules and is also thought to occur prior to PHF assembly, it has been argued

that tau hyperphosphorylation per se is neither necessary nor sufficient for

PHF formation (19). In this respect, Goedert and colleagues have provided

convincing evidence that early interactions between tau and sulfated glycos-

aminoglycans can promote recombinant tau assembly into Alzheimer-like

filaments, prevent tau binding to microtubules, and also stimulate tau pro-

tein phosphorylation (19,20).

DISTURBED SIGNAL TRANSDUCTION AS A

CONTRIBUTOR TO ALZHEIMER’S DISEASE PATHOLOGY

As mentioned previously, disease-causing mutations in the APP and PS

genes account for only a small minority of all Alzheimer’s disease cases. In

the vast majority of sporadic cases, it remains unclear as to the mechanisms

that cause the presumed APP mismetabolism leading to senile plaque for-

mation, as well as tau protein hyperphosphorylation to produce PHFs and

NFTs. One factor that may underly the hallmark pathologies of sporadic

Alzheimer’s disease is that of altered signal transduction via the neurotrans-

mitter receptor–G-protein-mediated PLC/PKC and AC/PKA pathways. The

following section provides a brief overview of the experimental evidence

showing how these signaling pathways contribute to APP metabolism and

tau protein phosphorylation. A scheme of these pathways, adapted from a

recent review by Lovestone and Reynolds (10), is given in Fig. 1.

That metabolism of APP could be influenced by activation of signal trans-

duction pathways was first suggested by studies showing that phorbol ester

stimulation of PKC markedly increases APPs production in a variety of

transfected cell-line systems (21,22). Concomitant with an increased APPs

secretion, PKC activation was shown to lower Aβ production (23) (although

not in all cell systems [24,25]) suggesting that PKC-stimulated α-secretase

APP processing can have direct consequences for Aβ production.

Nonamyloidogenic α-secretase processing of APP can also be modulated

upstream of PKC following activation of a number of neurotransmitter-

receptor types linked to the PLC-stimulated phosphoinositide hydrolysis

pathway, including the acetylcholine muscarinic M1 and M3 (26–28) and gluta-

mate metabotropic (29,30) receptor subtypes. Muscarinic M1, glutamate

metabotropate, as well as serotonin 5HT
2a

 and 5HT
2c

 receptors have also
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been demonstrated to modulate APPs production via phospholipase A2

(PLA2) activation (31–33) and there is also evidence that APP α-secretase

processing can be regulated by altered calcium homeostasis (34,35). Such

studies, when taken together with evidence that the APPs’ release is regu-

lated by neuronal activity, have led to the notion that disturbed neurotrans-

mission mediated by the above signaling pathways could limit α-secretase

processing of APP to give an increased Aβ production (36).

In an attempt to understand the mechanisms underlying phorbol–ester-

stimulated APPs secretion, Xu and colleagues have provided evidence that

PKC is involved in regulation of APP-containing secretory vesicle forma-

tion from the trans-Golgi network (TGN) (37). Subsequent studies from this

group have shown that cAMP-dependent PKA can converge with PKC at

the level of TGN secretory vesicle formation to increase APPs production

(38). However, in apparent contrast, Efthimiopoulos and colleagues have

Fig. 1. Interplay between different signaling pathways implicated in APP metab-

olism and tau protein phosphorylation. An overview of how PLC/PKC and AC/PKA

signaling influence APP metabolism and tau protein phosphorylation is given in the

text. A description of the other pathways shown can be found in ref. 10. (Redrawn

and modified from ref. 10.)
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provided evidence that increased intracellular cAMP inhibits both constitu-

tive and phorbol–ester-stimulated APPs secretion in C6 glioma cells (39).

These discrepancies are likely to reflect differences in the experimental para-

digms used to investigate PKA modulation of APP processing. The role of

PKA in modulating neuronal processing of APP remains elusive. Evidence

for a nonbeneficial effect of cAMP-mediated signaling on APP metabolism

is also provided by a study showing that cAMP can regulate APP mRNA

through transcriptional mechanisms (40,41) to give an accumulation of cell-

associated APP holoprotein containing amyloidogenic Aβ peptides (42).

In addition to the regulation of APP metabolism, both PKC and PKA

have been implicated in tau protein hyperphosphorylation. Althought tau is

a relatively poor substrate for these enzymes, it is thought that these non-

proline-dependent protein kinases may be important for unmasking sites

otherwise inaccessible to the proline-dependent kinases. In this respect, it

has been shown that prior tau phosphorylation by PKA stimulates subse-

quent GSK-3 phosphorylation severalfold (43,44). Phosphorylation of tau

by PKA also inhibits its proteolytic breakdown by the calcium-activated

protease, calpain (45). Finally, as suggested by Lovestone and Reynolds,

PKC may also influence tau protein phosphorylation by activating MAP

kinases leading, in turn, to an inhibition of GSK-3 activity (10).

Having provided a theoretical basis by which altered neurotransmitter

receptor–G-protein-mediated PLC/PKC and AC/PKA signal transduction

could exacerbate Alzheimer’s disease senile plaque and NFT pathologies,

I will now summarize the data showing how these signaling pathways are

altered in Alzheimer’s disease postmortem brain.

THE PHOSPHOINOSITIDE HYDROLYSIS

PATHWAY IN ALZHEIMER’S DISEASE

The phosphoinositide hydrolysis pathway (as shown in its simplest form

in Fig. 2) has been shown to be disrupted at a number of levels in Alzheimer’s

disease brain. The first evidence suggesting that this pathway was impaired in

Alzheimer’s disease was provided by Stokes and Hawthorne, who reported

large (30–50%) decreases in the levels of phosphatidylinositol, phosphati-

dylinositol 4-phosphate and phosphatidylinositol 4,5-bisphosphate in Alz-

heimer’s disease anterior temporal cortex (46). Subsequently, others reported

that coupling of acetylcholine muscarinic M1 receptors, presumably to the

G
q
-protein that modulates PLC, was disrupted in Alzheimer’s disease pari-

etal (47) and frontal (48) cortices and thalamus (49). More recently, Ladner

and colleagues showed that acetylcholine muscarinic M1 receptor–G-pro-

tein coupling was disrupted in Alzheimer’s disease superior frontal and pri-
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mary visual cortices, but not in dorsal striatum. Based on the differential

pathology seen in these regions, these authors concluded that disrupted M1

receptor G-protein coupling occurs in those brain regions showing abundant

Alzheimer’s disease neuritic senile plaques rather than NFTs (50). Data in

support of a muscarinic receptor–G-protein uncoupling in Alzheimer’s dis-

ease brain have also been provided by Cutler et al., who reported that the

magnitude of carbachol-stimulated low K
m

 GTPase activity in Alzheimer’s

disease basal ganglia, superior frontal gyrus, and hippocampus showed sig-

nificant inverse relationships with disease duration (51).

Fig. 2. A simplified scheme of the prinicipal components of the phosphoinositide

hydrolysis and AC signal transduction pathways. The key components of the phospho-

inositide hydrolysis pathway include the effector enzyme phospholipase C (PLC), the

receptor activation of which is regulated by an intermediate hetereotrimeric G-pro-

tein, termed Gq. Receptor and G-protein activation of phospholipase C results in the

hydrolysis of phosphatidylinositol-4,5-bisphosphate (PIP
2
) to give the second mes-

sengers diacylglycerol (DAG) and inositol(1,4,5)-trisphosphate (Ins[1,4,5]P
3
). DAG, in

turn, activates protein kinase C (PKC), whereas Ins(1,4,5)P
3
 mediates intracellular cal-

cium homeostasis. Ins(1,4,5)P
3
 can be further phosphorylated to inositol(1,3,4,5)-

tetrakisphosphate (Ins[1,3,4,5]P
4
), which may act synergistically with Ins(1,4,5)P

3

to regulate intracellular calcium levels. Adenylyl cyclase (AC) activity can be either

stimulated or inhibited, depending on the receptor type occupied. Receptor stimula-

tion and inhibition of AC occurs via G
s
- and G

i
-proteins, respectively, and results in

altered production of cyclic AMP (cAMP), an important intracellular second mes-

senger for ion channel gating and protein phosphorylation via cAMP-dependent

protein kinase A (PKA).
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More direct evidence for an impaired regulation of the phosphoinositide

hydrolysis pathway in Alzheimer’s disease has been provided by studies look-

ing at the regulation of phospholipase C (PLC) activity in Alzheimer’s dis-

ease brain following stimulation by different neurotransmitter agonists and

G-protein activators. Thus, Jope and colleagues reported that in Alzheimer’s

disease prefrontal cortex, the hydrolysis of exogenous [
3
H]phosphatidylino-

sitol was significantly reduced in response to a number of cholinergic ago-

nists (52–54), as well as following stimulation of glutamate metabotropate,

histamine, and serotonin receptor types (52). These authors also reported

decreased [
3
H]phosphatidylinositol hydrolysis in response to direct G-pro-

tein activation with GTPγS and aluminum fluoride (52), which taken together

with data from studies showing that G
q
-protein α-subunit levels are rela-

tively preserved in a number of Alzheimer’s disease brain regions (52,53,

55,56), suggests that disrupted neurotransmitter receptor–G
q
-protein regu-

lation of phosphoinositide hydrolysis in Alzheimer’s disease brain likely

results from an altered G
q
-protein function.

A disregulated phosphoinositide hydrolysis has also been shown in Alz-

heimer’s disease frontal cortex using physiological mixtures of exogenous

phosphoinositides (57) and [
3
H]phosphatidylinositol-bisphosphate (58) as

enzyme substrates. However, it should be noted that others have failed to

show this deficit (59,60). A more extensive review of these works, together

with a discussion of the experimental considerations of measuring phospho-

inositide hydrolysis in postmortem brain, has been published recently (61).

The most repeatedly demonstrated deficit in phosphoinositide hydrolysis

signaling in Alzheimer’s disease is that of an altered PKC regulation. The

PKC deficit in Alzheimer’s disease was first shown by Cole and colleagues,

who reported significant reductions in both [
3
H]phorbol-dibutyrate binding

to PKC and PKC enzyme activities in particulate fractions of Alzheimer’s

disease frontal cortex (62). The mechanism underlying the latter has been

suggested to involve a defective sensitivity of the enzyme to its major cofac-

tors phosphatidylserine, calcium, and diacylglycerol, rather than altered pro-

tein levels or abundance of different PKC isozymes (63). However, data

from other studies are more consistent with the idea that altered PKC activi-

ties in Alzheimer’s disease brain reflect a loss of the protein. Thus, Masliah

et al. showed decreased concentrations of the calcium-dependent PKCβII

and PKCα isoforms in particulate fractions prepared from Alzheimer’s dis-

ease hippocampus and mid-frontal cortex (64). Similarly, Shimohama et al.

reported significant reductions of PKCβ in membranous fractions from

Alzheimer’s disease temporal cortical tissue (65). More recently, Matsushima

et al. reported a significant reduction of PKCε in Alzheimer’s disease tem-
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poral cortex that occurred in the absence of altered levels of two other

calcium-independent isoforms, namely PKCδ and PKCζ (66). In contrast,

Wang et al. reported that PKCα and PKCβ were significantly increased in

membrane fractions of Alzheimer’s disease frontal cortex, whereas in solu-

ble fractions from the same tissue, PKCβ levels were decreased (67).

That PKC alterations in Alzheimer’s disease represent an early phenom-

enon that has consequences for the development of hallmark pathologies of

this disorder has been suggested by Masliah and colleagues. These workers

showed that early or diffuse Aβ-containing plaques without PHF-contain-

ing neuritic components showed a strong immunostaining with anti-PKCβII

antibodies that was associated with the membranes of cellular processes that

extended into these structures (68). This, together with data showing that

both PKCβII levels and PKC-dependent phosphorylation of the endogenous

substrate P86 were reduced in the neocortex of clinically nondemented indi-

viduals with cortical plaques, led these authors to conclude that there is a

PKCβII aberration in Alzheimer’s disease that precedes clinical deficits and

that correlates better with neuritic plaque rather than NFT formation (68).

In apparent contrast to the above, a recent study indicates that reduced

PKC levels correlate well with the progression of Alzheimer’s disease-related

neurofibrillary changes. By performing [
3
H]phorbol 12,13-dibutyrate auto-

radiography on sections of entorhinal cortex and anterior hippocampus that

had been staged for disease pathology according to a protocol devised by

Braak and Braak (69), Kurumatani et al. showed that levels of total PKC

in the entorhinal cortex, subiculum, CA1, CA2, CA3, and CA4 pyramidal

layers, as well as dentate gyrus decline with the progressive accumulation of

neurofibrillary changes, but not amyloid deposition in these regions (70).

In addition to the above deficits, there is convincing evidence for a

disruption of the phosphoinositide hydrolysis pathway at the level of the

intracellular actions of the second messenger, inositol 1,4,5-trisphosphate

(Ins[1,4,5]P
3
). Young et al. and Garlind and colleagues have demonstrated

significant reductions in the binding of [
3
H]Ins(1,4,5)P

3
 to receptor sites in

homogenates of Alzheimer’s disease parietal cortex, hippocampus, superior

frontal, and superior temporal cortices, as well as cerebellum (71,72). Sub-

sequently, Haug and colleagues reported that reduced Ins(1,4,5)P
3
 receptor

protein levels in Alzheimer’s disease temporal cortex, as determined by

immunoblotting, correlated with a semiquantitative score for neuritic plaque

and NFT accumulation (73). More recently, Kurumatani and colleagues showed

that loss of Ins(1,4,5)P
3
 receptors in the entorhinal cortex, subiculum, and

CA1 pyramidal layer of the anterior hippocampus correlated with the pro-

gression of both neurofibrillary changes and amyloid deposition (70).
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ADENYLYL CYCLASE IN ALZHEIMER’S DISEASE

In contrast to the multiple deficits seen in the phosphoinositide hydroly-

sis pathway, it appears that disrupted AC signaling (see Fig. 2 for the scheme) in

Alzheimer’s disease brain is more circumscribed in that it occurs primarily

at the level of neurotransmitter receptor–G
s
-protein–enzyme coupling. Some-

what analogous to the deficit in acetylcholine muscarinic M1 receptor–

G
q
-protein coupling described earlier, it has been shown using radioligand

binding techniques that β
1
-adrenoceptor coupling to presumed G

s
-protein

α-subunits is impaired in Alzheimer’s disease temporal cortex (74). Simi-

larly, Wang and Friedman have reported a reduced ability of the β-adreno-

ceptor agonist isoprenaline to increase [
35

S]GTPγS binding to G
sα-subunits

immunoprecipitated from Alzheimer’s disease frontal cortex (63).

More concrete evidence for an impaired G
s
-protein function in Alzheimer’s

disease has come from studies that have assayed AC enzyme activities in

the disorder. Using assay conditions favoring G
s
-protein stimulation of the

calcium/calmodulin-insensitive AC isoforms, it was reported that the G-pro-

tein activators, GTPγS, and aluminum fluoride gave markedly blunted stimu-

lations of enzyme activity in membranes prepared from Alzheimer’s disease

hippocampus, frontal, temporal and occipital cortices, angular gyrus, and

cerebellum, as compared to controls. In the same studies, it was found

that forskolin stimulations of enzyme catalytic activity were not significantly

different between Alzheimer’s disease and control groups (75–77). These

studies have been interpreted as indicating a specific lesion at the level of

G
s
-protein–AC interactions. As such, they are in general agreement with

those published by Ohm and colleagues on AC regulation in Alzheimer’s

disease hippocampus (78,79). In contrast, Ross and colleagues failed to show

an impaired G
s
-protein–AC interaction in the Alzheimer’s disease neocor-

tex. This discrepancy has been suggested to reflect differences in assay con-

ditions for an enzyme with many different isoforms and regulators (80).

Of the above-described studies, it should be noted that Ohm and col-

leagues, in addition to finding an impaired G
s
-protein regulation of AC, also

showed reduced forskolin-stimulated enzyme activities in Alzheimer’s

disease hippocampus (78). This suggestive loss of AC enzyme units in the

disorder has been corroborated by more recent immunoblotting studies using

isoform-specific antibodies. Thus, Yamamoto and colleagues have shown

that in Alzheimer’s disease parietal cortex, there is a significant loss of the

AC type I and II, but not IV or V/VI, isoforms (81,82). Moreover, loss of the

calcium/calmodulin-sensitive type I isoform was shown to correlate with

reduced basal and forskolin-stimulated enzyme activities measured in the

presence, but not absence, of calcium and calmodulin (82). These findings
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raise the possibility that any loss of AC enzyme units in Alzheimer’s disease

brain is restricted to calcium/calmodulin-sensitive forms of the enzyme.

The G
s
-protein–AC disregulation seen in Alzheimer’s disease brain does

not appear to result from gross changes in total G
s
-protein α-subunit levels

(77,80,83). However, in some brain regions, such as the hippocampus and

angular gyrus, subtle changes in the number of high- and low-molecular-

weight G
sα isoforms may be important (77).

That altered AC activity may be related to the progression of Alzheimer’s

disease pathology has been recently suggested by Ohm and colleagues, who

showed that in the mid-portion of the hippocampus there is a reduced for-

skolin-stimulated enzyme activity that occurs prior to the development of

severe neurofibrillary changes (84).

The notion that disrupted receptor G-protein regulation of AC occurs

selectively at the level of the stimulatory G
s
-protein input to the enzyme has

received support from a number of studies showing that the inhibitory cou-

pling of receptors such as the noradrenaline α
2
 (85), serotonin 5-HT

1A
 (86),

adenosine A
1
 (79), somatostatin (87), and κ1 opiate (88) types to presumed

G
i
 and G

o
 proteins appears relatively intact in Alzheimer’s disease neocor-

tex. In comparison, recent studies have shown that in Alzheimer’s disease

superior temporal cortex, the number of high-affinity, G-protein-coupled

acetylcholine muscarinic M2 receptor sites appears even to be increased

(89,90). In contrast, the integrity of muscarinic M2 receptor G-protein cou-

pling has been shown to be compromised in Alzheimer’s disease hippocam-

pus, a region that typically shows severe senile plaque and NFT pathology (89).

Also, in contrast to the G
s
-protein–AC dysfunction seen in Alzheimer’s

disease, it has been reported that inhibition of the enzyme following either

direct G
i
-protein activation (91) or stimulation of either somatostatin or ade-

nosine A
1
 receptor types (79) is relatively preserved in a number of Alz-

heimer’s disease brain regions.

Unlike the well-documented PKC deficit described for the phosphoinos-

itide hydrolysis pathway, it appears that AC signaling deficits in Alzheimer’s

disease brain are not accompanied by widespread changes in PKA levels

and activity. Meier-Ruge et al. were the first to show comparable PKA activ-

ities in crude tissue homogenates of Alzheimer’s disease and control tempo-

ral cortex (92), whereas Bonkale et al. showed that particulate and soluble

PKA activities were unaltered in Alzheimer’s disease superior temporal cor-

tex and cerebellum (75). In a recent autoradiographic study, Bonkale et al.

showed that [
3
H]cAMP binding to soluble and particulate forms of PKA did

not show any changes in the dentate gyrus and CA1–CA4 subfields of the

hippocampus with staging for either Alzheimer’s disease neurofibrillary

changes or amyloid deposition. In contrast, apparent levels of soluble PKA
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in the entorhinal cortex were found to be decreased with the progression of

both of these pathologies (93). In an immunohistochemical study, Licameli

et al. reported similar staining intensities for the regulatory (RIIβ) subunits

of type II PKA in Alzheimer’s disease and control hippocampal pyramidal

neurones and in nonpyramidal neurones of the amygdala and putamen. In

contrast, RIIβ immunoreactivity was substantially decreased in the superior

temporal and occipital cortices, but not in the frontal cortex of Alzheimer’s

disease cases, compared to controls (94).

DISTURBED SIGNAL TRANSDUCTION

AS A CONSEQUENCE OF THE DISEASE PROCESS

From the above discussion, it is clear that both the receptor–G-protein,

mediated PLC/PKC and AC/PKA pathways are severely disrupted in Alz-

heimer’s disease brain. So far, disruptions to these pathways have been pre-

sented from the point of view of contributing to Alzheimer’s disease senile

plaque and NFT formation by enhancing Aβ production and tau protein

hyperphosphorylation, respectively. The alternative possibility worth con-

sidering is that impaired signal transduction occurs as a consequence of

Alzheimer’s disease pathology (e.g., as a result of the effects of Aβ). In this

respect, it has been shown that Aβ exerts multiple effects on cellular cal-

cium homeostasis, either by interactions with existing calcium channels or

by de novo channel formation (for a review, see ref. 95). Studies in intact

cells have shown that physiological levels of Aβ can stimulate PKC trans-

location and activity (96) and also enhance phosphoinositide hydrolysis

by amplifying depolarization-induced calcium responses (97). An effect of

Aβ on phosphoinositide hydrolysis signaling is also suggested from a study

showing that the peptide can enhance [
3
H]Ins(1,4,5)P

3
 and [

3
H]Ins(1,3,4,5)P

4

binding to their respective receptor sites (98). A preliminary report has also

provided evidence that Aβ can stimulate GTPase and AC activities in rat

hippocampal and cortical membrane preparations (99).

It is feasible that prolonged Aβ activations of the above systems could

result in their downregulation to give the pattern of dysfunction seen in Alz-

heimer’s disease brain. In this context, it is worth noting that Kelly and

colleagues have shown that exposure of rodent cortical neurones to subtoxic

levels of Aβ leads to an attenuation of carbachol-induced GTPase activity

and phosphoinositide hydrolysis by a mechanism thought to involve free-

radical-induced uncoupling of muscarinic receptors (100).

Apart from the effects of Aβ, it is feasible that signal transduction distur-

bances in Alzheimer’s disease occur also as a consequence of a disrupted

cytoskeleton. The work of Rasenick and colleagues has shown that tubulin

can regulate AC activity through an interaction with the G-protein α-sub-
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units, Gαs
 and Gαi1

 (101,102). In this scenario, tubulin activates these G-pro-

teins by transferring GTP and stabilizing the active nucleotide-bound Gα
conformation. Tubulin has been shown to regulate PLC activity by a similar

mechanism thought to involve GTP transfer from tubulin to Gαq
 (101). Inter-

estingly, Khatoon and colleagues have shown that tau can promote GTP

binding to tubulin and that tubulin prepared from Alzheimer’s disease brain

has less bound GTP compared to control brain tubulin (103). Taken together,

the above studies provide strong suggestive evidence that impaired G-pro-

tein modulation of AC and PLC activities in Alzheimer’s disease brain may

result from decreased GTP transfer from tubulin to G-protein α-subunits

that occurs as a consequence of the lowered binding of PHF–tau to tubulin.

CONCLUSIONS

This chapter has provided an overview of current knowledge as to the

integrity of receptor–G-protein-mediated PLC/PKC and AC/PKA signaling

in Alzheimer’s disease brain. Given the involvement of these signaling path-

ways in APP metabolism and tau protein phosphorylation, together with

evidence of the detrimental effects of Aβ peptides on certain components of

these pathways, a number of workers have suggested scenarios whereby

signal transduction abnormalities play a pivotal role in exacerbating the pro-

gressive neurodegeneration seen in Alzheimer’s disease (10,54,104). One

such scheme that attempts to incorporate some of the ideas discussed in

this chapter is shown in Fig. 3. Although speculative, this scheme provides a

Fig. 3. The pivotal role of altered signal transduction in Alzheimer’s disease

pathogenesis.
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basis by which disturbed neurotransmission via receptor–G-protein-medi-

ated signaling pathways could contribute to APP mismetabolism and tau

protein hyperphosphorylation. The subsequent increase in Aβ production

and breakdown of the cytoskeleton would, in turn, undermine the integrity

of these signaling pathways thereby further compromising neuronal viabil-

ity. Such a scheme with disturbed signal transduction playing a pivotal role

in exacerbating Alzheimer’s disease neurodegeneration can be easily elabo-

rated to include other proposed pathogenic mechanisms, including the effects

of oxidative stress (104), altered membrane composition and fluidity (105),

and differential effects of apolipoprotein E isoforms (106).

Finally, recent studies have shown that Alzheimer’s disease causing APP

717 and PS gene mutations can cause apoptotic cell death by activating a

G
o
-protein-mediated signaling pathway (reviewed in ref. 107). This, together

with data showing that APP and PS mutations exert effects on cellular cal-

cium homeostasis (108) and regulation of AC activity (109), raises the intri-

guing possibility that abnormal signal transduction may also play a role in

the rare genetic forms of Alzheimer’s disease.
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Nitric oxide (NO) is a widespread and multifunctional biological mes-

senger molecule. It mediates vasodilation of blood vessels, host defense

against infectious agents and tumors, and neurotransmission of the central

and peripheral nervous systems (1–3). The discovery of NO as a messenger

molecule in the nervous system also revised conventional concepts of neuro-

transmitters. Compared with the traditional neuronal messenger molecules,

NO has a variety of distinguished features. NO is probably the smallest and

most versatile bioactive molecule identified, it diffuses freely across mem-

branes, it is not stored in synaptic vesicles, and it is not released by exocyto-

sis upon membrane depolarization. NO seems to be terminated primarily by

reactions with its targets. In the nervous system, NO may play a role not only

in physiologic neuronal functions, such as neurotransmitter release, neural

development, regeneration, synaptic plasticity, and regulation of gene expres-

sion, but also in pathological conditions in which deregulated excessive pro-

duction of NO leads to neural injury. Furthermore, rapid progress is now

being made in understanding the regulation of NOS activity and the cellular

and molecular targets of NO under physiologic and pathologic conditions.

Some of the newly revealed roles for NO in the nervous system include regu-

lation or control of neuronal morphogenesis, short-term or long-term synap-

tic plasticity, regulation of gene expression, and modification of sexual and

aggressive behavior. Excess formation of NO plays a role in neural injury in

several kinds of neurologic insults, which has promoted the development of

selective NOS inhibitors for the treatment of neurologic disorders.

NO SYNTHASE ISOFORMS

AND REGULATION OF NO GENERATION

Nitric oxide is formed by the enzymatic conversion of the guanidino nitrogen

of L-arginine by NO synthase (NOS). There are three NOS isoforms–neuronal
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NOS (nNOS; type I), inducible NOS (iNOS; type II), and endothelial NOS

(eNOS; type III) (4–6)—and all three isoforms are expressed in the central

nervous system (CNS). NO can also be generated nonenzymatically by the

direct reduction of nitrite to NO under acidic and highly reduced conditions

that may occur under ischemic conditions (7,8). nNOS and eNOS are cal-

cium/calmodulin-dependent and, under most conditions, are constitutively

expressed. However, recent studies indicate that both enzymes can be induced

under conditions of cell stress, injury, and differentiation (9). iNOS is cal-

cium independent and its expression is primarily regulated at the level of

transcription. Interestingly, in the absence of the substrate, L-arginine, NOS

is able to produce superoxide anion (O
2

•−
) and hydrogen peroxide (10,11). NOS

generation of O
2

•−
and NO in arginine-depleted cells can lead to peroxy-

nitrite-mediated cellular injury (12).

Because NO diffuses freely and cannot be stored, the only way to func-

tionally control NO levels is to regulate the level and activity of the NOS

enzymes. Previous studies have shown that the NO-synthesizing enzymes

have multiple regulatory sites, including a calmodulin binding site and phos-

phorylation recognition sequences. All NOS isoforms have been shown to

possess consensus phosphorylation sites. It appears likely that phosphory-

lation by protein kinase A (PKA), protein kinase C (PKC), cyclic GMP-depen-

dent protein kinase (PKG), and calcium/calmodulin protein kinase (CaMK)

decrease nNOS catalytic activity (13,14). The calcium/calmodulin-depen-

dent protein phosphatase, calcineurin, dephosphorylates nNOS to increase

its catalytic activity (15). This may be the mechanism by which the immuno-

suppressant and calcineurin inhibitor, FK506 (Tacrolimus), protects cultured

cortical neurons against glutamate neurotoxicity mediated by nNOS activa-

tion (15). Intracellular availability of various cofactors for NOS consider-

ably influences production (3). Recent studies identified a novel protein,

PIN, which interacts with nNOS to inhibit its activity (16). PIN is thought to

destabilize the nNOS dimer, a conformation necessary for activity. Control

of iNOS activity primarily occurs at the level of gene transcription under a

complex mechanisms of regulation (17,18). iNOS expression is induced in

response to cytokines, lipopolysaccharide (LPS), or other agents (17). In the

nervous system, NO derived from nNOS in glial cells negatively regulates iNOS

expression through inhibition of nuclear factor-kappa of B-cells (NF-κB).

The increase in nNOS levels under several physiologic and pathologic

conditions suggests that control of nNOS activity may be also regulated

through the transcription of the nNOS gene. To understand the mechanisms

of transcription we characterized the 5'-flanking regions of mouse nNOS

gene and identified multiple promoters that appear to control nNOS tran-
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scription in a temporal and tissue/region-specific manner (19). The putative

promoter sequences identified lack a typical TATA box and are rich in gua-

nine and cytosine. This is consistent with the presence of multiple transcrip-

tion initiation sites. Comparison of the mouse and human 5'-flanking regions

revealed 5 regions of high homology (>90%), implicating these regions as

important regulatory components of nNOS transcription. Promoter–reporter

gene constructs indicate that these promoters drive expression of the reporter

genes in mouse neuroblastoma, Neuro 2A, cells with varying degrees of

efficiency. We found that the major promoter for nNOS transcription is

contained within exon 2. Deletion and mutational analysis of the promoter–

reporter constructs indicate that basal and cAMP-stimulated nNOS tran-

scription is tightly regulated by two canonical CRE regulatory sequences

contained within exon 2 (Fig. 1). The importance of CRE-binding proteins

in nNOS transcription is supported by the examination of a series of CRE-

binding protein mutants. Through these studies, a member of the CRE-bind-

ing (CREB) protein family of transcription factors was found to be necessary

and sufficient to mediate basal and cAMP-dependent nNOS expression.

Thus, alternative splicing and multiple promoters are employed to regulate

the diversity of nNOS expression, and nNOS gene expression is regulated pri-

marily by a transcription mechanism depending on a CREB protein family

member (20).

After transcription, nNOS may also be regulated by changes in its intra-

cellular localization. Electron microscopic immunohistochemistry has local-

ized nNOS to the Golgi apparatus, endoplasmic reticulum, spines, dendritic

shafts, and axon terminals (21). The presence of a PSD-95/Discs-Large/ZO-1

(PDZ) domain in nNOS (22) and its role in the membrane association of

nNOS in skeletal muscle (23) may provide insight into the physiological

roles of nNOS. PDZ domain interactions may mediate binding of nNOS to

synaptic junctions through interactions with postsynaptic density-95 protein

(PSD-95) and PSD-93 (24). Skeletal-muscle membranes from patients with

Duschene muscular dystrophy that lack dystrophin also lack nNOS (23).

Fig. 1. Potential cis-regulatory elements in mouse nNOS exon 2 promoter.
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REACTION OF NO IN BIOLOGICAL SYSTEM

Nitric oxide markedly differs from traditional neuronal messenger mole-

cules in that NO is a highly reactive free radical with a short half-life (3–6 s).

Once produced, NO is either rapidly oxidized, reduced, or complexed to

various biomolecules. The fate of NO depends on the local microenviron-

ment in which it is generated. In addition to the free-radical form (NO
•
),

there are oxidized and reduced forms of NO: NO
+
 (nitrosonium ion) and

NO
−
 (nitroxide ion), respectively. The presence of these various states of

oxidation of NO may explain why NO has contrasting functions in some

situations (25). The free-radical form (NO
•
) is probably the primary form

produced by NOS under physiological conditions.

As defined first for its functional target, NO binds to the heme moiety of

guanylyl cyclase (GC) to evoke a conformational change that activates the

enzyme resulting in cGMP formation. NO activates another heme-contain-

ing enzyme, cyclooxygenase, to increases prostaglandin production (26).

NO also reacts with nonheme iron contained with iron sulfur clusters in

numerous enzymes. These reactions readily occur after macrophage activa-

tion. In contrast with the reversible reaction of NO with heme, the reaction

of NO with iron sulfur clusters results in the dissolution of the cluster (27).

Because the major enzymes within the oxidative respiratory chain in the

mitochondria contain iron sulfur clusters at their active sites, this interaction

is thought to be the primary mechanism by which NO may inhibit cellular

ATP production, resulting in cytotoxicity. In the presence of NO, cytosolic

aconitase functions as the iron-responsive element-binding protein; in its

absence, it functions as a cytosolic aconitase (28,29). NO disrupts aconitase

activity and exposes its RNA-binding site, permitting the iron-responsive

element-binding protein to bind to the iron-responsive element (30).

In biological systems, the most permissive interaction of NO is the reac-

tion with the O
2

•−
 to produce highly toxic radical, peroxynitrite (ONOO

−
).

This is such a potent oxidant that it seems to mediate most of NO neurotox-

icity. Peroxynitrite may further decompose to hydroxyl and nitrogen dioxide

radicals in physiological solution, which are also highly reactive and biolog-

ically destructive (31). The reaction of NO with O
2

•−
 to produce ONOO

−

is so rapid, at a speed more than three times faster than the catalytic decom-

position of O
2

•−
 by superoxide dismutase (SOD), that it influences the fate

of O
2

•−
, another virulent reactive oxygen species (ROS) (32). Peroxynitrite

can readily react with sulfhydryls and with zinc thiolate moieties, directly

nitrate and hydroxylate aromatic amino acid residues, and it can also oxi-

dize lipids, proteins, and DNA. Peroxynitrite, not NO, seems to oxidize iron

sulfur clusters (33).
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Nitrosylation appears to be a potentially important regulatory system through

which NO invokes its many physiological functions. Protein-associated tar-

gets of NO include heme, cysteine (Cys), and tyrosine (Tyr) residues. At phys-

iological pH, Cys residues are efficiently nitrosylated, and nitration of Tyr

occur at a much slower rate (34). In general, thiols are assumed to be one of

the major targets for NO. Nitrosothiols with biological relevance have been

isolated and characterized, including S-nitrosoglutathione and the nitro-

sothiol of serum albumin (35). Another potential physiological example of

nitrosylation occurs at the NMDA receptor. This may be one of the molecu-

lar mechanisms through which NO physiologically modulates glutamatergic

neurotransmission (25). However, other studies suggest that NO inhibits

N-methyl-D-aspartate (NMDA)-induced currents through an interaction with

cations rather than through the redox modulatory site of the NMDA receptor

channel (36). NO reacts with an active site of cysteine within glyceraldehyde-3-

phosphate dehydrogenase (GAPDH), resulting in the direct binding of NAD

to cysteine and inhibition of GAPDH catalytic activity and depression of

glycolysis (37,38). NO also reacts with cysteine residue of hemoglobin, form-

ing an S-nitrosyl hemoglobin (39). S-Nitrosyl hemoglobin is an alternative

source of NO during arterial–venous transit and appears to control blood

pressure, which may facilitate efficient oxygen delivery to tissues.

NO-MEDIATED NEURAL FUNCTION

Autonomic Nerve System

In the peripheral nervous system, NO functions as a neurotransmitter.

The most prominent evidence come from studies on the autonomic nerve

system, including the digestive system. nNOS is selectively localized in the

myenteric plexus and NOS inhibitors selectively block nonadrenergic- and

noncholinergic (NANC)-mediated relaxation of the gastrointestinal tract (2),

indicating that NO is the NANC neurotransmitter (40). This is further sup-

ported by studies using mice with targeted disruption of the nNOS gene

(41). These mice are normal in most respects despite their lack of NOS cata-

lytic activity in the brain and loss of NOS immunostaining in the central and

peripheral nervous systems. No morphological abnormalities were observed

in the brain or in most peripheral tissue at the gross and microscopic level.

However, these mice have the markedly enlarged stomachs and histological

examination reveals hypertrophy of the inner circular muscle layer. NO is

thought to mediate relaxation of the pyloric sphincter in response to a food

bolus. The distended stomach and hypertrophy of the inner circular muscle

layer seems to be a compensatory reaction against the dysfunction of the

pyloric sphincter to relax in response to a food bolus. The pathology resembles



156 Sasaki, Dawson, and Dawson

hypertrophic pyloric stenosis, in which the lack of NO may play a role be-

cause a recent study shows an absence of NADPH diaphorase staining

in the myenteric neurons in human male infants with pyloric stenosis (42).

Furthermore, the nNOS gene is a susceptibility locus for the infantile pylo-

ric stenosis (43). In the circular smooth muscle of gastric fundus, NO acts as

an inhibitory neurotransmitter that mediates the slow component of inhibi-

tory junction potentials (44).

Neuronal NOS is highly expressed within the nerves of the urogenital

system, including the pelvic plexus, the cavernosal nerve, and plexus. It is

also present in the adventitia of the deep cavernosal arteries and sinusoids in

the periphery of the corpus cavernosa. Both eNOS and nNOS may contrib-

ute to penile erections as mice lacking either isoform are capable of repro-

duction. nNOS knockout mice still have NO-dependent erections because

NOS inhibitors block penile erections in the nNOS knockout mice (45).

eNOS is expressed at high levels in the endothelium of the penile vasculature

and sinsusoidal endothelium within the corpora cavernosa (45). NO func-

tions as the NANC neurotransmitter that mediates penile erections because

penile erections elicited by electrical stimulation of the cavernous nerve are

blocked by low doses of NOS inhibitors in intact rats and NOS inhibitors

block NANC-stimulated relaxation of isolated cavernosal strips (46,47). nNOS

null mice also display hypertrophied urinary bladders and loss of neurally

mediated relaxation of urethral and bladder muscle, providing a model for

idiopathic voiding disorder in humans (48).

Nitric oxide may play a role in modulating behavior. Inhibition of NOS

attenuates alcohol consumption in alcohol-preferring rats and prevents the

acquisition of tolerance to the ataxic effects of alcohol (49). NO may be

involved in light phase shifts of circadian rhythm in that NOS inhibitors

block light-induced resetting of behavioral rhythms (50).

Aggressive Behavior

The most prominent feature of nNOS null mice is that male mice exhibit

inappropriate sexual behavior, mounting females indiscriminately regard-

less of whether the females are in estrus or not. Furthermore, when male

mice are housed together, they are markedly aggressive and do not respond

to appropriate submissive postures by wild-type males nor do they elicit sub-

missive postures in response to attack by another mouse (51). These behav-

iors may be a selective consequence of the loss of nNOS, because nNOS

null mice have no detectable abnormalities in brain structure and have nor-

mal synaptic plasticity in the hippocampus and cerebellum (52,53). Further-

more, plasma testosterone levels, which could account for both aggression
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and sexual behavior, do not differ between wild-type and nNOS null mice.

In newt, brain NOS activity increases transiently during the males’ court-

ship behavior, suggesting that a role for NO in reproductive behavior may

be conserved throughout vertebrate evolution (54). Because aggressive

behavior was virtually abolished in nNOS −/− mice by castration, abnormal

development of the neural circuitry regulating aggression (i.e., not requiring

testosterone) is unlikely to be responsible for the increased aggressive behav-

ior seen in the knockout mice. The lack of nNOS might cause some abnor-

malities in neuronal development that is undetectable in these studies,

resulting in aggressive behavior in adult animals. This possibility does not

seem likely, as only male, but not female mice have abnormalities in behav-

ior. Futhermore, selective nNOS inhibitors given to adult male mice causes

aggressive behavior (55).

Synaptic Plasticity

Long-term potentiation (LTP) in the hippocampus and long-term depres-

sion (LTD) in the cerebellum are two forms of synaptic plasticity and widely

accepted as models for studying the molecular basis of learning and memory.

Induction of LTP in the CA1 region of hippocampal slices usually requires

calcium influx through postsynaptic NMDA receptor channels. Enhance-

ment of glutamate release presynaptically is thought to be the primary mech-

anism of LTP. NO has been proposed as a candidate for the retrograde

messenger from the postsynaptic neuron to the presynaptic neuron. This

notion is support by several findings. In hippocampal neurons, NO produces

an increase in the frequency of spontaneous miniature excitatory postsynap-

tic potentials. Direct application of NO to CA1 neurons mimics LTP. Fur-

thermore, NOS inhibitors including hemoglobin block the establishment of

LTP (56–58). Intracellular application of a NO scavenger or an ultraviolet

(UV)-sensitive NO donor also reinforced the role of NO as the retrograde

messenger by blocking or enhancing LTP, respectively (59). Similar evi-

dence exists for a role of NO in LTD (60). Several studies suggests that

cGMP, to which most of the function of NO are attributed, is an important

intracellular messenger that is required for the establishment of LTP or LTD

(61,62). Hippocampal CA1 neuron express nNOS at negligible levels, but

these neurons express significant levels of eNOS (63). eNOS plays a pri-

mary role in NO-mediated LTP in wild-type mice, as adenovirus-mediated

disruption of eNOS activity in wild-type hippocampal slices eliminates NO-

dependent LTP (64). In spite of these findings, LTP in nNOS null or eNOS

null mice appears to be intact. Interestingly LTP in nNOS −/− or eNOS −/−
mice was further blocked by NOS inhibition (53,65). To clarify the role of
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NO in LTP, Kandel and colleagues recently generated double-knockout mice

lacking both nNOS and eNOS gene. They found that hippocampal LTP in

the stratum radiatum of CA1, which contains high levels of eNOS, was

markedly reduced (65). However, in the stratum oriens of hippocampal CA1,

which contains low levels of eNOS, LTP was intact. Thus, there is both NO-

dependent and NO-independent LTP.

Neurotransmitter Release

Findings that NOS inhibitors block NMDA receptor-mediated neuro-

transmitter release from the cerebral cortex or striatal synaptosomes suggest

that NO plays a role in regulation of NMDA receptor-mediated neurotrans-

mitter release (66,67). NO is involved in the glutamate- or norepinephrine-

stimulated and GABA-inhibited release of the hypothalamic luteinizing

hormone-releasing hormone (LHRH) (68). In synaptosomes, neurotransmit-

ter release evoked by stimulation of NMDA receptors is blocked by NOS

inhibitors, whereas release by potassium depolarization is unaffected. Pre-

sumably, potassium depolarizes all terminals so that the effects of NO are

diminished as a result of the limited population of NOS-containing terminals.

Nitric oxide may act on both calcium-sensitive and calcium-insensitive

pools of synaptic vesicles (69). NO influences neurotransmitter release by

activating the cGMP–PKG pathway, resulting in augmention of the phos-

phorylation of synaptic vesicle proteins, or it may occur through activation

of cyclic GMP-dependent cation channels (70). Recent studies indicate that

NO may facilitate vesicle docking events by promoting VAMP/SNAP-25–

syntaxin 1a complex formation and by inhibiting binding of n-sec1 to syntaxin

1a (71). This effect of NO may be mediated by nitrosylation of sulfhydryl

groups of protein(s) involved.

Differentiation and Morphogenesis

Nitric oxide may play a key role in nervous system morphogenesis and

synaptic plasticity. nNOS is transiently expressed in the cerebral cortical

plate neurons from embryonic days E15–E19 of rats (72). At this stage, cor-

tical neuroblasts exit from the final cell-division cycle to start differentia-

tion toward mature neurons. This intense labeling of the cortical plate neurons

and their processes decreases rapidly and vanishes by the 15th postnatal

day. Embryonic sensory ganglia are also nNOS positive and this decreases

to less than 1% of the cells at birth. Thus, the transient expression of NOS

may be a reflection of physiological processes that are important for neu-

ronal development. This notion is consistent with observations in PC12 cells.

Nerve growth factor (NGF) triggers the differentiation of PC12 cells, which
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is accompanied by the marked induction of nNOS (66,73). During neuronal

differentiation, NO may trigger a switch to growth arrest during differentia-

tion of neuronal cells; thus, NOS serves as a growth-arrest gene initiating the

switch to cytostasis during differentiation. This is further supported by the

finding that in Drosophila, NOS is highly expressed in developing imaginal

disk. Inhibition of NOS at the stage of larvae causes organ hypertrophy, and

ectopic NOS expression in larvae has the opposite effects (74).

Maturation of adult spinal cord motor neurons may involve NO (75). NO

may also play a role in the development of proper patterns of connections in

the retinotectal system, as NOS expression peaks at the time when refine-

ment of the initial pattern of connections is occurring (76). Neurons of the

developing olfactory epithelium during migration and the establishment of

primary synapses in the olfactory bulb of rats express nNOS during embry-

onic development (77). Olfactory nNOS expression rapidly declines after

birth and is undetectable by postnatal day 7. These obsevations reinforce the

notion that nNOS induction is a manifestation of cellular processes essential

for neuronal cell differentiation. In addition, nNOS expression is rapidly

induced in regenerating olfactory receptor neurons after bulbectomy and is

particularly enriched in their outgrowing axons. Thus, NO may play a role

in activity-dependent establishment of connections in both developing and

regenerating olfactory neurons.

Ras–MAPK Pathway

The Ras–mitogen-activated protein kinase (MAPK) pathway is widely

accepted as a major intracellular signaling cascade that induces long-term

changes in gene expression. How NO can influence neuronal development

is unknown, but one intriguing hypothesis has come from the finding that NO

activates this important pathway (78,79). Stimulation of NMDA receptors in

cultured cortical neurons activates the Ras–ERK pathway via calcium-depen-

dent activation of nNOS and NO generation (79). NMDA-stimulated phos-

phorylation of CREB, a downstream effector of ERK, is also NO dependent

(79). Stimulation of the NMDA receptor directly activates Ras through acti-

vation of nNOS and NO formation. NMDA-induced Ras activation is an

nNOS-dependent process because the NOS inhibitor, L-NAME, blocked Ras

activation, which was reversed by an excess substrate, L-Arg. Furthermore,

even though Ras is functionally intact in nNOS −/− mice, Ras failed to be

activated by NMDA stimulation in the primary cortical cultures derived from

nNOS −/− mice. Because NMDA-induced calcium currents occurs at the

same degree from primary cultures of wild-type mice and nNOS −/− mice,

alterations in intracellular calcium signaling are not responsible for the
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differences in Ras activation. Most of NO’s physiologic effects in the ner-

vous system are attributable to activation of GC and increases in intracellu-

lar cGMP levels. However, the potent and selective GC inhibitor, ODQ, and the

cell permeable cGMP analog, 8Br-cGMP, have no effect on Ras activation.

Multiple pathways including Src, Ras–GRF, and PYK have been shown

to activate Ras in a calcium-dependent manner in several cell lines; how-

ever, in neurons, NMDA stimulation directly activates Ras through NO. Ras

appears to have a modulatory site highly sensitive to the cellular redox state.

Ras has a critical cysteine at Cys-118, which fits with the consensus sequence

for a redox modulation site sensitive to NO (80). Site-directed mutagenesis

of Cys-118 to Ser-118 eliminates NO’s ability to activate Ras, but this mutant

Ras retains the ability to be stimulated by growth factors (81). Thus, NO

appears to directly activate Ras by redox modulation of Cys-118 following

NMDA receptor stimulation.

The finding that NMDA stimulation activates Ras through NO is sig-

nificant in that this may explain the mechanism of prior observations that

NMDA receptor stimulation results in the tyrosine phosphorylation of Erk.

This phosphorylation was shown to occur through changes in cytoplasmic

calcium, but the molecular mechanisms of these events have been poorly

understood (82). We recently showed the blockade of NMDA-mediated

Erk phosphorylation by the NOS inhibitor, L-NAME, and the reversal by an

excess substrate, L-Arg, as well as the failure of NMDA to induce tyrosine

phosphorylation of Erk in nNOS −/− neuronal cultures. Because the Ras–

ERK kinase pathway is widely accepted as one of the major pathways of

neuronal activity-dependent long-term changes in nervous system through

gene expression (82), our findings give rise to the possibility that NO may

be a key mediator linking activity to gene expression and long-term plastic-

ity. NO donors activate all three types of MAPK (ERK, JNK/SAPK, p38

MAPK) with different extent and time-courses in T-cell leukemic cell lines

(78). ERK and JNK/p38 MAPK pathways are implicated in neuronal sur-

vival and death, respectively. Because the MAPK signaling pathway plays a

central role in growth factor response (ERK) or stress response (JNK, p38

MAPK) in the nervous system, NO–MAPK signaling may underlie NO’s

role in neuronal survival, differentiation, and apoptotic cell death during

development (Fig. 2).

NO IN NEUROLOGICAL DISORDERS

When deregulated generation of NO reaches an excess level, it induces

a neurotoxic cascade (83). Overactivation of NMDA receptors by excess

glutamate mediates cell death in focal cerebral ischemia (84). Involvement
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of NO in glutamate neurotoxicity was first demonstrated in in vitro experi-

ments using primary cortical cultures (85). NMDA applied only for a short

(5 min) period of time is able to elicit cell death in cortical cultures assessed

24 h later. This type of neuronal cell death has been called delayed neuro-

toxicity, in which irreversible processes are set in motion by the 5-min applica-

tion of NMDA (86). This type of neuronal cell death is exquisitely dependent

on calcium. Furthermore, calcium influx via NMDA receptors elicits more

potent toxicity than other modes of calcium entry. This type of toxicity

involves NO, as treatment with NOS inhibitors, removal of L-arginine, or

reduced hemoglobin which scavenges NO, blocks this form of toxicity (85).

The nNOS null mice provide further evidence of the role of NO in NMDA

neurotoxicity. These mice are relatively resistant to NMDA neurotoxicity as

well as combined oxygen and glucose deprivation (87). Furthermore, recent

studies indicate that the conditions under which neurons are cultured can

profoundly influence the expression level of nNOS and subsequent involve-

ment of NO in excitotoxicity (88). The expression of nNOS in primary cultures

at levels equivalent to in vivo expression (1–2% of the neuronal population)

is critical for the assessment of NO-mediated neurotoxicity. In primary cul-

tures, the expression of nNOS is dependent on both the method of culture

Fig. 2. Schematic diagram showing the role of NO in coupling NMDA receptor-

mediated and voltage-sensitive calcium influx to Ras and downstream effectors.

MAPK: mitogen-activated protein kinase. [Reproduced with permission from

Dawson, T. M., Gonzalez-Zulueta, M., Kusel, J., and Dawson, V. L. (1998) Nitric

oxide: diverse actions in the central and peripheral nervous systems. Neuroscientist

4, 96–112.]
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and the age of the cultures (88,89). Neurotrophins, despite their general role

in attenuating excitotoxic neuronal injury, were recently shown to increase

the number of nNOS neurons in cortical culture grown on glial feeder layers

and render neurons more sensitive to NMDA (88). This finding is consistent

with a previous report by Choi and colleagues on the enhancement of excito-

toxic neuronal injury by neurotrophins under certain conditions (90). How-

ever, when neurons are grown on a polyornithine matrix, neurotrophins

failed to enhance the expression of nNOS and are neuroprotective, consis-

tent with the neuroprotective role of neurotrophins in neurotoxicity studies

in intact animals. Glutamate neurotoxicity also contributes in some degree

to the pathogenesis of neurodegenerative diseases such as Huntington’s dis-

ease and Alzheimer’s disease (91), implicating NO in these disorders.

Neuronal NOS neurons have garnered much attention from a neuro-

pathological point of view because they are identical to NADPH diaphorase

positive neurons. They have been shown to be resistant to a variety of neuro-

degenerating conditions, including NMDA neurotoxicity, Huntington’s dis-

ease, Alzheimer’s disease, and vascular stroke (92–94). These observations

give rise to the possibility that nNOS neurons might have protective factors

that enable them to tolerate the toxic effects of NO. To clarify this enigmatic

phenomenon, we established a NO-resistant PC12 cell line. Using sequen-

tial analysis of gene expression (SAGE), we determined that manganese

SOD (MnSOD) is one of the neuroprotective factors against NO-induced

neurotoxicity. nNOS neurons in the cortex are enriched in MnSOD and this

enzyme may prevent the local formation of toxic peroxynitrite, rendering

nNOS neurons resistant to NO’s toxic actions (95). Overexpression of MnSOD

by recombinant adenovirus in cultured cortical neurons markedly increased

resistance to NMDA-mediated cell death (95). Furthermore, application of

antisense MnSOD oligos to knock-down MnSOD expression makes nNOS

neurons more susceptible to NO and NMDA toxicity (Fig. 3).

Nitric oxide presumably kills neurons via peroxynitrite (ONOO
−
) (96).

In vitro experiments indicate that NMDA-mediated neurotoxicity occurs

through ONOO
−
. In high doses, exposure to ONOO

− results in necrosis, on

the other hand, in low doses it elicits apoptosis (97). Peroxynitrite causes lipid

peroxidation that changes the fluidity of membranes and impairs a variety

of intramitochondrial and extramitochondrial membrane transport systems,

including ATPase, glucose transporters, and mitochondrial ion transport

systems (98).

In brain ischemia, deregulated release of glutamate overstimulates NMDA

receptors. This is thought to be the primary mechanism that leads to the

delayed neuronal cell death after the onset of ischemia (86). NO produced
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excessively through the NMDA receptor overstimulation mediates the neu-

ronal cell death because selective nNOS inhibitors block ischemic damage

following middle cerebral artery (MCA) ligation in several animal models

(99). This notion is further supported by the studies employing nNOS null

mice. These mice have reduced infarct volumes compared to age-matched

wild-type controls following permanent MCA occlusion (100). Inhibition of

eNOS may account for the deleterious effects of nonselective NOS inhibi-

tors. MCA occlusion of eNOS null mice leads to larger infarcts than in wild-

type mice (101). This observation is associated with a reduction in cerebral

blood flow in the ischemic penumbra region. The selective nNOS inhibitor

7-NI, which has a minimal effect on cerebral blood flow, is neuroprotective

in animal models of focal ischemia (102). Furthermore, when the nNOS

null mice are treated with the nonselective NOS inhibitor nitro-L-arginine

methyl-ester, there are adverse effects on cerebral blood flow and stroke

volume is increased. Conversely, when eNOS null mice are treated with NOS

Fig. 3. Schematic diagram of the postulated mechanism of nNOS neuron sur-

vival. NO is formed on sustained glutamate stimulation of NMDA receptors. nNOS

neurons function as “killer neurons” and are enriched in MnSOD, which allows

them to effectively scavenge NMDA-induced mitochondrial production of O
2

•−
.

NO freely diffuses to the adjacent target neuron, where it combines with the O
2

•− 
to

form the peroxynitrite anion (ONOO
−
), which is an extremely potent oxidant, set-

ting in motion cell death programs. CAT: catalase; GPx: gluthathione peroxidase.

[Reproduced with permission from Dawson, T. M., Gonzalez-Zulueta, M., Kusel,

J., and Dawson, V. L. (1998) Nitric oxide: diverse actions in the central and periph-

eral nervous systems. Neuroscientist 4, 96–112.]
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inhibitors during MCA occlusion, infarct volume is reduced (100). Thus,

neuronally derived NO plays an important role in mediating neuronal cell

death, and endothelial-derived NO plays an important protective role by

regulating and maintaining proper cerebral blood flow (101–103). In the late

stage of cerebral ischemia (approx 6 h), postischemic inflammation induces

iNOS expression and sustained generation of large amounts of NO leads to

additional delayed neural injury (104). Supporting this idea is the observa-

tion that iNOS null mice have smaller infarcts after cerebral ischemia (105).

Nitric oxide may mediate other forms of neurotoxicity. NOS inhibitors

protect against CNS oxygen toxicity (106). Selective nNOS inhibitors pro-

tect against the dopaminergic neurotoxin (MPTP), which is a model of Park-

inson’s disease (107,108). Further evidence of a role for neuronally derived

NO in Parkinson’s disease is the recent observation that mice lacking the

nNOS gene (109) and 7-nitroindazole-treated baboon (110) are markedly

resistant to MPTP neurotoxicity.

Nitric oxide may also play a role in the pathogenesis of AIDS dementia.

NO derived from both neuronal and inducible NOS may contribute to AIDS

dementia. The HIV coat protein, gp120, causes cell death in primary corti-

cal cultures, in part, via the activation of nNOS (111). Additionally, the coat

proteins gp160, gp120, and gp41 induce iNOS in microglial and astrocyte

cultures (112). The role of iNOS in AIDS dementia has been established by

recent studies that show that iNOS is markedly induced in the brains of

patients suffering from severe AIDS dementia (113).

Of the multiple mechanisms of the toxic effects of NO or peroxynitrite

(ONOO
−
), the best established candidate for the target of NO and peroxy-

nitrite is a nuclear enzyme, poly(ADP-ribose) polymerase [PARP; also called

poly(ADP-ribose) synthetase or NAD
+
 protein(ADP-ribosyl)transferase]. PARP

is highly enriched in the nucleus and is involved in the DNA repair process.

PARP senses DNA damage, including DNA nicks that are generated from

oxidization by radicals like NO. Once activated, it adds up to several hun-

dreds of ADP-ribose units to nuclear proteins such as histone and PARP

itself (114). The physiologic significance of ADP-ribosylation still remains

unknown, but during the process of ADP-ribose attachment, 1 mol of NAD

is consumed and four free-energy equivalents of ATP are consumed to regen-

erate NAD. Thus, activation of PARP can rapidly deplete cellular energy

stores and lead to cell death. PARP inhibitors have been shown to be neuro-

protective against NO-induced neurotoxicity in several model systems,

including cortical cell cultures (114), cerebellar granule cell cultures (32),

and hippocampal slices (115). Targeted disruption of the PARP gene pro-

vided compelling evidence for involvement of PARP in NO-mediated toxicity

(116). Islet cells of mutant mice lacking PARP do not show DNA damage-



NO Signaling Pathway in the Brain 165

induced NAD depletion and are more resistant to NO toxicity. Furthermore,

PARP null mice are dramatically resistant to focal cerebral ischemia, and

cortical cultures from PARP null mice are completely resistant to the NMDA

toxicity and oxygen glucose depreviation (117) (Fig. 4).

Another potentially important target of NO-mediated neurotoxicity is

mitochondrial respiration. NO binds to mitochondrial complex I and II and

cis-aconitase, leading to inhibition of oxidative phosphorylation and gly-

colysis. NO also reversibly inhibits mitochondrial respiration by competing with

oxygen at cytochrome oxidase (118) presumably by nitrosylation of tyro-

sine (119). Inactivation of MnSOD by peroxynitrite (ONOO
−
) would lead to

more O
2

•−
 generation, therefore more peroxynitrite formation. Mitochon-

Fig. 4. Acting via NMDA receptors, glutamate triggers an influx of CA
2+

 which

induces the production of NO from nNOS neurons. Mitochondrial activation results

in an increase in superoxide anion (O
2

⋅−
)
 
production. NO is a diffusible molecule

that combines with superoxide to form peroxynitrite (OONO
− 

). Peroxynitrite dam-

ages mitochondrial enzymes, decreasing mitochondrial respiration and the produc-

tion of ATP, and peroxynitrite damages MnSOD, further increasing the production

of superoxide anion. Peroxynitrite has limited diffusion across membranes and can

leave the mitochondria and enter the nucleus, where it damages DNA. Nicks and

fragments of DNA activate PARP. Massive activation of PARP leads to ADP-ribo-

sylation and depletion of NAD. ATP is depleted in an effort to resynthesize NAD.

In the setting of impaired energy generation resulting from mitochondrial dysfunc-

tion, this loss of NAD and ATP leads to cell death.
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drial respiratory decline would result in more free-radical formation and mem-

brane depolarization as a result of the failure of Na
+
, K

+
-ATPase. Glutamate

receptor channels and voltage-dependent sodium channels also contribute

to membrane depolarization and further glutamate release (120). This would

promote more calcium influx through the NMDA receptor and sustained

elevation of intracellular calcium and NOS activation, which could lead to a

self-propagating destructive cycle that involves mitochondrial dysfunction,

increases in O
2

•−
 and peroxynitrite, ultimately leading to disturbance of cel-

lular redox state and depletion of energy stores.

CONCLUSION

Nitric oxide has revolutionized our conceptions about neurotransmitters.

Since its discovery as EDRF, its role in physiologic and pathologic pro-

cesses are becoming more diverse and widespread. Understanding the molec-

ular mechanisms that control NO’s disposition, and production can lead to a

better understanding of physiologic processes as well as novel therapeutics for

pathologic conditions.
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INTRODUCTION

Apoptosis is a fundamental biological process that occurs during devel-

opment and continues throughout life, serving to eliminate excess or injured

cells. Whereas controlled apoptosis is of absolute necessity and benefit to

an organism, aberrant regulation of this process is involved in a variety of

diseases. In particular, recent evidence suggests that apoptosis may be reini-

tiated pathologically during aging by a variety of stimuli, causing the loss of

a significant number of neurons and leading to dementia.

Neurons are particularly vulnerable to a variety of apoptotic inducers that

can operate through several distinct apoptotic pathways based on the nature

of the particular inducer and specific neuron type. The goal of this chapter is

to describe what we know about the molecular pathways regulating neu-

ronal apoptosis with respect to the uniqueness of neurons as nondividing

cells with long processes. We also evaluate the hypothesis that apoptosis is

a mechanism that contributes to neuronal death in Alzheimer’s disease (AD)

and discuss various findings in AD brain in relationship to molecular apop-

totic mechanisms. As nondividing cells, neurons appear to have a set of

strategies that may initiate “checkpoints” to allow for possible damage repair

and promote survival. This “apoptosis checkpoint cascade” is evident in the

Alzheimer’s disease (AD) brain and involves the parallel induction of a series of

antiapoptotic factors and repair proteins. We will discuss the possibility that

distinct apoptotic pathways and an apoptosis checkpoint cascade might help

to explain the evolution of neuropathology in AD brain (i.e., neurofibrillary

tangle formation).

Carl W. Cotman,

Haoyu Qian, and Aileen J. Anderson
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Neurons are unusual as cells, in that they extend processes over long dis-

tances. As a result, neuronal processes may encounter local apoptotic inducers

and microenvironments that may place the cell at risk. Neurons may be able

to control damaged processes by activating local “neuritic apoptosis”, a

mechanism that appears to involve caspase activation and other features

common to apoptosis. Recent studies in cell culture in parallel with those in

postmortem AD brain are beginning to define the characteristics of neuronal

apoptosis and the nature of the molecular effector pathways activated. This

strategy is essential for developing new therapeutics and refining existing ones.

INDUCERS OF APOPTOSIS EXIST IN THE AD BRAIN

Apoptosis can be induced in most neurons by a variety of stimuli, a num-

ber of which appear to accumulate in the aging and AD brain. In the aging

and AD brain, the β-amyloid protein (Aβ), a 40–42 amino acid peptide,

accumulates in the extracellular space as small deposits and senile plaques.

Based on the observation that neurites surrounding Aβ deposits show both

sprouting and degenerative responses, we proposed that this peptide is not

metabolically inert, but rather possesses biological activity. Our findings

established two key principles: that Aβ induces neurotoxicity in a confor-

mation-specific manner and that apoptotic mechanisms underlie this toxic-

ity (1,2); these observations have since been confirmed by many others.

Interestingly, prior to causing cell death, Aβ also induces the formation of

dystrophic-like neurite morphology in cultured neurons (3,4). Oxidative insult

readily initiates apoptosis (5), which is known to occur in the aging and AD

brain (6). Similarly, reductions in glucose metabolism have been suggested

to contribute to neurodegeneration in AD (7). Furthermore, excitotoxic dam-

age can, under some conditions, initiate apoptosis, and many investigators

have suggested that excitotoxic damage contributes to neurodegenerative

diseases, including AD (9). Recent studies have also shown that glutamate

transport proteins may be greatly reduced in the AD brain (10,11), which

could exacerbate excitotoxic mechanisms. The profile of initiating factors

strongly suggests that in the course of aging and age-related neurodegen-

erative disease, neurons are increasingly subjected to apoptotic inducers. In

some cases, these factors could act synergistically. For example, neuronal

apoptosis can be significantly potentiated by the addition of subthreshold

doses of Aβ and either excitotoxic or oxidative insult or hypoglycemia (8,

12–14). Finally, mitochondrial damage may contribute to apoptosis as an

intracellular effector. Mitochondria are a major source of free radicals and the

release of cytochrome-c is a potent inducer of caspase activation. Indeed,
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this organelle may be a prime target of aging-related insults in AD brain and

thus a contributor to the apoptosis ascade.

Clearly, ample potential for apoptotic injury can be anticipated in the AD

brain. In addition to the risk factors discussed, genetic risk factors associ-

ated with AD may increase neuronal risk for apoptosis.

EVIDENCE FOR APOPTOSIS IN SPORADIC AD

It is now well established that there is dramatic neuronal loss during the

course of AD. A key question that has emerged in the last several years is

whether the mechanism for that loss is apoptotic, necrotic, or proceeds by an

entirely alternative set of pathways, virtually unique to neurons.

Apoptosis is generally defined on the basis of strict morphological criteria;

the basic features include cell shrinkage, membrane blebbing, chromatin

condensation, and nuclear fragmentation. Additionally, the cleavage of DNA

into oligonucleosome-length fragments detectable by gel electrophoresis

occurs in many, but not all models of apoptosis (15–18). The process of DNA

degradation produces a series of oligonucleosome-length DNA fragments

that have newly generated 3'-OH ends. These strand breaks can be labeled

by methods such as terminal transferase-mediated dUTP nick-end labeling

(TUNEL). We have recently reported that cells in the AD brain exhibit label-

ing for DNA-strand breaks using TUNEL, and that many TUNEL-labeled cells

exhibit an apoptoticlike morphological distribution of DNA strand breaks,

including granulated and marginated patterns of intense TUNEL labeling,

shrunken, irregular cellular shape, and the presence of apoptoticlike bodies

consistent with apoptosis (19,20). We observe low levels of TUNEL label-

ing in control cases, but frequent TUNEL-positive nuclei in brain tissue

from AD cases. Significantly, we also observe numerous examples of cells

with similar morphologies in both rapid autopsy samples and in tissue from

cases in which AD pathology has not yet progressed sufficiently to meet

the Consortium to Establish a Registry for Alzheimer Disease (CERAD)

criteria for AD (19,21). Consistent with our results, several investigators

have reported similar findings in AD (22–24).

Altered expression levels of several proteins in AD brain further impli-

cates apoptosis as a mechanism in neurodegeneration. For example, the

immediate early gene c-Jun is selectively induced in cultured neurons under-

going Aβ-amyloid-mediated apoptosis; additionally, immunoreactivity for

c-Jun is elevated in AD and is colocalized with TUNEL-positive neurons

(19). Other proteins that have been shown to be pro-apoptotic in cultured

neurons such as p53, Fas, and Bax all have been found to have an increased

level of expression in AD brain in association with pathology (25,26).
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The transduction of apoptotic signals and the orchestration of apoptosis

requires the coordinated action of several caspases, aspartate-specific cys-

teine proteases of which 13+ homologs have been identified to date. In addi-

tion to the presence of elevated pro-apoptotic markers, AD brain also exhibits

evidence for caspase cleavage products. It is known from cell-culture exper-

iments that actin is one of the targets of caspases. If apoptosis occurs in the

AD brain, then caspase-dependent actin breakdown products may be gener-

ated and be detectable. As predicted, neurons in the AD brain stain for

caspase cleavage products of actin (27). As our molecular tool base expands,

it will be feasible to determine in more detail the nature of the caspase activa-

tion patterns in the AD brain. These will provide great insight into the molec-

ular pathways in the apoptotic cascade. It is predicted that this approach is a

productive and major growth area for the future.

CASPASE ACTIVATION AND DISTINCT

PATHWAYS IN APOPTOTIC CELL DEATH

Based on structural similarities, caspases can be classified into three sub-

families: the caspase 1 (ICE) subfamily, the caspase 2 (Nedd-2/Ich-1) subfam-

ily, and the caspase 3 (CPP32/Yama/apopain) subfamily All caspases are

expressed in normal cells in an enzymatically inactive form (pro-caspase) and

are activated when cleaved after aspartate residues in conserved processing

sites C-terminal to the catalytic cysteine residue. A principle in the field is

that these proteases operate in cascades with various specific activators and

functions in the death program. Examination of the caspase family and in-

teractions between these and other cell death effector or inhibitor proteins,

such as the Bcl-2 family of cell-death-associated proteins, has led to a clearer

understanding of the molecular pathways governing apoptosis.

Staurosporine (STS) and activation of the Fas/Apo-1 receptor are examples

of inducers of apoptosis that depend on caspase proteases. Current research

on these two prototypical apoptotic stimuli suggest that at least two diver-

gent pathways of apoptosis can be identified in a variety of cells. For exam-

ple, the cowpox virus protein CrmA is known to block caspase 8 activity.

Caspases 8 and 9 are upstream proteases that first receive apoptotic signals,

then activate multiple other downstream effector caspases, including caspase

3, 6, and 7, as well as interact with each other to generate protease amplifi-

cation cycles (28). CrmA inhibits Fas/Apo-1, tumor necrosis factor (TNF),

and growth factor withdrawal-induced apoptosis (29,30), as well as loss of

substrate attachment-mediated apoptosis (anoikis) (31); however, CrmA does

not inhibit apoptosis induced by staurosporine or DNA-damaging agents

(32,33). These data suggest the caspase 8 activation is selectively involved
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in some apoptotic cell death pathways but not others. Thus, it appears that, as

illustrated in Fig. 1, there are at least two caspase-driven pathways of apop-

tosis that are stimulus-specific and show differential sensitivities to inhibi-

tion by CrmA and the Bcl-2 family.

We have recently examined these selective pathways in neuronal cell

lines. Using stable transfectants of PC12 cells, we have demonstrated the

existence of apoptotic pathways activated by concanavalin A and stauro-

sporine, which are selectively blocked by CrmA and Bcl-2, respectively (34).

Importantly, CrmA-expressing cells were resistant to apoptosis induced by Aβ.

Furthermore, gene transfer of CrmA into primary cultures of hippocampal

neurons also conferred resistance to Aβ toxicity, but not to toxicity induced

by STS (Fig. 1). These results suggest that similar apoptotic pathways exist

in neurons and indicate that apoptosis induced by Aβ is likely to involve

cross-linking of cell-surface receptors and activation of caspase 8.

Alternative downstream pathways may also operate and drive apoptosis,

depending on the nature of the stimulus and the cell type. It is increasingly

clear that cells can use many pathways in downstream cascades to accom-

plish and regulate apoptosis. Regulation of this process in different cell types

may be as specialized as the process of differentiation. Thus, for example,

apoptosis of PC12 cells or sympathetic neurons induced by trophic factor

withdrawal requires caspase 2 activation but not caspase 1 or 3 activity.

Even though the induction of caspase-3-like activity was observed in this

paradigm, it is neither sufficient nor necessary for cell death. On the other

hand, apoptosis initiated by superoxide dismutase (SOD1) downregulation

is mediated by caspase 1 activity (35,36). In other studies, caspase 3 seems to

be the preferential executioner of Fas-mediated apoptosis in vivo. Whereas

wild-type and caspase 1 (−/−) hepatocytes show typical apoptotic features

such as cytoplasmic blebbing and nuclear fragmentation within 6 h under

the presence of FasL, caspase 3 (−/−) cells do not exhibit the morphological

features of apoptosis, and DNA fragmentation in these cells was signifi-

cantly delayed (37). Caspase 3 has also been reported to be the central player

in ceramide-mediated apoptosis of AK-5 tumor cells (38). Taken together,

these results suggest that distinct apoptotic pathways can be initiated in a

stimulus-specific manner and that different cell types may regulate apoptosis

differently. However, in many cases, crosstalk across multiple pathways in

a single cell type is likely.

Despite differences in the pathways of apoptosis induction, the end prod-

ucts of apoptotic caspase activity appear to be invariant. In particular, the

generation of active caspase fragments from their pro-caspase isoforms, cleav-

age of various targets of activated caspases (e.g., actin and fodrin, which
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generate specific breakdown products), and disruption of lipid membrane

symmetry and phosphatidylserine exposure (39,40) appear to be important

and reproducible events. These markers can, in turn, be used to make pre-

dictions and test hypotheses regarding the induction of specific and differ-

entiable apoptotic protease cascades. Importantly, these markers represent a

series of interconnected events in cellular apoptotic pathways.

BCL-2 FAMILY PROTEINS AND APOPTOSIS

As we have discussed, caspases are the effectors of cellular apoptosis,

however, additional apoptotic regulatory families have been identified. Of

these, the Bcl-2 family is the largest and perhaps best described. Over-

expression of Bcl-2 protects a wide variety of cell types from apoptosis trig-

gered by a variety of different stimuli, such as factor deprivation, irradiation,

oxidative stress, or viral infection. Importantly, Bcl-2 is a member of a family

of structurally related genes, including Bcl-2, Bcl-xL, Bcl-w, and Mcl-1, which

inhibit apoptosis, and Bax, Bik, Bad, Bid, Bak, and Bcl-xs, which promote

apoptosis.

Bcl-2 proteins can form homodimers or heterodimers with other family

members, with one monomer antagonizing or enhancing the function of the

other. Thus, the ratio of inhibitors versus activators may determine the like-

lihood of a cell to execute apoptosis (41). For example, dimerization of the

apoptosis-inducing members Bad or Bax with either Bcl-2 or Bcl-xL lowers

the ability of these latter members to promote survival (42,43). One mecha-

nism by which the Bcl-2 family members can modulate dimerization is

through phosphorylation. For example, one pro-apoptotic member of the

family, Bad, can be phosphorylated by Akt, a kinase that can be activated by

growth factors. Phosphorylated Bad loses its ability to heteromerize with

Bcl-xL, thus permitting Bcl-xL to exert its survival-promoting effect even

in the presence of Bax (44). There are many hypothesis regarding exactly

how Bcl-2 family homodimers and heterodimers act to regulate cell death.

They include inhibition of antioxidant pathways, regulation of calcium homeo-

stasis, participation in protein transport across membrane, interaction with

signaling molecules such as Ras and Raf, and interaction with the mitochon-

dria to regulate the release of cytochrome-c (45).

The expression of Bcl-2 family members is correlated with neuronal via-

bility. In sympathetic neurons, Bcl-2 expression decreases upon NGF depri-

vation; conversely, overexpression of Bcl-2 protects these neurons against

NGF-deprivation-induced apoptosis (46). Also, Bax mRNA and protein expres-

sions increase in vulnerable regions of the brain after injury, implying a role

for Bax in injury-induced neuronal generation in the brain (47). Thus,
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proteins of the Bcl-2 family are critical regulators in the execution of cell

death mechanisms.

In the AD brain, Bcl-2 might be expected to be downregulated and thus

contribute to neurodegeneration. On the contrary, most neurons with DNA

damage show an upregulation of Bcl-2. It is not uncommon to find cases

where there is a strong colocalization of Bcl-2 expression with DNA damage

in nearly all neurons in the field (48). The situation with Bax is less clear-

cut. In general there is an upregulation of Bax in the AD brain, but the pat-

tern appears more variable. For example, some neurons with DNA damage

show higher levels relative to surrounding nondamaged neurons, whereas

others with DNA damage show lower levels (26). The ratio of Bcl-2/Bax is

probably a key determinate of cellular fate and may vary over time, depend-

ing on the success of the cell in repairing injuries.

CELL DIVISION CYCLE AND APOPTOSIS

Although the regulatory pathways of apoptosis discussed earlier are begin-

ning to be elucidated, there are additional cellular pathways that influence

cell survival and cell death via apoptosis. In particular, cell-cycle entry is

known to be a critical point for the initiation of apoptosis. This mechanism

exists as a part of a series of damage checkpoints in dividing cells. Interest-

ingly, recent data have suggested that some cell-cycle proteins may be regu-

lated by apoptosis regulatory proteins including Bax and Bcl-2 (49).

The cell cycle (Fig. 2) is generally divided into four phases: the S phase

associated with DNA replication, the M phase associated with mitosis,

and two gap phase—G1 and G2—separating the S and M phases. Each phase

of the cell cycle is associated with the expression of specific proteins. In

particular, cyclins and cyclin-dependent kinases (CDK) are proteins that pro-

mote the synthesis of new proteins required for cell-cycle progression,

whereas CDK inhibitor (CKI) proteins can inhibit cyclin/CDK complexes

and prevent cell-cycle progression. Cell-cycle events are monitored during

cell-cycle checkpoints that occur at the boundaries between phases. Cell-

cycle progression can be blocked at these checkpoints in response to changes

in both extracellular and intracellular signals. In addition, cycle arrest can

also be induced upon detection of DNA damage. A normal dividing cell either

re-enters and proceeds through the cell cycle after successfully repairing

damage, or undergoes apoptosis if the damage is beyond repair. Thus, sig-

nals for cell division and apoptosis must be tightly coupled to each other to

ensure a correct final outcome.

Neurons are postmitotic, terminally differentiated cells. Thus, in healthy

adult neurons, cell-cycle markers are absent. A number of investigators have
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Fig. 2. The cell-division cycle is divided into four phases: DNA synthesis phase (S),

mitotic phase (M), and two gap phases—G1 and G2. Transition from one phase of the

cycle to the next is promoted by distinct cyclin and cyclin-dependent kinase (CDK)

complexes and inhibited by cyclin kinase inhibitors such as p16, p21, and so forth.

proposed that neuronal apoptosis might result if neurons reenter the cell

cycle and fail to complete it. This is supported by the observation that cells

undergoing apoptosis display some morphological features of mitotic cells,

such as chromatin condensation, breakdown of the nuclear envelope, and
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rounding of the cell body. Furthermore, pharmacological blockers of the

G1/S phase, but not of the S, G2, and M phases of the cell-cycle protect

neuronal cells against nerve growth factor (NGF)-deprivation-induced apop-

tosis (50) and inhibit caspase activation (51). Conversely, overexpression of

cyclin D1 induces apoptosis and transcript levels of cyclin D1 increase in

NGF-deprived sympathetic neurons (52). In addition, dominant negative

mutants of CDK4 and CDK6, but not CDK2 and CDK3, can also inhibit

neuronal apoptosis induced by NGF withdrawal (53). Together, these data

are consistent with the hypothesis that neurons could use cell-cycle regula-

tory components of the G1/S phase to initiate apoptosis. However, there are

also data that seem to contradict this hypothesis. In particular, antisense

cyclin D1 does not protect sympathetic neurons against NGF-deprivation-

induced apoptosis (54). Also, cyclin D1 expression is not increased in cere-

bellar granule neurons undergoing low-K
+
 or serum-deprivation-induced

apoptosis, implying that at least some populations of central nervous system

(CNS) neurons do not require cyclin D1 for the induction of apoptosis (55).

An alternative hypothesis is that cyclins and CDKs are induced as a result of

various insults to neurons, but whether or not they go on to induce apoptosis

might depend on their interaction with CKIs and cell-cycle checkpoint pro-

teins as well as the expression of other interacting proteins associated with

apoptosis, such as Bcl-2. In dividing cells, CKIs and checkpoint proteins

orchestrate cell-cycle arrest and repair, whereas in postmitotic cells such as

neurons, they might also be able to delay apoptosis. Thus, cyclin D-induced

apoptosis is prevented by coexpression of the CKI p16 (56). Similarly, expres-

sion of the CKIs p16, p21, or p27 protects neurons from apoptotic death

induced by NGF deprivation (53). Conversely, the p21 antisense enhances

death in neuroblastoma cells (57) and overexpression prevents death during

myocyte differentiation (58).

Cell-Cycle Markers Are Induced in AD Neurons

and Appear to Anticipate Apoptosis

In the AD brain, there is accumulating evidence that some of the markers

associated with the cell cycle are induced in those brain regions vulnerable

to cell loss and neurofibrillary tangle (NFT) formation. Cyclin D in complex

with CDK4 is an early event in the normal cell cycle. In the hippocampus,

approximately 1% of neurons are cyclin D positive. The majority of these

cells are found in regions CA1 and CA3/4. Proliferating cell nuclear antigen

(PCNA), a auxiliary protein of DNA polymerase that is involved in DNA

replication and repair, is normally expressed from the late G1 to the late G2/

early M phase. This marker stains approximately 9% of hippocampal neu-
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rons and is particularly prominent in CA1 and CA3/4. Cyclin B1 is normally

elevated in the cell cycle from G2 into mitosis. Interestingly, like PCNA,

cyclin B1 is also increased in about 9% of hippocampal cells, and many neurons

coexpressed these markers. The subcellular location of cyclin B1 and PCNA

was most often cytoplasmic (59). This largely cytoplasmic localization is

not understood and could reflect a breakdown in intracellular trafficking, an

as yet undefined mechanism or an artifact of postmortem conditions. None-

theless, these findings suggest that cell-cycle-associated proteins are present

in AD in vulnerable neuronal populations.

Cell-Cycle Inhibitors Are Induced in the AD Brain

There is good evidence that p16 is overexpressed in neurons in AD rela-

tive to control brain. NFTs and neurites show strong p16 immunoreactivity.

In fact, on average, over 90% of NFT are p16 positive (60). Neurons with-

out overt fibrils are also labeled for p16. Imunoreactivity in these neurons

reflects both diffuse cytoplasmic staining as well as granulovacular-type

structures (61). In addition to p16, other CKIs that bind directly to CDK4/6

also are elevated in the AD brain (60). These data may indicate that neurons

in the AD brain are being held in check (61); that is, they enter the cell cycle,

but rather than progressing through mitotic division, remain suspended in a

state of damage alert and delayed, or checked, apoptosis. In correspondence

with this checkpoint hypothesis of prolonged injury and delayed neuronal

apoptosis, it is interesting that these observations parallel those of elevated

Bcl-2 expression in AD neurons.

APOPTOSIS CHECKPOINT CASCADE IN THE AD BRAIN

Taken together, these data may suggest that neurons could activate an

“apoptosis checkpoint cascade” in which injured neurons may regulate the

activation of pro-apoptotic proteins such as Bax with antiapoptotic proteins

such as Bcl-2. In addition, it can be hypothesized that damaged neurons

could reenter the cell cycle and perhaps employ checkpoint molecules in a

similar pro-apoptotic and antiapoptotic regulation point. This concept is illu-

strated in Fig. 3.

The presence of a mechanism to hold degeneration in check may provide

an explanation for one of the seeming controversies in the AD literature. As

we have described, TUNEL labeling provides evidence for active apoptosis

in a large subset of neurons in the AD brain. However, many more AD

neurons exhibit evidence for DNA damage in the absence of morphological

changes indicative of terminal apoptosis (e.g., the formation of nuclear

apoptotic bodies). In classical apoptosis, cells die within a few hours or
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at best a few days of the initial insult. If TUNEL labeling in most cells

reflected the true initiation of classical apoptosis, then it follows that most

TUNEL-positive neurons would die in a few days. However, in many mild

AD cases (mini mental state exam [MMSE] above 16) the majority of neurons

exhibit TUNEL labeling for DNA damage. Thus, most neurons should have

degenerated within a few days if apoptosis is actively in progress in these

cells. However, this is inconsistent with the progression of neuronal loss in

AD. Additionally, most TUNEL-positive neurons do not express terminal

markers of apoptosis such as nuclear apoptotic bodies and other key molec-

ular factors (20,62) For example, apoptosis-specific protein (ASP) is found

in only a few of the neurons that show DNA fragmentation. This has lead

some to the conclusion that neurons die primarily by necrosis in AD (63).

On the other hand, it is possible that as nondividing cells neurons have

developed a series of counteractive measures to repair damage and delay

death; in other words, a kind of molecular counterattack and attempt to delay

cell death in order to minimize unnecesary cell loss. This concept of an

apoptosis checkpoint or decision cascade may help to understand an appar-

ent puzzle in the neuronal apoptosis literature: The prolonged presence of

indices of DNA damage and apoptotic regulatory protein expression may be

Fig. 3. The AD brain exhibits evidence for the presence of chronic apoptotic

inducers and the accumulation of DNA damage. We propose that, in response to

insult, both pro-apoptotic (cyclin D, p53, Bax, and caspases) and antiapoptotic (Bcl-2,

p16, GADD45) pathways are set in motion. The ratio and activity of these mole-

cules is what determines neuronal cell fate.



Cellular Signaling Pathways in Neuronal Apoptosis 187

a result of a counteractive strategy that neurons mobilize to hold apoptosis

in check, delay death, and attempt repair. In this context, it is possible that

cell-cycle proteins could contribute to cellular repair in neurons. Repair of

DNA damage may be a particularly key example of such a mechanism. For

example, many neurons in vulnerable regions of the AD brain show an

upregulation of GADD45, a protein that is involved in DNA checkpoint

repair at the G1 transition. AD neurons that express GADD45 often also

show DNA damage and increased levels of Bcl-2 protein. Additionally, in

support of a role in promoting cell survival, GADD45 transfected cells show

improved survival after DNA damage (64). Thus, Bcl-2, GADD45, and other

protective molecules, such as PCNA, could serve to help repair DNA dam-

age and assist in neuronal survival. Similarly, p16, p21, and other negative

regulators of the cell cycle may serve to delay degeneration; that is, many

checkpoints in the cell death pathway may exist and perhaps prevent the

unnecessary loss of irreplaceable cells. This possibility may make the study

of signal transduction pathways particularly critical because it may provide

an opportunity for early interventions.

Cell Signaling Pathways for Apoptosis and Cell Cycle

From the above discussion, it is clear that neuronal apoptosis is an extre-

mely complex process that can proceed via several distinct yet converg-

ing pathways. The execution of death is mediated by members of the Bcl-2

and caspase families. In these families of proteins, there is both redundancy

and specialization in function across neuron types, and within single neu-

rons, depending on the specific cell death stimulus. In addition, in many cell

types, apoptotic cell signaling is probably tightly coupled to other essen-

tial cellular signaling pathways, such as proliferation and differentiation, to

ensure that commitment to cell death is the correct response. Thus, a key

issue is to identify central molecules in apoptotic signal transduction path-

ways and clarify their roles in apoptotic pathways. Toward this goal, much

progress has been made in research using antisense and dominant negative

mutants to show that apoptosis can be enhanced or arrested by alteration in

the expression of multiple genes (Table 1). As more and more genes are

identified, it is becoming clear that gene products that are important in regu-

lating apoptosis often lie in the same signaling pathways that control other

critical cellular functions such as proliferation, differentiation, and division.

In this section and the next one, we will discuss several key Ras signaling

pathways and their importance in mediating cell death versus survival. We

also postulate a role for Ras in a neuronal “apoptotic checkpoint cascade,”

where Ras may be positioned to engage some cell-cycle checkpoint compo-

nents in order to repair injured neurons and delay or prevent cell death.
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Ras belongs to a family of small GTPases that relay mitogenic signals to

various intracelluar transduction cascades (Fig. 4). Although its involve-

ment in cell differentiation and proliferation has been well defined, it is only

recently been recognized for its role in apoptosis. The overexpression of

Ras has been shown to increase cellular susceptibility to apoptosis (65) in

response to apoptotic insults. A dominant negative mutant of Ras has been

shown to inhibit Fas-induced apoptosis in Jurkat cells (66), as well as

apoptosis in neuronal cells induced by trophic factor withdrawal or sindbis

virus (67,68).

One signal transduction pathway downstream of Ras that seems to play

a critical role in cellular apoptosis is the MEKK1/JNK/c-Jun cascade; that

is, overexpression of MEKK1 induces apoptosis in sympathetic neurons.

Table 1

Gene Manipulation in Multiple Signaling Pathways

Can Regulate Apoptosis

Cell Line        Stimuli (ref.)     Expression     Protection

Sympathetic neuron  NGF deprivation (53) CDK4 dom. neg. Inhibit apoptosis

CDK6 dom. neg.

p16, p21, p27

expression

PC12 1 trophic factor w/d (68) Ras dom. neg. Inhibit apoptosis

2 sidbis virus (67)

Postmitotic striatal Dopamine induction (70) SEK1 dom. neg. Inhibit apoptosis

neurons

Sympathetic neuron NGF deprivation (69) SEK1 dom. neg. Inhibit when

coexpress w/

MEKK1

Sympathetic neuron NGF deprivation (69) c-Jun dom. neg. Inhibit apoptosis

Hippocampal neuron Kainic acid (71) Jnk3 knock out Inhibit apoptosis

Sympathetic neuron NGF deprivation (87) PI3K expression Inhibit apoptosis

Akt expression

PC12 NGF deprivation (78) p38 dom. neg. Inhibit apoptosis

DRG Trophic factor w/d (109) ICE 1β dom. neg. Inhibit apoptosis

Sympathetic neuron Trophic factor w/d (35) Nedd2/caspase2 Inhibit apoptosis

PC12 antisense

Cerebellar neurons Ara-C (110) GAPDH antisense Inhibit apoptosis

Note. Manipulation of cell-cycle proteins (CDK4, 6, p16, p21, and p27), mitogenic signal

transduction proteins (Ras and downstream effectors), and apoptotic program execution pro-

teins (caspases) all regulate apoptosis in multiple cell types. Additional proteins in other cel-

lular pathways (e.g., GAPDH) also appear to contribute to apoptosis in some cell types.
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Coexpression of a dominant negative mutant of SEK1, an activator of JNK

directly downstream of MEKK1, can inhibit MEKK1-induced apoptosis  (69).

Expression of the mutant SEK1 alone can also prevent dopamine-induced

apoptosis in postmitotic striatal neurons (70). Also, mice lacking the JNK3

gene are resistant to excitotoxicity-induced apoptosis in the hippocampus

(71) One of the major roles of JNK is phosphorylation and transcriptional

regulation of c-Jun. c-Jun is an AP-1 transcription factor that is expressed

prior to the commitment of NGF-deprived sympathetic neurons to apoptosis.

A dominant negative c-Jun mutant has been shown to protect against neu-

ronal apoptosis (69,70,72). In addition to having a role in apoptosis, c-Jun

and other immediate–early genes are also implicated in a wide range of

cellular actions such as cell proliferation (73), neuronal differentiation (74),

neuronal survival (75), and learning and memory (76). Thus, whether c-Jun

induces apoptosis or some other cellular process might depend on upstream

signaling pathways as well as interactions with other proteins.

Another stress-activated protein kinase downstream of Ras is the p38

kinase. It does not phosphorylate c-Jun but can increase c-Jun expression by

phosphorylation of the ATF-2 trans-activation domain. Overexpression of

upstream activators of p38—MKK3 and MKK6—was found to induce apop-

tosis in Jurkat cells (77). p38 kinase was shown to be necessary in activation

Fig. 4. A schematic diagram showing how Ras can mediate extracelluar and intra-

celluar signal transduction cascades via its many downstream effectors. Although

the dominant downstream effector of Ras is Raf, which is believed to be involved in

survival signaling of trophic factors, there are a plethora of other downstream effec-

tors that could mediate a wide range of cellular functions such as apoptosis and cell

junctions.
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of apoptosis in PC12 cells after NGF withdrawal (78) and its activation by

Erk inhibition triggers apoptosis in HeLa cells (79)

Interestingly, the Ras signaling pathway is known to directly regulate

G1/S progression of the cell cycle (Fig. 5). Ras has been shown to induce

the expression of cyclin D1, and cyclin D1 activation seems to be dependent

on the Raf/MAPK pathway (80). Thus, introduction of dominant negative

Ras in cycling cells causes a decreased expression of D1 and G1 arrest (81).

This suggests that cell signaling in apoptosis and cell division are closely asso-

ciated with each other in at least some cell types and that Ras might be a

point of integration between these pathways.

Because of the potential catastrophe that inappropriate cell death could

cause an organism, it comes as no surprise that apoptosis signaling is far

from a single linear chain of events. Rather, it may involve the integration of

many pathways, some of which can hold apoptosis in check. There are also

several cellular signaling pathways inside the cell that generate antiapoptotic

signals and promote cell survival. One such pathway downstream of Ras—

the Raf1/MEK/Erk cascade—might be involved in generating survival sig-

nals. This pathway has been shown to have an opposing effect to the JNK

proapoptotic pathway in PC12 cells (78). Also, HeLa cells under hydrogen

peroxide-induced oxidative stress are much more susceptible to apoptosis

when Erk activation is inhibited (79). Inhibition of Erk2 activation and syn-

thesis also leads to increased apoptosis of RPE cells (82). In addition to the

antiapoptotic effect of activating Erk, Raf might also be able to suppress

apoptosis in an Erk-independent fashion. In this context, Raf1 phosphory-

lates and inactivates BAD; further, there is evidence to suggest that Bcl-2

can target Raf1 to the mitochondria (83), suggesting the existence of cellu-

lar trafficking mechanisms that would allow this interaction to occur in vivo.

Another pathway downstream of Ras—the PI3K/Akt pathway (Fig. 4)—

has also been strongly implicated in the promotion of cell survival. PI3K

can be activated via binding to tyrosine kinase receptors or via interaction

with Ras (84,85). Studies have shown that activation of PI3K and Akt path-

ways by Ras promotes cell survival, whereas inhibitors of PI3K induce

apoptosis (86). Expression of dominant negative forms of either PI3K or

Akt is sufficient to induce apoptosis in sympathetic neurons in the presence

of NGF. Moreover, the expression of permanently active mutants of PI3K

and Akt can inhibit p38 activation and apoptosis (87). Downstream targets

of Akt that could play a role in apoptotic signaling include Bad and glyco-

gen synthase kinase 3 (GSK-3) (88).

In addition to inhibition of apoptosis through downstream effectors such

as PI3K and Erk, Ras may also be able to hold apoptosis in check through

a cell-cycle mechanism. As we mentioned earlier, Raf/Erk can signal the
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induction of cyclin D1. Additionally, stronger activation of Raf/Erk signaling

can induce the activation of p21 (89). Studies have also found that expression

of Ras can upregulate other cell-cycle inhibitory molecules such as p53 and

p16. p53 is a tumor-suppressor protein that has been implicated in the cell-

cycle checkpoint at the G1/S phase. Its expression can be induced in response

to DNA damage and various other sources of cellular stress inducers. p53

Fig. 5. Various insults to neurons are transduced through pro-apoptotic and anti-

apoptotic pathways, which can cause the activation of cell-cycle markers that pro-

mote apoptosis, and cell-cycle inhibitors that inhibit apoptosis. Mitogenic signal

transduction pathways, such as the ones mediated by Ras, also appear to regulate

the actions of caspases and Bcl-2 family proteins, perhaps through modulation of

gene transcription or protein phosphorylation. The exact mechanisms by which sig-

naling transduction pathways may be able to regulate caspases and Bcl-2 proteins

remains to be elucidated.
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can function in cell fate decisions through its transcriptional activation capa-

bilities. The cyclin kinase inhibitor p21 has been shown to be transcribed in

a p53-dependent manner (90). The Bax gene, which encodes a pro-apop-

totic protein in the Bcl-2 family, is also p53 responsive (91). Furthermore,

GADD45, a protein associated with cell-cycle arrest and DNA repair, can

also be induced by p53 (92). Therefore, although weak Ras activation may

promote cell-cycle progression and apoptosis, stronger Ras activation could

cause cell-cycle arrest and initiate the checkpoint cascade.

Whether Ras activation actually promotes apoptosis or cell survival is

also likely to be dependent on the physical state that the cell is in during Ras

pathway activation (93). Thus, for example, NGF posttreatment and fibro-

blast-growth factor (FGF) pretreatment can enhance peroxynitrite-induced

apoptosis in PC12 cells. This enhancement can be completely blocked by

dominant negative Ras. This finding may be particularly relevant to diseases

such as AD, because AD neurons exhibit evidence for nitrated tyrosines and

oxidative damage (94).

Recently, aberrant expression of proteins in the Ras/MAPK pathway has

also been identified in the AD brain; specifically, elevated levels of Ras, as

well as two upstream activators of Ras, Son-of-Sevenless-1 (SOS1) and

growth factor receptor-bound protein 2 (Grb2), have been identified (95,96).

These data underscore the importance of identifying key signal transduction

proteins in apoptosis and AD pathogenesis.

APOPTOSIS CHECKPOINT CASCADE

AND NEUROFIBRILLARY TANGLE FORMATION

In the previous sections, we have discussed evidence that apoptotic path-

ways are active in AD. Tau hyperphosphorylation and neurofibrillary tangle

(NFT) formation are hallmark pathologies of AD. Tau hyperphosphoryla-

tion, and possibly other mechanisms related to NFT formation, disrupt the

cytoskeletal system, intracelluar transport, and the maintenance of cellular

function. Since their original description, they have been assumed to be the

primary cause of neuronal dysfunction and death.

On the other hand, it is our view that NFT formation is unlikely to be

the sole mechanism of death in AD. Whereas some neurons with DNA dam-

age and caspase activation contain NFTs, others do not. Further, if NFTs are

the sole mechanism of neuronal demise, then it should follow that the num-

ber of intact cells plus extracellular NFTs should add up to the normal

number of neurons in the healthy brain. In fact, it appears as if there is a net

loss of neurons in the AD brain that is not accounted for by the number of

extracellular tangles (97). This would argue that an alternative mechanism

of neuronal death exists. Of course, this conclusion depends on the premise
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that NFTs, once formed, are not degraded; in this regard, it is generally

believed that NFTs once formed intracellularly do not degrade but persist as

extracellular NFTs. Observations from brain-stem regions of AD patients

also support the hypothesis that NFT formation cannot be the only cause of

cell death. For example, in the AD brain, 50% of the neurons in the dorsal

raphe nucleus and 60% of the neurons in the locus coeruleus are lost, but

few NFTs are identified at any stage of disease (98).

We suggest that NFT formation might be one of the possible outcomes of

an apoptosis checkpoint cascade rather than the initial and sole cause of cell

death. In vitro studies have found that tau can be phorsphorylated by cyclin-

dependent kinases CDK2 and CDK5, both kinases that are usually associ-

ated with the G2/M phase of the normal cell cycle. Immunostaining studies

have found both CDK2 and CDK5 to be closely associated with NFT-bear-

ing neurons and neurons vulnerable to NFT formation in the AD brain. In

many cases, these kinases are also colocalized with cyclin B1, the major

cyclin present during the G2/M phase of the cell cycle (99,100). Also consis-

tent with this hypothesis is the finding that CKIs of the INK4 family, such as

p16, are strongly expressed in NFT-bearing neurons. Thus, some vulnerable

neurons could be caught between two opposing forces, that of degeneration

and death versus that of partial repair and survival. One outcome of this battle

could be NFT formation and survival suspended in a pathological state. Of

course, this fate is not shared by all neurons. Some neurons may complete

an apoptotic program long before NFTs have a chance to fully develop; con-

versely, cell death in some neurons may be independent of NFT formation

altogether. Additional analyses on well-defined AD cases are clearly needed

to resolve this hypothesis.

Can Apoptogenic Insults Act Locally

on Neurites to Cause Neurodegeneration?

In the previous sections, we have discussed evidence for the existence of

apoptogenic insults and apoptotic death in the AD brain. It is also clear,

however, that there is compelling evidence for the early vulnerability of

neuronal processes to synapse loss and to degeneration in the AD brain.

Thus, it could be argued that the concept of apoptosis does not address the

mechanism associated with the earliest and most significant early changes in

AD. In addition to the presence of insults that affect the entire cell, it is pos-

sible that in the brain, insults accumulate in the local environment (Fig. 6).

Neurons often project over long distances and, thus, the processes may

encounter adverse microenvironments not experienced by the soma.

In the following section, we ask whether there is evidence for the exis-

tence of these apoptotic pathways in neurites whether does this perhaps
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provide a new concept for understanding the basis of early synaptic loss.

Several cell-free systems have been developed that display essentially all of

the known events associated with apoptosis (101,102). These cell-free sys-

tems are being used to elucidate the molecular events and establish their

order during apop-tosis. Most recently, Ellerby and co-workers have estab-

lished a cell-free system of neuronal apoptosis which can subdivide the cas-

cade into premitochondrial, mitochondrial, and postmitochondrial stages

(103). Particularly critical to the activation of caspases is the release of cyto-

chrome-c from mitochondria, which could easily occur locally in neuronal

processes. Our approach complements these cell-free systems by looking at

the events taking place specifically in the neurites and also represents a novel

model that may be relevant to AD.

Axons Appear to Use Apoptosis-Related

Mechanisms to Degenerate

Is there evidence for the existence of apoptotic pathways in neurites?

To test the hypothesis that apoptotic insults can act directly on neurites to

cause local neurodegeneration, it is essential to apply the apoptotic stimulus

selectively to neuronal processes. We have recently developed a method to

culture hippocampal neurons in modified Campenot chambers (104). These

chambers allow neurons cultured in one compartment (the somal compart-

ment) to project neurites underneath a grease-sealed cover-slip barrier into a

Fig. 6. Neurons have processes that often project long distances and thus exist in

a local microenvironment that is separate from the soma. We propose that distal

neurites can undergo “neuritic apoptosis,” independent of somal cell death. Such a

mechanism could be involved in neuritic plasticity and remodeling during AD and

also provide an explanation for early synaptic loss associated with this disease.
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separate compartment (the neuritic compartment) where they can be selec-

tively exposed to apoptotic stimuli. Neurites from hippocampal neurons cul-

tured in these chambers on poly-D-lysine/laminin-2 penetrate the grease seal

and enter the neuritic compartment within 2–4 d of plating. The neurites in

the neuritic compartment of these chambers stained with a MAP5 antibody,

suggesting that they represent axons. When apoptogenic stimuli including

β-amyloid were applied only to the neuritic compartment of these cultures,

neurites exposed to the inducers degenerated, whereas more proximal por-

tions of the same neurites appeared to remain healthy.

To determine whether local biochemical changes indicative of an apop-

totic program were present in these neurites, cultures were assayed for

caspase activation and extracellular exposure of phosphatidylserine. Bioti-

nylated VAD–CH
2
F, an irreversible active-site directed caspase inhibitor, labels

the cell bodies and neurites of dissociated hippocampal neurons exposed

to apoptotic insults and can be used to assay caspase activation. Using this

compound, activated caspases were detected in neurites locally exposed to

the apoptogenic insults (Fig. 7).

Redistribution of phosphatidylserine from the inner leaflet to the outer

leaflet of the plasma membrane, measured by the binding of annexinV to

intact cells, has been shown to occur during apoptosis induced by multiple

apoptogenic stimuli, including etoposide, Fas ligation, staurosporine, and

trophic factor withdrawal, in many types of cells, including NGF-differenti-

ated PC12 cells (105) and hippocampal neurons (106). Extracellular expo-

sure of phosphatidylserine during apoptosis requires caspase activation (107).

In compartmented cultures of hippocampal neurons, exposure of neurites to

β-amyloid or other apoptotic stimuli for 3–4 h increased the binding of anne-

xinV to these neurites. Furthermore, the induction of annexinV binding sites

on neurites required caspase activation, because annexinV binding to neurites

was blocked by prior exposure of the neurites to the nonselective caspase

inhibitor zVAD-fmk.

Based on these results, we have suggested that neurite degeneration

induced by Aβ and other apoptotic stimuli may reflect the local activation

of an apoptotic program in neurites. The signal transduction pathways for

this form of apoptosis are unknown but would be predicted to involve selec-

tive caspases as part of upstream non-nuclear events. Both the receptor and

chemical pathways illustrated in Fig. 1 may be initiators of the program.

This should prove to be an exciting new area of research for future study.

The potential significance of this mechanism may be broad in scope.

In support of our data, others have described activation of caspases by

β-amyloid in cortical synaptosomal preparations and in dendritic spines of

cultured hippocampal neurons (108). Caspase activation was accompanied
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Fig. 7. Fluorescent labeling for caspase activation in cultured hippocampal neu-

rons. Exposure of the neuritic compartment of compartmented cultures to STS or Con A

insult produces selective caspase activation in neuronal processes (see arrows), but

not cell bodies in the somal compartment.
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by mitochondrial membrane depolarization and by an apparent loss of plasma

membrane symmetry in synaptosomes, and the term “synaptic apoptosis”

was coined to describe the activation of apoptotic biochemical cascades in a

“synaptic” cellular compartment.

Neuritic Apoptotic Mechanisms May Exist in Processes,

Protect the Soma, and Be a Mechanism for Synaptic Loss

These data demonstrate that exposure of distal neurites to apoptotic insults,

including β-amyloid, causes local neurite degeneration with morphological

and biochemical characteristics of apoptosis. We suggest that these neurites

undergo “neuritic apoptosis” (i.e., neurite degeneration using mechanisms

common to classical apoptosis). Such mechanisms could conceivably be

involved in early disease onset, as processes may be particularly vulnerable to

apoptogenic stimuli. The loss of connectivity to areas where inducers are

elevated may represent a mechanism to isolate the neuronal from the insult.

Such mechanism, however, may not be restricted to disease but play a role

in development and the turnover of synapses throughout life. The mecha-

nism ironically becomes the target of synaptic loss and the decline of brain

function in late-life degenerative conditions.

CONCLUSION

Over the life-span, it appears that the brain uses apoptosis to control cell

fate. This has long been accepted as a principle in the development of the

nervous system. Recently, as discussed in this chapter, we and others have

suggested that this mechanism is applicable throughout life and may play a

major role in aging and AD pathogenesis. As the brain ages, multiple risk

factors that can contribute to apoptotic cell death accumulate. This is a par-

ticular challenge to neurons, which are differentiated postmitotic cells with

extremely limited capacity for renewal. We suggest that neurons have spe-

cial mechanisms embedded in a complex array of signal transduction path-

ways to counteract apoptotic processes, overcome cellular injury, and delay

or prevent apoptosis. In fact, cell-cycle checkpoint proteins and anti-apop-

totic markers are evident in the aging and AD brain. In this light, it can be

hypothesized that neurons may re-enter the cell cycle to use checkpoint mole-

cules for damage repair. These signal transduction processes, referred to as

the “apoptosis checkpoint cascade,” are a new area of research in the evolv-

ing field of age-related neurodegenerative diseases such as Alzheimer’s dis-

ease. Ironically, however, some pathological mechanisms could result from

the activation of such checkpoint mechanisms. For example, there may be

evidence to suggest that NFT formation could be a result of the prolonged
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activation of cell cycle or other upregulated kinases. Thus, the strategy to

delay cell death may come at a cost.

Neurons are unusual because they can send processes over extremely long

distances. In the aged brain and that of individuals with AD, local conditions

develop in the neuronal microenvironment that could selectively affect

neuronal processes while leaving the soma relatively spared. Local degen-

eration of neuronal processes is evident in AD as one of the earliest signa-

tures of dysfunction (e.g., synapse loss is an early sign of AD). We suggest

that local apoptotic mechanisms may be key in early synaptic loss in AD.

These involve local caspase activation, inversion of phosphatidylserine in

the plasma membrane and the blebbing and disconnection of the process

from the soma.

Apoptosis is a complex process involving multiple signal transduction

pathways, multiple cellular compartments, and, possibly, the evolution of

other secondary outcomes that ultimately compromise cellular function in some

neurons. The challenge is to identify the key steps at the signal transduction

level and on this basis develop early counteractive therapeutic strategies.

REFERENCES

1. Loo, D. T., Copani, A., Pike, C. J., Whittemore, E. R., Walencewicz, A. J., and

Cotman, C.W. (1993) Apoptosis is induced by beta-amyloid in cultured central

nervous system neurons. PNAS 90, 7951–7955.

2. Pike, C. J., Burdick, D., Walencewicz, A., Glabe, C. G., and Cotman, C. W. (1993)

Neurodegeneration induced by β-amyloid peptides in vitro: the role of peptide

assembly state. J. Neurosci. 13, 1676–1687.

3. Pike, C. J., Cummings, B. J., and Cotman, C. W. (1992) β-amyloid induces neu-

ritic dystrophy in vitro: similarities with Alzheimer pathology. NeuroReport 3,

769–772.

4. Watt, J. A., Pike, C. J., Walencewicz-Wasserman, A. J., and Cotman, C. W. (1994)

Ultrastructural analysis of beta-amyloid-induced apoptosis in cultured hippocam-

pal neurons. Brain Res. 661, 147–156.

5. Whittemore, E. R., Loo, D. T., and Cotman, C. W. (1994) Exposure to hydrogen

peroxide induces cell death via apoptosis in cultured rat cortical neurons. NeuroReport

5, 1485–1488.

6. Benzi, G. and Moretti, A. (1995) Are reactive oxygen species involved in Alz-

heimer’s disease? [see comments]. Neurobiol. Aging 16, 661–674.

7. Hoyer, S., Oesterreich, K., and Wagner, O. (1988) Glucose metabolism as the site

of the primary abnormality in early-onset dementia of Alzheimer type? J. Neurol.

235, 143–148.

8. Copani, A., Koh, J., and Cotman, C. W. (1991) β-amyloid increases neuronal

susceptibility to injury by glucose deprivation. NeuroReport 2, 763–765.

9. Dodd, P. R., Scott, H. L., and Westphalen, R. I. (1994) Excitotoxic mechanisms in

the pahtogenesis of dementia. Neurochem. Int. 25, 203–219.



Cellular Signaling Pathways in Neuronal Apoptosis 199

10. Masliah, E., Alford, M., DeTeresa, R., Mallory, M., and Hansen, L. (1996)

Deficient glutamate transport is associated with neurodegeneration in Alzheimer’s

disease. Ann. Neurol. 40, 759–766.

11. Simpson, I. A., Chundu, K. R., Davies-Hill, T., Honer, W. G., and Davies, P.

(1994) Decreased concentrations of GLUT1 and GLUT3 glucose transporters in

the brains of patients with Alzheimer’s disease. Ann. Neurol. 35, 546–551.

12. Koh, J. Y., Yang, L. L., and Cotman, C. W. (1990) β-amyloid protein increases

the vulnerability of cultured cortical neurons to excitotoxic damage. Brain Res.

533, 315–320.

13. Mattson, M. P., Cheng, B., Davis, D., Bryant, K., Lieberburg, I., and Rydel, R. E.

(1992) Beta-Amyloid peptides destabilize calcium homeostasis and render human

cortical neurons vulnerable to excitotoxicity. J. Neurosci. 12, 376–389.

14. Pike, C. J., Ramezan-Arab, N., and Cotman, C. W. (1997) Beta-amyloid neuro-

toxicity in vitro: evidence of oxidative stress but not protection by antioxidants.

J. Neurochem. 69, 1601–1611.

15. Duke, R. C., Chervenak, R., and Cohen, J. J. (1983) Endogenous endonulclease-

induced DNA fragmentation: an early event in cell-mediated cytolysis. Proc. Natl.

Acad. Sci. USA 80, 6361–6365.

16. Wyllie, A. H., Morris, R. G., Smith, A. L., and Dunlop, D. (1984) Chromatin

cleavage in apoptosis: association with condensed chromatin morphology and

dependence on macromolecular synthesis. J. Pathol. 142, 67–77.

17. Tepper, C. G. and Studzinski, G. P. (1992) Teniposide induces nuclear but not

mitochondrial DNA degradation. Cancer Res. 52, 3384–3390.

18. Zakeri, Z. F., Quaglino, D., Latham, T., and Lockshin, R. A. (1993) Delayed

internucleosomal DNA fragmentation in programmed cell death. FASEB J. 7,

470–478.

19. Anderson, A. J., Su, J. H., and Cotman, C. W. (1996) DNA damage and apoptosis

in Alzheimer’s disease: colocalization with c-Jun immunoreactivity, relationship

to brain area, and effect of postmortem delay. J. Neurosci. 16, 1710–1719.

20. Su, J. H., Anderson, A. J., Cummings, B. J., and Cotman, C. W. (1994) Immuno-

histochemical evidence for apoptosis in Alzheimer’s disease. NeuroReport 5,

2529–2533.

21. Cotman, C. W. and Su, J. H. (1996) mechanisms of neuronal death in Alzheimer’s

disease. Brain Pathol. 6, 493–506.

22. Dragunow, M., Faull, R. L., Lawlor, P., Beilharz, E. J., Singleton, K., Walker,

E. B., and Mee, E. (1995) In situ evidence for DNA fragmentation in Hunting-

ton’s disease striatum and Alzheimer’s disease temporal lobes. NeuroReport 6,

1053–1057.

23. Lassmann, H., Bancher, C., Breitschopf, H., Wegiel, J., Bobinski, M., Jellinger,

K., and Wisniewski, H. M. (1995) Cell death in Alzheimer’s disease evaluated by

DNA fragmentation in situ. Acta Neuropathol. (Berlin) 89, 35–41.

24. Thomas, L. B., Gates, D. J., Richfield, E. K., O’Brien, T. F., Schweitzer, J. B., and

Steindler, D. A. (1995) DNA end labeling (TUNEL) in Huntington’s disease and

other neuropathological conditions. Exp. Neurol. 133, 265–272.

25. de la Monte, S. M., Sohn, Y. K., and Wands, J. R. (1997) Correlates of p53 and

Fas (CD95)-mediated apoptosis in Alzheimer’s disease. J. Neurol. Sci. 152,

73–83.



200 Cotman, Qian, and Anderson

26. Su, J. H., Deng, G., and Cotman, C. W. (1997) Bax protein expression is increased

in Alzheimer’s brain: correlations with DNA damage, Bcl-2 expression, and brain

pathology. J. Neuropathol. Exp. Neurol. 56, 86–93.

27. Yang, F., Sun, X., Beech, W., Teter, B., Wu, S., Sigel, J., Vinters, H. V., Frautschy,

S. A., and Cole, G. M. (1998) Antibody to caspase-cleaved actin detects apoptosis

in differentiated neuroblastoma and plaque-associated neurons and microglia in

Alzheimer’s disease. Am. J. Pathol. 152, 379–389.

28. Sun, X.-M., McFarlane, M., Zhuang, J., Wolf, B. B., Green, D. R., and Cohen, G.

M. (1999) Distinct caspase cascades are initiated in receptor-mediated and chemi-

cal-induced apoptosis. J. Biol. Chem. 274, 5053–5060.

29. Tewari, M. and Dixit, V. (1995) Fas- and tumor necrosis factor-induced apoptosis

is inhibited by the poxvirus crmA gene product. J. Biol. Chem. 270, 3255–3260.

30. Gagliardini, V., Fernandez, P.-A., Lee, R. K. K., Drexler, H. C. A., Rotello, R. J.,

Fishman, M. C., and Yuan, J. (1994) Prevention of vertebrate neuronal death by

the crmA gene [see comments] erratum 264 (1994) 1388. Science 263, 826–828.

31. Frisch, S., Vuori, K., Kelaita, D., and Sicks, S. (1996) A role for Jun-N-terminal

kinase in anoikis; suppression by bcl-2 and crmA. J. Cell Biol. 135, 1377–1382.

32. Chinnaiyan, A. M., Orth, K., O’Rourke, K., Duan, H., Poirier, G. G., and Dixit,

V. M. (1996) Molecular ordering of the cell death pathway. Bcl-2 and Bcl-xL

function upstream of the CED-3-like apoptotic proteases. J. Biol. Chem. 271,

4573–4576.

33. Orth, K., Chinnaiyan, A. M., Garg, M., Froelich, C. J., and Dixit, V. M. (1996)

The CED-3/ICE-like protease Mch2 is activated during apoptosis and cleaves the

death substrate lamin A. J. Biol. Chem. 271, 16,443–16,446.

34. Ivins, K. J., Ivins, J. K., Sharp, J. P., and Cotman, C. W. (1999) Multiple pathways

of apoptosis in PC12 cells. CrmA inhibits apoptosis induced by beta-amyloid.

J. Biol. Chem. 274, 2107–2112.

35. Troy, C. M., Stefanis, L., Greene, L. A., and Shelanski, M. L. (1997) Nedd2 is

required for apoptosis after trophic factor withdrawal, but not superoxide dis-

mutase (SOD1) downregulation, in sympathetic neurons and PC12 cells. J. Neuro-

sci. 17, 1911–1918.

36. Stefanis, L., Troy, C. M., Qi, H., Shelanski, M. L., and Greene, L. A. (1998)

Caspase-2 (Nedd-2) processing and death of trophic factor-deprived PC12 cells

and sympathetic neurons occur independently of caspase-3 (CPP32)-like activity.

J. Neurosci. 18, 9204–9215.

37. Zheng, T. S., Schlosser, S. F., Dao, T., Hingorani, R., Crispe, I. N., Boyer, J. L.,

and Flavell, R. A. (1998) Caspase-3 controls both cytoplasmic and nuclear events

associated with Fas-mediated apoptosis in vivo. Proc. Natl. Acad. Sci. USA 95,

13,618–13,623.

38. Anjum, R., Ali, A. M., Begum, Z., Vanaja, J., and Khar, A. (1998) Selective

involvement of caspase-3 in ceramide induced apoptosis in AK-5 tumor cells.

FEBS Lett. 439, 81–84.

39. Martin, S. J., Reutelingsperger, C. P. M., McGahon, A. J., Rader, J. A., van Schie,

R. C. A. A., LaFace, D. M., and Green, D. R. (1995) Early redistribution of plasma

membrane phosphatidylserine is a general feature of apoptosis regardless of the

initiating stimulus: inhibition by overexpression of bcl-2 and abl. J. Exp. Med.

182, 1545–1556.



Cellular Signaling Pathways in Neuronal Apoptosis 201

40. Zamzami, N., Marchetti, P., Castedo, M., Decaudin, D., Macho, A., Hirsch, T.,

Susin, S. A., Petit, P. X., Mignotte, B., and Kroemer, G. (1995) Sequential reduc-

tion of mitochondrial transmembrane potential and generation of reactive oxygen

species in early programmed cell death. J. Exp. Med. 182, 367–377.

41. Yang, E. and Korsmeyer, S. J. (1996) Molecular thanatopsis: a discourse on the

BCL2 family and cell death. Blood 88, 386–401.

42. Oltvai, Z. N. and Korsmeyer, S. J. (1994) Checkpoints of dueling dimers foil death

wishes. Cell 79, 189–192.

43. Yang, E., Zha, J., Jockel, J., Boise, L. H., Thompson, C. B., and Korsmeyer, S. J.

(1995) Bad, a heterodimeric partner for Bcl-XL and Bcl-2, displaces Bax and

promotes cell death. Cell 80, 285–291.

44. Zha, J., Harada, Z., Yang, E., Jockel, J., and Korsmeyer, S. J. (1996) Serine phos-

phorylation of death agonist BAD in response to survival factor results in binding

to 14-3-3 not BCL-X. Cell 87, 619–628.

45. Reed, J. C. (1998) Bcl-2 family proteins. Oncogene 17, 3225–3236.

46. Allsopp, T. E., Wyatt, S., Paterson, H. F., and Davies, A. M. (1993) The proto-

oncogene bcl-2 can selectively rescue neurotrophic factor-dependent neurons from

apoptosis. Cell 73, 295–307.

47. Krajewski, S., Mai, J. K., Krajewska, M., Sikorska, M., Mossakowski, M. J., and

Reed, J. C. (1995) Upregulation of bax protein levels in neurons following cere-

bral ischemia. J. Neurosci. 15, 6364–6376.

48. Su, J. H., Satou, T., Anderson, A. J., and Cotman, C. W. (1996) Up-regulation of

Bcl-2 is associated with neuronal DNA damage in Alzheimer’s disease. NeuroReport

7, 437–440.

49. Gil-Gomez, G., Berns, A., and Brady, H. J. (1998) A link between cell cycle and

cell death: Bax and Bcl-2 modulate Cdk2 activation during thymocyte apoptosis.

EMBO J. 17, 7209–7218.

50. Farinelli, S.  E. and Greene, L. A. (1996) Cell cycle blockers mimosine, ciclopirox,

and deferoxamine prevent the death of PC12 cells and postmitotic sympathetic

neurons after removal of trophic support. J. Neurosci. 16, 1150–1162.

51. Stefanis, L., Park, D. S., Yan, C. Y., Farinelli, S. E., Troy, C. M., Shelanski, M. L.,

and Greene, L. A. (1996) Induction of CPP32-like activity in PC12 cells by

withdrawal of trophic support. Dissociation from apoptosis. J. Biol. Chem. 271,

30,663–30,671.

52. Freeman, R. S., Estus, S., and Johnson, E. M. (1994) Analysis of cell cycle-related

gene expression in postmitotic neurons: selective induction of Cyclin D1 during

programmed cell death. Neuron 12, 343–355.

53. Park, D. S., Levine, B., Ferrari, G., and Greene, L. A. (1997) Cyclin dependent

kinase inhibitors and dominant negative cyclin dependent kinase 4 and 6 promote

survival of NGF-deprived sympathetic neurons. J. Neurosci. 17, 8975–8983.

54. Greenlund, L. J., Deckwerth, T. L., and Johnson, E. M. (1995) Superoxide dismu-

tase delays neuronal apoptosis: a role for reactive oxygen species in programmed

neuronal death. Neuron 14, 303–315.

55. Miller, T. M. and Johnson, E. M. (1996) Metabolic and genetic analyses of apoptosis

in potassium/serum-deprived rat cerebellar granule cells. J. Neurosci. 16, 7487–7495.

56. Kranenburg, O., van der Eb, A. J., and Zantema, A. (1996) Cyclin D1 is an essen-

tial mediator of apoptotic neuronal cell death. EMBO J. 15, 46–54.



202 Cotman, Qian, and Anderson

57. Poluha, W., Poluha, D. K., Chang, B., Crosbie, N. E., Schonhoff, C. M., Kilpatrick,

D. L., and Ross, A. H. (1996) The cyclin-dependent kinase inhibitor p21 (WAF1)

is required for survival of differentiating neuroblastoma cells. Mol. Cell Biol. 16,

1335–1341.

58. Wang, J. and Walsh, K. (1996) Resistance to apoptosis conferred by Cdk inhibi-

tors during myocyte differentiation. Science 273, 359–361.

59. Busser, J., Geldmacher, D. S., and Herrup, K. (1998) Ectopic cell cycle proteins

predict the sites of neuronal cell death in Alzheimer’s disease brain. J. Neurosci.

18, 2801–2807.

60. Arendt, T., Holzer, M., and Gartner, U. (1998) Neuronal expression of cycline

dependent kinase inhibitors of the INK4 family in Alzheimer’s disease. J. Neural.

Transm. 105, 949–960.

61. McShea, A., Harris, P. L., Webster, K. R., Wahl, A. F., and Smith, M. A. (1997)

Abnormal expression of the cell cycle regulators P16 and CDK4 in Alzheimer’s

disease. Am. J. Pathol. 150, 1933–1939.

62. Lucassen, P. J., Chung, W. C., Kamphorst, W., and Swaab, D. F. (1997) DNA

damage distribution in the human brain as shown by in situ end labeling; area-

specific differences in aging and Alzheimer disease in the absence of apoptotic

morphology. J. Neuropathol. Exp. Neurol. 56, 887–900.

63. Stadelmann, C., Bruck, W., Bancher, C., Jellinger, K., and Lassmann, H. (1998)

Alzheimer disease: DNA fragmentation indicates increased neuronal vulnerabil-

ity, but not apoptosis. J. Neuropathol. Exp. Neurol. 57, 456–464.

64. Torp, R., Su, J. H., Deng, G., and Cotman, C. W. (1998) GADD45 is induced in

Alzheimer’s disease, and protects against apoptosis in vitro. Neurobiol. Dis. 5,

245–252.

65. Kauffmann-Zeh, A., Rodriguez-Viciana, P., Ulrich, E., Gilbert, C., Coffer, P.,

Downward, J., and Evan, G. (1997) Suppression of c-Myc-induced apoptosis by

Ras signalling through PI(3)K and PKB. Nature 385, 544–548.

66. Gulbins, E., Coggeshall, K. M., Brenner, B., Schlottmann, K., Linderkamp, O.,

and Lang, F. (1996) Fas-induced Apoptosis is mediated by activation of a Ras and

Rac protein-regulated signaling pathway. J. Biol. Chem. 271, 26,389–26,394.

67. Joe, A. K., Ferrari, G., Jiang, H. H., Liang, X. H., and Levine, B. (1996) Dominant

inhibitory Ras delays sindbis virus-induced apoptosis in neuronal cells. J. Virol.

70, 7744–7751.

68. Ferrari, G. and Greene, L. A. (1994) Proliferative inhibition by dominant-nega-

tive Ras rescues naive and neuronally differentiated PC12 cells from apoptotic

death. EMBO J. 13, 5922–5928.

69. Eilers, A., Whitfield, J., Babij, C., Rubin, L. L., and Ham, J. (1998) Role of the

Jun kinase pathway in the regulation of c-Jun expression and apoptosis in sympa-

thetic neurons. J. Neurosci. 18, 1713–1724.

70. Luo, Y., Umegaki, H., Wang, X., Abe, R., and Roth, G. S. (1998) Dopamine

induces apoptosis through an oxidation-involved SAPK/JNK activation pathway.

J. Biol. Chem. 273, 3756–3764.

71. Yang, D. D., Kuan, C. Y., Whitmarsh, A. J., Rincon, M., Zhen, T. S., Davis, R. J.,

Rakic, P., and Flavell, R. A. (1997) Absence of excitotoxicity induced apoptosis

in the hippocampus of mice lacking the Jnk3 gene. Nature 389, 865–870.

72. Ham, J., Babij, C., Whitfield, J., Pfarr, C. M., Lallemand, D., Yaniv, M., and

Rubin, L. L. (1995) A c-Jun dominant negative mutant protects sympathetic neu-

rons against programmed cell death. Neuron 14, 927–939.



Cellular Signaling Pathways in Neuronal Apoptosis 203

73. Kovary, K. and Bravo, R. (1991) The jun and fos protein families are both

required for cell cycle progression in fibroblasts. Mol. Cell Biol. 11, 4466–4472.

74. Bartel, D. P., Sheng, M., Lau, L. F., and Greenberg, M. E. (1989) Growth factors

and membrane depolarization activate distinct programs of early response gene

expression: dissociation of fos and jun induction. Gene Dev. 3, 304–313.

75. Haas, C. A., Deller, T., Naumann, T., and Frotscher, M. (1996) Selective expres-

sion of the immediate early gene c-jun in axotomized rat medial septal neurons is

not related to neuronal degeneration. J. Neurosci. 16, 1894–1903.

76. Dragunow, M. (1996) A role for immediate-early transcription factors in learning

and memory. Behav. Genet. 26, 293–299.

77. Raingeaud, J., Whitmarsh, A. J., Barrett, T., Derijard, B., and Davis, R. J. (1996)

MKK3 and MKK6 regulated gene expression is mediated by the p38 mitogen-

activated protein kinase signal transduction pathway. Mol. Cell Biol. 16, 1247–1255.

78. Xia, Z., Dickens, M., Raingeaud, J., Davis, R. J., and Greenberg, M. E. (1995) Oppos-

ing effects of ERK and JNK-p38 MAP kinases on apoptosis. Science 270, 1326–1331.

79. Berra, E., Diaz-Meco, M. T., and Moscat, J. (1998) The activation of p38 and

apoptosis by the inhibition of Erk is antagonized by the phosphoinositide 3-

kinase/Akt pathway. J. Biol. Chem. 273, 10,792–10,797.

80. Cheng, M., Sexl, V., Sherr, C. J., and Roussel, M. F. (1998) Assembly of cyclin

D-dependent kinase and titration of p27Kip1 regulated by mitogen-activated pro-

tein kinase kinase (MEK1). Proc. Natl. Acad. Sci. USA 95, 1091–1096.

81. Peeper, D. S., Upton, T. M., Ladha, M. H., Neuman, E., Zalvide, J., Bernards, R.,

DeCaprio, J. A., and Ewen, M. E. (1997) Ras signalling linked to the cell-cycle

machinery by the retinoblastoma protein. Nature 386, 177–181.

82. Guillonneau, X., Brychaer, M., Launay-Longo, C., Courtois, Y., and Mascarelli,

F. (1998) Endogenous FGF1-induced activation and synthesis of extracellular sig-

nal-regulated kinase 2 reduce cell apoptosis in retinal-pigmented epithelial cells.

J. Biol. Chem. 273, 22,367–22,373.

83. Wang, H. G., Rapp, U. R., and Reed, J. C. (1996) Bcl-2 targets the protein kinase

Raf-1 to mitochondria. Cell 87, 629–638.

84. Rodriguez-Viciana, P., Warne, P. H., Dhand, R., Vanhaesebroeck, B., Gout, I.,

Fry, M. J., Waterfield, M. D., and Downward, J. (1994) Phosphatidylinositol-3-

OH kinase as a direct target of Ras. Nature 370, 527–532.

85. Kaplan, D. R. and Stephens, R. M. (1994) Neurotrophin signal transduction by the

Trk receptor. J. Neurobiol. 25, 1404–1417.

86. Yao, R. and Cooper, G. M. (1995) Requirement for phosphatidylinositol-3 kinase

in the prevention of apoptosis by nerve growth factor. Science 267, 2003–2006.

87. Crowder, R. J. and Freeman, R. S. (1998) Phosphatidylinositol 3-kinase and Akt

protein kinase are necessary and sufficient for the survival of nerve growth factor

dependent sympathetic neurons. J. Neurosci. 18, 2933–2943.

88. Datta, S. R., Dudek, H., Tao, X., Masters, S., Fu, H., Gotoh, Y., and Greenberg,

M. E. (1997) Akt phosphorylation of BAD couples survival signals to the cell-

intrinsic death machinery. Cell 91, 231–241.

89. Woods, D., Parry, D., Cherwinski, H., Bosch, E., Lees, E., and McMahon, M.

(1997) Raf-induced proliferation or cell cycle arrest is determined by the level of

Raf activity with arrest mediated by p21Cip1. Mol. Cell Biol. 17, 5348–5358.

90. El-Deiry, W. S., Tokino, T., Velculescu, V. E., Levy, D. B., Parsons, R., Trent,

J. M., Lin, D., Mercer, W. E., Kinzler, K. W., and Vogelstein, B. (1993) WAF1, a

potential mediator of p53 tumor suppression. Cell 75, 817–825.



204 Cotman, Qian, and Anderson

91. Xiang, H., Kinoshita, Y., Knudson, C. M., Korsmeyer, S.J., Schwartzkroin, P. A.,

and Morrison, R. S. (1998) Bax involvement in p53-mediated neuronal cell death.

J. Neurosci. 18, 1363–1373.

92. Fan, J. and Bertino, J. R. (1997) K-ras modulates the cell cycle via both positive

and negative regulatory pathways. Oncogene 14, 2595–2607.

93. Spear, N., Estevez, A. G., Johnson, G. V., Bredesen, D. E., Thompson, J. A., and

Beckman, J. S. (1998) Enhancement of peroxynitrite-induced apoptosis in PC12

cells by fibroblast growth factor-1 and nerve growth factor requires p21Ras acti-

vation and is suppressed by Bcl-2. Arch. Biochem. Biophys. 356, 41–45.

94. Su, J. H., Deng, G., and Cotman, C. W. (1997) Neuronal DNA damage precedes

tangle formation and is associated with up-regulation of nitrotyrosine in Alz-

heimer’s disease brain. Brain Res. 774, 193–199.

95. Gartner, U., Holzer, M., Heumann, R., and Arendt, T. (1995) Induction of p21ras

in Alzheimer pathology. NeuroReport 6, 1441–1444.

96. McShea, A., Zelasko, D. A., Gerst, J. L., and Smith, M. A. (1999) Signal trans-

duction abnormalities in Alzheimer’s disease: evidence of a pathogenic stimuli.

Brain Res. 815, 237–242.

97. Gomez-Isla, T., Hollister, R., West, H., Mui, S., Growdon, J. H., Petersen, R. C.,

Parisi, J. E., and Hyman, B. T. (1997) Neuronal loss correlates with but exceeds

neurofibrillary tangles in Alzheimer’s disease. Ann. Neurol. 41, 17–24.

98. Zweig, R. M., Ross, C. A., Hedreen, J. C., Steele, C., Cardillo, J. E., Whitehouse,

P. J., Folstein, M. F., and Price, D. L. (1988) The neuropathology of aminergic

nuclei in Alzheimer’s disease. Ann. Neurol. 24, 233–242.

99. Vincent, I., Jicha, G., Rosado, M., and Dickson, D. W. (1997) Aberrant expres-

sion of mitotic cdc2/cyclin B1 kinase in degenerating neurons of Alzheimer’s dis-

ease brain. J. Neurosci. 17, 3588–3598.

100. Pei, J. J., Grundke-Iqbal, I., Iqbal, K., Bogdanovic, N., Winblad, B., and Cowburn,

R. F. (1998) Accumulation of cyclin-dependent kinase 5 (cdk5) in neurons with

early stages of Alzheimer’s disease neurofibrillary degeneration. Brain Res. 797,

267–277.

101. Lazebnik, Y. A., Takahashi, A., Poirie, R. G. G., Kaufmann, S. H., and Earnshaw,

W. C. (1995) Characterization of the execution phase of apoptosis in vitro using

extracts from condemned-phase cells. J. Cell Sci. 19(Suppl.), 41–49.

102. Newmeyer, D. D., Farschon, D. M., and Reed, J. C. (1994) Cell-free apoptosis in

Xenopus egg extracts: inhibition by Bcl-2 and requirement for an organelle frac-

tion enriched in mitochondria. Cell 79, 353–364.

103. Ellerby, H. M., Martin, S. J., Ellerby, L. M., Naiem, S. S., Rabizadeh, S., Salvesen,

G. S., Casiano, C. A., Cashman, N. R., Green, D. R., and Bredesen, D. E. (1997)

Establishment of a cell-free system of neuronal apoptosis: comparison of pre-

mitochondrial, mitochondrial, and postmitochondrial phases. J. Neurosci. 17,

6165–6178.

104. Ivins, K. J., Bui, E. T., and Cotman, C. W. (1998) Beta-amyloid induces local

neurite degeneration in cultured hippocampal neurons: evidence for neuritic

apoptosis. Neurobiol. Dis. 5, 365–378.

105. Rimon, G., Bazenet, C. E., Philpott, K. L., and Rubin, L. L. (1997) Increased

surface phosphatidylserine is an early marker of neuronal apoptosis. J. Neurosci.

Res. 48, 563–570.



Cellular Signaling Pathways in Neuronal Apoptosis 205

106. Holtsberg, F. W., Steiner, M. R., Keller, J. N., Mark, R. J., Mattson, M. P., and

Steiner, S. M. (1998) Lysophosphatidic acid induces necrosis and apotosis in hip-

pocampal neurons. J. Neurochem. 70, 66–76.

107. Martin, S. J., Finucane, D. M., Amarante-Mendes, G. P., O’Brien, G. A., and

Green, D. R. (1996) Phosphatidylserine externalization during CD95-induced

apoptosis of cells and cytoplasts requires ICE/CED-3 protease activity. J. Biol.

Chem. 271, 28,753–28,756.

108. Mattson, M., Partin, J., and Begley, J. (1998) Amyloid beta peptide induces

apoptosis-related events in synapses and dendrites. Brain Res. 807, 167–176.

109. Friedlander, R. M., Gagliardini, V., Hara, H., Fink, K. B., Li, W., MacDonald, G.,

Fishman, M. C., Greeberg, A. H., Moskowitz, M. A., and Yuan, J. (1997) Expres-

sion of a dominant negative mutant of interleukin-1beta converting enzyme in

transgenic mice prevents neuronal cell death induced by trophic factor withdrawal

and ischemic brain injury. J. Exp. Med. 185, 933–940.

110. Ishitani, R. and Chuang, D.-M. (1996) Glyceraldehyde-3-phosphate dehydrogen-

ase antisense oligodeoxynucleotides protect against cytosine arabinonucleoside-

induced apoptosis in cultured cerebellar neurons. Proc. Natl. Acad. Sci. USA 93,

9937–9941.



206 Cotman, Qian, and Anderson



Role of Second Messengers in Neurodegeneration 207

207

From: Cerebral Signal Transduction: From First to Fourth Messengers

Edited by: M. E. A. Reith © Humana Press Inc., Totowa, NJ

The Role of Second Messengers

in Neurodegeneration

Aase Frandsen, Jette Bisgaard Jensen,

and Arne Schousboe

8

INTRODUCTION

Integration of environmental cues and signals in the central nervous sys-

tem is dependent on fine-tuning of excitatory and inhibitory nervous activity.

The vast majority of excitatory neurotransmission processes are mediated

by the excitatory amino acid glutamate and aspartate acting on a variety of

excitatory amino acid receptors (1–4). These receptors are either forming ion

channels or are coupled to G-proteins and, hence, they are named ionotropic

and metabotropic receptors, respectively (see ref. 3).

Classically, the ionotropic receptors have been classified on the basis of

pharmacological properties. Based on N-methyl-D-aspartate (NMDA) and

a number of naturally occurring glutamate analogs of restricted conforma-

tion, these receptors were originally termed NMDA and non-NMDA recep-

tors, the latter being activated by, for example, quisqualate, ibotenate, and

kainate (5,6). The latter receptors were later divided into AMPA [2-amino-

3-(3-hydroxy-5-methylisoxazol-4-yl)propionate] and kainate receptors based

on binding studies using [
3
H]-AMPA and [

3
H]-kainate, respectively (7,8).

These classifications have subsequently been sustained and elaborated by

the cloning of a variety of excitatory amino acid receptor subunits that form

receptors and ionic channels corresponding to the pharmacologically defined

NMDA, AMPA, and kainate receptors (see refs. 3 and 4). Metabotropic glu-

tamate receptors have been functionally classified in three major groups exhib-

iting somewhat different pharmacological properties (9). The characterization

has, moreover, been borne out by the advent of molecular cloning of eight

subtypes of these receptors (10–15). Group I receptors consisting of three

splice variants of mGluR1 and two splice variants of mGluR5 mediate an

increase in phosphoinositide hydrolysis and these receptors are potently

activated by quisqualate and t-ACPD. Groups II and III are coupled to cAMP
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homeostasis and mediate a decrease in the intracellular cAMP content. Group II

comprising mGluR2 and mGluR3 is characterized by activation by L-CCG1

[(2S,1'S,2'S)-2-(carboxycyclopropyl)glycine] and t-ACPD [1S, 3R-1-amino-

cyclopentane-1,3-dicarboxylate] and group III receptors consisting of mGluR4,

-6, -7, and -8 are activated by L-AP4 (L-2-amino-4-phosphonobutyrate) and

L-SOP (L-serine-0-phosphate).

In addition to the physiological action of the excitatory amino acids as

neurotransmitters, they have been identified as powerful neurotoxins caus-

ing neurodegeneration when their extracellular concentration in the brain

exceeds a critical level (16–18). Although it is well established that activa-

tion of the ionotropic glutamate receptors play a fundamental role in the

neurotoxic action of glutamate and aspartate (18,19), it is less clear what may

be the exact involvement of the metabotropic receptors (18). It should, how-

ever, be kept in mind that metabotropic glutamate receptors can enhance

synaptic release of glutamate (20,21), which is likely to facilitate and possi-

bly overactivate ionotropic receptors, thereby leading to excitotoxic actions

(see ref. 9).

The common denominator in these toxic actions appears to be Ca
2+

. The

ionic channel formed by NMDA receptors is Ca
2+

 permeable and the chan-

nels activated by AMPA and kainate are under certain conditions permeable

for Ca
2+

 (see ref. 3). The metabotropic receptors belonging to group I indi-

rectly control intracellular Ca
2+

 levels via stimulation of IP
3
 production (see

below) and thus mediate an increase in intracellular Ca
2+

 (9). Because aber-

rations in intracellular Ca
2+

 are likely to lead to neuronal degeneration (see

below), this appears to link both receptor subtypes to excitotoxicity via a dis-

turbance of Ca
2+

 homeostasis.

CALCIUM HOMEOSTASIS

Correlation Between Cell Death and [Ca
2+

]
i

For several decades, it has been realized that a connection exists between

disturbances in intracellular Ca
2+

 homeostasis and cell death (22,23). This is

based on the repeated observations that a pronounced increase in the intra-

cellular Ca
2+

 concentration in most cases will produce cell death, and such

increases in intracellular Ca
2+

 almost always precede cell death brought about

by pathophysiological stimuli. Additionally, it has been shown that preven-

tion of an increase in the intracellular Ca
2+

 concentration can inhibit cell

death (24).

Although it seems clear that increases in intracellular Ca
2+

 in neurons

play a role in neuronal death induced by agents such as excitatory amino

acids (see ref. 25), attempts to correlate cell death to a specific increase in
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Fig 1. Scatterplot of ratio values obtained from single cortical neurons as a func-

tion of the peak nM [Ca
2+

]
i
 values (A) or as a function of the Ca

2+
 load

 
(Ca

2+
 area;

calculated as nM [Ca
2+

]
i
 × time h) and (B) after exposure for 20 min to 100 µM

glutamate, 300 µM quisqualate, 100 µM NMDA, or 100 µM AMPA. Each datum point

represents the ratio value of a single cell obtained 90 min after removal of the agonist.

(From ref. 26, with permission, copyright 1994 National Academy of Sciences, USA.)

the intracellular Ca
2+

 concentration have largely failed. An example is pro-

vided in Fig. 1, which shows experiments performed in cerebral cortical neu-

rons exposed to different excitatory amino acids acting on different receptor
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subtypes. It is seen that at moderately high increases in [Ca
2+

]
i
 expressed

either as peak increases (Fig. 1A) or as total increases (Fig. 1B), it cannot be

predicted whether a neuron will die. However, if a certain treshold for [Ca
2+

]
i

is exceeded, neurons will enevitably be irreversibly damaged (26). These

results are well in line with those of other investigators (27–29), but it should

be mentioned that others have observed some correlation between the ampli-

tude of the increase in [Ca
2+

]
i
 or the duration of the increase and subsequent

cell death (30–33).

Ca
2+

 Entry and Ca
2+

 Pools

One reason why it has been difficult if not impossible to establish a mean-

ingful relationship between [Ca
2+

]
i
 and neuronal cell death may be that an

increase in [Ca
2+

]
i
 reflects events occurring at the site of Ca

2+
 entry (i.e., the

plasma membrane), the mode of entry (i.e., Ca
2+

 channels activated by volt-

age or by receptors), and release of Ca
2+

 from a number of intracellular

Ca
2+

 stores (i.e., endoplasmic reticulum and mitochondria). Additionally, cells

are equipped with mechanisms such as the Ca
2+

-ATPase and the Na
+
/Ca

2+

exchanger, which are able to extrude Ca
2+

 from the cell, thus ameliorating a

moderate Ca
2+

 overload (34.35)

The Ca
2+

 entry in neurons occurs mainly via voltage-activated Ca
2+

 chan-

nels and through excitatory amino acid-activated receptors (36,37). Membrane

depolarization either following action potentials or activation of excitatory

amino acid receptors may open different subtypes of Ca
2+

 channels and both

N- and L-type Ca
2+

 channels have been implicated in neuronal cell death

(38–42). It appears, however, that influx of Ca
2+

 through excitatory amino

acid receptors may be quantitatively more important (39,43,44). Because

the Ca
2+

 permeability of NMDA receptors is much higher than that of AMPA

and kainate receptors (see ref. 3), the NMDA receptor has been thought to

be primarily responsible for the increase in [Ca
2+

]
i
 observed after exposure

of neurons to glutamate, which activates all receptor subtypes (45). Although

the Ca
2+

 permeability of AMPA/kainate receptors depends strongly on their

subunit composition (see ref. 3), several studies have shown that these

receptors can mediate Ca
2+

 influx (26,35,37,46–49). It should, however, be

pointed out that in the case of AMPA- and kainate-mediated neurotoxicity,

the Ca
2+

 entry is not the only determining factor, as it has recently been

shown that the desensitization state of these receptors has great influence on

the outcome of exposure of neurons to these agonists (50–53).

The intracellular Ca
2+

 concentration is determined not only by influx and

efflux but also by the capacity for Ca
2+

 sequestering in different intracellu-

lar stores such as the endoplasmic reticulum, the mitochondria, and the cell
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nucleus (54–56). The endoplasmic reticulum has two sets of receptors: the

IP
3
 and the ryanodine receptor, which trigger release of Ca

2+
 into the cytosol

following stimulation with their respective agonists (see refs. 57 and 58).

These stores can also be affected by the drug dantrolene, which is known

to block Ca
2+

 release from the sarcoplasmic reticulum (59), and which has

been proposed to interact with the ryanodine-sensitive Ca
2+

 channel in the

reticulum (37). Dantrolene has been shown to reduce the glutamate induced

increase in [Ca
2+

]
i
 in cultured neurons (60,61) and, additionally, it inhibits a

NMDA-mediated increase in [Ca
2+

]
i
 but not that mediated by AMPA/KA or

K
+
 depolarization (39,61). As these latter effects were dependent on exter-

nal Ca
2+

, it was suggested that dantrolene may affect intracellular Ca
2+

 pools,

of which at least one is stimulated to release Ca
2+

 by Ca
2+

 itself (37). More-

over, it was suggested that in case of glutamate- and NMDA-induced cyto-

toxicity in neocortical neurons, these dantrolene-sensitive Ca
2+

 stores play a

major role in Ca
2+

-induced cell death. This probably explains at least some

of the difficulties correlating cell death with an overall increase in [Ca
2+

]
i
.

Mitochondria

The ability of mitochondria to maintain a high Ca
2+

 level is dependent on

an intact membrane potential and it is mediated mainly by the Ca
2+

 uniporter

and the Na
+
/Ca

2+
 exchanger (62). During energy failure, Ca

2+
 may be released

via the permeability transition pore (63) and this may have severe consequences

with regard to subsequent triggering of processes leading to apoptosis or

necrosis (64).

EXCITOTOXICITY

Phenomenologically, activation of each of the individual EAA-receptor

subtypes can cause neuronal cell death (65,66). The finding that glutamate

had a neurotoxic action at developmental stages at which NMDA was not

toxic (66,67) indicates that toxicity exclusively mediated via activation of

NMDA receptors cannot explain EAA-related toxicity in contrast to the

original suggestion made by Choi et al. (19). Likewise, the ability of EAA-

receptor antagonists for either NMDA or non-NMDA receptors to reduce

but not abolish glutamate toxicity supports this notion (67). Despite more

than 40 yr of intense research in the field, it is presently not clear to which

extent the mechanisms mediating toxicity initiated by activation of the indi-

vidual receptor subtypes have similarities or are identical. Judged from

the conclusions of the involvement of calcium ions (cf. above text and ref.

37), it seems reasonable to anticipate that at least part of the mechanisms

involved are diverse for the different receptor subtypes involved. Further-
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more, so far it has also not been possible to elucidate whether the pathologi-

cal actions of EAAs are mediated via an exaggeration/dysregulation of the

mechanisms mediating the physiological actions.

Cell Death

Cell death can occur via two principally different mechanisms, namely

necrosis and apoptosis (or programmed cell death). Necrosis normally appears

traumatically, is of pathological nature, and may be described as a chaotic

(i.e., an unregulated process). The process involves gross areas of tissue and

is developing relatively slowly (days).

Apoptosis describes the fast (hours) but controlled destruction of single

cells after activation of cell death proteins. The process is in principle of

physiological nature.

Necrosis

Necrotic or accidential cell death occurs when the cell is exposed to extre-

mely unphysiological processes. Necrosis appear to start with the loss of

control over the cellular homeostasis, leading to influx of water and extra-

cellular ions. Intracellular organelles, primarily mitochondria, undergo swell-

ing with subsequently cell swelling terminating in cell lysis. Because of the

ultimative destruction of the cell membrane, the cytoplasmic content, lyso-

somal enzymes included, is released to the extracellular space. Therefore,

necrotic cell death in vivo is often accompanied by extensive tissue damage,

resulting in an intense inflammatory response. Necrotic cell death may be in

vitro conveniently monitored by measuring the activity of the cytoplasmic

enzyme lactate dehydrogenase (LDH) or by means of MTT staining, which

is based on mitochondrial function (19,37,52,65–69).

Apoptosis

In contrast to necrosis, apoptosis or programmed cell death occurs under

normal physiological curcumstances with the active participation of the cell

in its own destruction (“cellular suicide”). Morphologically, apoptotic cells

are characterized by pycnotic nuclei, formation of apoptotic bodies, “mem-

brane blebbing,” and cellular condensation without loss of cellular integrity

and with intact organelles. Biochemical characteristics of apoptosis are, among

other things, attenuation of ATP-dependent processes, which may lead

to impaired mitochondrial function and, in turn, decreased dehydrogenase

activity. Furthermore, apoptosis is often, but not always, accompanied by

formation of oligonucleosomal DNA fragmentation (DNA ladder after aga-

rose gel electrophoresis) (e.g., ref. 70).
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Assessment of Type of Cell Death

In order to establish the means by which the cell has died (i.e., by necro-

sis or apotosis), it is of importance to realize the existence of some pitfalls

that might hamper the conclusion drawn. First, positive identification of

apoptosis requires the use of more than one of the parameters characteristic

for this form of cell death because the individual signs can occur as a response

to other stimuli than apoptosis. Second, the very nature of apoptosis may

blur the identification of the process. It is difficult to study the phenomenon

as a result of neurodegenerative diseases in vivo partly because even though

terminally the cell death is of tremendous dimensions, the process occurs

over many years. Thus, at any given time in the process, only very few dying

cells would be present. In connection with acute neuropathological condi-

tions such as stroke, the neuronal damage occurs within days, whereas a

possible apoptosis will occur within hours (71–73). Furthermore, apoptotic

cells are removed by phagocytosis (74), thus leaving no trace for the investi-

gator to discover. In vitro (with no phagocytes present) the apoptotic bodies

and cellular debris ultimatively will swell and lyse. This terminal phase of

apoptosis is called secondary necrosis (75).

When the issue is to clarify whether cell death has occurred by necrosis

or by apoptosis, it is also of importance to consider the capabilities and limi-

tations of the cell viability test choosen. As examples can be mentioned that

because regular apoptosis occurs with intact cell membranes, measurement

of the release of the cytoplasmic enzyme LDH does not allow one to distin-

guish between true necrosis or secondary necrosis initiated by apoptosis. It

would also be predicted that the LDH leakage method would not be positive

for cell death in primary apoptosis. Futhermore, because of the possible

mitochondrial dysfunction in early apoptosis, using the MTT test (which is

based on intact mitochondrial function) might lead to underestimation of

cell death induced by apoptosis. The recent evidence suggesting that loss of

mitochondrial integrity and release of caspase-activating mitochondrial fac-

tors promote apoptosis (76–78) opens the possibility of a certain cross reac-

tivity between necrosis and apoptosis.

The scenario just outlined makes it understandable why only lately it has

been realized that apoptosis might play a role in the excitatory amino acid-

induced neurodegeneration that traditionally has been considered to be of

necrotic nature.

Early Response Genes

As discussed earlier, EAA-mediated neurotoxicity has been viewed as

being of necrotic nature, but a wealth of evidence now supports the notion
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that transsynaptic regulation of gene expression is of crucial importance

when considering molecular mechanisms of neurotoxicity in addition to the

more physiological role in neural development and long-term adaptive

changes in the mature nervous system (79–83). An important issue of this

hypothesis is transcriptional regulation by EAAs of early response genes,

especially c-jun and c-fos. These genes encode transcription factors regulat-

ing the subsequent transcriptional activity of certain late response genes that

might be of importance for cell survival or death (84). Therefore, the recent

findings of abnormal expression of c-fos (63,83,85) are of interest, although

the functional bearings of such aberration is controversial. Thus, sustained

and/or elevated c-fos expression is associated with neuronal apoptosis and

developmental failures both in vivo and in vitro (86–90). Also, in animal models

of e.g. epilepsy and other neurodegenerative disorders, for example, dis-

turbances of the normal expression pattern have been observed (89,91). It

has been suggested that the expression pattern of early response genes such as

c-fos might be used as a predictive index for excitotoxic neuronal death (83).

Clinical Perspectives

A greater mechanistic knowledge of the processes leading to cell damage

related to exposure to excitatory amino acids is a prerequisite for the rational

development of strategies for the treatment of the severe neurodegenerative

diseases or conditions associated with with such damage. Basically, there

are two possible strategies that may be followed. One is based on conven-

tional receptor antagonists, and the other more novel approach is founded

on mechanistic knowledge that, only with difficulty could be obtained with-

out the prior development of specific receptor antagonists. Because excita-

tory amino acids are involved not only in undesirable processes but also in

essential cognitive functions, a chronic treatment with exclusively based on

administration of full antagonists is not attractive. It may, though, be accep-

table to use such agents in short-lasting treatment in the acute phase of neuro-

logical disorders such as stroke. On the other hand, it may be of interest to

focus on the development of partial antagonists because the administration

of such compounds probably would tend to normalize the excessive stimu-

lation with excitatory amino acid stimulation seen prior to or in combination

with these conditions. Because partial antagonists (or agonists) would allow

some excitatory activity, they may be acceptable as treatment on a more

permanent basis. Another avenue of intervention for the treatment of chronic

neurodegenerative diseases would be the attempt to identify “functional

antagonists.” Thus, research focused on the mechanisms has hitherto led

to the identification of a range of pharmaca under evaluation for a possible
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therapeutic potential (37,39,61,92). One of these putative drugs is dantrol-

ene, preventing release of Ca
2+

 from intracellular stores (37,39,61). Because

the neuroprotective effect of these compounds is the result of interference

with processes distally to the excitatory amino acid receptor activation, it is

possible that some of the normal function mediated by excitatory amino acid

receptors may be operative in the presence of such drugs. Accordingly, it is

likely that therapy with drugs developed according to the mechanistic strat-

egy in combination with partial blockage of excitatory amino acids recep-

tors may have less severe side effects than therapeutic strategies exclusively

based on excitatory amino acid receptor antagonists and, as such, might pro-

vide the basis for an acceptable and effective treatment of the relevant neuro-

pathological diseases requiring permanent medication. It is likely that the

use of cultured neurons of various types as a model system will facilitate

such work. Brain damage caused by severe ischemia is presumably medi-

ated via all types of excitatory amino acid receptors. Since dantrolene has

no effect on toxicity induced by kainate or AMPA in vitro, the future of this

compound presumably will lie in its use as an instrumental tool for experi-

mental research rather than a therapeutic agent. The current knowledge of

the deeper mechanisms in the neuronal stress response is too insufficient to

provide a solid basis for the development of a rational program with a view

of a pharmacological intervention. The most promising avenues to follow

presumably will be connected with mitochondrial dysfunction (i.e., a sys-

temic defect with initial symptoms being in the central nervous system and

regulation of (early response) gene expression, including apoptosis. Because

of their initial nature, targeting of these processes could be expected to be

promising for the development of an effective treatment within the thera-

peutic window of acute neurological diseases, thus minimizing the severe

sequela to occur.
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Studies to characterize the complex actions of stress and antidepressant

treatment on brain function have made significant progress over the past

20 yr. This work demonstrates that in addition to regulation of neurotrans-

mitter and neuroendocrine pathways, stress and antidepressant treatment

also exert potent effects on neuronal morphology, cytoarchitecture, and

intracellular signal transduction pathways. Moreover, progress is being

made in understanding the molecular and cellular actions of stress in the

context of the cellular and molecular systems that are thought to be involved

in depression. The major first messengers involved in the action of stress

and antidepressant treatment are the adrenal-glucocorticoids and mono-

amines. In addition, a role for excitatory amino acids and neurotrophic fac-

tors has been demonstrated. This chapter will briefly review the intracellular

signaling pathways for each of these first messengers and then provide a

more detailed analysis of these intracellular pathways in the context of stress

and antidepressant treatment. Although a great deal of work still remains,

this work has already begun to elucidate how alterations of these pathways

may contribute to the pathophysiology and treatment of depression.

INFLUENCE OF STRESS ON NEURONAL FUNCTION

Acute stress results in activation of pathways that are designed to help an

organism mount a response to stress, but repeated or severe stress results in

adverse effects that contribute to many neurobiological disorders. In addi-

tion, other environmental factors or genetic determinants may make certain

individuals more vulnerable to stress. Recent studies have begun to reveal

the molecular and cellular actions of stress, particularly the role of excess

glucocorticoids and neurotrophic factors, on cell survival and function.
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Act ivat ion of t he HPA Axis by  St ress

Activation of the hypothalamic–pituitary–adrenal (HPA) axis and increased

release of glucocorticoids is the hallmark of an animal's stress responses.

This pathway includes release of corticotrophin-releasing factor (CRF) from

the hypothalamus, which stimulates the release of adrenocorticotrophic hor-

mone (ACTH) from the pituitary, which, in turn, stimulates the release of

glucocorticoid from the adrenal gland. There are multiple feedback loops in

this pathway that are designed to maintain homeostasis and return the HPA

axis to normal, prestress levels. Glucocorticoids feed back to inhibit the HPA

axis at the most proximal sites in the pathway, the pituitary and hypothala-

mus. In addition, the hippocampus represents a site of strong negative feed-

back for glucocorticoid regulation of the HPA axis (1,2). The hippocampal

feedback pathway is particularly relevant for understanding the deleterious

effects of chronic stress and excess glucocorticoid levels. Certain popula-

tions of hippocampal neurons become damaged when exposed to repeated

stress or high levels of glucocorticoids, and this damage could result in loss

of the inhibitory control of the HPA axis. This could lead to a cycle where

the damaging effects of stress are further amplified by the ever-increasing

levels of glucocorticoid as hippocampal negative feedback is reduced.

Overactivation of the HPA axis, possibly as a result of reduced hippocampal

inhibition, could contribute to the memory deficits, vegetative abnormalities,

and, possibly, other aspects of affective illnesses. Hippocampal negative feed-

back is reported to be reduced in depressed patients (3). In addition, loss of

feedback inhibition and rising levels of glucocorticoids are associated with

hippocampal atrophy and memory deficits that occur during natural aging

(see refs. 4 and 5). The cellular and molecular basis for the damaging effects

of stress on hippocampal neurons are discussed in the following section.

Regulat ion of Hippocampal

Neuronal A t rophy  and Surv ival by  St ress

The damaging influence of stress on hippocampal neurons occurs in dif-

ferent ways in the different populations of hippocampal neurons. The CA3

pyramidal neurons appear to be one of the populations of cells most sensi-

tive to stress and glucocorticoids. These cells are influenced in three general

ways by stress and glucocorticoid treatments (Fig. 1) (for a review, see ref.

6). First, the CA3 pyramidal neurons are reported to undergo atrophy in

response to these treatments (7–9). Atrophy of CA3 neurons occurs in the

form of decreased number and length of the apical dendrites and has been

observed in rodents and nonhuman primates. Second, death or neurotoxicity

of CA3 neurons is reported to occur in response to severe and prolonged
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stress or glucocorticoid treatments (10–12). Third, stress and glucocorticoid

treatments produce a state of neuroendangerment of CA3 pyramidal neu-

rons. In this case, only the short-term stress or glucocorticoid exposure, which

alone has no effect, is reported to exacerbte the damage induced by other types

of neuronal insults, including excitotoxins, hypoglycemia, and hypoxia–

ischemia (6,10,13,14).

Fig. 1. A cellular model for the actions of stress and antidepressant treatment.

Stress and excess levels of glucocorticoid cause atrophy or death of CA3 pyramidal

neurons and decrease the neurogenesis of granule cells in the dentate gyrus in the

hippocampus. Recent studies demonstrate that stress decreases the expression of

brain derived neurotrophic factor (BDNF) in both of these cell layers of hippocam-

pus, an effect that could contribute to the damaging effects of stress. Moreover,

these effects of stress could contribute to the reduction in the volume of the hippo-

campus in patients with depression or posttraumatic stress disorder (see text for a

discussion). In contrast, antidepressant treatment (ADT) increases the expression

of BDNF and prevents the downregulation of BDNF elicited by stress. Increased

levels of BDNF could have trophic actions that protect hippocampal neurons from

further damage or, possibly, reverse the stress-induced damage. Induction of BDNF

appears to result from sustained elevation of 5-HT and norepinephrine (NE) trans-

mission and activation of the cAMP-CREB cascade (see Fig. 4).



226 Duman

The dentate gyrus granule cells in the hippocampus are influenced in a

different manner by stress and glucocorticoids. These cells exhibit a rela-

tively unique characteristic in brain, in that they continue to undergo neuro-

genesis in adult animals. Neurogenesis, or continued cell birth of granule

cells, together with cell death, is a normal process in adult rodents and has

also been demonstrated in nonhuman primates (see refs. 15 and 16), although

another study failed to observe neurogenesis in adult nonhuman primates

(17). Several studies demonstrate that stress or excess levels of glucocorti-

coid reduce the rate of neurogenesis in rodents, and one of these also reports

a similar effect in nonhuman primates (Fig. 1) (15,16). Decreased neuro-

genesis is observed after a single, short-term exposure to stress. This overall

decrease in the number of newly born cells could contribute to the func-

tional and morphological effects of stress on hippocampus. In contrast, the

rate of neurogenesis is reported to be increased in adult mice exposed to

an enriched environment (i.e., increased exposure to interesting inanimate

objects and social stimulation) compared to littermates housed in standard

cages (18). This suggests that positive stimuli can enhance the rate of neuro-

genesis. Although the functional consequences have not been determined, it

is interesting to speculate that increased neurogenesis would increase the

function of the mossy fiber pathway and the hippocampus (e.g., increased

inhibitory control of the HPA axis and enhanced learning and memory).

Cells in other brain regions do not appear to be as sensitive to the damag-

ing effects of stress as observed in the hippocampus. The reason for this

regional difference is not completely understood but may be related to the

higher levels of glucocorticoids and their receptors in hippocampus (see ref.

6). However, there have been fewer studies directed at brain regions other

than the hippocampus, and it is possible that once a more thorough analysis

is conducted, the damaging effects of stress and glucocorticoid treatments

will be found to be more widespread.

Relevance to the Pathophysiology  of Depression:

Clinical Studies of Brain Volume

Although it is difficult to determine the relevance of these basic research

studies in rodents and nonhuman primates, clinical reports have provided evi-

dence that neuronal atrophy or cell death of hippocampal neurons may play

a role in the pathophysiology of depression and other stress-related illnesses.

First, as noted earlier, neuroendocrine studies demonstrate that hippocampal

fast-feedback inhibition of the HPA axis is reduced in depressed patients,

indicating that the function of the hippocampus is decreased (3). Second,

brain-imaging studies demonstrate a reduction in the volume of hippocampus,
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determined by magnetic resonance imaging (MRI), in patients with depres-

sion or posttraumatic stress disorder (19,20; also see ref. 21). The volume of

the hippocampus is also reported to be decreased in patients with Cushings

disease (22), lending further support to the hypothesis that increased gluco-

corticoid levels may be involved in the reduction of hippocampal volume.

In addition to these studies in hippocampus, there are also reports that the

function and size of the subgenual prefrontal cortex is reduced in patients

with depression and bipolar disorder (23). A decrease in the number of glia

in this area of the prefrontal cortex has also been reported in patients with

familial depression or bipolar disorder, indicating that death of non-neuronal

cells also occurs in affective illness (24).

MOLECULAR ACTIONS

OF STRESS AND GLUCOCORTICOIDS

The mechanisms that underlie the influence of stress and glucocorticoid

exposure are likely to involve multiple cellular actions, as well as regulation

of different neurotransmitter and neuroendocrine factors. Some of the best

characterized effects that are relevant to neuronal damage are discussed in

this section. The primary mechanism by which glucocorticoids influence

cellular function is via binding to their cytoplasmic receptors, referred to as

mineralocorticoid or glucocorticoid receptors, which are then translocated

to the nucleus and act as gene transcription factors. Both receptor subtypes

are expressed at very high levels in hippocampus, but it is the glucocorticoid

receptor that is reported to mediate the damaging effects of stress and gluco-

corticoid treatments (25; see ref. 6). In addition to the high level of recep-

tors, the hippocampus contains higher levels of glucocorticoids, which may

result from an enzymatic process that converts glucocorticoid metabolites

back to the active steroid (26).

Regulat ion of Energy  Metabolism

by  St ress and Glucocort icoids

One of the mechanisms by which stress and glucocorticoids are thought

to influence neuronal survival and function is by reducing the energy capac-

ity of neurons (see ref. 6). Glucocorticoids are known to decrease the uptake

of glucose in peripheral tissues, including fat cells and fibroblasts, and a

similar effect is observed in the brain (Fig. 2). The mechanisms responsible

for the decreased glucose uptake include both transcriptional and posttran-

scriptional modifications. Long-term exposure of adipocytes to glucocorti-

coid decreases the expression of the glucose transporter and thereby decreases

the ability of cells to accumulate glucose (27). This occurs via glucocorticoid
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Fig. 2. A model demonstrating the molecular actions of stress on signal trans-

duction. The damaging influence of stress is due to dysregulation of several factors,

most notably excess levels of adrenal-glucocorticoids. Glucocorticoids bind to cyto-

plasmic receptors (GR) and are then translocated to the nucleus where they act as

gene transcription factors. GR is the receptor subtype that is thought to mediate the

damaging actions of stress. One effect of excess glucocorticoid levels is to reduce

glucose uptake and thereby compromise the energetic capacity of cells. This is

thought to occur via decreased expression of the glucose transporter, as well as

translocation of the transporter away from the cell membrane to intracellular com-

partments. Stress is also reported to increase extracellular levels of glutamate, the

major excitatory neurotransmitter in brain. This could lead to overactivation of

glutamate receptors that gate Ca
2+

, such as the NMDA receptor. This could result

in excess levels of intracellular Ca
2+

, which is known to regulate many cellular

enzymes, and could lead to increased levels of oxygen-free radicals. Stress is also

reported to decrease the expression BDNF in hippocampus. The mechanism under-

lying this effect is unknown, although there is preliminary evidence that the 5-HT

and GABA neurotransmitter systems may contribute to the decreased expression

of BDNF (see Fig. 3). A reduction of BDNF would be expected to decrease trophic

support of hippocampal neurons. In addition to the damaging effects of excess glu-

cocorticoids and glutamate and reduced BDNF on cell function, these pathways

may exacerbate each other. For example, a reduction in cell energetics would make

it more difficult to buffer excess intracellular Ca
2+

. Taken together, these effects of

stress result in atrophy, vulnerability, and death of neurons.
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inhibition of transporter expression. In addition, short-term exposure to gluco-

corticoid induces a translocation of the glucose transporter from the cell mem-

brane to intracellular sites in adipocytes via a posttranscriptional mechanism

(28). Although these effects of glucocorticoids have been demonstrated in

peripheral tissues, it is possible that they have similar actions in brain. Evi-

dence for this hypothesis comes from reports demonstrating that glucocor-

ticoids regulate glucose utilization in the brain (29) and decrease glucose

uptake in primary neuronal cultures (30,31). This reduction in energy capac-

ity is likely to increase the vulnerability of neurons to other types of insults,

such as excitotoxins, hypoxia–ischemia, and hypoglycemia. In addition,

over extended periods of time, a reduction in glucose could eventually lead

to neurotoxic effects. This possibility is supported by studies of Sapolsky

and colleagues on neuronal endangerment, as well as studies from others on

the influence of aging and glucocorticoids on neuronal loss (for a review,

see refs. 5 and 6).

Regulat ion of Glutamate

and Calcium by  St ress and Glucocort icoids

Excessive activation of excitatory amino acid neurotransmitter systems

and influx of calcium are known to be critical determinants of neuronal

toxicity in response to many types of neuronal insult. Glutamate, the major

excitatory neurotransmitter system in brain, stimulates the influx of calcium

by activation of NMDA and non-NMDA ionotropic receptors (see ref. 32).

Excessive activation of glutamatergic ionotropic receptors is known to con-

tribute to the neurotoxicity that occurs in response to many types of neuro-

nal insult, including repeated seizures and ischemia. Excess intracellular

calcium leads to sustained activation of multiple intracellular enzymes, which

have negative effects on cell survival and function (see ref. 33). This may

include oxidative damage and generation of free radicals.

Stress or glucocorticoid treatment is reported to increase the extracellular

levels of glutamate in hippocampus as measured by dialysis, suggesting that

activation of glutamate receptors and influx of calcium may contribute to

the damaging effects of stress (Fig. 2) (34,35). However, stress leads to simi-

lar increases in extracellular levels of glutamate in other brain regions that

are not damaged by stress, and there is evidence that the elevation of gluta-

mate may result in part from the insertion of the dialysis probe (see ref. 35).

It is also surprising that stress does not induce early response genes, such as

c-Fos, that are known to be induced by activation of glutamate systems. In

fact, expression of BDNF, which is known to be induced by glutamate, is

significantly decreased by stress (36). These findings raise some questions

about the direct role of glutamate in the actions of stress and suggest that



230 Duman

there may be other factors that contribute to the atrophy and death of hippo-

campal neurons (see the following). However, there is clear evidence that

glucocorticoids enhance glutamate excitoxicity in response to other types of

insult (see ref. 6). Moreover, it is possible that the cumulative effects of an

overactive glutamate system could contribute to the damaging effects of

repeated stress.

Regulat ion of Neurot rophic Factors by  St ress

A role for neurotrophic factors in the actions of stress, as well as antide-

pressant treatments, is provided by several lines of evidence. BDNF belongs

to the nerve growth factor family, which also includes nerve growth factor

(NGF), neurotrophin-3 (NT-3), and neurotrophin-4 (NT-4). Although these

neurotrophic factors were originally characterized for their role in the devel-

opment and growth of neurons, it is now clear that they are vital to the main-

tenance, survival, and function of neurons in the mature nervous system

(see refs. 37–39). The actions of neurotrophic factors are mediated by Trk

receptors, transmembrane receptors that contain intrinsic tyrosine kinase

activity (40). The Trk receptors are relatively specific for each neurotrophic

factor, although some receptors also bind to more than one neurotrophic

factor. For example, TrkA is relatively selective for NGF, TrkB binds BDNF

and NT-4 but has higher affinity for BDNF, and TrkC binds primarily NT-3.

Activation of Trk receptors leads to autophosphorylation of the receptor and

then coupling to intracellular signaling pathways, including the mitogen-

activated protein (MAP) kinase pathway, phosphatidylinositol-3 kinase and

phospholipase C-γ (see ref. 40).

Smith and colleagues have demonstrated that stress induces a rapid and

long-lasting decrease in the expression of BDNF in hippocampus (Fig. 2)

(36). Exposure to immobilization stress for 1–2 h decreases the expression

of BDNF mRNA in the dentate gyrus granule cell layer and the CA3 pyra-

midal cell layer. This effect is still observed after repeated (7 d) stress. Given

the vital role that neurotrophic factors play in the survival and function of

neurons, it is possible that decreased expression of BDNF could contribute

to the damaging influence of stress on hippocampal neurons. If this were

the case, then it should be possible to protect these neurons from damage

by administration of BDNF. Conversely, reduction or depletion of BDNF

should make these neurons more vulnerable to damage. These possibilities

are currently being examined using local infusions of BDNF and BDNF

mutant mice.

Repeated, but not acute, stress was also found to increase the expression

of NT-3 in the dentate gyrus, but not in the CA3 pyramidal cell layer. In a sub-
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sequent study, expression of NT-3 in the locus coeruleus was also reported

to be increased by chronic stress (41). It is possible that upregulation of NT-3

contributes to the protection of dentate gyrus granule cells from damage.

NT-3 is also reported to increase the survival and function of locus coer-

uleus neurons (42), and upregulation of this neurotrophic factor may contrib-

ute to the increased function of these neurons in response to repeated stress

(i.e., increased expression of tyrosine hydroxylase, the rate-limiting enzyme

in the synthesis of norepinephrine).

Pathw ays Underly ing the Regulat ion of BDNF

The pathways underlying the regulation of BDNF by stress could involve

endocrine as well as neurotransmitter systems. The role of glucocorticoids

in the downregulation of BDNF by stress was investigated in the study of

Smith et al. (36).They found that acute administration of high levels of glu-

cocorticoids, similar to those induced by stress, did not lead to downregu-

lation of BDNF expression. Chronic glucocorticoid treatment did lead to

a reduction of BDNF expression, but this effect was not of the same mag-

nitude as that observed with acute or chronic stress. In addition, adrenalec-

tomy (supplemented with a low dose of glucocorticoid) did not block the

downregulation of BDNF. These results indicate that stress-induced ele-

vation of glucocorticoids cannot account for the downregulation of BDNF

expression. Adrenalectomy, without glucocorticoid supplement, did reduce

the basal expression of NT-3, although expression of this neurotrophic fac-

tor was not influenced by either acute or chronic glucocorticoid treatment.

The rapid nature of the stress-induced downregulation of BDNF expres-

sion suggests that a fast acting neurotransmitter system may be involved.

The expression of BDNF is reported to be influenced by the major inhibi-

tory and stimulatory neurotransmitters systems and appears to be linked, at

least in part, to the level of neuronal activity (see ref. 39). Activation of the

major inhibitory system, GABA, decreases and activation of the major excita-

tory system, glutamate, increases the expression of BDNF. As discussed earlier,

stress is reported to increase extracellular levels of glutamate but this would

be expected to increase, not decrease, the expression of BDNF. It is possible

that the downregulation of BDNF is mediated by increased GABAergic neuro-

transmission. One possibility is that stress activates GABAergic interneu-

rons that are known to induce inhibitory postsynaptic potentials (IPSPs) in

dentate gyrus granule cells (Fig. 3) (43). Pharmacological experiments to test

this hypothesis are complicated because antagonists of the GABA
A

 recep-

tor, which mediates the major inhibitory effects of the GABA system, result

in generalized seizures.
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Monoamine neurotransmitters are also known to be regulated by stress and

could be involved in the downregulation of BDNF expression. One possibil-

ity is the serotonin system, which is known to be activated by stress (44,45).

Support for this possibility is provided by a study demonstrating that activa-

tion of 5-HT
2A

 receptors decreases the expression of BDNF in the dentate

gyrus granule cell layer in a manner similar to that observed in response to

stress (46). In addition, pretreatment with a 5-HT
2A

 antagonist partially blocks

the downregulation of BDNF by stress (Fig. 3) (46,47). Regulation of BDNF

expression by 5-HT
2A

 receptors could occur via activation of GABAergic

interneurons, which inhibit the firing of granule neurons as discussed earlier

in this chapter (43).

The downregulation of BDNF is only partially blocked by 5-HT
2A

 recep-

tors, indicating that there are other systems that contribute to the stress

response. We have also tested the influence of several other receptor antago-

nists, including those for 5- HT
1A

, β-adrenergic and α
1
-adrenergic, and CRF-

R1 receptors, but none of these appear to alter the stress response (47). It is

also possible that cytokines, many of which are activated by stress, could

mediate the stress response. One possibility is interleukin-1β (IL-1β), which

is increased in the hippocampus and other brain regions in response to stress.

Fig. 3. A model demonstrating a potential mechanism for decreased expression

of BDNF in response to stress. Stress could induce a rapid downregulation of BDNF

expression via activation of 5-HT
2A 

receptors located on GABAergic interneurons.

Activation of these interneurons is known to increase IPSPs in the granule cells.

Increased inhibition of dentate gyrus granule cells could lead to decreased activa-

tion of Ca
2+

-dependent protein kinases and decreased expression of BDNF. Block-

ade of the 5-HT
2A 

receptor reduces the stress-induced downregulation of BDNF.

However, the blockade is partial, indicating that there are other factors that con-

tribute to the influence of stress on BDNF expression. One possibility that is being

investigated is that a cytokine, such as IL-1β, mediates this effect.
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IL-1β also inhibits the release of glutamate in hippocampus and has been impli-

cated in stress-induced impairment of long-term potentiation (LTP) and age-

related damage of hippocampal neurons (48,49). The role of IL-1β in the

downregulation of BDNF by stress is currently under investigation.

INFLUENCE OF ANTIDEPRESSANT TREATMENTS

ON NEURONAL MORPHOLOGY AND SURVIVAL

If neuronal atrophy and survival play a significant role in the effects of

stress that eventually lead to depression, it is conceivable that treatments for

depression may reverse these neuronal deficits or, at the very least, prevent

further damage. Although this area of research is still being studied, early

reports have provided evidence that antidepressant treatments are capable

of influencing synaptic plasticity and neuronal morphology. The results of

these studies are briefly discussed.

Influence of Ant idepressant  Treatment s

on CA3 Neuronal Morphology

There are surprisingly few studies on the influence of antidepressant treat-

ments on the stress-sensitive CA3 pyramidal neurons. This is in part the

result of the difficulty of performing these studies, which includes staining

the neurons, obtaining camera lucida drawings of the processes of multiple

cells, and measurement of the number and length of dendritic branch points.

However, McEwen and colleagues have examined the influence of two anti-

depressant agents on the atrophy of CA3 pyramidal cells (50). One of the drugs

was an atypical antidepressant, tianeptine, which increases the reuptake of

5-HT, and the other was a 5-HT selective reuptake inhibitor, fluoxetine.

In this study, they found that the atypical antidepressant blocked the den-

dritic atrophy of CA3 pyramidal cells that occurs in response to stress. They

also found that when administered alone, tianeptine had no effect on the

dendritic arborization of CA3 neurons. Chronic administration of fluoxetine

did not influence the stress-induced atrophy of CA3 neurons, nor did it

have any effect when administered alone. It is possible that different anti-

depressants or treatment regimens, including doses or times of treatment

other, than those used for these studies, could result in a different outcome.

The potential role of CA3 atrophy in the current models of stress-related

illnesses warrants further testing of these possibilities.

Influence of Ant idepressant  Treatment  on Dentate

Gyrus Granule Cell Neurogenesis and Sprout ing

Stress is reported to decrease the number of newly born dentate gyrus

granule cells, an effect that could also contribute to the damaging effects on



234 Duman

hippocampal function. Recent studies provide exciting evidence that antide-

pressant treatment increases neurogenesis of granule cells. In preliminary

studies, we have found that chronic administration of electroconvulsive seizures

(ECS) or a monoamine oxidase inhibitor, tranylcypromine, increases the

number of newly born granule cells by nearly twofold over vehicle-treated

controls (Fig. 1) (51). In addition, studies conducted by Jacob and Gould

(personal communication) demonstrate that chronic administration of fluox-

etine increases neurogenesis of granule cells. Moreover, they have found

that administration of a 5-HT
1A 

receptor agonist is sufficient to increase neu-

rogenesis, suggesting that the influence of fluoxetine is mediated by activa-

tion of this receptor subtype (52). Interestingly, administration of a 5-HT
1A

receptor antagonist reduces neurogenesis, indicating that the basal rate of

cell birth is influenced by the 5-HT system.

Upregulation of neurogenesis may represent a novel and significant mech-

anism of antidepressant action, particularly in stress-related illnesses. How-

ever, there are several points that must be addressed before the relevance

of neurogenesis can be determined. First, do other types of antidepressants

increase neurogenesis? Do antidepressants block or reverse the negative

effects of stress? This information will indicate if the enhancement of neuro-

genesis is a common action of antidepressants or if this effect is specific to

certain types of treatments. Second, the controversy about the occurrence of

neurogenesis in adult primates must be addressed. Third, the consequences

of altered neurogenesis, either increased or decreased, to the function of the

hippocampus must be determined.

In addition to neurogenesis, the influence of antidepressant treatments on

the sprouting of granule cells has been examined. Granule cell sprouting can

be studied using a histochemical technique that selectively stains zinc-con-

taining dentate gyrus granule cells in hippocampus. We have found that

chronic administration ECS increases the sprouting of granule cells in rat

hippocampus (53). This effect is dependent on repeated ECS treatment and

is long lasting in that it is still observed 180 d after the last seizure. In con-

trast to the increased sprouting reported in response to excitotoxin treatment

or models of kindling, ECS does not result in cell damage or death of neu-

rons. This implies that other factors may mediate the sprouting response. In

this regard, we found that the ECS-induced sprouting is reduced in BDNF

mutant mice that express approximately 50% less BDNF than their wildtype

littermates. However, chronic administration of several types of antidepres-

sant drugs did not influence granule sprouting. This indicates that if sprout-

ing has any relevance to the action of antidepressants, it is specific to ECS.

Alternatively, sprouting may be any epiphenomenon of ECS and is unrelated

to antidepressant actions.
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Alterations in neuronal atrophy or survival also suggest that antidepres-

sants and stress may influence synaptic strength and/or function of hippo-

campal neurons. There are several reports demonstrating that stress has

inhibitory effects in behavioral and cellular models of learning and memory

(54). However, there are fewer studies on the influence of antidepressant

treatments. Studies of LTP, a cellular model of learning and memory, have

reported both an increase and decrease in response to antidepressants (55,

56). Behavioral studies have been more consistent and suggest that antide-

pressants enhance cognitive function in rats and depressed patients (57–59),

which is consistent with the possibility that hippocampal function is increased.

However, further studies of more selective antidepressant drugs (e.g., 5-HT

and norepinephrine-selective reuptake inhibitors) are required to fully char-

acterize the influence of these treatments on learning and memory.

MOLECULAR ACTIONS

OF ANTIDEPRESSANT TREATMENTS

It is reasonable to assume that the actions of antidepressant treatment involve

more than one, and possibly many, signal transduction pathways. Although

the commonly used antidepressant agents act primarily via increasing synap-

tic levels of 5-HT and norepinephrine, each of these monoamines is capable

of interacting with multiple receptor subtypes, which utilize different signal

transduction pathways. In addition, these proximal effects may then lead to

regulation of secondary or tertiary cascades of signaling molecules and tar-

get genes. Identification of these cascades of intracellular signaling systems

will ultimately be necessary to fully understand the action of antidepres-

sants. One system that has been extensively investigated is the cAMP intra-

cellular cascade. The work regarding this system and its relevance to the

actions of stress are discussed in the following section. However, it will be

important to continue studies to define the additional regulatory pathways

that are involved in the mechanism of action of antidepressant treatments.

Regulat ion of t he cAMP Syst em by  Ant idepressant  Treatment

One of the first signal transduction systems reported to be influenced by

antidepressant treatments is the cAMP signal transduction cascade. These

early studies demonstrated that the ability of β-adrenergic receptor (βAR)

agonists to stimulate the formation of cAMP in limbic rat brain regions was

downregulated by repeated antidepressant treatment (60,61). This work con-

tributed to the monoamine subsensitivity hypothesis of depression, which

states that depression is caused by overactivation of the βAR-cAMP system and

that downregulation of this system underlies the action of antidepressant
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treatment (see ref. 62). However, there are several problems with this hypoth-

esis. First, not all antidepressants decrease levels of βAR-stimulated cAMP

formation, suggesting either that this effect is not necessary for antidepres-

sant efficacy or that different antidepressant agents have different mecha-

nisms. Second, the time-course for downregulation of βAR-stimulated cAMP

is more rapid than for the therapeutic action of antidepressants. Third, this

hypothesis implies that antagonism of βAR-stimulated cAMP formation

should have an antidepressant effect, but this is not the case (63,64). In fact,

treatments that enhance the βAR–cAMP system are reported to have thera-

peutic efficacy (65).

In contrast to a subsensitivity hypothesis, further studies indicate that chronic

antidepressant treatment actually upregulates the cAMP system at several

postreceptor–intracellular sites (Fig. 4). First, studies by Rasenick and col-

leagues demonstrate that certain antidepressant treatments increase the cou-

pling of Gs, the stimulatory G-protein, to adenylyl cyclase in rat cerebral

cortex (66,67). Second, chronic antidepressant administration is reported to

increase levels of cAMP-dependent protein kinase (PKA) in particulate frac-

tions of rat cerebral cortex (68,69). One of these studies also provided pre-

liminary evidence that there was an increase in levels of PKA in the nuclear

fraction, suggesting that gene expression is regulated by PKA and antide-

pressant treatment (68). Third, and relative to the latter point, chronic anti-

depressant treatment is reported to increase the expression of the cAMP

response element binding protein (CREB), a transcription factor that medi-

ates many of the actions of the cAMP system on gene expression (70). Upregu-

lation of CREB is observed with several different classes of antidepressants,

including 5-HT and norepinephrine-selective reuptake inhibitors, and the

time-course for this effect is consistent with that for the therapeutic action

of antidepressant treatment. The possibility that antidepressant treatment

increases cAMP–CREB regulated gene expression is supported by prelim-

inary studies demonstrating that cAMP response element (CRE)-mediated

reporter gene expression is increased by antidepressant treatment (71).

Taken together, these findings suggest that the action of antidepressant

treatment is mediated, at least in part, by upregulation of the cAMP–CREB

cascade. These findings also raise the possibility that CREB is a common

intracellular target of antidepressant treatment. CREB is an interesting com-

mon target because it can be regulated by Ca
2+

-dependent pathways, as well

as by the cAMP cascade (see Fig. 4). The transcriptional activity of CREB is

regulated largely by its phosphorylation, which can occur via PKA, Ca
2+

-

calmodulin-dependent protein kinase (CAMK), and protein kinase C (PKC).

Monoamine receptors coupled to the cAMP pathway include the βAR, as

well as 5-HT
4,6,7

 receptors, and receptors that influence Ca
2+

 pathways, and
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Fig. 4. A model demonstrating the molecular actions of antidepressant treatment

on signal transduction. The therapeutic action of ADT is dependent on adaptations

to increased synaptic levels of 5-HT and NE. One pathway that could contribute to

the action of chronic ADT is the cAMP–CREB cascade. This cascade is reported

to be activated by chronic ADT, including increased Gs–adenylyl cyclase coupling,

increased particulate levels of PKA, and increased expression and function of

CREB. This suggests that CREB is a common postreceptor target of ADT. CREB

could underlie the actions of receptors that directly couple to the cAMP–PKA cas-

cade (5-HT
4,6,7

 and βAR) or receptors that couple to Ca
2+

-dependent kinases (e.g.,

5-HT
2
 and α

1
AR). Activation of the cAMP–CREB cascade indicates that target

genes of this system are also regulated by ADT. This conclusion is supported by

the finding that the expression of BDNF, a major neurotrophic factor in brain, is

increased by chronic ADT. Increased levels of BDNF could have trophic actions on

hippocampal neurons, including increased neuronal survival, function, and remodel-

ing of synaptic or cellular architecture. The cAMP cascade is also regulated by cAMP

phosphodiesterase-4 (PDE4), which catalyzes the breakdown of cAMP to 5'-AMP.

Chronic ADT and activation of the cAMP–CREB cascade increases the expression

of two PDE4 subtypes, PDE4A and PDE4B. Increased expression of PDE4A and

PDE4B would dampen the activated cAMP response and the action of ADT (see

text for discussion).
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presumably CAMK and PKC, include the α
1
-adrenergic and 5-HT

2A 
recep-

tors. The influence of antidepressant treatment on the phosphorylation state

of CREB has not yet been determined. The report that antidepressant treat-

ment increases CRE-mediated gene expression is consistent with the hypoth-

esis that CREB phosphorylation and function is also increased (71). However,

analysis of the phosphorylation state of CREB will be critical to a more

complete understanding of the functional state of CREB and its role in the

action of antidepressant treatment.

Regulat ion of cAMP Phosphodiest erase

by  Ant idepressant  Treatment

Additional evidence that upregulation of the cAMP system is involved

in the action of antidepressant treatment is provided by studies of inhibitors

of phosphodiesterase, the enzyme responsible for the breakdown of cAMP.

Administration of a phosphodiesterase (PDE) inhibitor increases cellular

levels of cAMP and activates the cAMP–CREB cascade. There are at least

nine subfamilies of PDE, but one of these, the PDE4 subfamily, has rela-

tively high affinity and selectivity for cAMP versus cGMP (see ref. 72). Basic

research studies in rodents demonstrate that administration of a selective

PDE4 inhibitor, rolipram, has antidepressant effects in behavioral models of

depression (73,74). Moreover, clinical studies demonstrate that rolipram has

antidepressant efficacy when tested in depressed patients (75–77). These

studies provide additional support for the hypothesis that activation of the

cAMP–CREB cascade is involved in the action of antidepressant treatment.

Although clinical studies demonstrate that PDE4 inhibitors have antide-

pressant efficacy, the clinical usefulness of these agents has been limited by

side effects, most notably nausea. This may be explained by the relatively

widespread distribution of PDE4 in brain and peripheral tissues. However,

the molecular identification of multiple PDE4 isozymes raises the possibil-

ity that a selective PDE4 inhibitor without side effects could be developed.

Within the PDE4 subfamily, there are four separate genes, referred to as

PDE4A–PDE4D, and each of these has multiple splice variants (see ref. 72).

Three of these subtypes, PDE4A, PDE4B, and PDE4D, are expressed at

relatively high levels in the brain and each has a unique pattern of distribu-

tion (see ref. 78). All three isozymes are expressed in limbic brain regions,

including cerebral cortex and hippocampus, although the pattern for each

varies within the different cell layers. In addition, PDE4B is expressed at higher

levels in the nucleus accumbens, a brain region involved in motivation and

reward and could be relevant to the anhedonia often seen in depressed

patients. Interestingly, preliminary data indicate that PDE4D is expressed at
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high levels in the area postrema, a brain-stem region that mediates the

central control of nausea and vomiting, but that expression of PDE4A and

PDE4B is relatively low in this region (78).

One approach to identify a PDE4 isozyme that could be a selective target

for the development of antidepressants is to study the regulation of these

isozymes by chronic treatments. This strategy is based on studies in cultured

cells that demonstrate that activation of the cAMP cascade increases the

expression of PDE4 isozymes (see refs. 72 and 78). This is thought to repre-

sent a compensatory adaptation to maintain homeostatic control of the

cAMP system (see Fig. 4). There are now reports from our laboratory and

others demonstrating that antidepressant treatment increases the expression

of PDE4A and PDE4B, but not PDE4D in rat brain (Fig. 4) (78–80). Upreg-

ulation of PDE4A and PDE4B was observed primarily in the cerebral cor-

tex, although one study also reports regulation in hippocampus. In addition,

we have observed an upregulation of PDE4B in the nucleus accumbens (78).

Although these findings implicate PDE4A and PDE4B, it is important to

point out that the function of PDE4 isozymes is also regulated by phospho-

rylation and it is possible that PDE4D is regulated in this manner (see ref.

72). Further characterization of the role of these isozymes in the action of

antidepressant treatment will be dependent on the development of selective

inhibitors of the PDE4 subtypes. Another approach that is underway in sev-

eral laboratories is to use homologous recombination to make knockout mice

for each of the PDE4 genes and to study the phenotype of these mice in

behavioral models of depression.

These findings suggest that specific inhibitors of PDE4A and PDE4B iso-

zymes may have antidepressant effects, but without the side effects of roli-

pram (Fig. 4). In addition, the results also suggest that upregulation of PDE4A

and PDE4B could reduce the response to traditional antidepressant treat-

ments by reducing levels of cAMP. If this is the case, coadministration of a

PDE4 inhibitor with another type of antidepressant, such as a 5-HT or norep-

inephrine-selective reuptake inhibitor, would be expected to enhance the

response, including a more rapid response and greater overall effect. Pre-

clinical studies support this possibility, demonstrating that coadministration

of rolipram with a tricyclic antidepressant results in a more rapid induction

of BDNF (70).

Regulat ion of BDNF by  Ant idepressant  Treatment

Regulation of the cAMP–CREB cascade suggests that gene expression

is influenced by antidepressant treatment. One gene that may be relevant

to the damaging influence of stress is BDNF. We have found that chronic
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antidepressant treatment increases the expression of BDNF in rat hippocam-

pus (Fig. 4) (70,81). Upregulation of BDNF is observed in response to several

different classes of antidepressants, including 5-HT and norepinephrine-

selective reuptake inhibitors. In addition, increased expression of BDNF is

observed after chronic, but acute, antidepressant treatment. One exception

is ECS, which induces BDNF mRNA after a single treatment, although chronic

treatment leads to a more long-lasting and greater induction of BDNF (81).

Repeated ECS is also reported to increase levels of BDNF immunoreac-

tivity in the dentate gyrus granule cell layer and mossy fiber pathway (82).

This suggests that there is anterograde transport of BDNF from the granule

cell layer to provide trophic support for neurons in the CA3 pyramidal cell

layer. BDNF expression is also increased by chronic administration of a PDE4

inhibitor, providing further support that activation of the cAMP–CREB cas-

cade regulates the expression of BDNF (70). The promoter region of the

BDNF gene is also reported to have a CRE element that is regulated by the

cAMP–CREB cascade (83,84).

The role of BDNF in the action of antidepressant treatment is supported

by several lines of evidence. First, local infusion of BDNF is reported to

have antidepressant effects in two behavioral models of depression: the forced

swim and learned helplessness paradigms (85). Second, preliminary studies

indicate that BDNF heterozygous knockout mice, which express lower

levels of BDNF, display a depressivelike phenotype in the forced-swim test

(86). Third, there is an anecdotal report that intrathecal administration of

BDNF to a patient with amyotrophic lateral sclerosis (ALS) has a behav-

ioral activating effect. Finally, stress is reported to decrease the expression

of BDNF and this effect could contribute to the atrophy and damage of hip-

pocampal neurons (36). The role of BDNF, as well as CREB, in the atrophy,

survival, and neurogenesis of hippocampal neurons is currently being exam-

ined. These studies are being conducted using mutant mice that either

overexpress or underexpress BDNF and CREB.

A Molecular and Cellular Hypothesis of Depression

Taken together, this work provides evidence for a molecular and cellular

hypothesis of depression and the action of antidepressants (see Fig. 1). In

some forms of depression, stress and elevated levels of glucocorticoids could

lead to atrophy, and in severe cases, it could lead to death of CA3 sensitive

hippocampal neurons. This could occur via decreased energy metabolism,

increased glutamate and calcium excitotoxicity, and decreased expression

of BDNF. In addition, exposure to stress during early stages of development

could reduce neurogenesis and thereby compromise the function of the gran-

ule cell mossy fiber pathway. The atrophy and loss of CA3 neurons and
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decreased neurogenesis of granule cells could underlie the reduced hippo-

campal volume in patients with depression, as well as post-traumatic stress

disorder (PTSD). This loss of hippocampal neuronal function could also

underlie some of the vegetative and cognitive abnormalities observed in

depressed patients. Antidepressant treatment, via activation of the cAMP–

CREB cascade and increased expression of BDNF, may help to protect

hippocampal neurons from further damage or possibly even reverse the atro-

phy induced by stress. These effects could then restore hippocampal func-

tion, including improved memory and inhibitory control of the HPA axis.

Because the role of neurogenesis in adult humans has not been established,

the role of increased cell birth in the action of antidepressant treatment in

adults is uncertain.

This hypothesis could also explain the individual variability and suscepti-

bility to stress-induced affective illness. Prior exposure of an individual to

stress or some other type of neuronal insult, such as hypoxia–ischemia, hypo-

glycemia, or infection, could induce a relatively small degree of neuronal

damage that is not sufficient to result in behavioral abnormalities. However,

with subsequent exposures to stress or environmental insults over time, the

damage to neurons may be cumulative and eventually lead to illness. This

type of scenario is observed in Parkinson’s disease, where up to 80% of the

substantia nigra dopamine neurons are lost before the illness is expressed.

It is also possible that there are genetic factors involved that increase the

vulnerability hippocampal neurons to stress.

This model provides a framework for future preclinical and clinical studies

to test this hypothesis. For example, it will be critical to determine if other

types of stress, such as social stress, that are known to induce atrophy and

death of neurons also decrease the expression of BDNF. In addition, the role

of BDNF and CREB in the cellular and behavioral actions of stress and anti-

depressant treatment must be directly examined using mutant mouse models.

Clinical imaging studies are also required to determine what percentage of

patients exhibit reduced hippocampal volume and whether this effect is

reversible with treatment. Analysis of BDNF in cerebral spinal fluid or post-

mortem brain tissue will also be necessary to determine the role of this neuro-

trophic factor in depression.

CONCLUSIONS AND FUTURE PERSPECTIVES

There are a few points that should be raised regarding the work outlined

in this chapter. First, caution must be used when interpreting adaptive changes

in response to antidepressant treatments. For example, although the level of

βAR is decreased and PDE4 enzymes are increased, suggesting that the
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cAMP–CREB cascade is decreased, further analysis of the other cellular

components, as well as the functional output, of this system indicate that

antidepressant treatment activates this intracellular cascade. Second, a com-

plete understanding of the actions of stress and psychotropic drugs will

require a combination of molecular, cellular, and behavioral approaches.

Although this has been started, a tremendous amount of work still remains

in the area of stress and depression. Continued technical and conceptual

advances in all areas of neurobiology will make this possible. Third, it is

likely that the cAMP–CREB cascade and BDNF represent just a fraction

of the intracellular pathways that are involved in the pathophysiology and

treatment of depression. Work has already been conducted in certain areas,

including the phosphatidylinositol and PKC pathway (see ref. 87). The role

of neurosteroids in stress and depression is also an area of interest (88,89).

In addition, the intracellular pathways that mediate signaling by Ca
2+

, cyto-

kines, and neurotrophic factors, as well as pathways controlling cell death

and survival, are areas of interest. Continued development of conceptual

and technical approaches in these areas of research, in conjunction with

pharmacological and clinical studies, will ultimately lead to a better under-

standing of the molecular and cellular basis of depression. In addition, this

work will result in the identification of novel targets for the development of

faster acting and more effective therapeutic agents.
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INTRODUCTION

As far back as the works of Emil Kraepelin—who separated the affective

disorders from schizophrenia—a prominent role of stressors in the precipita-

tion of early episodes of affective illness was noted (1). Kraepelin spoke of

the complex and variegated course of bipolar illness with its waxing and

waning of patterns and episodes, and he was among the first to report on a

general tendency for increased rapidity of episode cycling (i.e., the well

interval between episodes shortened as a function of the number of succes-

sive episodes) (Fig. 1). Kraepelin wrote:

...we must regard all alleged injuries as possibly sparks for the discharge of indi-

vidual attacks, but that the real cause of the malady must be sought in perma-

nent internal changes, which at least very often, perhaps always, are innate.

...in spite of the removal of the discharging cause, the attack follows its inde-

pendent development. But, finally, the appearance of wholly similar attacks

on wholly dissimilar occasions or quite without external occasion shows that

even there where there has been external influence, it must not be regarded as

a necessary presupposition for the appearance of the attack.

Unfortunately the powerlessness of our efforts to cure must only too often

convince us that the attacks of manic–depressive insanity may be to an aston-

ishing degree independent of external influences. (1, pp. 180–181)

In subsequent studies in untreated cohorts or in those patients receiving

only acute treatment and not long-term prophylaxis, the observation of cycle

acceleration has been almost universally replicated (2,3). Moreover, even in

the modern psychopharmacological era, there is evidence for this pattern of

illness evolution in patients with treatment-refractory affective illness (4–9). In
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the largest study of its kind, 20,350 Danish first-admission patients hospi-

talized for either unipolar or bipolar depression were followed by Kessing et

al. (10,11), who confirmed this tendency toward cycle acceleration even in

patients receiving naturalistic treatment in the community; that is, the inci-

dence of and latency to relapse with another depressive hospitalization varied

in proportion to the number of prior hospitalizations for depression (Fig. 2).

Thus, there appear to be several types of sensitization processes at work

in the recurrent affective disorders, two of which are stressor and episode

sensitization (12,13). Stressor sensitization refers to the fact that increasing

affective responsivity occurs with repeated exposures to psychosocial stres-

sors (14,15), leading to more symbolic or conditioned stimuli capable of

initiating affective episodes and, ultimately, the emergence of autonomous

illness occurrences (12). Empirically, this is observed as stressors being

more evident in the precipitation of early compared to later episodes of

affective illness. This does not imply that stressors are no longer capable of

precipitating episodes of affective illness (16,17), just that they are no longer

critical (Table 1).

Fig. 1. Decreasing well intervals in recurrent affective illness are representative

of a pattern of cycle acceleration that is typical for many patients with inadequately

treated mood disorders. Remarkably, patients studied by Kraepelin in the prepsy-

chopharmacologic era showed patterns similar to those refractory to medications

studied at the National Institute of Mental Health (for a further  review of relevant

studies, see ref. 2)
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Fig. 2. Cumulative survival (probability of remaining well) was calculated using the

Kaplan–Meier method for estimation with censored observations. Eight different

index admissions (1, 2, 3, 4, 5, 10, 15, and 20) represent the number of prior hospital-

izations for depression. For both unipolar (top) and bipolar (bottom) depressed

patients, incidence of and latency to relapse varied as a function of the number of

prior depressions. (Reproduced from ref. 11 with permission from Kessing et al.)
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Table 1

Studies of Association Between Life Events and First versus Subsequent Episodes of Affective Disorder

  Number   First   Later

Author Disorder of Episodes N Episode Episode P Assessment

Matussek et al. Depression 1 242 44 — Stressors (138 psychologic;

(1965) 2 135 34 — 58 somatic) had to clearly

3 82 24 — precede onset of episode

4 119 19 —

Angst (1966) Depression 1 103 60 — No Inventory

4 38  —

Okuma and Manic Depression 1 134 45 — Any event (3 mo prior)

Shimoyama (1972) 2 134 26 —

3 134 13 —

Glassner et al. Manic Depression 1 25 75 — Event rated stressful by patient and

(1979) >1
a

56 on Holmes and Rahe Scale (1 yr

prior; usually 2–24 d); role loss

critical in patients and comparison

subjects

Ambelas (1979)
b

Mania 1 14 50 <0.01 Paykel Life Events Scale

2 67 28 (4 wk prior); one-third of cases

followed bereavement

Guttierrez et al. Depression 1 43 55.8 <0.05 Social and somatic stressors; patients

(1981) 2 35 40.0 with late onset had more events

3 18 38.8 than did those with early onset

4 47 29.7

Perris (1984) Depression 1 37 62 50
c

<0.02 Semistructured interview; 56 item

2 112 43 19
d

<0.001 inventory (3 mo prior)

2
5

2

Percent of Patients

for Whom Major Life

Events Preceded Episode
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Dolan et al. Depression 1 21 62 <0.05 Bedford College-Life Events and

(1985) 2 57 29 Difficulties Schedule (6 mo prior)

(Brown, Harris, 1978)

Ezquiaga et al. Depression <3 52 50 <0.01 Semistructured interview (Brown,

(1987) 3 45 16 Harris); no effect of chronic stress

Ambelas (1987) Mania 1 50 66 <0.001 Paykel Life Events Scale

2 40 20 (4 wk prior)

Ghaziuddin et al. Depression 1 33 91 <0.05 Paykel Life Events Scale

(1990) 2 40 50 (6 mo prior)

Cassano et al. Depression 1 94 66.0 <0.05 Paykel Life Events Scale

(1989) 2 173 49.4

Wistedt et al. Unipolar 6.8 81 72 R = 52 Paykel Life Events Scale

(1997) Bipolar 8.2 191 63 R = .75

Hammend Bipolar Depressive-7.4 52

& Gitlin Manic - 7.6

Castine et al. Schizophrenia 3 32 more recent life events p = 0.01 Paykel Life Events Scale

(1998)

Nierenberg et al. Depression 1st versus 176 1st episode had more p = 0.037 Paykel Life Events Scale,

(1998) >3 episodes    stressful negative life Perceived Stress Scale

   events compared with (p = .037)

   recurrent

a
For this group, the most recent hospitalization was preceded by a life event resulting in role loss.

b
Of surgical comparison subjects, 6.6% had experienced recent major life events.

c
Percentage for negative or undesirable events.

d
Percentage for events involving psychological conflict.

2
5

3
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In a parallel fashion, episode sensitization refers to the idea that with each

episode occurrence, an increasing vulnerability to subsequent episodes occurs

(11). This is likely related to the biological residues left by each episode through

its effects on gene expression and protein synthesis. The observation of epi-

sodes begetting other episodes appears true when attempts at prophylaxis

are not successful, and it suggests that episode repetitions may have prog-

nostic significance for the development of treatment resistance. It has

become well established that patients with rapid cycling, for example (four

or more episodes in a year), are less responsive to lithium (18), carbama-

zepine (19,20), and perhaps valproate (21) than those without such frequent

recurrences. More recently, ultrafast cycling patterns have been classified

(22,23) such as ultrarapid cycling (defined as four or more episodes occur-

ring within a month’s period of time), and ultra-ultrarapid or ultradian cycl-

ing (dramatic mood shifts within a single day on 4 or more days within the

same week). These ultrafast patterns appear to be particularly refractory to

pharmacological intervention as well, and they often require complex com-

bination therapy (22,24–26).

Given the relatively consistent observations of stressor and episode sen-

sitization in the course of recurrent unipolar and bipolar affective illness, it

becomes necessary to conceptualize the types of possible long-term neuro-

biological mechanisms underlying these processes. This chapter focuses on

the emerging evidence of such processes and the potential candidate mecha-

nisms involved, such as experiential changes in gene expression. When a family

history of bipolar affective disorder is not present [as is the case in more than

one-half of all bipolar patients (27)], and early environmental and psycho-

social factors appear important to the onset of illness, some type of long-

term neurobiological vulnerability factor must be involved. In addition, patients

with recurrent affective disorders are at high risk for alcohol and substance

abuse (28), and these factors have negative prognostic implications for the

treatment of affective illness (29). This led us to the further consideration that

alcohol and drugs themselves impart additional long-term effects on illness

vulnerability, most likely also through their effects on gene expression (30).

Some types of adult life experience can leave immutable memory traces

and associated alterations in biology and neurochemistry (31,32). This is

evident in patients with posttraumatic stress disorder (PTSD). Early life

experiences may be even more likely to lead to long-term psychobiological

changes; for example, early emotional neglect can result in a range of effects

from psychosocial dwarfism (33–35), to the proneness to anaclitic depres-

sion (36), to the blank stares and mal development of the children of the

Romanian orphanages of the early 1990s (37,38).
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Thus, type of stressor, intensity, severity, frequency of occurrence, and,

importantly, stage of development of the central nervous system (CNS) at

the time of exposure are among the many variables that would appear to

impart different outcomes on biochemistry and subsequent behavior. In gen-

eral, the type of stressor appears crucial in determining the nature of later

illness manifestations; for example, horrific stressors associated with threat

of loss of life or limb to the individual or his/her immediate friends or family

tend to be associated with PTSD, and stressors that involve losses of social

or family relationships, or occupational context (e.g., loss of self-esteem)

are more likely to result in affective disorders (39–41). The temporal char-

acteristics of these events in relation to the unfolding development of the

CNS also appear to have major and differential consequences to the indi-

vidual and their course of psychiatric dysfunction (31).

LONG-TERM CONSEQUENCES OF SINGLE

AND REPEATED MATERNAL SEPARATIONS

The elegant studies of Liu et al. (42), Meany et al. (43), and Plotsky (44)

have demonstrated permanent effects of repeated maternal separation on

neuroendocrine regulation and behavior. Repeated separations of neonatal

rats from their mothers for 180 min compared with non-separated controls

or those separated for 15 min have revealed that these animals are hypercor-

tisolemic as adults, at least partly based on increased corticotropin releasing

factor (CRF) excretion. Most interestingly, these animals show anxiety in

open-field situations and are also more prone to the acquisition of alcohol

and cocaine self-administration compared with their littermate controls. The

hypercortisolemia, anxious behaviors, and vulnerability for substance abuse

are all reversible with chronic treatment with serotonin-selective antidepres-

sants. However, when these treatments are discontinued, the hypercortisole-

mia and proneness to substance abuse returns.

These data are of interest from a variety of perspectives. First, they pro-

vide strong evidence for experiential impact on gene expression and demon-

strate that with the appropriate timing of the insult, these can have lasting

and ethologically relevant impacts. In addition, many of the aspects of this

type of neuroendocrine and behavioral dysregulation mirror those of the affec-

tive disorders and provide a number of interesting convergences with this

syndrome (45–47).

McKinney and Bunney (48) outlined four primary requirements for an ideal

animal model of an illness, including (1) the induction of relevant homologous

behaviors, (2) similar or parallel precipitating or inducing circumstances,

(3) similar physiological and biochemical changes, and (4) reversibility with
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agents known to be effective in the treatment of the clinical syndrome being

modeled. Many of these criteria are partially or completely satisfied by the

maternal separation model (44).

The implications of these long-term but treatable psychobiological altera-

tions induced by maternal separation extend beyond the validation of any given

animal model, however. They also demonstrate the modulatory (i.e., poten-

tially bidirectional) impact of experience, depending on timing, quality, and

magnitude of the inducing principle or stressor. This is most clearly demon-

strated in the work of Meaney and associates in which the 15-min separated

or “handled” control group is actually observed to experience protective

effects against age-related cognitive decline and associated hippocampal cell

loss (43,49). Some of the mediating variables have been elucidated, includ-

ing the fact that the briefly handled animals are tainted with a human scent,

and this initiates increased licking and grooming of the rat pup by the mother

(42). Thus, this subsequent positive response of increased contact, attention,

and maternal nurturance thus also appears to have life-long beneficial con-

sequences to the developing mammal.

In a related model, Zhang et al. (50) and Levine et al. (51) have shown that a

single 24-h period of maternal deprivation in 11- to 12-day-old rat pups

can also leave indelible biochemical and behavioral imprints. These animals

also exhibit hypercortisolemia and increased response to dopaminergic chal-

lenge (with apomorphine) as adults (52). This 24-h period of maternal depri-

vation experience doubles the number of apoptotic cells in the CNS (53)

when these animals are sacrificed on day 12. These apoptotic cells are widely

dispersed throughout the brain, but are particularly concentrated in the exter-

nal germinal layer of the cerebellum and in the supergranular layer of the

hippocampus (which ultimately disappears in the adult). That these cells are

undergoing apoptosis is evident not only from the fact that they are “apo-

tagged” but also by the increased expression of the apoptotic gene BAX and

Bcl-X (both short [Bcl-Xs, apoptotic] and long forms [Bcl-Xl, protective]).

The increased ratio of apoptotic to protective and antiapoptotic genes is thought

to lead the cells to programmed cell death (54). Another transcription factor

thought to be involved in the regulation of developmental apoptosis is c-jun

and this, as well as nerve growth factor (NGF), also show increased expres-

sion in the maternally deprived compared with control animals (55). In addi-

tion, however, nitric oxide synthase (NOS) and calcium/calmodulin kinase

II (CaMKII) are dramatically downregulated (56) in the maternally deprived

rat pups, potentially providing a route to impaired CNS development and

learning and memory.

Whether these increases and decreases in gene expression represent an

absolute alteration or merely an acceleration or retardation in normal devel-
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opmental sequences remains to be delineated. Nonetheless, these changes

brought about by a 24-h period of separation from the mother are clearly

demonstrable at the level of not only brain biochemistry but also its cellular

elements and, thus, begin to outline the potential substrates for the sustained

impact of deprivation on subsequent brain development and behavior.

With more detailed studies of the timing, incidence, duration, and quality

of insult, a range of transient to permanent biochemical and physiological

effects of early environmental and maternal deprivation could be evaluated

in the medial and paralimbic parts of the brain involved in the modulation of

emotion and affiliation (Fig. 3). This might be similar to what has already been

elegantly described for the anatomy and function of the visual cortex based

on deprivation or alteration of early visual input (57). In the case of emotional

function, the transduction mechanisms and modulatory influences of highly

interrelated pathways involving connections with secondary, tertiary, and

Fig. 3. Areas of the brain (left labels) are linked in a highly preliminary way

with some of the emotional and affiliative functions (right labels) they modulate.

Further and more precise definition of the neuroanatomy of the emotional homun-

culus and its neuroplasticity (similar to that revealed for the distorted representa-

tions of the body surface for sensory function in the parietal cortex) should help in

the delineation of the physio-anatomy of the major psychiatric illnesses.
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higher-order association areas are likely to be vastly more complicated than

for a single sensory modality such as vision. The situation is also likely to be

exquisitely more complex in the human because of the potential for vast

numbers of compensatory adaptations, such as others in the environment

substituting for the maternal loss. This can occur in an adequate or inade-

quate fashion leading to subsequent vulnerability to depression or other psy-

chiatric complications (58). However, by developing an understanding of

the polymodal experiences involved in the maternal–neonatal rat pup inter-

actions, we can begin to assess how some of these systems can be affected

by early experience (59).

Conversely, one can imagine appropriate or ideal environmental circum-

stances favoring superior brain development and protection against age-related

decline. This has been shown to occur in the early interventions studies

of Meaney and associates (43,49) described above and in the environmental

enrichment studies of Greenough and colleagues (60,61). Recently, Kemper-

mann et al. (62,63) have demonstrated the potential for the adult nervous

system to respond to environmental enrichment by increasing the number of

progenitor neurons differentiating into neurons compared with glia, again

providing a prototype for understanding how environmental impact can

affect gene expression and neuronal development.

STRESSOR AND PSYCHOMOTOR STIMULANT-INDUCED

BEHAVIORAL SENSITIZATION IN ADULT ANIMALS

Antelman et al. (64,65), Robinson et al. (66,67), and Kalivas and Stewart

(68) have shown the potential bidirectional cross-sensitization between sen-

sitization induced by psychomotor stimulants and some types of environ-

mental stressors. This is of considerable interest in relation to the high

comorbidity of substance abuse and the affective disorders (28,69,70), both

of which have been linked to stressful life experiences in their initiation,

progression, and in the precipitation of relapse. Thus, cocaine sensitization

can be used both as a model for psychomotor stimulant abuse with long-

term effects on gene expression and as a potential model of the effects of

recurrent stressors on these and related neural systems.

We have been particularly interested in the observation that cocaine-

induced behavioral sensitization has an important conditioned component

(71–73). Repeated administration of the psychomotor stimulant in the same

environment comes to evoke increasing behavioral responses over time, in

contrast to animals pretreated with equal amounts of drug and rechallenged

in a different environment. The demonstration of prominent conditioned

effects in this model also puts the accompanying changes in biochemistry
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and gene expression into a psychologically or psychiatrically relevant con-

text; that is, the resultant brain alterations are associated not simply with

exposure to the drug. In some cases, they may occur only under the com-

bined circumstances of drug exposure and the specific context previously

paired with drug; in others, drug exposure may be sufficient; and in still other

circumstances, exposure to the environment or conditioned drug-related stimuli

may trigger many of the same biochemical and behavioral consequences as

the drug itself. Thus, each of these components is capable of tapping into

similar biological substrates and altering behavior based on prior experi-

ence. In addition, as stated earlier, nonpharmacological stressors appear to

impinge on some of the same neural circuits as drugs of abuse and alcohol

leading to multiple converging roads toward psychopathology and possibly

therapeutic intervention.

Evolving Neural Substrates

Some of the preliminary biochemical, neuroanatomical, and pharmaco-

logical blueprints for this conditioned component of cocaine sensitization

have begun to be elucidated. There is increased dopamine release in the nucleus

accumbens, but not the striatum (71). Neuroleptics block the development,

but not the expression, of cocaine-conditioned sensitization (73). Both the

amygdala and nucleus accumbens are involved in this context dependency,

as lesions of these two areas inhibit the development of behavioral sensiti-

zation (71,74,75). However, if repeated exposures to drug and context occur,

conditioned sensitization can develop, even with a damaged amygdala.

These data may relate to the differential neuroanatomy of representational

or one-trial memory versus habit acquisition, which requires repeated pair-

ings or exposures (76). Representational memory is thought to be highly

dependent on the structures in the medial part of the temporal lobe including

the perirhinal and entorhinal cortices and the hippocampus, whereas, at least

in some paradigms, the striatum is critical for habit memory and intact

medial–temporal structures are not required (76,77).

Similarly, Kalivas et al. (78,79), Robinson et al. (67), and others have

emphasized that the cell body area of the ventral–tegmental region appears

necessary for the induction of stimulant-induced behavioral sensitization,

but its expression and long-term maintenance appear to require other neural

substrates, including the accumbens and perhaps beyond (80–82).

Taken together, these data, suggesting that the substrates mediating cocaine-

and stressor-induced behavioral sensitization are not static, are very much

in keeping with the similar observations noted later relating to another model

of learning and memory, amygdala kindling (see Amygdala Kindling and

the Search for Quenching Paradigms). In the kindling model, changes are
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observed not only in biochemistry but also in the synaptic and cellular micro-

structure of the brain (83). Moreover, as observed with sensitization, the pro-

gression from developing to completed seizures and eventually to spontaneity is

also accompanied by an evolving neuroanatomical substrate. Using c-fos,

Clark et al. (84) demonstrated that initial amygdala stimulations resulted in

unilateral expression of c-fos mRNA in limbic cortical areas surrounding

the amygdala and the hippocampus (if a long afterdischarge was evoked).

With completed seizures, bilateral induction of c-fos occurred that included

nonlimbic cortical regions as well, and, following a spontaneous seizure (in

a single animal), c-fos was induced unilaterally in the contralateral cortex,

suggesting the possibility of a mirror focus involvement in the initiation of

the spontaneous convulsion. A similar neuroanatomical progression was

observed using other markers of gene expression, such as peptide mRNA

expression for thyrotropin-releasing hormone (TRH) and enkephalin (85).

Role of Glutamate

In the kindling model, conditioned components do not appear to play as

prominent a role as in the cocaine sensitization model, and in many other

characteristics, the two models of memory show very different underlying

biochemical and pharmacological components. In some cases, they are even

opposing, wherein stresses can inhibit amygdala-kindled seizures and yet

facilitate cocaine-induced sensitization and, similarly, catecholaminergic

effects can enhance sensitization but inhibit kindling, and so forth (Table 2).

Nonetheless, there are some convergences in relation to the effects of gluta-

mate in which the glutamate N-methyl-D-aspartate (NMDA) receptor antag-

onist, MK-801, blocks the development but not the expression of cocaine

(86,87) and kindling-induced (88–90) behavioral and convulsive endpoints

(91,92). These data suggest that NMDA receptors are involved in both of

these models of learning and memory, as they are in many other paradigms

as well. However, once the neural systems for such effects are in place, it

appears that non-NMDA receptors, such as those involving AMPA-type

glutamate receptors (93; Pert et al., unpublished data), become more promi-

nent in the maintenance of the sensitized or kindled substrate, similar to

what is observed in the maintenance as opposed to the development of cer-

tain forms of long-term potentiation (94,95).

Conditioned Components of Sensitization

Cocaine (96–98), as well as many stressors (49,99–101) has been demon-

strated to increase CRF release, and the conditioned component of cocaine

sensitization appears to also involve a conditioned corticosterone response

(102). Adrenalectomy can block sensitization in amphetamine and cocaine
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Table 2

Phenomena in Course of Affective Disorders

Modeled by Kindling and Behavioral Sensitization

Kindling Sensitization

Descriptors (K) (S) Phenomenon in affective illness

Stressor vulnerability — ++ Initial stressors early in develop-

ment may be without effect but

predispose to greater reactivity

upon rechallenge

Stressor precipitation ++ ++ Later stress may precipitate full-

blown episode

Conditioning may be — ++ Stressors may become more

involved symbolic

Episode Autonomy ++ — Initially precipitated episodes may

occur spontaneously

Cross-sensitization ++ ++ Co-morbidity with drug abuse may

with stimulants work in both directions affective

illlness ↔ drug abuse

Vulnerability ++ ++ S and K demonstrate long term

to relapse increases in responsivity

Episodes may:

a. become more ++ ++ S and K both show behavioral

severe evolution in severity or stages

b. show more ++ Hyperactivity and stereotypy show

rapid onsets more rapid onsets

c. become + K seizures evolve to spontaneous

spontaneous seizures

Anatomical and ++ + K memory-trace evolves from

biochemical unilateral to bilateral; S memory

substrates evolve trace evolves from midbrain to

n. accumbens

IEGs involved ++ ++ Immediate Early Genes (IEGs)

such as c-fos induced

Alterations in gene ++ ++ IEGs may change later gene

expression occur expression, e.g., peptides over

longer  time domains

Change in synaptic ++ — Neuronal sprouting and cell loss

microstructure occurs indicate structural changes

Pharmacology differs ++ ++ K differs as a function of stage; S

as function or stage differs as a function of develop-

of evolution ment versus expression
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paradigms (103,104) and intracerebroventricular (icv) administration of the

CRF antagonist alpha-helical CRH has also been reported to block amphet-

amine sensitization (105) but not cocaine sensitization conditioned (Weiss

et al., unpublished data).

The studies of Brown et al. (106) on conditioned effects of stimulants

indicate that it is not the striatal or accumbens systems that are direct targets

of cocaine that show a conditioned increase in c-fos expression. Rather, it

is the limbic and cortical structures that appear to be affected by exposure to

an environment previously paired with drug. CRF itself, administered intra-

cerebroventricularly, can increase c-fos expression unilaterally on the side

of the injection and bilaterally if a seizure is induced (107). Thus, the effects

of stressors, their associated stimuli, CNS peptides, and their downstream

hormonal targets all appear to be involved in a complex chain of events that

mediate some components of the long-lasting effects in this paradigm.

Thus, this conceptual perspective has direct relevance to stressor sensiti-

zation in recurrent affective illness and for the related problem of substance

abuse and its prominent conditioned components, which are capable of trig-

gering relapse (108,109). A series of recent studies in humans have, simi-

larly, identified an important role of mediotemporal (amygdala) and ventral

striatal (nucleus accumbens) structures in the conditioned components of

cocaine craving (110). Thus, just as the amygdala appears crucial for the for-

mation of many aspects of conditioned emotional and autonomic responses

in animals (111–113), there are convergent human data now linking the

amygdala and related neural substrates to these phenomena in man. To the

extent that stimulant use and abuse is so highly comorbid with bipolar ill-

ness, it is hoped that a better understanding of the stress-related and stress-

independent mechanisms and conditioned components of sensitization that

are involved in both cocaine use and recurrent affective illness may lead to

a better understanding and treatment approach to both syndromes.

The amygdala also appears to be a crucial substrate involved in the recog-

nition of facial emotion in animals and man. Affectively ill patients appear

to have deficiencies in appreciation of facial emotions, particularly those

related to happiness, sadness, anger, and fear (114,115). At rest, affectively

ill patients demonstrate a hypermetabolic amygdala (116), and studies involv-

ing pharmacological provocation of the amygdala with the local anesthetic

procaine (117) further suggest abnormalities in the responsiveness of the

amygdala in patients with affective disorders. This area of the brain also

appears to be importantly involved in the physical and psychic traumas of

PTSD and their conditioned components (118–122). As such, understand-

ing some of the details of amygdala physiology and plasticity may assist in

uncovering therapeutic approaches to dysfunction in this area of the brain.
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LONG-TERM POTENTIATION AND LONG-TERM

DEPRESSION IN THE AMYGDALA SLICE

Whereas long-term potentiation (LTP) and long-term depression (LTD)

have been most prominently studied in the hippocampus and, in particular

in the CA1 NMDA-dependent synapse (123,124), little work has been done

in the amygdala because of the increased complexity of the neuronal archi-

tecture and the related methodological and technical difficulties that this

evokes. However, recently, several groups have begun to study plasticity in

amygdala neurons and have demonstrated both convergences and diver-

gences from that revealed in the hippocampus.

As indicated in Fig. 4, whereas a single high-frequency burst in the hippo-

campus induces an NMDA-dependent LTP, such a burst produces only short-

term potentiation (STP) in the amygdala and, instead, two temporally separated

volleys are required to produce LTP. Bidirectional modulation of synaptic

plasticity is evident in the hippocampus, with low-frequency stimulation

inducing LTD, high-frequency stimulation inducing LTP, and each capable

of reversing the other (125).

The situation is more complicated in the amygdala because the same param-

eters of stimulation (1 Hz for 15 min) can induce either LTP or LTD, depend-

ing on the prior stimulation history of the neuron. These data are of particular

interest because they reveal the phenomenon of metaplasticity, where the

effects of a  stimulus may not be apparent until subsequent stimulation occurs.

In this case, it is the direction of the plasticity that is affected by the history

of prior stimulation of the amygdala neuron. When axons in the external

capsule are stimulated using a low-frequency train (1 Hz for 15 min), neu-

rons in the basolateral amygdala demonstrate a gradual developing and pro-

longed LTP. However, when the same low-frequency stimulation is preceded

by a high-frequency train (100 Hz for 1 s), then LTD results (126). Li and

associates have demonstrated that the type-2 metabotropic glutamate recep-

tors are important for this priming effect of the high-frequency stimulation;

that is, when an antagonist of the type-2 metabotropic glutamate receptor is

used, the low-frequency stimulation after priming is no longer capable of

evoking LTD.

To the extent that similar processes and mechanisms are at play in the

amygdala of the primate brain, they raise the interesting possibility that the

same low-frequency stimulation applied in vivo might also have differential

effects in normal versus pathological substrates. As such, a highly primed or

sensitized amygdala substrate (perhaps as occurs in the affective disorders

or PTSD) could show differential long-term adaptation or depotentiation to

the same low-frequency stimulation that might evoke an increased response in
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the nonprimed state. To the extent that metabotropic type-2 glutamate receptors

are involved in such a process, one could wonder whether a type-2 agonist

might be helpful in changing an LTP type of response to low-frequency

stimulation to one showing long-lasting decrements similar to LTD.

Whereas 15 min of 1-Hz stimulation is capable of reversing LTP in the

hippocampus, the stimulation characteristics that reverse LTP in the amygdala

(which is induced by two separate high-frequency bursts) have not yet been

elucidated. The amygdala thus appears less amenable to depotentiation than

the hippocampus. It is hoped that once the stimulation characteristics that

can reverse LTP in the amygdala slice in vitro are uncovered, they might

Fig. 4. History-dependent bidirectional modulation of synaptic transmission by

low-frequency stimulation of external capsule. Traces were intracellularly recorded

synaptic responses evoked by stimulation of external capsule. (Top panel) Low-fre-

quency stimulation (LFS, 1 Hz for 15 min) induces a gradual development of syn-

aptic LTP lasting for more than 30 min after the termination of LFS. (Bottom panel)

In contrast, the same low-frequency stimulation given 10 min  after a prior high-

frequency stimulation (HFS) induces an initial transient  synaptic facilitation fol-

lowed by enduring synaptic LTD lasting for more than 30 min after the termination

of LFS. Thus, LFS produces either LTP or LTD, depending on the prior history of

neural stimulation. LTP: long-term potentiation; LTD: long-term depression.
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lead to the utilization of similar parameters in vivo and in the clinic that

could parallel this ability to reverse the long-lasting increases in amygdala

synaptic excitability.

These data are of interest not only from the pharmacological perspective

but also in relation to physiological manipulations, which may be possible

in humans using repeated transcranial magnetic stimulation (rTMS). Can

amygdala stimulation characteristics be determined and utilized such that

long-lasting alterations toward normal amygdala function can be achieved

in neuropsychiatric patients who demonstrate pathological dysregulation in

this and related structures?

AMYGDALA KINDLING AND THE SEARCH

FOR QUENCHING PARADIGMS

Kindling Progression

From the outset, Goddard and associates (127) recognized the importance

of the kindling model, not only for the study of epileptogenesis but also as a

model of learning and memory (128). In kindling, brief 1-s high-frequency

stimulation not only evokes increasing duration, complexity, and spread of

amygdala afterdischarges, but it also drives sequential stages of seizure evo-

lution culminating in the appearance of generalized motor seizures to the

same 1-s stimulation that was previously subthreshold. Moreover, the stud-

ies of Pinel et al. (129,130) and Wada and associates (131,132) have further

documented that extensive numbers of amygdala stimulations eventually

leads to the phenomenon of spontaneity in which generalized seizures occur

in the absence of amygdala stimulation.

Changes in Gene Expression

The complex cascade of effects on gene expression and on the biochem-

istry and microstructure of the brain that accompany kindling are just begin-

ning to be clarified. It is clear, however, that there is an extraordinary

spatiotemporal evolution of changes in gene expression in the kindling model

as a function of number of stimulations. Initial stimulations evoke largely

localized and unilateral changes, whereas increased numbers of stimulations

evoke bilateral changes in more extensive systems with immediate–early

genes triggering a host of changes in late effector gene (LEG) expression

(85,133–136). These, in turn, program changes in synaptic biochemistry and

microstructure, some of which are transient and others that may be long-

lasting. For example, seizures evoke transient upregulation in the benzodiaz-

epine–GABA receptor–chloride ionophore complex in peptides such as

CRH and TRH, and in neurotrophic factors such as brain-derived neurotrophic
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factor (BDNF). Seizures also produce long-lasting changes in brain micro-

structure, such as sprouting of dentate granule cells and neuronal loss, prob-

ably via apoptosis in the dentate hilus area (137).

Pathological Versus Adaptive Changes in Gene Expression

Recent work in our laboratory has suggested that many of these changes

in gene expression are adaptive and compensatory, whereas others appear to

be related to the primary pathophysiology of kindling and the maintenance

of the increased excitability or neuronal memory trace (136,138,139). Thus,

we postulate that many types of stimulation, including those evoking amyg-

dala-kindled seizures, elicit not only primary pathological effects on gene

expression but also those related to adaptive and compensatory mechanisms

programmed in an attempt to restore or maintain homeostasis.

As such, the identification and differentiation of these types of changes in

clinical epilepsy and other neuropsychiatric conditions, including depres-

sion, may lead to dual targets of therapeutics. For example, in terms of anti-

epileptogenic and anticonvulsant mechanisms, not only could one attempt

to inhibit the primary pathological changes but also to enhance adaptive and

compensatory mechanisms. We, and others, have postulated that a variety of

neuropeptide and neurotransmitter substances are part of this endogenous

anticonvulsant mechanism. Not only are adenosine and other modulatory sub-

stances released by kindled seizures that can limit seizure and afterdischarge

duration (140), but also the mRNA expression for TRH and other putative

anticonvulsant peptides such as neuropeptide Y (NPY) are increased (138).

When TRH is administered intracerebrally into the hippocampus or amyg-

dala, anticonvulsant effects are achieved (141,142). These and a variety of other

data provide initial but compelling evidence that some peptides and related

substances may be part of an endogenous anticonvulsant response system. In

fact, one genetic strain of seizure-prone rats has been found to be deficient

in cholecystokinin (CCK) in the hippocampus. In one of the first demonstra-

tions of the physio-logical potential of gene therapy for CNS diseases, increas-

ing CCK gene expression in the hippocampus was shown to reverse this

seizure proneness (143).

Quenching with Low-Frequency

Stimulation vs Low-Level Direct Current

Given the relative permanence of kindled-induced changes in CNS excita-

bility in the amygdala kindling model of neuronal learning and memory, Weiss

and Post and associates began to explore potential paradigms for reversing

these changes. Although it became increasingly apparent that not only syn-

aptic (144) but also cellular events at the level of axonal and dendritic sprout-



Hormonal and Neuroplastic Responses to Stress 267

ing were involved (145,146), we were nonetheless encouraged by the work

of McEwen (147) and others, indicating that many structural modifications

of the CNS were themselves highly variable and neuroplastic and, thus, poten-

tially reversible. Such a perspective was obviously also forthcoming from

the model of the reversible structural basis of the neural substrates involved

in certain birds’ song production (148–150).

Our initial attempts for several years at kindling reversal only appeared to

potentiate kindled excitability or induce status epilepticus until we adopted

some of the stimulation characteristics utilized in hippocampal LTD (i.e.,

low frequency and more chronic stimulation) (151,152). Although initial

studies appeared highly provocative in suggesting that these parameters would

also be capable of quenching amygdala-kindled seizures in vivo, subsequent

studies revealed that it was a low-level direct current (DC) that was crucial

to the quenching effect (153).

Implication for Frequency-Dependent Effects

of rTMS in Mood and Neural Activity

Nonetheless, the notion of bidirectional changes in synaptic excitability

achieved in the LTP/LTD paradigms of amygdala and hippocampal slices

and, preliminarily, in the kindling/quenching phenomena, led us to explore

the potential frequency-dependence of rTMS in attempts to find optimal

therapeutic parameters of this type of brain stimulation in man. Following

initial observations of our group, in collaboration with Wassermann and Hallett

of the National Institute of Neurological Disorders and Stroke (NINDS), that

20-Hz stimulation of the left frontal cortex of depressed patients appeared

able to induce antidepressant effects in some subjects (154), we, and others,

conducted more controlled studies demonstrating weak to substantial antide-

pressant effects of higher-frequency (10- to 20-Hz) stimulation (over the left but

not right frontal cortex or occiput) in severely depressed patients (155,156).

Whereas Pascual-Leone et al. (156) reported rather dramatic effects on mood

with this type of rTMS, less consistent and dramatic effects were evident in

our studies and the search was begun for more optimal parameters (152,157).

Thus, studies were initiated of the potential differential effect of 1-Hz

versus 20-Hz rTMS versus sham stimulation. Initial data of Kimbrell and

associates (158) using these parameters at 80% of motor threshold demon-

strated differential effects on mood of 1- and 20-Hz within individual sub-

jects. Those responding positively to one modality worsened when receiving

the other, as revealed in Hamilton depression ratings (r = −0.80, n = 10,

p < 0.004) (158). This inverse relationship has been replicated in a second

study comparing clinical changes following 1-Hz versus 20-Hz rTMS at

100% of motor threshold (r = −0.59, n = 15, p < 0.02) (159).
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Thus, the initial prediction of differential effects as a function of fre-

quency was preliminarily supported and further data have now emerged that

are convergent with this perspective. In the study of Kimbrell et al. (158),

those with the lowest cerebral glucose utilization at baseline appeared to

improve with the 20-Hz stimulation, whereas those who had high cerebral

glucose utilization compared with normal volunteer controls appeared to

improve with the 1-Hz stimulation.

Moreover, when we examined changes in blood flow with 2 wk of the 1-Hz

versus 20-Hz paradigm (this time at 100% of motor threshold), Speer and

associates observed opposite effects of these two frequencies on regional

cerebral blood flow measured by positron emission tomography (PET) using

15
0 water. These assessments revealed that 20-Hz rTMS for 2 wk was asso-

ciated with widespread increases in cerebral blood flow and 1 Hz with more

restricted decreases, and each of these was capable of reversing the direc-

tion of changes in blood flow induced by the other (159).

The Search for Robust and Sustained Effects of rTMS

The biochemical and molecular events underlying these apparent opposing

effects on physiology remain to be explained. However, when we attempted

to use 1-Hz stimulation to reverse the hyperactivity of frontal temporal struc-

tures revealed with FDG PET in patients with PTSD, the associated clinical

effects did not appear to be long-lasting, and patients relapsed shortly after

the discontinuation of the rTMS (119). Similarly, a number of depressed

patients appeared to lose their improvement shortly after rTMS was discon-

tinued (154,155,158). Whatever neurochemical events were underlying the

changes in metabolism and blood flow observed with rTMS and the improve-

ments in mood or PTSD symptoms, they did not appear to be of a sustained

variety.

Furthermore, the incidence and magnitude of treatment effects in depres-

sion appeared to vary widely from study to study (160), with some reports sug-

gesting approximately equal efficacy of rTMS and electroconvulsive therapy

(ECT) in nondelusional depressed patients (161) and other open and con-

trolled studies reporting minimal to no therapeutic effects of closely related

parameters (162). Therefore, it is apparent that much work remains before

rTMS can become a clinically relevant therapeutic tool in the treatment of

affective disorders and PTSD. Although one hopes that this can ultimately

be achieved, the statistically significant (and sometimes clinically relevant)

therapeutic effects of active rTMS compared with sham raises questions

about potential mechanisms of this nonconvulsant stimulation compared

with the well-recognized therapeutic effects of ECT (160).
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Potential Mechanism of Nonconvulsive Stimulation with rTMS

It had been paradigmatic that, at least in ECT, a seizure was the necessary

prerequisite for therapeutic effects (163,164). Although this may be the case

for ECT, the emerging data suggest that this is not the case for rTMS. We

have postulated that whereas seizures are necessary for the induction of

the adaptive changes in ECT that are the therapeutic principles in depres-

sion, rTMS may be able to evoke some of these adaptive mechanisms more

directly without the requirement of a seizure (157). Thus, it is well known

that ECT in man (165,166) and electroconvulsive seizures (ECS) in animals

(167,168) increases TRH mRNA and TRH protein, which has been postu-

lated to at least partially relate to ECT’s therapeutic effects (164,169). Per-

haps alterations in TRH mRNA or the other critical neuroadaptive changes

pertinent to the effects of ECT could eventually be induced by appropriate

nonconvulsive brain stimulation parameters with rTMS. To the extent that

this becomes possible, it would obviously have great importance for thera-

peutics. ECT is cumbersome, costly, and stigmatized (170) because it requires

anesthesia and the induction of a seizure, which can be accompanied by

moderate to severe memory loss (171).

Repeated transcranial magnetic stimulation (rTMS), in contrast, can be

administered with relatively little discomfort to the awake individual with-

out the induction of a seizure and, given the typical stimulation parameters

so far utilized, evokes few side effects on learning and memory (172). The

ability to stimulate the awake brain also raises the ultimate potential that

one could make use of experience-dependent neuroplasticity in applying

relatively more selective therapeutic treatments pertinent to a given patho-

logical overactivated or underactivated neural substrate (173).

IMPLICATIONS FOR THE FUTURE

Investigators have long speculated and surmised that the antidepressant

drugs required a cascade of neurobiological events, perhaps involving changes

in gene transcription, based on the long lag in achieving maximal therapeu-

tic response (174,175). Changes were postulated in the downregulation of

beta receptors (177,178), the regulation of adenylate cyclase (176), and, more

recently, the induction of binding to the cyclic AMP response element (CRE)

(179,180) and changes in neurotrophic factor gene expression (181).

Smith and associates (182) demonstrated that whereas some types of

stressors appeared to decrease BDNF in the hippocampus, treatment with

the antidepressants did the opposite, and cotreatment with antidepressants

during stressor induction could block at least some of the stressor-induced

changes in neurotrophic factor gene expression. These data were subsequently
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replicated and extended by Duman (179) and now it is apparent that there

are a host of changes in gene expression induced by the antidepressants

including alterations in glucocorticoid receptors (183,184) and neurotrophic

factors (179,181) that could be implicated in the psychotropic effects of

these agents. It is noteworthy that ECS is also capable of transiently increas-

ing BDNF expression in the hippocampus (185) in a manner similar to that

of many antidepressants and opposite to the effects of some stressors.

Given the discussion of compensatory mechanisms in the previous sec-

tion, one could wonder about the differential effects of different frequencies

of brain stimulation achieved with rTMS over different locations on neuro-

trophic factor gene expression as well. The presence of BDNF is required

for the induction of some types of learning and memory, as revealed through

knockout strategies in mice (186); that is, in hippocampal slices prepared

from BDNF-deficient mice, LTP cannot be induced. Moreover, these mice

show impaired spatial learning in a Morris water maze (186). Could appro-

priate rTMS stimulation increase low levels of BDNF or other neurotrophic

factors that have been decreased by stressors or preprogrammed at a low or

high level based on genetic vulnerability? We predict that these questions

will be answered in the not too distant future and that rTMS and other non-

convulsive brain stimulation paradigms will begin to be utilized for thera-

peutic purposes. These may be particularly relevant in the area of psychiatric

illnesses, where, by definition, the lesions tend to be more “functional”

and, therefore, potentially more neuroplastic and amenable to modulation

than many types of neurological illnesses in which cellular elements are lost

altogether by either excitotoxic or apoptotic mechanisms.

Thus, as we move rapidly toward the 21st century, we hope that the

long-term changes in biochemistry, physiology, and neuroanatomy evoked

by either genetic vulnerability or experiential modulation of gene expres-

sion will be able to be partially countered by a variety of current and rapidly

emerging pharmacological and physiological techniques. To the extent that

this is possible, the further elucidation of the duration and long-term conse-

quences of stress and depression may come to have increasing therapeutic

as well as pathophysiological implications.
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INTRODUCTION

Bipolar affective disorder (BD), or manic–depressive illness, is a chronic,

severe, and debilitating mental disorder characterized by episodes of mania

or hypomania and depression, which afflicts an estimated 1% of the general

population (1). Evidence from family, genetic, and psychobiological studies

indicates a major role for biological factors in the genesis, expression, and

perpetuation of BD (1). Recent advances arising from research on transmem-

brane signal transduction processes and intracellular second messengers

have reshaped current thinking about the pathophysiological basis of BD.

A synthesis is emerging from postmortem brain, clinical and preclinical

studies that recognizes disturbances in brain intracellular signaling mecha-

nisms may play an important role in the development of this disorder (2). In

this chapter, we critically review and appraise the body of current observa-

tions implicating disturbances in an array of intracellular signaling distur-

bances, including adenosine 3', 5'-cyclic monophosphate (cAMP) and calcium

and phosphoinositide (PPI) signaling cascades in BD as depicted in Fig. 1.

We also describe results from complementary investigations on the phar-

macological mechanisms of mood-stabilizing agents, which, in most cases,

appear to target specific “nodes” in postreceptor signal transduction cas-

cades normalizing the postulated intracellular signaling abnormalities that

disrupt neuronal function in BD.

cAMP SIGNALING DISTURBANCES

IN BIPOLAR DISORDER

Early interest in cAMP signaling in BD stemmed from findings indicat-

ing that this second messenger mediated the activity of several monoamine

neurotransmitters (e.g., norepinephrine, serotonin and dopamine, etc.) that
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Fig. 1. Schematic representation of the major signaling pathways implicated in

the pathophysiology of bipolar affective disorder: (1) cAMP signaling. (2) PPI sig-

naling. (3) Ca
2+ 

signaling. Abbreviations: AC, adenylyl cyclase; ATP, adenosine

triphosphate; CaM, calmodulin; cAMP, cyclic adenosine monophosphate; CRE,

cAMP response element; CREB, cAMP response element-binding protein; DAG,

diacylglycerol; GDP, guanosine diphosphate: GTP, guanosine triphosphate; IP
3
,

inositol-1,4,5-triphosphate; IP
3
-R, IP

3
 receptor; NO, nitric oxide; PIP

2
, phosphati-

dylinositol-4,5-bisphosphate; PKA, protein kinase A (with C, catalytic subunit and

R, regulatory subunit) ; PKC, protein kinase C; PLC, phospholipase C; SRE, serum

response element; SRF, serum response factor.
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were already implicated in mood disorders (3,4). Studies of plasma cAMP

levels (5) and agonist-stimulated cAMP formation in mononuclear leuko-

cytes (MNL) from unipolar and BD patients (6,7) were among the first lines

of evidence suggesting disturbances in the cAMP signaling cascade in the

pathophysiology of BD. Findings of blunted isoproterenol-stimulated cAMP

response in MNL from BD patients (6,7) in the absence of consistent changes

of the receptor densities or affinities (8) suggested that disturbances might

occur at postreceptor sites in the cAMP signaling cascade in BD, including

such protein components as guanine nucleotide binding proteins (G-proteins),

adenylyl cyclase (AC), and cAMP-dependent protein kinase (PKA). Obser-

vations of increased agonist-stimulated binding of [
3
H]Gpp(NH)p (a stable

nonhydrolyzable analog of guanosine triphosphate [GTP]) in MNL mem-

branes from manic but not euthymic (normal mood) BD patients compared

with controls (9) pointed to disturbances at the level of G-proteins as a poten-

tial site of dysregulated signaling in BD. These latter findings provided the

first clinical observations directly implicating G-protein-mediated signal

transduction abnormalities in BD and set an important focus for subsequent

research activities that followed in this field.

Two complementary lines of human studies have figured prominently in

the study of G-protein-mediated signaling systems to date. These include

postmortem studies, in which the concentration and functionality of various

G-protein subunits have been measured, and clinical studies, in which G-pro-

teins and their function have been measured in peripheral cells such as plate-

lets, leukocytes, and transformed B lymphoblasts from BD patients. Postmor-

tem brain investigations provide the ability to measure the concentration

and function of the signaling proteins directly in brain tissue. However, there

are a number of limitations and pitfalls to this approach. Prominent among

these are the effects of factors such as the following: the instability of pro-

teins and mRNA during postmortem delay in cooling, removal, and freezing

of tissue; antemortem agonal status, cause of death, deficiencies in docu-

mentation of clinical diagnostic features, outcome, and drug histories; and

comorbid age-related medical conditions. Although some of these potential

confounding factors can be minimized in case-controlled studies matched

on these variables, it is difficult to address such issues as the relationship

between any observed biochemical changes and the severity of illness using

this research strategy. In this regard, parallel clinical studies using periph-

eral blood cells provide an alternative complementary approach to further

address the clinical relevance of any postmortem findings. Epstein–Barr-

transformed B-lymphoblasts derived from BD patients can also serve as a

model for investigation of cellular and molecular basis of signal transduc-
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tion abnormalities in this disorder. B-Lymphoblasts can be grown for a num-

ber of generations under controlled cell-culture conditions isolated from the

potential effects of hormones and metabolic-related factors associated with

the ill state, thus circumventing the confounding effects of medications and

state-dependent factors. Thus, they provide another tool to address the ques-

tion of trait-related versus state-related issues, which cannot be resolved in

postmortem studies.

Postmortem Brain Studies

G-Protein Studies in BD

Despite the problems alluded to in the above, the ability to measure the

level and function of proteins, such as G-proteins, in postmortem brain pro-

vides an important strategy for investigating directly intracellular signal

transduction processes in neuropsychiatric disorders. Young et al. (10,11)

were the first to use this approach to study possible signal transduction dis-

turbances through the stimulatory G-protein (Gs)-coupled cAMP signaling

pathway in the brain of patients with an antemortem diagnosis of BD. Com-

pared with nonpsychiatric controls matched on age, postmortem delay, and

brain pH, significantly higher levels of the long splice variant (52 kDa) of

the Gs α-subunit, Gα
s-L

, were found in frontal, temporal, and occipital cor-

tex, but not in parietal cortex, hippocampus, caudate, and cerebellum. Mod-

erately increased Gα
s-L

 levels were observed in the thalamus. In comparison,

the levels of the short spliced variant (45 kDa) of Gα
s
 (Gα

s-S
) were mark-

edly increased in hippocampus and caudate, whereas its concentrations were

significantly reduced in occipital cortex. On the one hand, these findings

suggest that changes in Gα
s 
levels may occur more diffusely throughout the

brain in BD. However, the lack of significant differences in Gα
s 

levels in

parietal cortex (12) and cerebellum compared with controls appear at odds

with this notion. Interestingly, in those brains regions showing increased

Gα
s 
levels, only one, not both, splice variants was affected. These observa-

tions suggested that differential regulation of the alternative splicing mech-

anism(s) for the Gα
s 
gene in affected regions of the BD brain might account

for the relative increases in a specific Gα
s
 spliced variant. On the other hand,

differences in the turnover of the Gα
s 
isoforms, mRNA stability, or transla-

tion could also explain the differential changes in Gα
s 

isoforms. Because

subtle differences have been reported between the two splice variants of Gα
s

in the interaction with receptor (13) and adenylyl cyclase (14), regulation of

the differential expression of the two Gα
s 
spliced variants may have impor-

tant consequences for the intracellular cAMP signaling.
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In contrast to the changes observed for Gα
s
,
 
no statistically significant

differences were found in Gα
i-1

,
 
Gα

i-2
,
 
Gα

o
,
 
Gα

z
,
 
Gβ

36
, or Gβ

35
 levels in any

of the brain regions studied between BD and control groups (10,11,15,16).

As the mammalian adenylyl cyclase activities are also modulated by α
i
-,

α
o
-,

 
α

z
-, and βγ-subunits of G-proteins (17), these findings implicate the

selective dysregulation of the stimulatory branch of the G-protein-mediated

cAMP signaling mechanisms in the pathophysiology of BD.

Given the evidence for a BD vulnerability gene near the pericentromeric

region of chromosome 18, on which the gene encoding Gα
olf 

is located (18,

19), the possibility was raised that expression of Gα
olf

, which is highly hom-

ologous to Gα
s 
isoforms (20), may be altered in BD. In our previous study

(10,11), Gα
olf 

(46 kDa) was not resolved from Gα
s-S

. Using sodium dodecyl

sulfate–polyacrylamide gel electrophoresis (SDS-PAGE) conditions, which

resolve Gα
olf 

from Gα
s-S

, and an antiserum directed against the C-terminal

decapeptide common to these two α subunits, we re-examined their levels

in several brain regions in which Gα
s 
protein levels were previously shown

to be elevated (10–12). No differences were observed, however, between

control and BD groups in the levels of Gα
olf 

in frontal cortex, temporal cor-

tex, caudate, and hippocampus. Only a moderate increase in Gα
olf

 levels

was found in BD occipital cortex (12). These results, together with the lack

of association between BD and any of the observed Gα
olf

 alleles in a linkage

disequilibrium analysis study (21), argue against a role for Gα
olf

 in the patho-

genesis of BD.

The mechanism(s) responsible for the higher Gα
s
 levels found in the BD

brain is still unknown. It is now clear that expression of G-protein α-sub-

units is regulated by a number of different processes, such as changes in

gene transcription, mRNA translation, and/or posttranslational events (e.g.,

changes in Gα
s 
protein turnover) (22,23). Genetic studies examining a dinu-

cleotide repeat polymorphism in intron 3 or a biallelic polymorphism in

exon 5 of the Gα
s 
gene have not revealed linkage between the Gα

s 
gene and

BD (24,25). Similarly, no mutations have been identified in either the pro-

moter or coding sequences of the Gα
s 
gene in BD patients (25). These nega-

tive results argue against a mutation of the Gα
s 
gene itself contributing to

the genetic susceptibility to BD.

The lack of concomitant changes in Gα
s 
mRNA levels in the same cere-

bral cortical regions manifesting elevated Gα
s 
levels in BD compared with

controls (26), however, suggests that the changes in Gα
s 

levels are more

likely related to processes governing Gα
s 

turnover. In this regard, several

important posttranslational processes can potentially regulate the levels of

Gα
s
 including receptor activation and ADP-ribosylation (both of which appear
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to increase Gα
s
 susceptibility to degradation) (23), lipid acylation (27), Ca

2+
-

dependent (e.g., calpain) (28) and ATP-dependent (e.g., ubiquitin) proteoly-

sis (29) and, of course, crosstalk regulatory mechanisms (30). Several recent

studies have examined the effect of ADP-ribosylation on Gα
s
 levels, inde-

pendent of any second-messenger mechanisms. Exposure of GH
3
 cells to

cholera toxin induced a significant reduction (74–95%) in immunoreactive

Gα
s
 levels, suggesting that this covalent modification marks the protein for

accelerated degradation (31). Similarly, cholera toxin reduced membrane

Gα
s-L

 levels in L6 skeletal myoblasts (32), once again suggesting that rapid

degradation/turnover of Gα
s
 occurs following ADP-ribosylation of this sub-

unit. This suggests that posttranslational modification of Gα
s
 by ADP-ribo-

sylation might contribute to the cellular pathophysiology of BD. That chronic

treatment of rats with lithium increases ADP-ribosylation of substrate pro-

teins, including Gα
s
 (33), adds still further support to this notion.

Recently, we have confirmed that Gα
s 
in autopsied human brain is also

a substrate for both endogenous and cholera toxin-catalyzed ADP-ribosy-

lation (34), as in other tissues. Furthermore, we have reported preliminary

evidence demonstrating reduced endogenous ADP-ribosylation of Gα
s
 iso-

forms in BD temporal cortex compared with nonpsychiatric controls (35).

These observations suggest that a disturbance(s) in ADP-ribosyltransferase

and/or cofactors that regulate its activity could potentially reduce the turn-

over of Gα
s
, promoting elevations in Gα

s 
levels in key cerebral cortical regions

in BD. This interesting possibility, as well as the other posttranslational pro-

cesses regulating Gα
s 
turnover noted, clearly merit closer scrutiny in under-

standing the basis for the Gα
s 
alterations reported in BD.

Functional Significance of Altered Gα
s 
Protein in BD

An important question arising from the Gα
s 
immunolabeling findings is

that of the functional relevance of the higher levels with respect to cAMP

signaling processes in BD brain. On the basis of a series of biochemical

studies, we and others have been able to piece together several lines of evi-

dence indicating that such elevations are likely to be attended by increased

signaling through the Gα
s
-mediated cAMP signaling cascade. A significant

increase in forskolin-stimulated adenylyl cyclase activity was first observed

in the temporal and occipital, but not in the frontal cortex of postmortem

BD brain. The enhanced forskolin-stimulated cAMP response could reflect

increased concentrations of specific adenylyl cyclase subtypes (types II and

IV) measured under our assay conditions, in which Ca
2+

/calmodulin was

absent. However, direct measurement of the immunoreactive levels of vari-

ous adenylyl cyclase subtypes (types I, IV, and V/VI) revealed no differ-

ences in BD cortical regions compared with controls (36). On the other hand,
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a significant correlation found between forskolin-stimulated cAMP response

and the levels of Gα
s-L 

across these cortical regions (11) suggested a direct

relationship between higher Gα
s 
levels and forskolin response in BD cere-

bral cortex. Other evidence for functional disturbance associated with

higher Gα
s 
levels comes from the study of Friedman and Wang (15). They

showed that basal and isoproterenol-stimulated [
35

S]GTPγS binding to Gα
s

were enhanced in BD frontal cortex mediated, in part, via elevated Gα
s

levels in this region. Their findings in immunoprecipitation studies also

suggested that a significantly greater proportion of Gα
s 
proteins may exist

in the heterotrimeric (αβγ) state. These observations, taken together with

the lack of significant changes in β-adrenoceptor densities in BD cortical

regions compared with controls (37), clearly support the notion that a func-

tional alteration in Gα
s 

proteins contributes to increased cAMP responses

in BD brain.

The instability of cAMP postmortem precludes meaningful interpretation

of direct measurements of this second messenger in the autopsied brain.

Thus, to further assess the state of cAMP signaling in the BD brain, we

reasoned that measurement of the levels and/or function of downstream

targets, which are known to be regulated by cAMP, might reflect the state

of cAMP signaling that existed in brain at the time of or just prior to death.

We first measured the amount of regulatory subunits and catalytic activity

of PKA, the primary target of intracellular cAMP signaling, in the postmor-

tem BD brain. The expression of PKA regulatory subunits, estimated by the

total number of [
3
H]cAMP binding sites, was significantly reduced across

all brain regions in cytosolic fractions of BD frontal, temporal, occipital and

parietal cortex, cerebellum, and thalamus compared with matched controls

(38). In contrast, no differences were observed in [
3
H]cAMP binding in the

membrane fractions from these same regions. Given that sustained eleva-

tions in intracellular cAMP levels cause adaptive changes in the levels of

PKA regulatory subunits (39), the decrease in [
3
H]cAMP binding in the cyto-

solic fractions from the BD brain likely reflects changes in response to

upstream alterations in processes modulating cAMP levels. Of special inter-

est in this regard, recent findings show that the reduction of regulatory sub-

units of PKA in the cytosolic fractions of BD temporal cortex is accompanied

by a higher basal kinase activity and significantly lower apparent activation

constant for cAMP in the cytosolic fractions of BD temporal cortex (39a).

Whether such changes disturb endogenous cAMP-stimulated phosphoryla-

tion, similar to that reported in platelets from euthymic BD patients (40)

remains to be demonstrated. Nevertheless, these observed changes in PKA

provide additional important evidence for dysregulation in the Gα
s
-medi-

ated cAMP cascade in BD.
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Diagnostic Specificity of the Hyperfunctional

Gα
s
–cAMP Signaling in BD

The increases in the levels and function of Gα
s
-protein identified in the

postmortem BD brain appear to be specific to this disorder and not a gen-

eral correlate of psychiatric or neurodegenerative disease. Our group first

reported normal levels of Gα
s
-protein in autopsied temporal cortex obtained

from patients with schizophrenia, Alzheimer’s disease (11), or olivoponto-

cerebellar atrophy (41). Recent studies of G-protein levels and function in

the postmortem brain obtained from subjects with diagnoses of depression

(42,43), schizophrenia (44–49), substance abuse/dependence (16,44,50,51),

and Alzheimer’s disease (52–55) also support the notion that increased Gα
s-L

levels and functionality are characteristic of BD.

In those studies which determined [
3
H]cAMP binding or PKA activity in

autopsied brain samples from patients with depression (56), schizophrenia

(45), and Parkinson’s (46) and Alzheimer’s disease (57), the profile of changes

found in these PKA measures contrasts with those observed in the BD brain

(i.e., reduced [
3
H]cAMP binding in the cytosolic fraction accompanied by

higher basal kinase activity and affinity of cAMP for PKA). These differ-

ences between BD and comparison neuropsychiatric disorders also support

the diagnostic specificity of the hyperfunctional Gα
s
–cAMP signaling path-

way in BD.

Clinical Studies

G-Protein Studies in Peripheral Cell Models

The demonstration of increased agonist-stimulated [
3
H]Gpp(NH)p in MNL

membranes from manic but not euthymic BD patients (9), together with a

growing body of evidence showing coexpression of abnormal proteins in

peripheral blood cells and brain tissues in several neurodegenerative disor-

ders (58–60), underscores the potential utility of peripheral blood cells

to explore the clinical relevance of findings in the postmortem BD brain

and the extent to which they reflect state-dependent versus trait-dependent

changes. In line with postmortem brain findings, significantly higher levels

of Gα
s-S

, the major species in peripheral blood cells,
 
were found in MNL

from depressed (61) or manic (62,63) BD patients and in platelets of euthy-

mic BD patients (64) compared with healthy subjects. Interestingly, these

G-protein changes were observed irrespective of treatment (62). In addition,

the Gα
s-S 

abnormalities appeared to be specific to BD, as no such differ-

ences were found in MNLs or platelets from patients with major depression

(61,65), panic disorder (66), social phobia (66), or abstinent alcoholics (67)

compared with controls. Collectively, these observations extend on those
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obtained in the postmortem BD brain, confirming that the G-protein changes

occur in the living affected individual and are expressed extracerebrally,

at least in peripheral leukocytes and platelets. The results also suggest that

the elevation in Gα
s-S 

levels is, to some extent, trait dependent (61,62,64).

Indeed, the observation of higher Gα
s-S 

immunolabeling in transformed

B-lymphoblasts from bipolar II patients compared with healthy subjects (68)

adds still stronger support to this notion.

Despite finding increased levels of Gα
s 
in MNLs, in one study the func-

tional response to Gs stimulation was blunted in bipolar depressed subjects.

Significantly lower levels of GTPγS- and fluoride-stimulated adenylyl cyc-

lase activities were found in depressed BD patients compared with matched

controls (12). In contrast, no significant differences were seen in either basal

or forskolin-stimulated adenylyl cyclase activities between major depres-

sive disorder patients and healthy subjects (12). Because the levels of Gα
i

were also higher in MNL membranes from these subjects (61), the blunted

GTPγS- and fluoride-stimulated responses may reflect compensatory adap-

tations that occur in the inhibitory control of adenylyl cyclase activity in

MNLs from BD patients. This may offset the cellular effects of elevated Gα
s

levels. In this regard, an imbalance in the coordinated regulation of stimula-

tory and inhibitory cAMP signaling systems may, therefore, be important to

the pathophysiology of BD.

Recently, Avissar and co-workers (63,69) reported findings consistent

with the notion that the G-protein changes observed in MNLs from bipolar

and major depressive disorder patients are primarily state dependent. Agon-

ist-stimulated [
3
H]GppNHp binding and the levels of Gα

s-S
 and Gα

i
 were

found to be lower in MNLs from patients with either major depression or

BD, with a major depressive episode, compared with healthy subjects. In

addition, significant inverse correlations were found between Beck Depres-

sion Rating scores, Gα-protein levels, and the degree of agonist-stimulated

[
3
H]GppNHp binding (69). Whereas manic patients showed significantly

higher levels of Gα
s-S 

and Gα
i
, bipolar depressed patients showed signifi-

cant reduction in Gα
s-S 

and Gα
i
 levels compared with control subjects (69).

It should be noted as well that some medications may also affect Gα
s
-pro-

tein levels in blood cells, thus confounding the interpretation of any observed

differences. For example, Mitchell et al. (64) found that platelet Gα
s-S 

levels

were significantly higher in BD patients receiving lithium only, compared

with those taking carbamazepine only. Indeed, platelet Gα
s-S

 levels in the

latter group were indistinguishable from healthy comparison subjects, sug-

gesting a confounding effect of treatment with some (i.e., carbamazepine)

but not other (i.e., lithium) mood-stabilizing agents. We have also found that

state of illness and medications affect MNL G-protein immunolabeling in
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BD (68). MNL Gα
s-S

 immunolabeling levels were 27% lower in drug-free

bipolar I patients compared with age- and sex-matched healthy subjects, whereas

Gα
s-L

 immunolabeling was lower in medicated compared with drug-free bipo-

lar II patients, and higher in ill compared with remitted bipolar II patients.

Gα
i
 immunolabeling was 33% lower in drug-free remitted bipolar I patients

compared with healthy subjects and showed a trend toward higher levels

(35%) in drug-free ill BD patients compared with healthy subjects. Collec-

tively, the findings of the foregoing studies clearly suggest that state depen-

dence, medication, and other extraneous factors also affect MNL Gα
s
 and

Gα
i 
levels in BD patients. On the one hand, it seems that the expression of

underlying trait-dependent molecular abnormalities in MNLs from BD

may be modified by state and medications. However, another possibility,

yet to be completely excluded, is that the confounding effects of state and

medications might result from changes in the subpopulations of leukocytes

with quantitatively different levels of Gα
s 

expression. This potential con-

found, although acknowledged by investigators (63,69), has yet to be defin-

itively addressed.

Very recently, significantly higher levels of Gα
s 
mRNA

 
were reported in

neutrophils from BD patients compared with control subjects (70), a differ-

ence that was evident irrespective of lithium treatment. Of interest, neutro-

phil Gα
i2

 mRNA levels in unmedicated BD patients were indistinguishable

from healthy controls, but they were significantly increased in BD patients

treated with lithium (70). Upregulation of Gα
s 
mRNA in human neutrophils

appears to be specific for BD, as no apparent differences in Gα
s 
and Gα

i2

mRNA
 
were found in neutrophils of unipolar depressed patients. Although

these findings suggest that Gα
s 
expression is increased in these cells in BD,

the absence of confirmatory immunolabeling data from the same samples

precludes such a conclusion because α-subunit mRNA levels can change with-

out corresponding alterations in respective protein levels (71).

Additional evidence indicating that abnormalities in the cAMP signaling

cascade are expressed in peripheral bloods cells was obtained in recent stud-

ies showing higher cAMP-stimulated phosphorylation of the small G-pro-

tein Rap1, a Ras-like protein in the platelets from untreated euthymic BD

patients (40,72). Whether and how these disturbances are tied to alterations

at upstream sites in this signal transduction chain needs to be systematically

investigated. However, as Rap1-mediated signaling appears to modulate the

mitogen-activated protein (MAP) kinase pathway (73,74), the abnormality

in cAMP-stimulated endogenous phosphorylation found in BD subjects may

impact on other signaling cascades and processes through “crosstalk” mech-

anisms (30,75,76). Indeed, evidence of alterations in PPI and Ca
2+

 signaling

in BD, as described in the following, may be explained best on such an
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interactive basis. Regardless, the above findings highlight the multiplicity

of postreceptor signaling changes that occur in BD involving processes affect-

ing the levels and function of a number of components in the cAMP signal-

ing pathway.

PPI Signaling Disturbances in Bipolar Disorder

It is well established that substantial crossregulation occurs between G-pro-

tein-coupled cAMP and PPI signaling pathways (30,75). This, together with

a large body of data showing that lithium regulates the PPI second-messen-

ger system (77), suggests alterations in the activity of this signal transduction

system also may play a role in the pathophysiology of BD. Furthermore, the

capacity for bidirectional crossregulation between cAMP and PPI signaling

systems (75) provides a potential means for disturbances in either of these

signaling systems to affect each other.

Evidence supporting disturbances in PPI signaling in BD has also been

obtained using the postmortem brain and peripheral blood cells. Further-

more, important findings have been obtained using both directed immuno-

labeling and functional assays, similar to the approaches used in studies of

cAMP signaling in BD. These are considered in the following subheadings.

Postmortem Brain Studies

Significantly higher levels of Gα
q/11

 and a moderate elevation in the Gα
q/11

–

regulated phospholipase C-β
1
 isozyme (PLC-β

1
) have been reported in the

occipital cortex of BD subjects compared with matched controls (78). The

increases in Gα
q/11

 and PLC-β
1
 appeared to be regionally specific, as no signif-

icant differences were found between BD and control subjects in the cere-

bral frontal and temporal cortex (15,78). In addition, Gα
q/11 

levels, expressed

as a percent of respective postmortem delay and age-matched controls, cor-

related significantly with PLC-β
1
 values in occipital cortex but not in the

other regions examined (78).

Parallel studies of Gα
q/11 

functional activity, as revealed by GTPγS-stimu-

lated [
3
H]phosphatidylinositol (PI) hydrolysis, indicated a selective decrease

in this response in the BD occipital cortex but not other cortical regions

(79). Because NaF-stimulated [
3
H]PI hydrolysis was not different in the BD

occipital cortex, it has been suggested that the function of Gα
q/11

 may be

impaired at the level of GDP–GTP exchange (79). Furthermore, the func-

tional impairment of Gα
q/11

 signaling activity may lead to compensatory

changes (i.e., enhanced synthesis and/or stability of the mRNA encoding

these α-subunits), resulting in the higher Gα
q/11

 levels observed in BD occip-

ital cortex (78).
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The reciprocal changes in the levels and activity of Gα
q/11

 in BD occipital

cortex also appear to uniquely distinguish this disorder from Alzheimer’s

disease (79a), schizophrenia (44), alcoholism (44), and major depression

(80), in which the activity of Gα
q/11

 is either increased or decreased in the

absence of changes in Gα
q/11

 and PLC-β
1
levels. It is also noteworthy that

the largest differences in Gα
s
 levels and forskolin-stimulated adenylyl cycl-

ase activity were observed in the occipital cortex of BD subjects (10,11).

Given the substantial evidence of crossregulation between cAMP and PPI

signaling pathways, the possibility that the observed differences in Gα
q/11

and PLC-β
1
 levels may reflect the consequences of relatively greater distur-

bances in cAMP signaling in this brain region in BD cannot be excluded.

Dysregulation of Gα
q/11

 levels and activity in BD patients may have impor-

tant downstream effects in the PPI signaling cascade. This notion is sup-

ported by preliminary findings of higher basal membrane protein kinase C

(PKC) activity and greater stimulus-induced redistribution of the enzymes

in autopsied BD frontal cortex compared with matched controls (81). Fur-

thermore, the levels of cytosolic PKC-α and membrane-associated PKC-γ
and PKC-ζ isozymes were elevated, whereas cytosolic PKC-ε was reduced

in the BD frontal cortex. The above results, taken together, strongly impli-

cate disturbances in Gα
q/11

-mediated PPI signaling as playing a role in the

pathophysiology of BD.

Postmortem investigations of myo-inositol levels and inositol monophos-

phate phosphomonoesterase (IMPase) activity in BD (82) have yielded little

promising data in support of altered PPI signaling in BD, unfortunately. Fur-

thermore, reduced myo-inositol levels were also found in depressed suicide

subjects, suggesting these changes are not specific to BD. Although myo-

inositol levels may regulate phospholipase C activity (83), the pathophysio-

logical relevance of lower myo-inositol levels in the postmortem BD frontal

cortex (82) remains to be determined.

Clinical Studies

Although no significant differences in the Gα
q/11

 levels have been found

in platelets and leukocytes from BD subjects compared with matched con-

trols (62), other findings from studies of platelets do implicate abnormali-

ties in the PPI signaling pathway in these cells in BD. Brown and co-workers

(84) reported significantly higher platelet membrane phosphatidyl inositol

4,5-bisphosphate (PIP
2
) concentrations in drug-free bipolar manic patients

compared with healthy controls. In addition, platelet membrane PKC activ-

ity was significantly increased in unmedicated bipolar manic patients com-

pared with healthy individuals (85). Interestingly, the elevated PIP
2
 levels
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and PKC activity in the manic state were both normalized following lithium

therapy (85,86), suggesting that the hyperactive PPI signaling pathway in

BD represents another important target of lithium action in treating this dis-

order. It is not clear, however, whether these PPI signaling abnormalities

arise de novo or are a consequence of disturbances in the Ca
2+ 

and/or cAMP

signal transduction systems through crossregulation.

Of interest from a therapeutic perspective, significantly lower IMPase

activity has been found in immortalized lymphoblastoid cell lines derived

from BD patients responsive to lithium therapy compared with either lithium

nonresponsive BD patients or healthy controls (87). In lymphoblastoid cell

lines treated chronically with lithium, IMPase mRNA levels were signifi-

cantly increased. These results suggest that in lithium-responsive BD patients

who exhibit trait-dependent low IMPase activity, the transcriptional upreg-

ulation of IMPase mRNA levels by lithium may normalize IMPase enzyme

levels and activity (87). Such evidence further supports the idea that the

effect of lithium on PPI signaling is at least one important component of its

molecular actions, which accounts for its therapeutic efficacy in BD.

CALCIUM SIGNALING DISTURBANCES

IN BIPOLAR DISORDER

Among the signal transduction and second-messenger disturbances impli-

cated in the pathophysiology of BD, abnormalities in intracellular calcium

(Ca
2+

) signaling are of particular importance, given the role of this ion in

regulating many neuronal processes (88). Investigations of intracellular Ca
2+

signaling disturbances in BD have been conducted using peripheral blood

cells because viable neurons from affected and comparison subjects, neces-

sary for such research, are inaccessible for direct analysis and manipulation.

Abnormalities of intracellular Ca
2+

 dynamics in BD were first suggested

by the observation of transient increases in serum Ca
2+ 

level during manic

episodes (89). This observation was further strengthened by findings of higher

calmodulin-dependent Ca
2+

-ATPase levels and Ca
2+

-stimulated activity

in erythrocyte membranes from bipolar depressed subjects compared with

normal controls (90,90a). Using the Ca
2+

-sensitive fluorescent dyes Fura 2

or Quin 2 to measure intracellular Ca
2+ 

concentration, it has been shown that

the basal and agonist-stimulated intracellular Ca
2+ 

levels are significantly

higher in platelets and/or lymphocytes from untreated manic and depressed

BD patients compared with control subjects (91–96). Incubation with an ultra-

filtrate of plasma from BD patients had no effect on platelet intracellular

Ca
2+ 

levels of healthy individuals, suggesting that an “endogenous” factor(s)

in these cells is responsible for the high basal platelet Ca
2+ 

concentration
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in BD (97). Intracellular Ca
2+ 

homeostasis is controlled by a complex array

of processes that include inositol trisphosphate and ryanodine receptor-

stimulated release from endoplasmic reticulum storage pools (98), store-

operated Ca
2+

 influx (88,99), and Ca
2+

–ATPase pumps (100), to highlight a

few. As noted earlier, some observations point to disturbances in Ca
2+

–AT-

Pase (90) and Na
+
/K

+
 ATPase (101) and PPI signaling, which could contrib-

ute to the Ca
2+ 

homeostasis abnormalities observed. Moreover, evidence of

cAMP signaling in BD suggest the possibility that altered Ca
2+ 

homeostasis

could occur as a consequence of crosstalk regulation. Regardless of the spe-

cific mechanisms that account for the observed changes in basal and ago-

nist-stimulated intracellular Ca
2+ 

levels, these results provided compelling

evidence implicating abnormal intracellular Ca
2+ 

signaling in BD.

The pattern of Ca
2+ 

changes in BD contrasts with that observed in patients

with a major depressive disorder, suggesting the type of Ca
2+ 

disturbance

may be diagnostically specific. First, basal intracellular Ca
2+ 

concentrations

in platelets/lymphocytes from patients with a major depressive disorder do

not differ from those in matched controls, whereas they are higher in BD

patients (96,102,103). Second, whereas serotonin-induced Ca
2+ 

responses

were enhanced in both BD and major depressive disorder patients (104–

106), higher thrombin-stimulated Ca
2+ 

responses were evident only in the

BD patients (92,102). These observations, together with the finding of

lower erythrocyte membrane Ca
2+

–ATPase activity in patients with major

depression (90), suggest altered Ca
2+ 

homeostasis also occurs in major

depression, but likely in a different form and reflecting distinct pathophysi-

ological mechanisms.

An important question arising out of these studies relates to the nature of

the intracellular Ca
2+ 

changes that occur in BD. Some studies suggest that

the high basal Ca
2+ 

concentration in platelets and/or lymphocytes from BD

patients is state dependent and normalizes with improvement in mood

(92,95,107). However, there is also evidence indicating that the abnormali-

ties in Ca
2+ 

signaling in BD are trait dependent and persist with remission

(94,105). In this regard, we have recently shown that higher basal intracellu-

lar Ca
2+ 

concentrations occur in transformed lymphoblasts from BD patients

compared with healthy subjects. Interestingly, the basal intracellular Ca
2+

concentration was significantly higher in the B-lymphoblasts from patients

with bipolar I disorder compared with healthy subjects, but not in psychia-

tric patients with bipolar II disorder, major depressive disorder, or without

primary mood disorders (96). These findings suggest that the abnormality(ies)

underlying altered Ca
2+ 

homeostasis in BD are, at least in part, trait depen-

dent. Equally important, such findings suggest the expression of this trait-

related abnormality in Ca
2+

 regulation in transformed B-lymphoblasts from
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bipolar I subjects may represent a phenotypic marker characteristic of this

patient group, or a subtype of bipolar I disorder. As such, it could provide an

important aid to elucidate the pathogenetic mechanisms of BD (108).

NEUROPHARMACOLOGICAL EVIDENCE

FOR SIGNALING DISTURBANCES IN BD

Studies of the action of the mood-stabilizing agents lithium, carbamaz-

epine, and valproate provide additional support that disturbances in CNS

intracellular signal transduction pathways may be central to the pathophysi-

ology of BD. There is now substantial evidence that mood-stabilizing drugs,

at therapeutically effective concentrations, affect cAMP, PPI, and Ca
2+ 

sig-

naling systems (77,109,110). As will be discussed, the modulatory effects

of these agents on the intracellular signaling systems appear to act as an

“homeostatic lever” to reset the postulated signaling abnormalities in BD

back toward their normal functional range.

Mood-Stabilizing Agents and cAMP Signaling System

Lithium and the anticonvulsant mood stabilizers carbamazepine and

valproate inhibit both receptor- and postreceptor- (e.g., GTP and its analog,

fluoride, forskolin, and Ca
2+

/calmodulin) stimulation of adenylyl cyclase

activity in vitro and ex vivo (111–115). The in vitro effect of lithium on ade-

nylyl cyclase appears to be mediated by competitive displacement of Mg
2+

from a regulatory site on the enzyme, whereas the ex vivo inhibitory effects

of lithium and carbamazepine involve altered efficacy of receptor/G-protein

and/or G-protein/adenylyl cyclase coupling (113,116). In addition, chronic

lithium administration to animals modifies transcriptional regulation of

genes encoding Gα
s
, Gα

i
, and adenylyl cyclase subtypes (71,117,118). It

also affects posttranslational modification of G-proteins through processes

such as ADP-ribosylation (33) and stabilizes G-proteins in the heterotrimeric

form (62,110) thus influencing their functional capacity in receptor–G-pro-

tein–effector interactions.

There is also considerable evidence that mood-stabilizing agents modu-

late downstream signaling regulated by activation of adenylyl cyclase. Chronic

lithium treatment altered in vitro cAMP-dependent protein phosphorylation

in rat hippocampal particulate fractions (119) and increased the cortical

levels of DARPP-32 [dopamine- and cAMP-regulated phosphoprotein (120).

Because the protein phosphatase 1 activity is regulated by DARPP-32, the

phosphorylation status of other cellular proteins may conceivably be modi-

fied by lithium. Furthermore, chronic administration of lithium to rats has been

shown to increase the immunoreactive levels of the regulatory and the cata-

lytic subunits of PKA (121) and induce translocation of PKA from cytosol
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to nuclear fractions in fractionated preparations from frontal cortex (120).

These PKA changes may promote phosphorylation of specific nuclear pro-

teins involved in the regulation of gene expression that are essential for the

induction and maintenance of therapeutic response.

Mood-Stabilizing Agents and PPI Signaling System

In keeping with the hypothesis that altered PPI second-messenger systems

may be important in the pathophysiology of BD, a large body of evidence

has accumulated demonstrating that lithium exerts significant modulatory

effects on the PPI signaling system in a wide variety of cell systems, includ-

ing brain. At therapeutically relevant concentrations, lithium inhibits PPI

resynthesis by blocking myo-inositol recycling, possibly leading to an atten-

uation of an overactive PPI-linked neuronal response. A number of studies

also indicate that chronic lithium treatment decreases receptor- and post-

receptor- (e.g., fluoride, GTPγS, etc.) activated PPI turnover, possibly by

impairing receptor–Gα
q/11

 coupling (77,109,110).

Chronic lithium treatment also increases the levels of several PPI-derived

lipid metabolites including diacylglycerol and the liponucleotides, in vari-

ous cell types including brain (122,123), suggesting that the diacylglycerol-

regulated effector enzyme, PKC, could be a target for regulation by lithium.

It has been shown that chronic lithium administration modulates PKC-medi-

ated phosphorylation of several substrate proteins in rat hippocampus mem-

brane and cytosolic fractions, in the absence of any effects on the activity or

cellular redistribution of PKC (119,124). Notably, the phosphorylation and

levels of a major specific PKC substrate protein, MARCKS (myristoylated

alanine-rich C kinase substrate), were significantly reduced (124). As down-

regulation of MARCKS is preceded by its phosphorylation by PKC (125),

the lithium-induced changes in hippocampal MARCKS may reflect an ini-

tial activation of PKC followed by degradation of the protein. Such a mecha-

nism is consistent with data indicating that acutely lithium stimulates PKC,

whereas, chronically, it attenuates PKC-mediated responses (reviewed in

ref. 110). In two recent studies, Manji et al. (126,127) showed that pro-

longed lithium administration reduces phorbol ester binding (a global index

of PKC level) and selectively decreases the membrane levels of PKC-α and

PKC-ε isozymes in rat hippocampus. Similar changes on the PKC isozymes

(128) and MARCKS (129) were also evident with chronic valproate treat-

ment. Taken together, these data strongly suggest that such changes in the

level and/or activity of PKC isozymes may have significant effects on down-

stream targets regulated by PKC activation, which may be of particular impor-

tance in the therapeutic actions of these mood stabilizers.
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Mood-Stabilizing Agents and Ca
2+ 

Signaling

In addition to the panoply of effects on cAMP and PPI signaling mecha-

nisms, there is also evidence suggesting that regulation of Ca
2+ 

homeostasis

may represent a molecular target for the therapeutic effects of mood-stabi-

lizing agents. For example, chronic exposure of mouse astrocytes in pri-

mary cultures to therapeutically relevant concentrations of lithium decreases

basal intracellular Ca
2+ 

concentration and attenuates noradrenaline-induced

increases in intracellular Ca
2+ 

concentration (130). Chronic treatment with

lithium also reduces 5-HT-induced increases in intracellular Ca
2+ 

concentra-

tion in C6 rat glioma cells (131), whereas the agonist-evoked Ca
2+ 

response

is also modulated by therapeutic concentrations of carbamazepine and val-

proate (132,133). Similarly, chronic lithium treatment reduces the N-methyl-D-

aspartate (NMDA) receptor-evoked Ca
2+ 

response in primary culture of

rat cerebellar granule cells (134). Significant inhibition of NMDA-induced

Ca
2+ 

response by clinically relevant concentrations of carbamazepine and

valproate has also been reported (135). Of particular note are the prelimi-

nary findings that calcium channel blockers such as nimodipine and verapa-

mil were clinically effective in the treatment of acute mania (136,137), further

supporting the notion that regulation of Ca
2+ 

dynamics might be important

for the therapeutic effects of mood-stabilizing agents.

In summary, the mood-stabilizing agents currently in clinical use all appear

to have neurobiological actions that attenuate or normalize disturbances in

the same signaling systems implicated in BD by postmortem and peripheral

cell studies. This clearly provides another important line of pharmacologi-

cal evidence, albeit indirect, for the relevance of intracellular signal trans-

duction abnormalities in the pathophysiology of BD.

CONCLUSION

Over the past decade, postreceptor second-messenger generating systems

have become of great interest with regard to the psychobiology of BD and

the neurobiological action of mood stabilizing agents, particularly lithium.

Compelling evidence from postmortem, clinical, and pharmacological stud-

ies is solidifying the notion that disturbances in multiple signaling systems

(e.g., cAMP, PPI and Ca
2+

) as depicted in Fig. 1 are central to the pathophys-

iology of BD. It is presently unknown whether the signaling disturbances in

BD are related to or independent of each other. As illustrated in Fig. 1, there

is extensive evidence of crossregulation among these signaling pathways

(30,75,138). Thus, it is conceivable that the disturbances identified in BD

may reflect dysregulation of the interaction and crosstalk among these sig-

naling mechanisms, which are necessary for normal homeostatic function



300 Li, Andreopoulos, and Warsh

under physiological conditions. Among the more pressing questions regard-

ing the signal transduction abnormalities in BD are that of the specific

molecular defect(s) promoting the development of these disturbances and

which signal transduction system is first affected. This knowledge will be

critical in designing much more effective medications and novel biological

interventions for the management of BD. The possibility that specific signal

transduction disturbances are unique to subgroups of BD or major depres-

sion holds up the potential for their use as phenotypic and, perhaps, diagnos-

tic markers. Indeed, the recent demonstration that some of these signal

transduction abnormalities are stably expressed in B-lymphoblasts in sub-

groups of BD suggest the potential for such endophenotypic markers to aid

in elucidating the molecular and genetic basis of these mood disorders.

Hopefully, the recent advances in cellular and molecular biology will lead

us farther along the path toward a better understanding of the role of these

signal transduction disturbances in the pathogenesis of BD.
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INTRODUCTION

Opioid drugs are powerful therapeutic agents that have been used for a

thousand years to relieve various pathological situations. At the present time,

morphine and its derivatives still remain the most potent class of analgesics,

and they have clear therapeutic indications despite a considerable number of

adverse side effects. However, some opioid compounds also represent an

important public health problem because heroin, a diacetylated morphine

derivative, is one of the most prominent illicit drugs of abuse. Most of the

mechanisms involved in acute opioid responses have been well clarified

now. Nevertheless, the neurobiological processes underlying opioid addic-

tion are still poorly understood and remain a field of intense research activity.

MOLECULAR AND BIOCHEMICAL

CHANGES INDUCED DURING OPIOID DEPENDENCE

Since the identification of opioid receptors (1–3) and their endogenous

ligands (4) in the central nervous system, a rapid development of the neuro-

biology of opioid research has been observed. Opioid peptides derive from

precursor proteins known as proopiomelanocortin, proenkephalin, and pro-

dynorphin (4,5). In addition, a novel peptide has recently been isolated from

the rat brain, which may represent an endogenous opioid highly selective

for mu opioid receptors (6). Endogenous and exogenous opioids exert their

pharmacological actions throught three main types of receptors: µ-, δ-, and

κ-opioid receptors, which have been recently cloned (for a review, see ref.

7). Opioid receptors are all proteins of approximately 60 kDa and belong to

the family of G-protein-coupled receptors that have seven transmembrane
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domains (8). Three genes encoding respectively the µ, δ, and κ opioid recep-

tors have been identified (7,9). Each of these receptors has been shown to

have a high degree of amino acid sequence similarity (7,9,10). Indeed, the

µ, δ, and κ receptors are homologous to one another at both the nucleic acid

and amino acid levels, being highly conserved in regions spanning the trans-

membrane domains and intracellular loops (9).

Upon activation, opioid receptors become associated with the G-protein,

which interacts with many other cellular proteins to produce various bio-

logical effects. One target of these G-proteins is an action on ion channels.

Thus, opioid agonists increase the activity of inward-rectifying K
+
 channels

and decrease the activity of voltage-dependent Ca
2+

 channels (11). Both of

these actions are considered inhibitory effects. Opioid-receptor activation

also modifies the activity of several intracellular second-messenger systems,

including cyclic AMP, Ca
2+

-dependent protein kinases, phospholipase C,

and mitogen-activated protein (MAP) kinases pathways (12–14). The best

known pathway for opioid signal transduction is the cyclic AMP cascade.

Thus, acute opioid administration decreases intracellular cyclic AMP levels

by acting through an inhibitory G-protein, which decreases adenylyl cyclase

activity (11). Compensatory changes on the cyclic AMP system have been

hypothesized to be an important part of the adaptive changes occurring dur-

ing chronic opioid administration. Thus, opioid inhibition of cyclic AMP

pathways could lead to a compensatory upregulation in this system, which

has been suggested to be directly linked to the development and expression

of opioid dependence (12). Several pharmacological findings support this

hypothesis: (1) The injection of cyclic AMP intracerebroventricularly increases

naloxone-precipitated morphine abstinence (15); (2) a quasiwithdrawal syn-

drome can be induced in naive animals by treatment with phosphodiesterase

inhibitors (16) or the local administration of a protein kinase activator (17);

(3) central administration of protein kinase inhibitors has been reported to

decrease the severity of naloxone-precipitated morphine withdrawal syn-

drome (17–19). However, adaptive changes to chronic opioid administration

have also been reported in second messengers other than cyclic AMP, such

as the phosphatidylinositol (for a review, see ref. 20) and the MAP kinases

pathways (14).

The changes induced on the cyclic AMP pathway during opioid depen-

dence have been mainly identified in vivo in the locus coeruleus, the major

noradrenergic nucleus in the brain that mediates many of the somatic signs

of opioid abstinence (21,22). Thus, chronic morphine treatment upregulates

the cyclic AMP system in this brain structure at every major step between

receptor and response, including G-proteins (24), adenylyl cyclase, protein
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kinase (25), and the phosphorylation of proteins (26). The activation of these

second-messenger and protein phosphorylation pathways during opioid depen-

dence lead to the stimulation of certain transcription factors, which then

activates transcriptional activity and, ultimately, changes early gene expres-

sion. Thus, changes in the levels and phosphorylation state of the cAMP

response element-binding (CREB) protein have been also reported during

opioid dependence (27–29).

Opioid exposure has also been found to produce modifications at the level

of the opioid receptors. Thus, opioid receptors can be phosphorylated by some

G-protein receptor kinases, and such phosphorylation produces a desensitiza-

tion in receptor function (30). Additionally, opioid exposure has been reported

to induce sequestration and recycling of µ opioid receptors in neurons in

vivo (31,32). However, the functional relevance of these receptor adapta-

tions on opioid tolerance and dependence in vivo remains to be elucidated.

Together with all these processes of homologous regulation produced on

opioid receptors and their intracellular messengers, the development of opi-

oid dependence includes processes of heterologous regulation affecting neu-

rotransmitters other than those within the opioid system (33). Thus, changes

in several neurochemical systems, such as the noradrenergic and dopamin-

ergic systems, and neuropeptides have been observed during chronic opioid

administration and withdrawal. An important noradrenergic hyperactivity is

produced during opioid withdrawal in the locus coeruleus and its projection

areas, which seems to be related to the physical manifestations of absti-

nence (34,35). In contrast, a profound and long-term depression of meso-

limbic dopamine activity is observed during opioid abstinence, as well as

during the withdrawal of other drugs of abuse (36,37). This dopamine decrease

is interpreted to be correlated to the disphoric states associated with opioid

abstinence (for a review, see ref. 38).

Recent advances in molecular biology techniques have provided useful

tools for allowing a better understanding of the functional relevance of the

different molecular and biochemical changes observed during opioid depen-

dence. Indeed, the activity of known genes may be modified in vivo using

gene-targeting technology, which is becoming a widely used approach to inves-

tigate gene function in the whole animal. Additionally, the recent molecular

cloning of the opioid receptors (10,39) now allows the use of these techniques

to address the functional study of these receptors by a genetic approach (for

a review, see ref. 7).

Mice lacking opioid receptors as well as other receptors and intracellular

messengers related to opioid responses have been recently generated by

homologous recombination. The observation of these mutant mice has shed
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a new light on the mode of action of opioids and on the neurobiological

mechanisms underlying opioid dependence at the molecular level. The next

sections of this chapter will summarize the recent advances on the neuro-

biological substrate of opioid dependence obtained from the behavioral

analysis of mice deficient in opioid receptors, D2 dopaminergic receptors,

and the transcription factor CREB.

PARTICIPATION OF THE OPIOID

RECEPTORS IN OPIOID DEPENDENCE

Several pharmacological approaches have been used to evaluate the par-

ticular contribution of each type of opioid receptor to the development and

expression of opioid dependence. One of the most prominent approches has

been the administration of selective opioid agonists. For example, repeated

administration of the µ-selective agonist DAMGO induces a marked degree

of dependence in rats (40,41). In contrast, a moderate abstinence effect

is observed after the chronic administration of the δ-selective agonists DPDPE

and DSTBULET (40,41), whereas chronic administration of a κ-selective

agonist results in an even milder abstinence syndrome (40,42). In all of these

studies, the µ, δ, and κ receptor agonists were repeatedly administered at

large doses, which might result in a significant loss of selectivity. There-

fore, the different dependence categories observed in these studies may

be the result of the stimulation of more than one type of opioid receptor.

Another pharmacological procedure used with the same purpose consisted

of inducing withdrawal by administering selective antagonists of the differ-

ent opioid receptors to animals that have received chronic treatment with a

large dose of morphine (43) (Fig. 1). In this case, CTAP, a selective µ opioid-

receptor antagonist was the most effective and potent compound at inducing

the morphine withdrawal syndrome, indicating a preferential participation

of µ opioid receptors in the expression of morphine abstinence. The administra-

tion of high doses of the selective κ opioid-receptor antagonist norbinaltor-

phimine produced a moderate degree of withdrawal in morphine-dependent

animals. The chronic administration of norbinaltorphimine during the devel-

opment of morphine dependence increased the severity of naloxone-precip-

itated opioid withdrawal (45). Additionally, the acute administration of the

kappa receptor agonist U-50,488H failed to modify the severity of morphine

withdrawal (46). Taken together, these findings seem to indicate that κ recep-

tors do not play a crucial role in the development of dependence associated

with chronic morphine treatment. The selective δ opioid-receptor antago-

nist naltrindole did not produce any relevant manifestation of abstinence

in morphine-dependent rats (43). In contrast, the blockade of delta opioid
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receptors both prior to and during the duration of morphine treatment has

been reported to attenuate the naloxone-precipitated morphine withdrawal

syndrome (47). Moreover, the administration of the δ receptor antagonist

naltriben precipitated several somatic signs of abstinence in morphine-depen-

dent mice (47). However, certain doses of the delta opioid-receptor antago-

nists used in these previous studies have been reported to block some of the

pharmacological responses induced by the stimulation of µ opioid receptors

(48). Therefore, the results obtained from these pharmacological studies

using µ-, δ-, and κ-selective compounds have not permitted the clear sepa-

ration of the specific roles mediated by each opioid receptor.

µ, κ, and, recently δ opioid receptors have each been inactivated by apply-

ing a similar strategy; that is, by disrupting the receptor gene in mice by homo-

logous recombination (7). These mice provide the opportunity to unambiguously

characterize the physiological role of each type of receptor. Thus, to inac-

tive the µ opioid-receptor gene, a neomycin-resistance gene (Neo) has been

inserted into the gene encoding such a receptor (49). Saturation binding with

Fig. 1. Global withdrawal score in mutant mice lacking opioid µ opioid recep-

tors and their wild-type littermates. Withdrawal syndrome was precipitated by

naloxone administration in mice chronically treated with morphine. ★★ p < 0.01

compared with saline-treated mice; ✩✩ p < 0.01 comparison between wild-type

and mutant groups receiving the same treatment (one-way ANOVA). (Reproduced

from ref. 44, with permission.)
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the µ-receptor-selective ligand 
3
[H]DAMGO demonstrated a complete abo-

lition of µ-binding sites in homozygous animals. The absence of µ opioid

receptors did not produce any compensatory mechanisms among other com-

ponents of the endogenous opioid system. Thus, the total number of δ- and

κ-binding sites, as well as the expression of proopiomelanocortin, proen-

kephalin, and prodynorphin, were not modified in the brain of µ-deficient

animals. Autoradiographic mapping showed no major modification in the

distribution of δ and κ sites in these mutant mice (49), although a recent

study has shown some regional specific changes in discrete brain areas (49a).

Spontaneous behavior was not altered in mutant mice, except for a slight

decrease in locomotor activity after habituation (49), and a higher sensitivity

to some specific nociceptive stimuli (50). Acute antinociceptive responses

induced by morphine in the hot-plate and tail-immersion tests were com-

pletely abolished in these mutant mice. The development of physical morphine

dependence was also deeply investigated in µ-opioid-receptor-deficient

mice. Opioid dependence was induced by administering increasing doses of

morphine for 5 d (49). The doses of morphine used (from 20 to 100 mg/kg,

ip, twice a day) were presumably high enough to produce a nonselective

activation of the different opioid receptors. A withdrawal syndrome was pre-

cipitated by the acute injection of naloxone at a dose (1 mg/kg, sc) reported

to block the pharmacological responses induced by µ, δ, and κ opioid-

receptor-selective agonists (40,51). This dose of naloxone precipitated an

abstinence syndrome in wild-type mice that consisted of the classical signs

of withdrawal, including behavioral, vegetative, and biochemical manifes-

tations. In contrast, none of the manifestations of opioid withdrawal were

observed in mutant mice, whose behavior after receiving naloxone was

exactly the same as that exhibited by saline-treated animals (Fig. 1). These

results clearly define the importance of µ opioid-receptors in the develop-

ment and expression of morphine dependence (49). The rewarding proper-

ties of morphine were also investigated in mutant mice and their wild-type

littermates using the place-conditioning paradigm. Morphine induced a clear

place preference in wild-type mice, whereas this conditioned behavior was

not observed in mutant mice. Mutant mice spent the same time in the mor-

phine-paired compartment during the preconditioning and the testing phase,

presumably because of the loss of the rewarding properties of morphine

(Fig. 2). The inability of morphine to induce place preference and opioid

dependence in µ-opioid-receptor-deficient mice indicates that the addictive

properties of this compound are mediated by the µ opioid receptor (49).

Taken together, all these pharmacological and molecular results suggest

that κ and δ opioid receptors play a minor role, if any, in morphine depen-
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dence. Accordingly, we have also analyzed the development of opioid depen-

dence in mutant mice deficient in κ opioid receptors. First, it is interesting to

note that mice lacking κ opioid receptors appear normal under basal condi-

tions (52). Thus, the expression of endogenous opioid peptide genes (pro-

opiomelanocortin, proenkephalin, and prodynorphin) and the total number

and distribution of µ and δ opioid receptors were similar in mutant and wild-

type mice. The presence of the κ opioid receptor was not essential for maintain-

ing normal spontaneous responses under nonstressful or stressful conditions

or for maintaining normal circadian rhythms and locomotor activity. The

only modification found on spontaneous behavior of κ-opioid-receptor-

deficient mice was a higher sensitivity to visceral pain induced by a chemi-

cal stimulus (52). Moreover, antinociceptive responses elicited by morphine

did not significantly changed in these mutant mice, at least in response

to the presentation of thermal stimuli (52). In contrast, morphine physical

dependence was modified in κ-opioid-receptor-deficient mice, as revealed

by a moderate reduction in several behavioral signs of naloxone-precipitated

withdrawal (Fig. 3). Therefore, the κ-opioid-receptor gene, although not

essential, also participates in the expression of morphine abstinence. The

Fig. 2. Place preference induced by morphine in mutant mice lacking µ opioid

receptors and their wild-type littermates. Place preference scores were calculated

as the difference between postconditioning and preconditioning time spent in the

compartment associated with the drug. ★ p < 0.01 compared with saline-treated

animals: ✩ p < 0.01 comparisons between wild-type and mutant groups receiving

the same treatment (one-way ANOVA). (Reproduced from ref. 44, with permission.)
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receptor arising from the κ-opioid-receptor gene may functionally modulate

this µ-opioid-receptor-mediated response in a manner similar to that of other

heterologous neurotransmitter systems (for a review, see ref. 53). We have

also observed that morphine-conditioned place preference is not altered in

κ-opioid-receptor-deficient mice (Fig. 4). We anticipated that the absence of

the κ opioid receptor might allow a facilitation of morphine reward in κ
mutant mice, because of the reported opposing actions of µ and κ agonists in

modulating the endogenous tone of mesolimbic dopaminergic neurons (54)

and the ability of the κ agonist to block morphine reward (55). However, our

data indicate that the absence of κ sites has little influence on the neuronal

mechanisms involved in the rewarding properties of morphine.

At present, only a few studies have been until now performed with knock-

out mice deficient in δ opioid receptors (56,57). These studies have exam-

ined antinociceptive responses and the development of opioid tolerance in

δ-deficient mice but have not yet addressed the different aspects of mor-

phine dependence in these animals. Thus, it has been reported that morphine

antinociception is essentially unaffected in δ knockout mice, whereas the

Fig. 3. Global withdrawal score in mutant mice lacking κ opioid receptors and

their wild-type littermates. A withdrawal syndrome was precipitated by naloxone

administration in mice chronically treated with morphine. ★★ p < 0.01 compared

with saline-treated mice; ✩ p < 0.05 comparison between wild-type and mutant

groups receiving the same treatment (one-way ANOVA). (Reproduced from ref.

52, with permission.)
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development of tolerance to the morphine antinociceptive effects is completely

abolished (57). Further studies using δ-opioid-receptor-deficient mice will

be performed in the near future in order to determine the exact contribution

of this opioid receptor to the mechanisms involved in opioid addiction.

Knockout mice deficient in a specific opioid receptor represent an excel-

lent model for clarifying the proposed functional interactions between the

different opioid receptors (58). These interactions have been suggested based

on the results of biochemical and pharmacological approaches and could

have important clinical implications. Thus, a recent report shows that sev-

eral pharmacological responses, including antinociception and respiratory

effects induced by the κ-selective agonist U-50,488H are not modified in

mutant mice deficient in µ opioid receptors (50). These results strongly sug-

gest that functional properties of the κ receptor are maintained in mutant

mice and that the κ opioid receptor mainly acts independent of the µ recep-

tor. However, some pharmacological responses of selective δ opioid ago-

nists are reduced in mice lacking the µ receptor (50,59). For instance, the

antinociceptive responses of deltorphin II and DPDPE are not modified

when using the hot-plate test, but a reduction in the effectiveness of DPDPE

is observed in the tail-flick test (50). Therefore δ-receptor-mediated anti-

nociception seems to be influenced by the presence of µ receptors, probably

Fig. 4. Place preference induced by morphine in mutant mice lacking κ opioid

receptors and their wild-type littermates. Place preference scores were calculated as

the difference between postconditioning and preconditioning time spent in the com-

partment associated with the drug. ★ p < 0.05 compared with saline-treated animals

(one-way ANOVA). (Reproduced from ref. 52, with permission.)
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at the level of the spinal cord. A reduction of DPDPE antinociception in

both tail-flick and hot-plate tests has been also reported (59). Both studies

support the notion of a µ/δ cooperativity in opioid analgesia, as previously

suggested by pharmacological experiments (60). Quantitative autoradiogra-

phy studies revealed a regionally specific small level of downregulation in δ
receptors in µ-deficient mice (8). These changes in receptor expression could

also have some influence on the reported functional impairments in δ-recep-

tor-mediated behavior.

At present, knockouts for several genes in the opioid system have been

constructed, including opioid receptor, β-endorphin, and proenkephalin knock-

outs. Homozygous mutant mice, which lack β-endorphin (61), preproen-

kephalin (62), the µ opioid receptor (49,63,64), the δ opioid receptor (56),

or the κ opioid receptor (52) suggest that the absence of a single component

of the opioid system does not markedly alter its development (7). Recently,

it became possible to generate double-mutant mice lacking two opioid recep-

tors. Deficient mice for δ/µ, µ/κ, or δ/κ opioid receptors will provide a new

tool for evaluating the role of each opioid receptor in the phenomenon of drug

addiction by using animals containing only a single type of opioid receptor.

THE INVOLVEMENT OF THE TRANSCRIPTION

FACTOR CREB IN OPIOID DEPENDENCE

As stated in the first subheading of this chapter, several intracellular mes-

sengers, including transcription factors, have been reported to be modified

during opioid dependence. CREB is a member of the CRE/activating tran-

scription factor family that has been reported to be modified during chronic

opioid administration and withdrawal (27). CREB was initially identified as

the major nuclear factor mediating a transcriptional response to elevated

levels of cAMP (65) and is one of the best characterized nuclear target pro-

teins for phosphorylation by protein kinase A (66–68). In addition, CREB

has been identified as a substrate for other kinases, such as Ca
2+

/calmodulin

kinases (69), a glycogen synthase kinase-3 (70), and RSK2, a member of the

ribosomalprotein S6 kinase family (71).

Acute morphine administration decreases the level of CREB phosphoryla-

tion in the locus coeruleus, a state associated with decreased CREB activity.

Following chronic morphine treatment, the levels of CREB phosphorylation

are not different from control animals, but during opioid withdrawal, a sub-

stantial increase in CREB phosphorylation is observed (27). The total levels

of CREB immunoreactivity are not modified after acute morphine, whereas

chronic morphine increases CREB protein in the locus coeruleus (28) but
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decreases it in the nucleus accumbens (29). These adaptive changes of CREB

in the locus coeruleus could hypothetically contribute to the upregulation of

the other cAMP pathway proteins and thereby to the behavioral effects of

chronic opioid administration.

The behavioral relevance of the biochemical changes occurring on CREB

during opioid dependence has been now clarified by using genetic approaches.

Indeed, a mutate allele of the CREB gene has been produced in mice by

targeting the first translated exon of this gene, which includes the protein

initiation codon (72). However, the synthesis of the CREB protein was not

completely prevented in these mice because this mutation leads to an alterna-

tive splicing event that gives rise to an increase in a relatively minor isoform

of CREB, termed CREBβ. Therefore, whereas the two major isoforms of

CREB, α and ∆, are missing the minor isoform, β is upregulated in mice carry-

ing this hypomorphic allele of CREB (73). When deleting the entire DNA

binding domain of CREB, a functional null allele is obtained. Mice homozy-

gous for the CREB null mutation lack all CREB protein but die at birth and

therefore cannot be used for further studies (for a review, see ref. 74).

Several responses to acute and chronic opioid administration have been

evaluated in CREBα∆ mutant mice (75). Acute morphine produced the same

locomotor and antinociceptive responses in mutant mice and their wild-

type littermates. No obvious differences were observed between these two

groups during the course of chronic morphine treatment. However, the soma-

tic expression of the withdrawal syndrome precipitated by naloxone was less

severe in mutant than in wild-type morphine-dependent mice (Fig. 5). Thus,

all the behavioral and vegetative signs of withdrawal were significantly lower

in CREBα∆ mutant mice. Some specific signs of abstinence were completely

abolished in these mutants, such as sniffing and ptosis. This decreased with-

drawal was not due to an alteration in the total amount of opioid receptors

because binding studies showed no modification in the number or affinity of

opioid receptors in these mutant mice. During chronic opioid administration,

mice develop tolerance to most of its acute pharmacological actions. The

development of tolerance to the antinociceptive effects of morphine was

significant in CREBα∆ mutant mice, but to a lesser extent than in wild-type

mice (74,75).

A dramatic increase in the expression of immediate early genes has been

reported during opioid withdrawal in several brain structures, including the

locus coeruleus, amygdala, nucleus accumbens, cortex, hypothalamus, and

autonomic areas of the brain (76,77). Opioid regulation of c-fos expression

may be mediated by CREB because CRE is essential for the induction of

this gene (78). However, the immediate early genes c-fos and c-jun were
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still induced following the precipitation of the morphine withdrawal syn-

drome in CREBα∆ mutant mice, despite the reduction in CREB protein and

the dramatic attenuation of the behavioral expression of morphine absti-

nence (75). One possible explanation for this maintained induction of c-fos

could be that this response is not mediated solely by CREB binding to

CRE. Indeed, other elements in the promotor region of this gene can also be

important for c-fos induction (79), and several members of the CRE family

of transcription factors, such as cAMP response element modulator protein

(CREM), activating transcription factor 1 (ATF-1), and the minor isoform

of CREB, CREBβ, are still present and upregulated in CREBα∆ mutant

mice (72,73).

A recent study has shown that the local administration of antisense oligo-

nucleotides directed against CREB into the locus coeruleus reduces local

Fig. 5. Analysis of morphine-induced physical dependence. Incidence of behav-

ioral signs of abstinence and weight loss measured during naloxone precipitated

morphine-withdrawal syndrome in mutant mice with a mutation of the gene encoding

CREB and their wild-type littermates. Withdrawal syndrome was precipitated by

naloxone administration in mice chronically treated with morphine. ★★★ p < 0.001;

★★ p < 0.01; ★ p < 0.05 compared with saline-treated mice; ✩✩✩ p < 0.001;

✩✩ p < 0.01; ✩ p < 0.05 comparison between wild-type and mutant groups receiving

the same treatment (one-way ANOVA). (Reproduced from ref. 75, with permission.)
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levels of CREB immunoreactivity, attenuates the somatic expression of mor-

phine abstinence, prevents the morphine-induced upregulation of type VIII

adenylyl cyclase and tyrosine hydroxylase in this brain structure, and com-

pletely suppresses a morphine-withdrawal-induced increase in spontaneous

firing rates of locus coeruleus neurons in brain slices (80). Interestingly, this

blockade is reversed by addition of the protein kinase A activator 8-bromo-

cAMP, but not by the adenylyl cyclase activator forskolin. These findings

confirm the results obtained with CREBα∆ knockout mice indicating the con-

tribution of CREB to the expression of physical opioid dependence and indi-

cate a specific involvement of the locus coeruleus in this neurobiological

mechanism. Thus, the increase in CREB transcription may be responsible

for the upregulation of type VIII adenylyl cyclase and tyrosine hydroxylase in

this brain structure during opioid withdrawal (80).

The transcription factor CREB has also been recently shown to be related

to the rewarding effects of another drug of abuse, cocaine. Indeed, overex-

pression of CREB in the nucleus accumbens decreases the rewarding effects

of cocaine, whereas overexpression of a dominant-negative mutant CREB

increases the rewarding effects of cocaine (81). Therefore, the upregulation

of CREB induced by cocaine administration may counteract positive feed-

back-type adaptations that tend to intensify drug reward (81,82). Whether

such molecular adaptations of the transcription factor CREB are involved in

the rewarding effects of opioids remain to be elucidated.

DOPAMINERGIC SYSTEM AS A HETEROLOGOUS

NEUROTRANSMITTER INVOLVED IN OPIOID DEPENDENCE

Changes in various neurotransmitters, different from the opioids, have

been reported during chronic opioid administration and at the time of spon-

taneous or naloxone-precipitated morphine abstinence, which underlie a

heterologous regulation of the opioid-dependence processes (for a review,

see refs. 38 and 53). One of the heterologous neurotransmitters closely

related to the neurochemistry substrate of opioid addiction is the dopamine.

Indeed, converging evidence suggests that many drugs of abuse act through

mechanisms involving the brain neurotransmitter dopamine and the neural

systems that it regulates (83). The binding of opioids to their specific recep-

tors increases the activity of mesolimbic dopaminergic neurons in the mid-

brain. The cell bodies of the dopamine neurons are located in the ventral

tegmental area and project to the forebrain, nucleus accumbens, olfactory

tubercle, frontal cortex, amygdala, and septal area. Rats will self-administer

morphine directly into the dopaminergic midbrain structures (84), and opioids

administration has been reported to increase both the firing rate of ventral–
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tegmental-area dopaminergic neurons and the release of dopamine in the

nucleus accumbens (85).

Morphine abstinence has been shown to be associated with a reduction in

dopamine levels in the nucleus accumbens (37), which seems to be the key

zone that mediates the rewarding effects of opioids (86). However, studies

in which the dopamine function has been modified with drugs or lesions

have proven contradictory results. The blockade of the D1 and D2 dopam-

ine receptors with antagonists decreases the rewarding properties of opioids

as measured using the place-preference paradigm and intracranial electrical

self-stimulation techniques (54,87,88,117). Morphine-induced place pref-

erence was preferentially blocked by D1 dopamine-receptor antagonists,

whereas D2 dopamine-receptor antagonists were less effective (89). How-

ever, the currently used D1 receptor antagonists also exhibit significant

effects at nondopaminergic receptors (90,91). Dopamine antagonists also

reduced the response to opioids in the self-administration paradigm, although

it has been suggested that this effect is related to a motor impairment or to

the decrease in the incentive aspect of the opioid reward (85). Along these

lines, a dopamine-independent mechanism for the rewarding properties of

opioids has also been proposed to exist at the level of the nucleus accumbens

(92). Thus, rats trained to self-administer cocaine and heroin and receiving

6-hydroxydopamine lesions of the nucleus accumbens showed a time-depen-

dent decrease or extintion of cocaine self-administration, whereas heroin

self-administration returned to near-normal levels (93). A similar dopamine-

independent effect for both heroin self-administration and heroin-induced

place preference has been reported in a series of experiments using dopam-

ine-receptor antagonists (94).

Several studies have also evaluated the participation of the dopaminergic

mesolimbic system in physical opioid dependence. The reported effects of

dopaminergic compounds on the expression of physical opioid withdrawal

are contradictory and depend on the route of administration, the compound

used, and the animal species. When dopaminergic agents were given sys-

temically, most studies found an increase in the expression of opioid with-

drawal in response to several dopaminergic agonists, although some D1 and

D2 agonists were able to decrease some specific manifestation of the absti-

nence (for a review, see ref. 38). In contrast to most of the results obtained

after peripheral administration of dopaminergic agents, it has been reported

that the activation of D2 receptors within the accumbens prevents the soma-

tic signs of naloxone-induced morphine withdrawal and, conversely, that

blockade of nucleus accumbens D2 receptors in opioid-dependent animals

elicits somatic withdrawal symptoms, suggesting an important role of dopa-
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mine via D2 receptor in the expression of morphine abstinence (95). How-

ever, the administration of opioid antagonists into the nucleus accumbens

failed to precipitate the withdrawal syndrome in morphine-dependent rats (22).

Consequently, although the nucleus accumbens is probably not a major site

for the initiation of physical opioid withdrawal, it could participate in regu-

lating circuits that drive somatic and aversive responses to opioid withdrawal.

All of these controversial points regarding the role of dopamine in drugs

of abuse-induced rewarding effects and opioid dependence have been recently

re-evaluated using genetic approaches. One focus of interest has been the

study of mutant mice lacking one type of dopaminergic receptor, partic-

ularly D1, D2, and D4 dopamine receptors, which have been classically

involved in the rewarding effects of opioids and psychostimulants. In this

line, studies performed with D1 receptor knockout mice showed that these

receptors are essential for the psychomotor stimulant effects and for the

inhibitory responses on the generation of action potentials in the nucleus

accumbens induced by cocaine (96). Furthermore, mice lacking dopamine

D4 receptors have been shown to be supersensitive to ethanol and psycho-

stimulants (97). Thus, locomotor activity in mice lacking D4 receptors was

stimulated by ethanol, cocaine, and methamphetamine to a greater extent

than in wild-type mice, revealing an involvement of the D4 receptor in drug-

induced locomotor activity. In addition, mutant mice consistently showed

elevated dopamine synthesis and turnover in dorsal striatum and outper-

formed on the rotarod (97). To our knowledge, no data exist regarding the

possible modification of opioid-induced dependence and rewarding effects

within these D1 and D4 deficient mice.

By using knockout mice lacking dopamine D2 receptors (98), we have

recently established the role of dopamine D2 receptors in the mechanisms of

opioid dependence and reward (99). These mutant mice present a decrease

in the spontaneous locomotor activity (98), without major impairment in the

exploratory behavior (99). Furthermore, the acute effects induced by mor-

phine in antinociception and locomotor activity were preserved (99) or even

increased (100) in D2 receptor knockout mice. The rewarding properties of

morphine were tested in these animals by using the conditioning place-pref-

erence paradigm. Two different doses of morphine (3 and 9 mg/kg, sc) failed

to induce a place-preference, indicating that this conditioning behavior was

completely absent in D2 mutant mice (Fig. 6). The absence of morphine

place preference was not due to the locomotor impairment of mutant mice,

because these mice preserve a motor response to endogenous and exogenous

opioids and exhibited a behavior similar to that of wild-type mice during the

preconditioning phase, including the number of visits to each compartment
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Fig. 6. Place preference induced by morphine in mutant mice lacking D2 dopam-

ine receptors and their wild-type littermates. Place preference scores were calcu-

lated as the difference between postconditioning and preconditioning time spent in

the compartment associated with the drug. ★★ p < 0.01 compared with saline- treated

animals. ✩✩ p < 0.01 comparisons between wild-type and mutant groups receiving

the same treatment (one-way ANOVA). (Reproduced from ref. 99, with permission.)

(99). Thus, there seems to be a dissociation between opioid-mediated motor

and motivational responses. The effects of another incentive stimulus, the

response to palatable food, was also studied in the conditioning place pref-
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erence in these D2-receptor-deficient mice. Food reward produced the same

conditioned place preference in both wild-type and mutant mice, as indi-

cated by a significant increase in the time spent in the food-associated com-

partment during the testing phase (99). Therefore, the motivational deficit

produced by the absence of dopamine D2 receptors selectively affects the

rewarding properties of morphine, but it does not modify food-induced place

preference. The role played by the D2 dopamine receptor in opioid physical

dependence has also been investigated in D2-receptor-deficient mice. Opioid

dependence was induced in wild-type and D2 mutant mice by chronic admin-

istration of increasing doses of morphine (Fig. 7), and the manifestation of

the somatic signs of withdrawal was evaluated after naloxone administra-

tion. No differences between D2 mutant mice and their wild-type littermates

were observed in the expression of the somatic signs, indicating that D2

receptors are not required to obtain a complete manifestation of the somatic

signs of withdrawal (99). These results clearly demonstrated the existence

of a dissociation between the mechanisms involved in the rewarding proper-

ties of opioids and those involved on the expression of the somatic signs of

abstinence. Therefore, dopamine D2 receptors are crucial for the expression

of the rewarding properties of opioids but not for the development and expres-

sion of opioid physical dependence. A recent finding has also shown that

mice lacking the dopamine D2 receptor exhibited a marked aversion to etha-

nol, relative to the higher preference and consumption exhibited by wild-type

littermates evaluated in the two-bottle choice paradigm. Sensitivity to etha-

nol-induced locomotor impairment was also reduced in these mutant mice,

although they showed a normal locomotor depressant response to a dopa-

mine D1 antagonist, demonstrating that dopamine signaling via D2 recep-

tors is an essential component of the molecular pathway determining ethanol

self-administration and sensitivity (101).

In spite of these results on morphine and ethanol motivational effects,

a growing line of evidence suggests that dopamine is not the key to the reward-

ing actions of cocaine. Cocaine blocks the uptake of dopamine via neuronal

plasma membrane transporters and it also blocks voltage-gated sodium chan-

nels. However, knockout mice lacking the dopamine transporter are able to

establish cocaine-conditioned place preference (102) and self-administer this

drug of abuse (103), indicating the participation of other mechanisms in the

rewarding effects of cocaine.

Other heterologous neurotransmitter systems have also been involved

in mediating the addictive properties of opioids. Thus, the noradrenergic

system in the locus coeruleus seems to play a crucial role in the expression

of the different somatic signs of opioid withdrawal (21,104). The possible

participation of the serotonergic system in response to drugs of abuse and in
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Fig. 7. Analysis of morphine-induced physical dependence. Incidence of behav-

ioral signs of abstinence measured during naloxone-precipitated morphine with-

drawal syndrome in mutant mice lacking dopamine D2 receptors (white columns)

and their littermates (black columns). Withdrawal syndrome was precipitated by

naloxone administration in mice chronically treated with morphine. ★★ p < 0.01;

★ p < 0.05 compared with saline-treated mice; ✩ p < 0.05 comparison between wild-

type and mutant groups receiving the same treatment (one-way ANOVA). (Repro-

duced from ref. 99, with permission.)

morphine dependence is actually another important focus of research. This

is a particularly controversial and relevant topic, given the often mutually

inhibitory interaction between serotonin and dopamine. Along this line, a
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recent work has reported the existence of an increased vulnerability to

cocaine in mice lacking the 5HT-1B serotonin receptor, as measured by the

self-administration model (105). GABA, the most widely distributed inhib-

itory neurotransmitter, is also involved in the effects of several drugs of

abuse (106), and a GABA-mediated pathway has been proposed as a com-

mon output for drug reward, including opioids (92). Furthermore, the GABA

system also seems to modulate the severity of the expression of the mor-

phine withdrawal syndrome (107–109). Finally, a within-adaptative model,

in which chronic morphine would induce the generation of peptides with

opioid antagonistic properties, has also been considered to explain the opioid

dependence phenomenon (110). This model allows consideration of the role

of neuropeptides termed anti-opioid, including substances such as cholecys-

tokinin, FMRF amide, MSH, and MIF-1/tyr-MIF-1-like peptides (111–116).

CONCLUSION

Recent findings obtained using knockout mice deficient in the different

opioid receptors have revealed that µ opioid receptors play a key role in the

development and expression of opioid dependence, as well as in the reward-

ing properties of morphine. κ opioid receptors play only a minor role in mor-

phine dependence. Thus, the κ-opioid-receptor gene, although not essential,

may functionally modulate this µ-opioid-receptor-mediated response. Pre-

vious pharmacological studies suggest that the involvement of δ opioid

receptors in morphine dependence is negligible. However, further studies

using δ opioid-receptor-deficient mice need to be performed in order to

determine the exact contribution of this opioid receptor to opioid depen-

dence. The alterations in the cyclic AMP pathway and particularly in the activ-

ity of the transcription factor CREB seem to be responsible for the somatic

expression of opiate abstinence. The involvement of these molecular adap-

tations of the transcription factor CREB in the rewarding effects of opioids

remain to be elucidated. The use of genetic approaches has also permitted the

further clarification of the involvement of dopamine receptors in the mech-

anisms of opioid addiction. Thus, dopamine D2 receptors are crucial for the

expression of the rewarding properties of opioids but not for the develop-

ment and expression of opioid physical dependence, showing a clear disso-

ciation between the mechanisms involved in these two opioid responses.

The use of the mouse models developed with the recent advances in molec-

ular biology techniques, as well as those that will be available in the near

future, could provide a definitive step toward clarifying the molecular basis of

the different biochemical and behavioral manifestations of opioid dependence.

The complete elucidation of these mechanims would assist in developing a

more rational therapy for opioid addiction.
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There is increasing evidence for the existence of genetic determinants

that underlie the large individual differences in vulnerability to drugs of

abuse. In human males, for example, 40–50% of the variance in alcohol

preference appears to be genetically determined, according to twin studies,

adoption studies, and familial studies (1). In mice and rats, inbred strains

display marked differences in responses to alcohol, cocaine, and other drugs

of abuse (2). Such responses include locomotor activation, drug self-admin-

istration, and conditioned place preference. Genetic studies have revealed

that the differences in drug responsiveness between inbred strains are medi-

ated by several genes that each contribute to a fraction of the phenotypic

difference and have, therefore, been named quantitative trait loci (QTLs)

(2). In the case of two mouse inbred strains (C57BL/6 and DBA/2), the use

of recombinant inbred strains and QTL analysis has allowed the identifica-

tion of several genetic loci that are responsible for most of the strain differ-

ences in preference for different categories of drugs of abuse, including the

psychostimulant cocaine, the sedative alcohol, and the opiate morphine (2,

3). Therefore, such genetic studies suggest the existence of common molec-

ular mechanisms that underlie vulnerabilities to different categories of drugs

of abuse. This is in good agreement with the existence of brain reward path-

ways that appear to be involved in the hedonic effects of different classes of

drugs. In particular, the mesolimbic dopaminergic pathways are involved in the

rewarding properties of psychostimulants, opiates, alcohol, and nicotine (4).

Although dopamine (DA) is a critical neurotransmitter in this pathway,

serotonin (5-HT) appears to be able to modulate dopaminergic activity and,

thereby, the reinforcing effects of various drugs of abuse (5–9). We are inter-

ested in the nature of the 5-HT receptors that participate in these modulatory

effects. Pharmacological studies have been difficult because of the large
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number of 5-HT receptor subtypes and the lack of specific ligands (10). Gene-

targeting strategies, which allow alterations or deletions of a single gene, are

a more specific alternative to classical pharmacological studies (11,12). In

addition, mice with targeted mutations in a particular gene are good models

of genetic disorders because they undergo the same types of developmental

and plastic changes as naturally occurring genetic variants. Therefore, we

have used gene-targeting technology to test the involvement of a number of

candidate genes in various responses to drugs of abuse.

The 5-HT
1B

 receptor is one such candidate gene. One or more QTLs asso-

ciated with differential responses to cocaine, alcohol, and morphine contain

the 5-HT
1B

 gene (2). The 5-HT
1B

 receptors are abundant in the ventral teg-

mental area (VTA) and substantia nigra (SN) (13), where they have been

shown to modulate the activity of dopaminergic neurons (5,14,15). The 5-

HT
1B

 ligands have also been shown to modulate a number of responses to

cocaine, including induction of immediate–early genes, self-administration,

and drug discrimination (8,16–18).

Therefore, we decided to study the effects of cocaine in mice lacking

5-HT
1B

 receptors. In this chapter, we demonstrate that the 5-HT
1B

 knockout

(KO) mice display increased locomotor responses to psychostimulants

such as cocaine and that they are more motivated to self-administer cocaine.

Furthermore, using behavioral and biochemical measures, we suggest that

even drug-naive KO mice are in a state that resembles wild-type mice that

have been sensitized to cocaine by repeated exposure to the drug. This altered

“state of mind” might be responsible for their increased vulnerability to

drugs of abuse.

SELF-ADMINISTRATION OF COCAINE

Rationale

Intravenous self-administration of a drug is considered a good measure of

the rewarding properties of that drug. There are several indications that the

5-HT
1B

 receptor might be able to modulate cocaine self-administration.

The 5-HT
1B

 agonists are able to decrease the rate of self-administration of

DA-releasing drugs on a fixed ratio schedule, indicating an increase in the

rewarding efficacy of the DA-releasing drug (19). Similarly, on a progressive

ratio schedule of reinforcement, administration of a 5-HT
1B

 agonist raised

the break point for self-administration of cocaine (18).

To further investigate the role of the 5-HT
1B

 receptor in cocaine self-

administration, we assessed the behavior of 5-HT
1B

 knockout mice under sev-

eral different intravenous self-administration paradigms. We first measured

how quickly they acquired stable self-administration behavior on a fixed-
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ratio reinforcement schedule. Then, we compared the dose-response curve

for self-administration on this schedule between wild-type (WT) and KO mice.

Next, we assessed their motivation to self-administer cocaine by switching

the animals to a progressive ratio schedule of reinforcement. Finally, to con-

firm the role of the 5-HT
1B

 receptor in these behaviors, we evaluated the

effect of the 5-HT
1B/1D 

antagonist GR127935 on the self-administration

behavior of WT animals.

Methods

Self-administration experiments took place in mouse operant chambers

(model ENV-300; Med Associates, Inc., Georgia, VT), as previously described

(20). Animals were maintained at 28 g body weight (± 5 g). Mice were

trained to press a lever under a fixed-ratio 1–2 schedule, using sweetened

condensed milk solution as a reinforcer. After responding was stable on both

levers, each subject was implanted with a permanent indwelling jugular cath-

eter in a modification of the method originally described by Weeks (21) and

used previously in our laboratory for mice (20). Briefly, mice were anesthe-

tized using a combination of xylazine (20 mg/kg) and ketamine (65 mg/kg).

Under an optical microscope, a catheter was inserted into the right external

jugular and its tip advanced into the right atrium and secured to the vein

using 5-0 Prolene sutures (Ethicon, Somerville, NJ). The free end of the

catheter ran subcutaneously to an incision in the skin at the top of the skull

and was then connected to a modified C313G cannula assembly (Plastic

One, Roanoke, VA). The entire catheter unit was then embedded in dental

cure (Geristore, DenMat, Inc., St. Maria, CA) and fixed to the skull. Cath-

eter patency was maintained using the basic procedure described elsewhere

(20). At the end of each self-administration session, subjects received an

injection of saline solution (2.5 mL) containing heparin (30 U/mL).

 Two days after catheter implantation, mice started training under a fixed-

ratio 1 (FR1) schedule of reinforcement, with cocaine (2.0 mg/kg/0.02 mL)

as reinforcer. Sessions lasted until either 23 injections were self-adminis-

tered or approx 3 h elapsed. At the start of each session, a priming injection

of cocaine was given. Once mice met acquisition criteria for self-adminis-

tration (at least 75% of active level pressings and at least 15 injections within

3 h for 3 consecutive sessions), they were switched to a progressive-ratio

(PR) schedule. Daily PR sessions started with a 2.0-mg/kg priming infusion

of cocaine and lasted up to 3 h. Each subsequent cocaine injection occurred

upon completion of each of the ratios in the following exponential sequence:

2, 4, 6, 9, 12, 15, 20, 25, 32, 40, 50, 62, 77, 95, 118, 145, 178, 219, 268, 328,

402, 492, 603 (22). There was a 1-h time limit to obtain each reinforcer, and
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failure to obtain the reinforcer terminated the session. The number of infu-

sions earned is used as the dependent variable. Once mice reached a stable

baseline of responding (number of injections not varying by more than 20%

over 3 consecutive days), different doses of cocaine (0.5, 1.0, and 4.0 mg/

kg/injection) were tested. Each dose was tested on 3 consecutive days in a

random order. The number of injections earned was used as the dependent

variable for statistical analysis [univariate and repeated measures ANOVA

(analysis of variance)]. Subsequently, saline was substituted for cocaine to test

extinction of drug self-administration. To confirm the specificity of cocaine’s

effects, independent groups of mice (seven WT and eight KO) were trained

to respond for food under the same progressive-ratio schedule.

Two more independent groups of WT and KO mice were trained as

described. Once mice reached a stable baseline of responding (number of

injections not varying by more than 20% over 3 consecutive days), antago-

nist trials began. For these experiments, mice were given either a 10-mg/kg

dose of GR127935 (n = 4 WT and 3 KO) or saline (n = 4 WT and 3 KO)

10 min before the cocaine self-administration session. Three consecutive

sessions of cocaine self-administration after antagonist administration were

conducted. The number of injections of cocaine earned on the third day of test-

ing was used as the dependent variable for statistical analysis. Repeated mea-

sures ANOVA compared the number of cocaine reinforcements obtained by

each mouse before (baseline) and after antagonist trials began. Treatment

(saline or GR127935) and genotype were independent variables.

Results

Mice were initially trained to press a lever under FR1 and FR2 schedules

using food as reinforcer. All mice successfully completed the food-shaping

program in approx eight sessions (Fig. 1). There were no significant differ-

ences between WT and KO, indicating a similar ability of WT and KO to learn

an operant behavior. Mice were then implanted with intravenous (iv) cathe-

ters and 2 d later trained to self-administer cocaine (2 mg/kg/0.2 mL/injec-

tion) through the catheter under a FR1 schedule. The KO mice acquired

cocaine self-administration significantly faster than the WT (four versus

eight sessions, respectively, Fig. 1). An unpaired t-test shows a significant dif-

ference in speed of acquisition of stable cocaine self-administration between

genotypes (t
(17)

 = −2.7, p < 0.05). However, the mean number of reinforcers

obtained on the last day of the self-administration acquisition period was not

significantly different (13.4 for the KO versus 15.5 for the WT, not shown).

Once mice met cocaine self-administration acquisition criteria (at least

75% of active lever pressings and at least 15 injections within 3 h for 3 con-

secutive sessions), they were switched to a PR schedule. PR sessions started
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with a 2.0-mg/kg priming infusion. In order to obtain each subsequent cocaine

injection (2.0 mg/kg/injection), the mice had to complete an increasing num-

ber of responses, determined by the exponential sequence 2, 4, 6, 9, 12,

15, 20, 25, 32 ... . For all doses of cocaine tested (0.5–4.0 mg/kg/injection),

KO mice (n = 10) showed significantly higher break points than WT mice

Fig. 1. Acquisition of self-administration. Each bar represents the mean number

of training sessions ± SEM required to attain stable self-administration behavior

(75% or active lever presses, and at least 15 rewards for 3 consecutive sessions) for

5 WT (white bars) and 10 KO (black bars) mice. Top: Acquisition of self-admin-

istration of food pellets. Bottom: Acquisition of self-administration of iv cocaine. The

asterisk indicates a significant difference between WT and KO animals (p < 0.05).
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(n = 5; see Fig. 2). Repeated measures ANOVA confirms a significant effect

of genotype (F
(1, 13) 

= 7.10, p < 0.05). In other words, the KO mice were

willing to press the lever up to 25 times to obtain a single dose of cocaine,

whereas the WT would press only 6 times. To test whether that differential

response is specific to cocaine, saline was substituted for cocaine and the

mice were again tested on a PR schedule. Both KO and WT showed extinc-

tion of self-administration behavior, with the number of reinforcements

obtained dropping to two for both genotypes. When responding for food

pellets, WT and KO mice obtained an equal number of reinforcements

Fig. 2. Self-administration of cocaine on a PR schedule. Self-administration beha-

vior was under a progressive ratio reinforcement schedule. Each bar represents the

number of reinforcements (mean ± SEM) obtained by 10 KO (black bars) and 5 WT

(white bars) mice in the cocaine experiment, or 8 KO and 7 WT in the food experi-

ment. Significant differences between genotypes (p < 0.05) are marked by an asterisk.
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(Fig. 2), indicating that the increased break point for cocaine self-adminis-

tration in the KO does not result from nonspecific hyperactivity in the KO.

Pretreatment with GR127935 at the start of each daily self-administration

schedule had no significant effect on the self-administration behavior of

either genotype (Fig. 3). ANOVA confirmed our previous finding (23) that

5-HT
1B

 KO mice have a higher break point than WT mice (F
(1, 10)

 = 8.99,

p < 0.05). However, there was no effect or interaction of treatment (p > 0.8).

For WT mice, the amount of cocaine self-administered did not change with

time (p > 0.7). In other words, the mean number of reinforcements obtained

after the antagonist sessions was not significantly different from the number

of baseline reinforcements obtained. In KO mice, there was a tendency for

the number of reinforcements obtained to decrease with time, but this effect

was present in both groups pretreated with antagonist or saline. ANOVA

shows a significant effect of time (F
(1, 4)

 = 37.70, p < 0.005), but no main

effect (p > 0.8) or interaction (p > 0.6) with treatment for the KO mice.

Therefore, GR127935 does not affect the self-administration behavior of

either WT or KO mice. This suggests that whereas developmental absence

of the 5-HT
1B

 receptor can potentiate the rewarding effects of cocaine, acute

blockade of this receptor in adult animals does not affect the rewarding prop-

erties of the drug.

Fig. 3. Effect of GR127935 on cocaine self-administration on a progressive-ratio

schedule. Each bar represents the mean ± SEM for the number of reinforcers obtained

by independent  groups of KO (n = 3 per group, dark bars) and WT (n = 4 per group,

white bars).
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Conclusions

We have shown that the KO mice pressed to a higher breaking point for

cocaine than the WT on a progressive-ratio self-administration paradigm

(Fig. 2). In other words, the 5-HT
1B

 KO mice are willing to work harder to

obtain cocaine, suggesting that the drug has a higher reinforcing efficacy for

KO mice. Possibly related to this preference for cocaine is the fact that

KO mice acquired iv self-administration of cocaine significantly faster than

WT (Fig. 1). However, as previously reported (20), once stable responding

was achieved on a FR1 or FR2 schedule, the two genotypes showed similar

cocaine-taking behavior across a range of doses. These results might reflect

the suggestion that progressive-ratio schedules better predict the reinforcing

efficacy of drugs than low-value fixed-ratio paradigms (24). Alternatively,

the biological substrates governing acquisition of self-administration may

differ from those governing maintenance of self-administration.

These results suggest that the absence of the 5-HT
1B

 receptor can enhance

the rewarding properties of cocaine, as measured by progressive-ratio self-

administration. However, acute administration of the 5-HT
1B/1D

 antagonist

GR127935 failed to affect self-administration behavior of wild-type mice.

This accords well with recently published findings that GR127935 alone

does not affect progressive-ratio self-administration behavior in rats (18).

In sum, the genetic absence of the 5-HT
1B

 receptor has a strong effect on

cocaine self-administration, whereas pharmacological blockade of the same

receptor fails to influence cocaine self-administration when measured by

the same paradigm. This suggests that the enhanced self-administration

behavior of 5-HT
1B

 KO mice may be due to developmental compensations

in other neural circuits.

LOCOMOTOR EFFECTS OF COCAINE

Rationale

Psychostimulants such as cocaine have been shown to increase loco-

motion and, at high doses, to induce stereotyped movements (25,26). The

ability of these substances to stimulate locomotion has been suggested to

parallel their addictive potential (27). Because 5-HT
1B

 KO mice appear to

be more vulnerable to the reinforcing effects of cocaine, they may also be

more sensitive to the stimulating effects of the drug. On the other hand, based

on the role of the 5-HT
1B

 receptor in neural circuitry, we might expect KO

mice to be less sensitive to the locomotor effects of cocaine. Specifically,

5-HT
1B

 receptor stimulation may enhance DA release by reducing GABA-

ergic inhibition (5,14,15). Therefore, a knockout of the 5-HT
1B

 receptor

might be expected to remove this modulation of GABA release and thereby
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indirectly reduce DA neurotransmission. If increased DA release is essential to

the locomotor activating effects of cocaine, we might expect 5-HT
1B

 recep-

tor knockout mice to have an attenuated locomotor response to cocaine.

In order to explore these conflicting hypotheses, we tested whether the

locomotor responses to cocaine were altered in the KO mice. As before, we

then compared the behavioral response of 5-HT
1B

 KO mice to cocaine with

the response of WT mice pretreated with a 5-HT
1B/1D

 antagonist.

Methods

Cocaine (Sigma Pharmaceutical, St. Louis, MO) was dissolved in 0.9%

saline on the day of the experiment. GR127935 (Glaxo Wellcome, UK) was

dissolved in sterile distilled water by gently heating the solution for 20 min.

WT and KO mice (n = 13 mice per group) were introduced in an open

field immediately after an ip injection of either saline or cocaine (10, 20, or

40 mg/kg). Locomotion was evaluated with a video-tracking device. In

order to assess stereotyped behavior, the behavioral sessions were also video-

taped and scored. In the acute cocaine experiment, animals were given a

saline injection, then placed in the open field for 1 h on the 2 d preceding the

drug challenge to allow them to habituate to the chamber. On the third day,

animals were given an injection of either saline, 10 mg/kg cocaine, 20 mg/kg

cocaine, or 40 mg/kg cocaine, placed in the open field, and monitored for 1 h.

To assess the effects of GR127935 on cocaine-induced locomotor activ-

ity, experimentally naive 129/Sv WT mice were habituated to the open field

for 1 h. Then, they were randomly assigned to a treatment group: saline

(n = 10), GR127935 (10 mg/kg, n = 10), cocaine (20 mg/kg, n = 10), or both

cocaine and GR127935 (20 mg/kg and 10 mg/kg, respectively, n = 10). On

the testing day, mice were habituated for 30 min, then given either an injec-

tion of saline or GR127935, returned to the open field for 30 min, and then

given either an injection of saline or cocaine. After the cocaine injection,

they were monitored for 60 min.

Results

Throughout the first hour after injection, KO mice displayed significantly

more locomotion than WT in response to 10, 20, and 40 mg/kg cocaine (Fig. 4).

Indeed, at the highest dose, KO mice showed nearly triple the amount of

locomotion exhibited by WT mice. ANOVA shows a main effect of treat-

ment (F
(3,95) 

= 20.81, p < 0.0001), a main effect of genotype (F
(1, 95) 

= 20.54,

p < 0.0001), a main effect of time (F
(11, 1045)

 = 40.25, p < 0.0001), a treatment by

genotype interaction (F
(3, 95) 

= 4.98, p < 0.005), an interaction of time and

treatment (F
(33,1045)

 = 6.53, p < 0.0001), an interaction of time and genotype

(F
(11, 1045)

 = 6.10, p < 0.0001), and an interaction of time, treatment, and
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genotype (F
(33, 1045)

 = 2.11, p < 0.0005). Significant differences between

genotypes, according to a post hoc Scheffé test, were found after treatments

of 10 mg/kg (p < 0.01), 20 mg/kg (p < 0.05), and 40 mg/kg (p < 0.001).

Similarly, KO mice showed an increase in the number of rearings after 10,

20, or 40 mg/kg cocaine, whereas cocaine did not stimulate rearing in WT

mice (Fig. 4). Repeated measures ANOVA across time shows a main effect of

genotype (F
(1, 94) 

= 11.74, p < 0.001), a main effect of time (F
(11, 1034)

 = 5.38,

Fig. 4. Locomotor response to acute cocaine; effects of cocaine on open-field

behavior (n = 13 per group). Significant differences between KO (dark bars) and

WT (white bars) are marked by * (p < 0.05), ** (p < 0.01), or *** (p < 0.001). Top,

left: Each bar represents mean path length + SEM in 5 min averaged over 1 hour.

Top, right: Time course for 40 mg/kg and saline only. Each point represents mean

path length ± SEM for each 5-min interval. Bottom, left: Each bar represents num-

ber of rearings ± SEM occurring in each 5-min interval averaged over 1 h. Bottom,

right: Time course of rearings for 40 mg/kg and saline. Each point represents mean

rearings ± SEM for each 5-min interval.
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p < 0.0001), an interaction of time and treatment (F
(33, 1034)

 = 2.93, p < 0.0001),

and an interaction of time, treatment, and genotype (F
(33, 1034)

 = 1.52, p <

0.05). Post hoc Scheffé comparisons show significant differences between

KO and WT mice after a cocaine injection of 10 mg/kg (p < 0.05), 20 mg/kg

(p < 0.05), and 40 mg/kg (p < 0.05).

Cocaine can also increase the amount of repetitive, stereotyped behavior

in rodents. Because stereotyped behavior can compete with horizontal loco-

motion, the low stimulation of forward locomotion observed in WT mice

after cocaine treatment may be due to increased stereotyped behavior. There-

fore, we assessed the amount of stereotypy occurring in each genotype. In

the KO mice, 10 mg/kg cocaine elicited a decrease in quiet behavior and an

increase in repetitive movements and intense stereotypies, whereas this dose

had no effect in the WT mice (Fig. 5). It is notable that at 10 mg/kg cocaine,

all categories of behavior (except normal quiet) are increased in the KO

mice compared to the WT mice, indicating an increased sensitivity to cocaine.

Stereotypies became detectable in the WT mice at 20 mg/kg. At 40 mg/kg,

the KO mice displayed predominantly rapid locomotor movements, whereas

the WT mice displayed mostly repetitive movements and stereotypies. In

general, the KO mice showed significantly less normal quiet behavior (F
(1,94)

= 20.47, p < 0.0001) and this behavior decreased with increasing cocaine

dose (F
(3, 94)

 = 47.96, p < 0.0001). There was also an interaction of genotype

and treatment for normal quiet behavior (F
(3, 94)

 = 3.10, p < 0.05). Normal

exploration also decreased with dose (F
(3,94)

 = 3.14, p < 0.05), but there

were no effects or interactions of genotype. There was significantly more

rapid locomotion in KO mice (F
(1, 94)

 = 8.56, p < 0.005), and this behavior

increased with cocaine dose (F
(3, 94)

 = 16.52, p < 0.0001) and showed an

interaction between treatment and genotype (F
(3, 94)

 = 6.36, p < 0.001).

Similarly, repetitive movements also increased with dose (F
(3, 940

 = 7.99,

p < 0.0001), were more common in KO mice (F
(1, 94)

 = 15.50, p < 0.0005), and

showed an interaction of genotype and treatment (F
(3, 94)

 = 5.39, p < 0.005).

Intense stereotypy increased with treatment (F
(3, 94)

 = 8.49, p < 0.0001), but

there were no significant genotype differences in this behavior. Post hoc

Scheffé analysis revealed significant genotype differences in particular

behaviors at specific doses, as indicated in Fig. 5.

To assess the overall intensity of the motor response to cocaine in a way

that includes all types of behavior, numerical scores (0–4) were assigned

to each category of behavior. Higher scores correspond to a stronger drug

effect. When these scores are averaged and plotted against drug dosage

(Fig. 5), it clearly shows that the dose response to cocaine is shifted to

the left in the KO mice, suggesting that the KO mice are more sensitive

to the motor effects of cocaine than the WT mice. ANOVA shows main
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effects of treatment (F
(3,95) 

= 51.289, p < 0.0001), a main effect of genotype

(F
(1,95) 

= 15.206, p < 0.0005), and an interaction of treatment and genotype

(F
(3,95) 

= 4.996, p < 0.0001). Post hoc Scheffé analysis shows significant

differences between KO and WT mice at 10 mg/kg (p < 0.0001) and 20 mg/

kg (p < 0.05). In summary, all measures of locomotor activity after acute

Fig. 5. Stereotypy in response to acute cocaine; mean number of times (out of

a maximum of four) ± SEM that WT mice (white bars) and KO mice (black bars)

are observed engaged in each behavior; n = 13 per group. Significant differences

(p < 0.05) between genotype are marked with an asterisk. Lower right: Aggregate

stereotypy score. Each point is the numerical mean ± SEM of behavioral scores

(0–4) assigned to each group.
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cocaine (horizontal locomotion, rearings, and behavioral scoring) suggest

that 5-HT
1B

 KO mice are more sensitive to the locomotor effects of cocaine.

In order to determine if this increased sensitivity to cocaine is a direct

result of the absence of the 5-HT
1B

 receptor, we pretreated WT mice with

the 5-HT
1B/1D

 antagonist GR127935 and then assessed their response to

cocaine. The acute blockade of the 5-HT
1B

 receptor by GR127935 signif-

icantly reduced the locomotor response to cocaine in WT mice (Fig. 6).

There was a main effect of treatment (F
(3,752)

 = 24.53, p < 0.0001). Post hoc

Scheffé tests showed that mice given 20 mg/kg dose of cocaine alone were

more active than mice pretreated with GR127935 (p < 0.0001), mice given

GR127935 alone (p < 0.0001), or saline controls (p < 0.0001). Cocaine

and/or GR127935 administration did not significantly alter rearings or nose-

pokes (not shown). So WT mice pretreated with GR127935 not only show

less response to cocaine than 5-HT
1B

 KO mice, they also show less locomo-

tor response than WT mice given saline pretreatment.

Conclusions

Mice lacking the 5-HT
1B

 receptor show increased locomotion in response

to all doses of cocaine tested (10, 20, and 40 mg/kg; see Fig. 4). Similarly,

cocaine dose-dependently and significantly increases rearings in 5-HT
1B

 KO

mice, although it does not strongly increase rearing in WT mice. These

Fig. 6. Effect of GR127935 on locomotor response to cocaine; effect of GR127935

pretreatment on locomotor response to cocaine. Each bar represents the mean path

length ± SEM for 10 WT mice per group. A significant (p < 0.05) difference from

vehicle treament is indicated by an asterisk.
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results cannot be explained by a simple trade-off between stereotyped behav-

ior and forward locomotion, because at 10 mg/kg, KO mice display both

more locomotion and more stereotyped behavior than WT mice (Fig. 5).

Thus, all measures of locomotor response to acute cocaine indicate that

5-HT
1B

 KO mice have a greater sensitivity to the drug. It is interesting that

at high doses, WT mice tend to exhibit more intense stereotypy than KO

mice, whereas the KO mice show much more rapid locomotion than WT

mice at this dose. This suggests that there may be a shift in the balance

between the neural circuits governing stereotypy and the neural circuits gov-

erning locomotor stimulation in the 5-HT
1B

 KO mice.

Like the increased self-administration of cocaine, the increased locomo-

tor sensitivity to cocaine in 5-HT
1B

 KO mice probably cannot be explained

by the simple absence of the 5-HT
1B

 receptor. When WT mice were pre-

treated with the 5-HT
1B/1D

 antagonist GR127935, their locomotor response

to cocaine was actually reduced—the opposite of the effect of the genetic

knockout of this same receptor. The observation than antagonist pretreat-

ment has the opposite effect of the genetic knockout is a strong indication

that developmental compensations are responsible for the heightened respon-

siveness to cocaine observed in 5-HT
1B

 knockout mice.

BEHAVIORAL SENSITIZATION TO COCAINE

Rationale

Behavioral sensitization, or reverse tolerance, to the motor effects of

cocaine has been shown to develop following repeated intermittent expo-

sure to cocaine. This phenomenon has been suggested to reflect the addic-

tive properties of cocaine (28). It is possible that WT and KO mice sensitize

differently to cocaine. It is also possible that the initial difference in loco-

motor response to cocaine reflects a difference in the neurochemical sub-

strates underlying sensitization. We therefore studied the effects of repeated

administration of cocaine on the locomotor behavior of KO and WT mice.

In order to compare the effect of a genetic knockout of the 5-HT
1B

 receptor

with the effect of acute blockade of this behavior, we assessed sensitization

in WT mice pretreated with GR127935, as well.

Methods

For the chronic cocaine experiment, animals were habituated during four

daily 1-h open-field sessions in the absence of any drug treatment. On each

day of chronic cocaine treatment, animals were given an injection of 20 mg/

kg cocaine, then monitored in the open field for 1 h. All animals (n = 16 WT

and 16 KO) received 5 total injections of cocaine, with a 2-d rest between
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each injection. This protocol has been shown to induce maximal behavioral

sensitization (25). At the end of the repeated cocaine regimen, animals were

given a challenge injection of saline and monitored again for 1 h.

The WT 129/SV mice show little locomotor activation in response to

cocaine (see above) and little sensitization after repeated injections (see Fig. 7).

Therefore, in order to assess the effect of GR127935 treatment on sensitiza-

tion to cocaine, we used female C57/Bl6 mice, a strain that shows a robust

locomotor response to cocaine and strong sensitization. After one habitua-

tion session, C57BL/6 mice were randomly assigned to the different test

groups receiving either saline (n = 10), GR127935 (10 mg/kg, n = 10),

cocaine (20 mg/kg, n = 14) or both GR127935 and cocaine (n = 13). After a

week of rest, each mouse was reexposed to the same experimental para-

digm, the only difference being the reduction of the GR127935 dose from 10 to

3 mg/kg, a dose shown to be sufficient, in this strain, to alter behaviors involving

the 5-HT
1B

 receptor (29). These last test conditions were then repeated two

times more, 1 wk apart, in order to test if 5-HT
1B

 blockade could alter the

development of behavioral sensitization to repeated cocaine treatment.

Results

As demonstrated (Fig. 5), 20 mg/kg of cocaine elicited more total loco-

motion from the KO than from the WT on each day of chronic treatment

(Fig. 7). Repeated measures ANOVA shows main effects of genotype

(F
(1, 27) 

= 24.06, p < 0.0001) and day (F
(4,108) 

= 6.57, p < 0.0001), with no

interactions. Both genotypes showed evidence of behavioral sensitization.

In WT mice, there was a main effect of day (F
(4,60)

 = 4.26, p < 0.005).

According to Scheffé comparisons, WT mice were significantly more active

(p < 0.05) on d 3, d 4, and d 5 than on d 1 of cocaine treatment. Similarly, for

KO mice, there was a main effect of day (F
(4,48)

 = 3.53, p < 0.05), and KO

mice were significantly more active on d 3 than on d 1 of cocaine treatment

(p < 0.05).

Some studies have reported that most behavioral sensitization can be

explained by context-dependent conditioning (30). In order to see how much

of the behavioral sensitization observed could be explained by conditioning

to the open-field environment, after the sensitization paradigm was com-

plete, we injected the mice with saline, and then monitored their locomotion

in the open field. On this saline-treated day, both KO and WT mice were

significantly more active than they were before beginning cocaine treat-

ments (F
(1,27) 

= 28.07, p < 0.0001). However, their locomotion was much

lower than after cocaine treatment, indicating most of the motor stimulation

was due to the cocaine treatment. On the saline challenge day, KO mice

were significantly more active than WT mice (F
(1, 27)

 = 14.31, p < 0.001).
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Because KO mice were always more active than WT mice after cocaine treat-

ment, it is not surprising that they show slightly more context-dependent

sensitization after a saline challenge.

For rearings behavior, although KO mice again showed much more rear-

ing than WT mice (Fig. 7), there was no sensitization of rearing. A repeated

measures ANOVA across treatment days shows a main effect of genotype

Fig. 7. Behavioral sensitization; behavioral response to repeated injections of 20

mg/kg of cocaine. Top: Bars (KO: white bars, n = 16; WT: black bars, n = 16)

represent mean path length ± SEM covered in 5 min averaged over 1 h. Bottom:

Bars represent total number of rearings ± SEM during 1 h.
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(F
(1, 29)

 = 10.47, p < 0.005), with no effects or interactions with treatment

day. When the two genotypes are considered separately, however, WT ani-

mals did show a small increase in rearings after repeated cocaine treatments (a

mean of 6.4 rearings on d 1 versus 34.4 on d 3). ANOVA shows a main effect

of day in WT mice (F
(4, 56)

 = 2.86, p < 0.05). KO mice show no significant

change in the number of rearings over time. As was the case for locomotion,

both groups of mice showed significantly more rearings after saline chal-

lenge at the end of the sensitization protocol compared to after saline habit-

uation (F
(1, 30)

 = 19.96, p < 0.0001). In general, rearing behavior appears to

be more susceptible to context-dependent sensitization than horizontal loco-

motion. However, it increases less with repeated administration of cocaine.

Although the KO continued to have a larger increase in horizontal loco-

motion in response to cocaine throughout the experiment, the nature of the WT

motor response changed as sensitization occurred. With repeated injections of

cocaine, intense stereotypy increased progressively in the WT, which is a

characteristic of sensitized behavior in many rodent strains (Fig. 8). In the KO,

intense stereotypies reached a plateau after the second session which was

significantly lower than for the WT. Behavioral differences between geno-

types are most pronounced in scores for rapid locomotion (score = 2) and

intense stereotypy (score = 4). KO mice show significantly more rapid loco-

motion scores (p < 0.05) than WT mice on each day of cocaine administra-

tion. Repeated measures ANOVA show a main effect of genotype for rapid

locomotion (F
(1,27) 

= 20.23, p < 0.0001), with no interactions. Although both

genotypes initially showed a similar amount of intense stereotypy, WT mice

engaged in this behavior significantly more than KO after 4 and 5 d of

cocaine treatment (p < 0.05). For intense stereotypy, ANOVA shows a main

effect of day (F
(4,108) 

= 9.74, p < 0.0001) and an interaction of day and geno-

type (F
(4, 108) 

= 4.42, p < 0.005).

Behavioral scores were aggregated as previously described (Fig. 8). The

WT mice displayed a gradual increase in global behavioral scores, showing

their progressive sensitization to cocaine. The KO, in contrast, started at a

high level that is similar to the one reached by sensitized WT. The KO stayed at

this high level throughout the experiment. ANOVA shows main effects of

day (F
(4, 120) 

= 23.30, p < 0.0001) and an interaction of day and genotype

(F
(4, 120) 

= 8.255, p < 0.0001).

We then tested whether the 5-HT
1B

 antagonist GR127935 could affect the

development or maintenance of sensitization in WT C57/Bl6 mice. GR127935

did not block the development of sensitization in these mice. Fig. 9 shows

progressive increases in the locomotor response to cocaine across 4 d of

cocaine treatment in mice treated with GR127935 and mice treated with saline.

The locomotor activity of saline-treated WT mice (no cocaine treatment)
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did not significantly change over the course of the four injections (not shown).

For cocaine-treated animals, the ANOVA showed a significant effect of the

number of cocaine injections on locomotor activity (F
(3,24)

 = 5.24; p < 0.01).

Indeed, there was a progressive increase of the locomotor response to a con-

Fig. 8. Stereotypy after chronic cocaine; the mean number of times that WT mice

(white bars) and KO mice (black bars) are observed engaged in each behavior (n = 16

WT and 16 KO mice tested repeatedly). Significant differences (p < 0.05) between

genotype are marked with an asterisk. Lower right: Aggregate stereotypy score. Each

point is numerical mean ± SEM of behavioral scores (0–4) assigned to each group.
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stant dose of cocaine. These results clearly showed the locomotor reactivity

of C57BL/6 mice sensitized to repeated cocaine injections. Mice repeatedly

injected with both cocaine and GR127935 also showed significant sensitization

of their locomotor response to cocaine (injections: F
(3,33)

 = 11.69; p < 0.0001;

Fig. 9). These results show that the 5-HT
1B

 receptor is not essential for the

development of locomotor sensitization to cocaine.

Conclusions

Behavioral sensitization to the locomotor effects of cocaine, as measured by

increases in horizontal path length after repeated injections of a constant dose

of cocaine, appears to occur in both WT and 5-HT
1B

 KO mice (Fig. 7). Sim-

ilarly, WT C57/Bl6 mice pretreated with the 5-HT
1B/1D

 antagonist GR127935

show normal behavioral sensitization to cocaine (Fig. 9). These results indi-

cate that the 5-HT
1B

 receptor is not involved in the development of behav-

ioral sensitization to cocaine.

There are some interesting behavioral differences between WT and KO

mice that become apparent after a more detailed analysis of the behavioral

response to repeated injections of cocaine. First, the increased behavioral

sensitivity of 5-HT
1B

 KO mice to cocaine was confirmed, as evidenced by

Fig. 9. Sensitization to cocaine in the presence and absence of GR127935; effect

of GR127935 pretreatment on sensitization to cocaine in C57/Bl6 mice. Each bar is

total path length ± SEM for 1 h of testing. Left: Locomotion across days for 14

animals treated with saline before cocaine. Right: Locomotion across days for 13

mice treated with 10 mg/kg GR127935 each day.
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their increased locomotion and rearings throughout 5 d of repeated cocaine

injections (Fig. 7). It is notable that even sensitized WT mice do not show

nearly as much locomotion as drug-naive KO mice, suggesting that there is

a major qualitative difference between these two genotypes in their response

to cocaine. The pattern of emergence of stereotyped behavior is also inter-

esting (Fig. 8). KO mice show a small progressive increase in time spent

engaged in rapid locomotion, whereas there is little change in the amount of

time KO mice engage in repetitive or stereotyped movements over repeated

cocaine injections. WT mice, in contrast, show little increase in rapid loco-

motion, but they show a very large progressive increase in intense stereo-

typy. In fact, the amount of intense stereotypy observed after four and five

injections of 20 mg/kg of cocaine is the only measure of behavioral response

to cocaine for which WT mice show significantly more activation than KO.

This suggests that the neural circuitry governing the locomotor response

to cocaine might be favored in KO mice, whereas the circuitry governing

stereotypy might be favored in WT mice.

PHARMACOKINETICS OF COCAINE

ABSORPTION AND METABOLISM

Rationale

To investigate whether pharmacokinetic differences might be responsible

for the increased responsiveness to cocaine of the KO mice, we analyzed the

levels of cocaine and its metabolites, benzoylecognine and norcocaine, in the

brain and blood 15, 30, and 60 min after an acute injection of cocaine (31).

Methods

Female mice 57–85 d old were given ip injections of cocaine (20 mg/kg).

Separate groups of mice were decapitated 15, 30, or 60 min later. Trunk

blood was collected and the brain was rapidly removed. Levels of cocaine,

benzoylecognine, and norcocaine were assayed using extraction, deriv-

itization, and gas chromatography–mass spectrometric (GC/MS) methods

detailed below.

Brain Assay

Mouse brain was weighed and homogenized in 4X solution of 5N per-

chloric acid containing 1% NaF and internal standard (benzoylecogonine-

d3, 1 ng/mg). The sample was then centrifuged at 16,500 rpm for 15 min

and the supernatant was removed to a new tube and frozen at −80°C. Then,

800 µL of the supernatant was removed and the pH adjusted to pH 5.8–6.0,

with a final volume of 1.5 mL. Bond-Elute Certified columns (3 mL, Varian

Corp.) were placed in a Vac-Elute system. Each column was activated by wash-
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ing with 2 mL of methanol, followed by 2 mL of phosphate buffer, 0.1 M,

pH 6.0, without allowing the column to dry; the brain sample was applied

and drawn through the column at the rate of 1 mL/2 min. The column was

then washed with 6 mL of distilled water and 3 mL of 0.1 M HCl, and dried

under full vacuum (15 in. of Hg) for 5 min. Next, 8 mL of methanol was

passed through the column and dried for 30 s with full vacuum. The tips

of the needles were wiped and labeled glass tubes placed in the Vac-Elut.

Finally, 2 mL of methylene chloride:isopropyl alcohol (80:20) with 2%

ammonium hydroxide was pulled through the column. The collected samples

were dried at 40°C with a stream of nitrogen to half the original volume.

The remaining liquid was transferred to a 2-mL crimp-top vial and the dry-

ing completed. To the dried sample, 50 µL each of pentafluoropropionic

anhydride (PFPA) and 1,1,1,3,3,3-hexafluoroisopropanol (HFIP) were

added. The vial was sealed with a Teflon-lined cap and heated for 10 min at

70°C. After evaporation of the mixture to dryness under a gentle stream of

nitrogen at 50°C, the residue was taken up in 100 µL of butyl acetate, trans-

ferred to a 200-µL mini-glass insert, sealed in a glass vial, and analyzed

by GC/MS. The GC/MS analysis was performed on a Hewlett-Packard

Model 5890 gas chromatograph with a 13-m × 0.25-mm-inner diameter HP-5

capillary column. The flow of carrier gas (helium) through the column was

1.6 mL/min and the head pressure was maintained at 7.5 psi. The injection

port temperature was 350°C, and the transfer line temperature was 285°C.

After a splitless injection, the oven was maintained at 150°C for 1 min with

the split flow turned off, and then the oven temperature was ramped to 285°C

at 20°C/min. The mass analysis was done with a Hewlett-Packard MSD

Model 5970 operated in electron impact mode at 70 eV with the electron

multiplier voltage of the detector set at 200 volts above autotune. Data were

collected in single-ion monitoring (SIM) mode and set to detect two ions of

each compound: cocaine, 182 and 303; hexafluoroisopropyl derivative of

benzoylecogonine, 318 and 439; and the hexafluoroisopropyl derivative

of benzoylecoginine-d3, 321 and 442. The ion areas were summed and the

ratios of drug to internal standard calculated and plotted on a standard curve,

and final concentration was determined. Norcocaine and ecgonine were also

detectable using this system.

Blood Assay

Trunk blood (200 µL)
 
was removed and 200 µL of saline and 10 µL of

4% NaF was added. The sample was spun down at 13,000 rpm and the

plasma removed to a new tube where 1 mL of 0.2N HCl was added along

with BEG-D3 (10 µL of 2.5 ng/µL). Samples were frozen at 80°C. Micro-

disk columns (SPEC, 3 mL MP-1 from Ansys) were labeled and placed in
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Vac-Elute holders. The columns were washed with 200 µL of MeOH, fol-

lowed by 200 µL of 0.2N HCl. Aspiration was stopped and the blood sample

loaded. The sample was drawn slowly through the column and then 500 µL

of 20% acetone/water solution. The vacuum was increased to 15 in. of Hg

and the column dried for 8 min. The vacuum was opened, the collection tips

wiped, and collection tubes placed in the holder. Elution solvent (1 mL,

80%–20%–20% methylene chloride, isopropyl alcohol, and ammonia) was

passed through the column and collected. Drying, derivatization, and detec-

tion by GC/MS were the same as for the brain assay.

Results

No significant differences were found between genotypes at any time period

(data not shown). Brain levels were assayed by two-way between-subjects

ANOVA. The effect of time was significant for both cocaine (F
(2,46) 

= 24.8,

p < 0.0001) and benzoylecognine (F
(2,45)

 = 43.4, p < 0.0001). However,

neither genotype nor the genotype by time interaction reached significant

levels for either compound. Analysis of blood levels of cocaine and its meta-

bolites revealed a similar lack of difference between the genotypes.

Conclusions

The increased behavioral sensitivity to cocaine observed in 5-HT
1B

 KO

mice cannot be explained by pharmacokinetic differences. KO mice showed

normal brain levels of cocaine and its metabolites at several different time

points after cocaine injection. This suggests that cocaine is absorbed, metab-

olized, and eliminated at the same rate in KO and WT mice.

LEVELS OF BASAL AND INDUCED

FOS-RELATED ANTIGENS IN 5-HT
1B

 MICE

Rationale

Acute administration of cocaine and other psychostimulants results in

the induction of a number of immediate–early genes such as c-fos in the

dorsal striatum and NAc (17,32,33). The induction of c-fos is short-lived and

returns to baseline levels a few hours after the injection of cocaine (33).

In response to repeated injections of cocaine, c-fos induction desensitizes

while the levels of a different set of fos-related proteins termed chronic

fos-related antigens (FRAs) become prominent, some of which are still

expressed several days after the last injection of cocaine (35). The duration

of that change in gene expression, as well as the fact that these “chronic

FRAs” are specifically turned on after chronic exposure to psychostimulants,

has led to speculation that these transcription factors might be responsible
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for the changes in gene expression that account for some long-lasting effects

of drugs of abuse such as tolerance, sensitization and dependence (35,36). It

is possible that the difference in behavioral sensitivity to cocaine observed

in KO mice will be reflected by a corresponding difference in striatal gene

expression. We therefore analyzed the levels of fos-related antigens in both

drug-naive KO mice and mice chronically treated with cocaine.

Methods

In order to isolate brain regions for Western blot and gel shift assays,

following decapitation, whole brains were chilled in ice-cold physiological

buffer as described previously (34,35). Whole striatum was excised from

1-mm-thick coronal brain slices using a 12-gage syringe. Bilateral punches

were pooled. In some experiments, striatum was obtained by gross dissec-

tion. Tissue was Dounce homogenized in approximately 20 volumes of elec-

trophoretic mobility shift assay buffer (20 mM HEPES [pH 7.9], 0.4 M NaCl,

20% glycerol, 5 mM MgCI
2
, 0.5 mM EDTA, 0.1 mM EGTA, 1% Nonidet

P-40, 10 mg/mL leupeptin, 0.1 mM p-aminobenzamidine, 1 mg/mL pepsta-

tin, 0.5 mM phenylmethylsulfonyl fluoride, 5 mM dithiothreitol). After incu-

bating at 4
o
C for 30 min, samples were centrifuged at 15,000g for 20 min.

Supernatants were then aliquoted and frozen for subsequent analysis. Pro-

tein concentrations were determined by the Lowry method.

The gel shift assay was performed as described previously (35). The AP-

1 probe was a double-stranded synthetic oligonucleotide derived from the

promoter sequence of the human metallothionein (HMT) II gene and was

identical to that employed by Sonnenberg et al. (37). The probe was labeled

with [α-
32

P] dGTP and dTTP to a specific activity of (2–9) × 10
8
 cpm/mg

by the Klenow DNA polymerase fill-in reaction. Following a 20-min incu-

bation of the probe, binding buffer, and l0–40 mg of protein at room tem-

perature, samples were electrophoresed at 150 V in a nondenaturing 6%

acrylamide/0.24% N,N'-methylene-bis-acrylamide gel containing 25 mM

Tris-borate (pH 8.3), 1 mM EDTA, and 1.6% glycerol. All gels were dried

and exposed to X-ray film. Levels of binding were assessed by densitom-

etry. Bands were shown to be specific for AP-1 binding by cold competition

and supershift assays as reported previously (34). Briefly, in the cold com-

petition experiments, increasing concentrations (0, 3, 10, 30, and 100 ng)

of unlabeled wild-type HMT AP-1 probe or mutant HMT AP-1 probe were

added to samples to compete with the labeled HMT AP-1 probe for specific

or nonspecific binding proteins.

For Western blotting, sodium dodecyl sulfate (SDS)-stop solution (2%

SDS, 10% glycerol, 5% b-mercaptcethanol) was added to aliquots of elec-

trophoretic mobility shift assay extracts (containing 30–50 mg of protein),



364 Scearce-Levie and Hen

and samples were boiled and then subjected to one-dimensional SDS–poly-

acrylamide gel electrophoresis with 10% acrylamide/0.4% bis-acrylamide

in resolving gels. Proteins in resulting gels were transferred electrophoret-

ically onto nitrocellulose, blocked with 2% nonfat dry milk, and incubated

with an anti-M peptide primary antibody (anti-FRA, 1:4000, kindly pro-

vided by Dr. M. Iadarola) followed by horseradish peroxidase-conjugated

goat anti-rabbit IgG (1:4000). Immunoreactivity was visualized using enhanced

chemiluminescence techniques. Quantification of signals was achieved by

densitometry. The specificity of the resulting immunoreactive bands was con-

firmed by the observation that immunoreactivity was abolished when the

anti-Fra antibody was preadsorbed with purified M-peptide as established

previously (35).

Results

We analyzed the expression of the FRAs in the brains of WT and KO

mice by Western blot and immunocytochemistry. Striatal protein extracts

from drug-naive WT and KO adult males were analyzed by Western blot-

ting with an antibody directed against the DNA-binding domain of c-fos,

which recognizes a family of fos-related proteins (Fig. 10). Interestingly, a

number of fos-related proteins were more abundant in KO than in WT mice.

Among these are the 35–37-kDa proteins termed chronic FRAs that are

induced by chronic cocaine treatment. These chronic FRAs have recently

been shown to correspond to posttranscriptional modifications of ∆FosB (a

truncated form of FosB which results from alternative splicing of the fosB

gene) (38,39). Optical density analysis of the three Western bands for each

genotype shows significantly greater density for KO ∆FosB bands than for

WT (F
(1,4)

 = 44.97, p < 0.005). The FosB band is unchanged in KO mice. In

addition, the level of FosB mRNA as assessed by Northern blot (not shown)

is the same in WT and KO mice. It is therefore likely that the increase in the

∆FosB bands seen in the KO corresponds to a posttranscriptional event.

We analyzed more precisely the distribution of the FosB proteins in the

striatum by immunocytochemistry on brain sections, with an antibody raised

against an N-terminal sequence of FosB that has been shown to recognize

chronic FRAs (34,35,39)
 
The number of immunoreactive cells was higher

in the KO than in the WT, which is in good agreement with the Western data

(Fig. 10). An automated count of FosB-positive nuclei from six WT and six

KO mice shows significant genotype differences in NAc (F
(1,10) 

= 580.65,

p < 0.0001) and in the CPu (F
(1,10) 

= 67.76, p < 0.0001). Interestingly, the

highest levels of expression of FosB proteins were found in the NAc, partic-

ularly in the shell subdivision. This structure appears to play a central role in

the rewarding effects of drugs of abuse.
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FosB proteins were not the only ones to be upregulated in the KO. A 65-

kDa band is three times more intense in the KO (Fig. 10). The other bands

that have similar intensities in WT and KO mice could correspond to FRA1

and FRA2.

The band corresponding to c-fos (apparent molecular weight 58 kDa) is

undetectable in striatal extracts of drug-naive mice. We were, however, able

to detect c-fos on Western blots after acute exposure to cocaine (not shown).

Interestingly, the induction of the c-fos band in the KO was reduced by 50%

when compared to the WT. This agrees well with our previous immunohis-

tochemical observations (17).

Fig. 10. Basal levels of striatal FRAs; basal levels of FRAs in WT (+/+) and KO

(−/−) mice. Top left: Immunoblot shows ∆fosB protein in striatal extract. Results

are representative of five independent experiments. Lower left: Mean optical den-

sity values of the ∆FosB immunoblot band from three KO (black bar) and three WT

(white bar) mice. Top right: Immunohistochemistry showing FosB-positive nuclei

in the NAc and CPu. Scale bar is 500 µm. Lower right: Count of mean number of

FosB-positive nuclei from six WT and six KO mice.
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Fos-related transcription factors form heterodimers with jun-related trans-

cription factors. The resulting complex, termed AP-1, binds to a DNA motif

called the AP-1 binding site that is found in a number of promoter regions

and, as a result, modulates the transcription of downstream genes. In order

to assess directly the presence of AP-1 transcriptional complexes in KO

mice compared to WT mice, we performed gel retardation assays with stri-

atal extracts from both strains and labeled oligonucleotides corresponding

to the AP-1 binding site (Fig. 11). In baseline conditions, the specific bands

were more abundant in KO than in WT, indicating an increase in AP-1 tran-

scription complex in KO mice. Optical density analysis of AP-1 bands for

three KO and three WT mice (basal) and six KO and five WT mice (chronic

cocaine) shows significant differences between genotypes in basal condi-

tions (F
(1,4)

 = 7.55, p = 0.05). The magnitude of the increase is similar to the

one found in WT mice exposed chronically to cocaine.

In the supershift assay, an anti-FosB antibody was able to induce a super-

shift of the AP-1 band (Fig. 11), indicating that most of the AP-1 complex

found in KO mice contains FosB.

EVIDENCE OF INCREASED VULNERABILITY

TO DRUGS OF ABUSE IN 5-HT
1B

 KO MICE

Mice with a mutation in a single gene encoding the 5-HT
1B

 receptor

display an increased propensity to self-administer cocaine. We studied

the reinforcing efficacy of cocaine by testing mice under a progressive ratio

schedule (40). In this schedule, the number of lever presses required to

deliver an injection of cocaine is increased until a point at which the mice no

longer respond. This “break point” reflects the reinforcing efficacy of the

dose of cocaine tested. KO mice have a significantly higher break point than

WT mice, indicating an increased motivation to self-administer cocaine

(Fig. 2). They also acquire self-administration of cocaine more quickly than

their WT counterparts (Fig. 1).

Our data about levels of fos-related transcription factors in the dorsal

striatum and NAc indicate that postsynaptic changes (with respect to DA

neurons) have occurred in the KO mice (Figs. 10 and 11). The increased

levels of ∆FosB proteins in the NAc is particularly interesting because this

structure appears to be critical for both the locomotor and rewarding effects

of cocaine (41). The increased levels of ∆FosB proteins in the KO are prob-

ably related to the observed increase in AP-1 binding complexes (39,42).

These transcription complexes are believed to regulate the expression of a

number of genes that contain AP-1 motifs in their promoters.

The 5-HT
1B

 receptors are expressed on the terminals of GABAergic

striatal neurons that project to the SN and the VTA (13). Activation of these



Animal Model of Vulnerability to Drugs of Abuse 367

receptors has been suggested to inhibit GABA release onto dopaminergic

neurons, thereby stimulating the activity of these neurons (14). There are a

number of independent indications that 5-HT
1B

 agonists might have cocaine-

like activities. The 5-HT
1B

 agonist RU24969 induces, like cocaine, an increase

in locomotor activity (12)
 
and expression of immediate–early genes such as

c-fos (17). RU24969 can partially substitute for cocaine in drug discrim-

ination studies (16). In addition, RU24969 induces a leftward shift in doses

of cocaine in an iv self-administration paradigm, suggesting that this com-

pound might potentiate the effects of cocaine (18). One might therefore

Fig. 11. AP-1 DNA-binding activity; basal AP-1 DNA-binding activity in stri-

atal samples. Top left: Autoradiogram of a gel mobility-shift assay showing AP-1

DNA-bining activity in striatal extracts after eight daily injections of 20 mg/kg co-

caine or saline. NS: nonspecifc binding. Results are representative of two indepen-

dent experiments. Top right: Mean optical density of AP-1 bands for three KO

(black bars) and three WT (white bars) mice for basal experiment, or six KO and

five WT mice for chronic cocaine. Bottom: Autoradiogram of supershift assay.

Left lane: no FosB antibody; right lane: after addition of FosB antibody. Results are

representative of six independent experiments.
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expect that an antagonist of the 5-HT
1B

 receptor would block or decrease the

effects of cocaine. Indeed, the 5-HT
1B/1D

 antagonist GR127935 decreased

the effects of cocaine on locomotion (Fig. 6). We showed previously that

GR127935 also decreased the ability of cocaine to induce c-fos in the stria-

tum of WT mice and that this effect was mediated by the 5-HT
1B

 receptor

(17). Because of these pharmacological studies, it was somewhat surprising

that the locomotor response to cocaine in the KO mice is the opposite of

what is found with the antagonist. Similarly, although KO mice appear more

motivated to self-administer cocaine, GR127935 alone does not appear to

affect cocaine self-administration (Fig. 3; ref. 18). One possible explanation

is the fact that, unlike an acute antagonist, the KO exerts its effect through-

out the development and the life of the mouse. There is therefore plenty of

time for compensatory mechanisms to come into play. One might, for exam-

ple, hypothesize that in the absence of the 5-HT
1B

 receptor, the dopaminer-

gic tone is too low and that the organism compensates by boosting the activity

of the dopaminergic system. Although this boost might generate normal DA

activity in normal conditions, challenging situations such as a cocaine injec-

tion could reveal overactivity in the DA system.

In a number of ways, the 5-HT
1B

 KO mice behave as if they had received

a chronic regimen of cocaine and become sensitized to the drug. Behavioral

sensitization, the increased responsiveness to cocaine following chronic

administration, is long-lasting and has been suggested to underlie the addic-

tive properties of cocaine (25). Although behavioral sensitization usually

refers to an increased motor response to cocaine, it is also accompanied by a

number of biochemical and physiological changes such as increased levels

of ∆FosB proteins and decrease of c-fos induction (34–36), increased DA

release in the NAc (43), and increased responsiveness of DA D1 receptors

(44). The 5-HT
1B

 KO mice display many of the characteristics of sensitized

mice. They respond more vigorously to the locomotor effects of cocaine

(Fig. 4). In a sensitization paradigm, they display little increase in stereo-

typy following repeated injections of cocaine (Fig. 7). They express high

levels of the ∆FosB forms that are upregulated following chronic cocaine

exposure while displaying a reduced induction of c-fos in response to acute

cocaine exposure (Fig. 10; and ref. 17). Furthermore, they express higher

levels of transcription complexes that are specific for the AP-1 binding site

and have also been shown to be increased by chronic cocaine treatment

(Fig. 11). Finally, the KO’s faster acquisition of cocaine self-administration

(Fig. 1) and higher breaking point in the progressive ratio schedule (Fig. 2)

are characteristics that are often associated with sensitization (45). Because

the DA system appears to be central to the effects of many categories of drugs

of abuse, it is possible that the KO mice will respond more to other drugs
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that modulate the activity of DA neurons, such as opiates, cannabinoids, nico-

tine, or caffeine. Interestingly, the 5-HT
1B

 KO mice also display increased

self-administration of alcohol (46).

There are a number of genetic arguments suggesting that common genes

are involved in differential responsiveness to different categories of drugs

such as alcohol, opiates, and psychostimulants. Several inbred strains of

rodents such as the Fischer and Lewis rats and the C57BL/6 and DBA/2

mice differ in their responses to alcohol, opiates, and psychostimulants.

Lewis rats self-administer cocaine, opiates, and alcohol at higher rates than

Fischer rats (47–49). Lewis rats also display greater conditioned place pref-

erence to these drugs and increased locomotor response to repeated cocaine

injections (47,50). Similarly, the C57BL/6 mice self-administer more cocaine,

alcohol, and opiates in an oral self-administration paradigm when compared

to the DBA/2 mice (51–53). The analysis of a panel of 26 recombinant inbred

strains has revealed that the differential responses to drugs of abuse of the

C57BL/6 and DBA/2 strains are due to several QTLs, including one con-

taining the gene encoding the 5-HT
1B

 receptor (26,54). Mutations in this

gene might therefore be responsible for some of the differential responses to

drugs of abuse of the C57BL/6 and DBA/2 mouse strains. Our preliminary

results indicate that there are only silent mutations differentiating the C57BL/6

and the DBA/2 genes and therefore no change in amino acid sequence. How-

ever, we have also shown that the levels of 5-HT
1B

 receptors are signif-

icantly lower in C57BL/6 than in DBA/2, suggesting the possibility of a

mutation in the promoter sequence or in sequences contributing to RNA

stability. We are currently investigating whether mutations in the 5-HT
1B

gene are associated with differential responses to drugs of abuse in rodents

and humans. A recent study has found linkages to mutations in the human

5-HT
1B

 gene in two independent populations diagnosed with antisocial alco-

holism (56). Because of their phenotype, the 5-HT
1B

 KO mice are also a

model for some of the biochemical changes that might be responsible for

individual variations in vulnerabilities to drugs of abuse. The identification

of proteins that are differentially expressed in the KO mice (such as the 65-

kDa band in Fig. 10) might provide new candidate proteins associated with

drug abuse.
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INTRODUCTION

The dopamine transporter (DAT) is the primary mechanism by which extra-

cellular dopamine is cleared from the synaptic space. As such, it performs a

key role in terminating synaptic transmission and in regulating the concen-

tration of dopamine available for binding to presynaptic and postsynaptic

dopamine receptors. DAT is also a major site of action for psychostimulants

such as cocaine and amphetamine, and is believed to be involved with the

reinforcing properties of these drugs. It has recently been found that activa-

tion of protein kinase C leads to reductions in dopamine transport and con-

comitant phosphorylation of DATs, suggesting that the protein undergoes

functional regulation by phosphorylation. Other kinases may function simi-

larly, providing neurons with a mechanism for fine temporal and spatial

control of extracellular dopamine concentrations and subsequent neural activ-

ity. Therefore, phosphorylation of DAT has the potential to profoundly influ-

ence dopaminergic neurophysiology and may be related to mechanisms of

cocaine abuse.

THE DOPAMINE TRANSPORTER

The availability of extracellular dopamine for dopaminergic neurotrans-

mission is controlled to a great extent by the action of the dopamine trans-

porter, which terminates dopaminergic nerve signaling by transporting

dopamine (DA) from the extracellular space back into the presynaptic cell.

Recent evidence from DAT knockout mice indicates that the vast majority

of DA clearance can be accounted for by the action of the transporter (1).

DAT thus plays a primary role in controlling the intensity and duration of

the synaptic response by regulating the concentration and availability of

neurotransmitter to downstream receptors.
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Single-copy genes encoding DAT have been cloned from human, rat, mouse,

and bovine midbrain cDNA libraries (2–8). The sequences indicate that the

proteins contain 619–620 amino acids with 12 hydrophobic stretches suit-

able to be transmembrane-spanning domains (TMDs). A large loop between

transmembrane helices 3 and 4 contains consensus sites for N-glycosylation,

and the N- and C-termini are predicted to be oriented cytoplasmically (Fig. 1).

Many of these properties predicted from sequence analysis have been con-

firmed biochemically. DAT has been shown to be an integral membrane

protein requiring detergents for solubilization (9–13) and to contain N-linked

carbohydrates as well as terminal sialic acids (14–16). Its mass on sodium

dodecyl sulfate (SDS) gels is 80 kDa, more than indicated by its nucleotide

sequence, but glycosylation analysis demonstrates a core polypeptide 55 kDa

with 25 kDa of mass contributed by carbohydrate (15,16). Peptide mapping

Fig. 1. Deduced amino acid sequence and predicted topological orientation of

rDAT. Intracellular serines and threonines which represent potential sites of phos-

phorylation are shown in bold; residues found within consensus sequences for PKA,

PKC, or CaM kinase are indicated by asterisks.
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has verified that the carbohydrates are found in the TMD 3-4 loop, provid-

ing direct evidence for the extracellular orientation of this region (17,18),

whereas electron microscopic histochemistry is consistent with an intracel-

lular N-terminal tail (19,20). Other aspects of topological orientation and

precise number of transmembrane domains are under continuing investiga-

tion, and we are far from understanding the three-dimensional structure of

the protein and how this relates to function.

The dopamine transporter belongs to a large family of plasma membrane

transporters for neurotransmitters, amino acids, and osmolytes, including

carriers for norepinephrine (NE), serotonin (5-HT), γ-amino butyric acid

(GABA), glycine, proline, taurine, and betaine, and the closely related vesic-

ular monoamine transporters (VMATs) which package DA, NE, and 5-HT

into synaptic vesicles (reviewed in refs. 21–23). These transporters are all

thought to have a similar 12-transmembrane domain structure and topologi-

cal organization, and all display substrate translocation driven by cotransport

of Na
+
 and Cl

−
 down ionic electrochemical gradients. Although each trans-

porter displays various unique properties, their considerable structural and

functional similarities also make it probable that many of their basic molec-

ular mechanisms will be conserved.

The physiological importance of the monoamine transporters is high-

lighted by conditions that perturb their normal action. The dopamine, nore-

pinephrine, and serotonin transporters are all targets for the psychostimulant

drug cocaine. The drug itself is not transported, but it binds to the protein

and functions as a transport antagonist to block reuptake of the neurotrans-

mitter. Animals treated with cocaine exhibit strongly elevated monoamine

levels, which are thought to lead to downstream neuronal activation and the

diverse physiological effects of the drug (24). Although cocaine inhibits all

the monoamine transporters, its reinforcing or addictive properties show the

best pharmacological correlation with its activity at DAT (25,26) leading to

the hypothesis that DAT represents a major site of drug action in reinforce-

ment (27,28).

Dopamine transporters also possess channellike properties, mediating ionic

currents much larger than can be accounted for by the stoichiometric ion

flux required to drive transport (29). The physiological significance of these

currents is not understood (22), but in addition to DA transport and antago-

nist binding, they represent another measurable function of the protein.

Very little is known about the active sites on DAT for substrate transport

or antagonist binding, and the molecular mechanisms underlying transport

and inhibition are not understood. Uptake inhibitors such as mazindol, meth-

ylphenidate, and nomifensine, which are structurally dissimilar to cocaine,

also bind to DAT with high affinity and inhibit DA uptake, but it is not clear



378 Vaughan

if these blockers inhibit the same or different aspects of transport, or if

antagonist actions are competitive or noncompetitive. Various residues and

domains in the DAT primary sequence have been found to contribute to

uptake and binding (17,18,30–34), but the three-dimensional relationships

of these sites are not known (35). The multiple activities performed by DAT,

their complex relationships, and the mechanistic unknowns may impact on

the findings to be discussed.

REGULATION OF DAT FUNCTION BY PROTEIN KINASES

The presumed intracellular aspects of DAT and the other ion-coupled

transporters contain numerous serine and threonine residues, many of which

are found within canonical phosphorylation sites for protein kinase C (PKC),

cyclic AMP-dependent protein kinase (PKA), and Ca
2+

/calmodulin-depen-

dent protein kinase (CaMK) (Fig. 1). Many of these potential phosphoryla-

tion sites are highly conserved throughout the transporter family, and each

transporter also contains sites that are unique. The presence of these sites

has raised widespread interest in the possibility that DAT and other neuro-

transmitter transporters undergo functional regulation by phosphorylation.

Multiple approaches have been used to investigate this idea, including treat-

ment of synaptosomes or DAT-expressing cells with activators or inhibitors

of protein kinases followed by assessment of DA transport, ligand binding,

or current flux, by direct assessment of DAT phosphorylation, and by phos-

phorylation site mutagenesis. The findings indicate that DAT may be sub-

ject to rapid functional regulation by phosphorylation, which would provide

neurons with a previously unappreciated mechanism for fine-tuning synap-

tic dopamine concentrations. This chapter will present the evidence related

to acute control of various DAT functions and possible relationship to actions

of cocaine.

Effects of Protein Kinase Activators on Dopamine Transport

A variety of studies have examined the ability of protein kinase activators

and other signal transduction compounds to regulate DA transport (Table 1).

These studies have been performed in several types of DA uptake systems,

including rat striatal synaptosomes or tissue (36–41), mouse striatal synapto-

somes and primary mesencephalic cultures (42), COS7 and LLC-PK
1
 cell

lines transfected with rDAT (43,44), and C6 glioma cells, Sf9 cells, and Xeno-

pus oocytes expressing hDAT (45–48). To date, the most effort has been

devoted to investigating the effects of phorbol esters and other activators of

PKC; mediators of other signal transduction pathways including cyclic
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nucleotides, Ca
2+

, arachidonic acid, and nitric oxide have also been exam-

ined, but to a much lesser extent.

Protein Kinase C

Several studies have now uniformly demonstrated that transport of dopa-

mine is reduced after treatment with protein kinase C activators (41–46,48).

Application of phorbol 12-myristate 13-acetate (PMA) produces reductions

in DA transport ranging from 15–20% in mouse and rat synaptosomes (37,

41,42) to over 80% in C6 glioma cells and oocytes (46,48). These decreases

were produced primarily by a reduction in V
max

, and with one exception (46),

with no apparent change in the K
m

 for DA. Transport decreases produced by

PMA were blocked or attenuated by PKC inhibitors such as staurosporine

and bisindoylmaleimide (41–46,48), were not produced by the inactive

phorbol isomer 4αPDD (4αphorbol 12,13 didecanoate) (41–43,45,48), and

were mimicked by the physiological PKC activator diacylglycerol and the non-

phorbol PKC activator (−) indolactam V (41,42,44). These results (Table 2)

provide compelling evidence that the observed reductions in DA transport

are mediated by PKC, although it is not known if this occurs directly or by a

downstream event.

Table 1

Second-Messengers That Affect DA Transport

and Ligand Binding to DAT

DAT type System Treatment V
max

K
m

B
max

K
d

Ref.

Rat COS7 PMA d20% NC NC
a

i50% 44

Rat LLC-PK
1

PMA d35% NC — — 43

Rat Striatum PMA d15% NC — — 41

Mouse Striatum PMA d22% NC NC
b

NC 42

Human C6 glioma PMA d72% d60% d30%
a

NC 46

Human Sf9 PMA d29% NC NC
a

NC 45

Human Oocyte PMA d69% NC d78%
b

NC 48

Rat Striatum Ca
2+

i67% NC — — 40

Human C6 glioma AA d78% d36% d25%
a

NC 47

Rat Striatum SNP d35% i500% NC
a

NC 39

Rat Striatum cAMP *i33% *NC — — 36

Note: V
max

 and K
m

 values were determined for [
3
H]DA transport, except for * in which DA

transport was assessed with RDE. B
max

 and K
d
 values were determined for binding of (a) [

3
H]CFT

or (b) [
3
H]mazindol. Transport and binding values are shown as percent of control values.

Abbreviations: AA, arachidonic acid; PMA, phorbol 12 myristate, 13 acetate; SNP, sodium

nitroprusside; d, decrease; i, increase; NC, no change; —, not done.
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The PKC-induced inhibition is rapid, with uptake reductions detectable

within 1–5 min, and maximum reductions reached by 20–30 min (41–44,

46,48). These rapid response times are consistent with processes activated

by second-messenger systems and, in conjunction with the inducement by

diacylglycerol, indicate the potential for endogenous DAT regulation to occur

in vivo by receptor-mediated processes (see Endogenous DAT Phosphory-

lation and Regulation).

While reduced DA uptake after PKC treatments might result from reduced

DAT activity, other mechanisms such as enhanced DA release, loss of ionic

gradients required to drive transport, loss of tissue viability, or effects on

vesicular transport might also produce the observed effects. Many efforts

have been made to address these possibilities, including direct measurement

of membrane potential (48), assessment of PMA effects on Na
+ 

characteris-

tics (44), measurement of activity of Na
+
/K

+
 ATPase, which maintains Na

+

electrochemical gradients (42), measurement of Na
+
-dependent [

3
H]alanine

transport, which would be altered by a Na
+ 

gradient reduction (41,43,48),

direct assay of [
3
H]DA release (43), assessment of synaptosomal health by

LDH assay (42), and reserpine pretreatment, which would indicate potential

effects on vesicular DA utpake (42). No evidence was found in any of these

studies for PMA-induced loss of cell or synaptosomal viability, alteration of

Table 2

Effects of Protein Kinase C Activators on DA Transport

Treatment Transport activity, % control

Vehicle 100

PMA 86.9 + 3.0*

OA 86.5 + 3.0*

PMA + OA 75.9 + 2.5**

OAG 79.0 + 2.6*

4αPDD 97.8 + 3.2

PMA 85.0 + 4.4*

PMA + staurosporine 100.0 + 3.6

Note: Synaptosomes were treated with the indicated compounds

for 20 min at 30°C prior to analysis for dopamine transport. Results

are shown relative to control samples treated with vehicle (dimethylsulf-

oxide) + SE. Upper group: Final concentations of PMA, OA, and 4αPDD

were 10 µM, and OAG was 1 mM. Lower group: Final concentration of

PMA was 1 µM and staurosporine was 3 µM. * and ** indicates statisti-

cally different groups, p < 0.05.

Abbreviations: OA, okadaic acid; OAG, 1-oleoyl-2-acetyl-sn-glycerol.

Source: Reprinted from ref. 41 with permission.
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ionic gradients, increased release of DA, or effects on vesicular transport,

leading to the belief that the reduced DA uptake observed in response to

PMA is most likely due to decreased dopamine transporter activity.

Phosphatase Inhibitors

Protein phosphatase inhibitors such as okadaic acid (OA) also reduce DA

uptake (Table 2), presumably mimicking the action of kinases by inhibiting

substrate dephosphorylation (41,42). These effects occur over times of 5–20

min, comparable to the time-course of PMA action (41,42). OA inhibits

protein phosphatase 1 (PP1) and protein phosphatase 2A (PP2A) at nano-

molar levels, and other phosphatases such as PP2B (calcineurin) at much

higher concentrations (49). Inhibition of DA transport required OA doses of

0.5–10 mM, but it is not known if this indicates an action via calcineurin, or

if this is a reflection of poor membrane permeability properties of the com-

pound. The high-dose requirement may explain results of studies in which

DA uptake in striatum or cells was not affected by lower doses of OA (46,

50). Cotreatment of synaptosomes with OA and PKC activators were addi-

tive for reducing uptake (Table 2), suggesting a convergence of the affected

pathways, possibly at DAT (41,42).

Calcium

Potential upregulation of DA transport by Ca
2+

 is indicated by the finding

that basal DA transport activity obtained in the absence of Ca
2+

 is stimu-

lated more than twofold with increasing Ca
2+

 (40). This increase is dose and

time dependent, with strong increases observed after 5 min of Ca
2+

 pretreat-

ment and with maximum effects obtained between 10 and 30 min. A 10-min

treatment with 1–5 mM Ca
2+

 produced optimum transport activity, whereas

higher Ca
2+

 concentrations were strongly inhibitory. The increased activity

was produced by an increase in V
max

 with no effect on K
m
 (Table 1), but the

mechanism underlying reduced transport was not pursued. The ability of

Ca
2+

 to stimulate uptake was blocked by inhibitors of CaM kinase II, myo-

sin light-chain kinase, and calmodulin, but not by PKC inhibitors, suggest-

ing that the Ca
2+

-induced stimulation involves activation of CaM kinase.

Independent confirmation of these exciting results has not yet appeared

and there is a conflicting report that DA uptake was enhanced rather than

reduced by omission of Ca
2+

 (39). Nevertheless, these results have strong

implications for other DAT regulation studies, because 1–2 mM Ca
2+

 is rou-

tinely added to uptake buffers and was present in most of the studies done

with other compounds. These treatments may require re-evaluation in the

absence of Ca
2+

, as Ca
2+

-induced upregulation of DA uptake may have coun-

teracted downregulation produced by PMA or other inhibitors, or masked

upregulation produced by other activators.
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Arachidonic Acid

Receptor-mediated activation of phospholipase A2 catalyzes the formation

of the phospholipid breakdown product arachidonic acid (AA), which can

also activate PKC and has been related to many neurotransmitter effects. Inves-

tigation of possible AA involvement with DAT function has been examined

in rat striatal synaptosomes (38) and in C6 glioma cells expressing hDAT (47).

In synaptosomes, AA profoundly reduced uptake (>90%) across a dose range

of 10
−5

–10
−6

 M, whereas the inactive AA analog, arachidic acid, had no effect.

More extensive characterizations were done in C6 glioma cells express-

ing hDAT, where application of exogenous AA resulted in complex, multi-

directional effects on DA transport (47). Treatment times of 30 min or less

with either low or high doses stimulated DA uptake twofold, as did longer

treatments at low doses. Maximum stimulation at all doses occurred by 15 min,

and longer treatments (45–60 min) at higher doses reduced uptake as much

as 90%. The inhibitory effect was produced by a decreased V
max

 counteracted

by a small decrease in K
m

 (Table 1). Comparable reductions in DA transport

were produced by receptor-mediated stimulation of endogenous arachidonic

acid production, by preventing AA breakdown, and by inhibiting AA rein-

corporation into phospholipid. Transport inhibition was prevented by cotreat-

ment with bovine serum albumin, which binds AA and prevents its action,

but it was not blocked by staurosporine, suggesting a PKC-independent mech-

anism. Alternative possibilities for the AA effect include alterations in lipid

microenvironment or effects on related proteins or membrane polarization

(47), but potential protein kinase involvement cannot yet be excluded.

Nitric Oxide

The nitric oxide (NO)-generating compounds sodium nitroprusside (SNP)

and s-nitro-N-acetylpenicillamine (SNAP) also strongly inhibit DA trans-

port in a dose-, time-, and temperature dependent manner (39). Inhibition

occurred with a t
1/2

 of 10 min and was blocked by reduced hemoglobin, which

binds NO and prevents its activity. One action of NO is to activate guanylate

cyclase (51), and 8-Br-cGMP inhibits DA uptake in mouse striatum (42), pre-

senting the possibility that the NO effect may be mediated through cGMP-

dependent protein kinase. However, at present, we cannot exclude the possi-

bility that other NO effects such as nitrosylation of amino acid side chains

might provide the basis for reduced DAT function.

Cyclic Nucleotides

Regulation of DA transport has also been found in response to treatments

with cGMP- and cAMP-related compounds. Treatment of striatal tissue with
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8-Br-cGMP produced a small (10%) but statistically significant decrease in

DA transport (42). A similar result cited as data not shown was reported in

relationship to NO-induced transport reductions (39), but further work with

this compound has not yet been done.

More effort has been devoted to investigating the effects of cAMP. Sev-

eral studies have examined uptake of [
3
H]DA in response to PKA activators

such as cAMP analogs or forskolin, without obtaining evidence for trans-

port regulation (42,45,48,50). However, cAMP effects on DA uptake have

been found using rotating-disk electrode (RDE) voltammetry, which mea-

sures zero-trans neurotransmitter uptake on a time-scale of seconds in con-

trast to the 1- to 10-min measurements typically performed for uptake of

radiolabeled DA. When measured with RDE, striatal DA uptake increased

by 33% after a 1-min exposure to 8-Br-cAMP, and it decreased by 20% after

treatment with the PKA inhibitor H89 (36). These effects were produced

by changes in V
max

 with no change in K
m

 (Table 1). Enhanced activity was

also produced by forskolin, but not the inactive dideoxyforskolin, and the

increased activity induced by 8-Br-cAMP was blocked by H89, all strong indi-

cations for involvement of PKA. A significant characteristic of these findings

was that the responses were rapidly transient. Pretreatment of the tissue for

12–15 min prior to uptake produced no effect, which may explain the lack of

cAMP regulation seen in the studies that used longer pretreatments and assays.

An additional indication for cAMP involvement with DA transport regu-

lation was found by treatment of DAT-expressing Sf9 cells with the PKA

antagonist Rp-cAMPS (45). Although the PKA agonist Sp-cAMPS and other

cAMP analogs had no effect on transport, Rp-cAMPS elevated DA trans-

port activity by 35%. This anomalous result was hypothesized to represent

an indirect action mediated by signaling crosstalk rather than a direct effect

of PKA (45). Although the contradictory results of these two studies require

futher clarification, these first indications of cAMP involvement with DA

transport provide strong impetus for further investigations of this important

second-messenger pathway.

Summary of Transport Regulation Studies

The studies examining protein kinase C have provided compelling evi-

dence that DAT is regulated by this enzyme, particularly when considering

the extent of the similarities that have been found using different species

homologs of DAT and using transport systems as varied as mammalian syn-

aptosomes, insect cells, and Xenopus oocytes. The studies have all shown

reduced DA transport mediated by reduced V
max

, and all found comparable

time-courses and responses to inhibitors. Nevertheless, notable differences
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were also found, particularly the wide variation in extent of transport reduc-

tion, which ranged from 15% to 90%, and the variable sensitivities to OA

and PMA, which were effective at 10-fold to 100-fold lower concentrations

in cells and oocytes than in synaptosomes. These differences may be a reflec-

tion of enzymatic variations between the systems or indicate potential spe-

cies-specific susceptibilities to regulation, and elucidating their basis may

reveal important transport regulation characteristics.

The relationships of the other signal transduction compounds to DA trans-

port have not been as well characterized, and many of the studies have pro-

duced conflicting results or are single reports needing further verification.

Although this makes it premature to overgeneralize regarding pathway-spe-

cific properties, the mounting evidence that DA transport can increase or

decrease in response to different effectors provides an emerging picture of

multidirectional transport regulation, with the possibility for integrated con-

trol of extracellular DA by a wide variety of physiological signals.

Effects of Protein Kinase Activators on Antagonist Binding

The potential for binding of cocaine or other DA uptake inhibitors to be

regulated by kinase activators has not been examined as thoroughly as for

DA transport, and it is not clear how binding changes relate to phosphoryla-

tion conditions or to concomitant uptake changes. Studies examining kinase

effects on antagonist binding have used [
3
H]mazindol to monitor DAT pres-

ence/binding activity, whereas analysis of cocaine binding has been done

with the cocaine analog [
3
H]CFT (2β-carbomethoxy-3β-4-fluorotropane).

Activity of other DAT ligands in response to kinase treatments has been less

extensively investigated.

Considerable disparity exists among results of various studies that exam-

ined DAT binding after PMA treatment, with some studies reporting reduced

binding and others showing no effects (Table 1). PMA treatment reduced

the B
max

 of [
3
H]CFT binding to hDAT expressed in C6 glioma cells by as

much as 60% (46), and the B
max

 of [
3
H]mazindol binding to hDAT in oocytes

by over 90% (48), whereas a small PMA-induced decrease in [
3
H]CFT bind-

ing to rDAT in COS cells was reported to be due to an increased K
d
 (44).

Conversely, other studies have found no significant PMA-induced change

in either binding parameter for [
3
H]CFT or [

3
H]mazindol in synaptosomes

or Sf9 cells (42,45), and neither PMA nor staurosporine affected the K
i
 of a

number of transport inhibitors assayed for inhibition of [
3
H]DA uptake (45).

Effects of other second-messenger treatments on ligand binding are even

less well characterized, with [
3
H]CFT binding reported to be unaffected by

NO treatments that inhibited uptake (39) but dose- and time-dependently

reduced by all arachidonic acid treatments, even those that increased uptake
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(47). Several of the studies that examined transport regulation did not include

analysis of binding (Table 1).

The source of the discrepancies among the reports showing changes or no

changes in binding is not known, making it difficult to assess how these

findings relate to each other or to transport regulation. Many methodologi-

cal variables between the studies prevent us from pinpointing mechanisms

contributing to discrepancies, including species type and variables contrib-

uted by the system, such as enzymatic variations, different DAT expression

levels, and differing ratios of cell surface to internal DAT pools. Variation

among systems in proportion of total to surface DAT expression could alter

the extent of transport or binding regulation, making fractional changes in

activity more or less pronounced. In addition, although binding in these stud-

ies was assessed in whole cells or synaptosomes, the ligands used are thought

to be able to cross membranes, therefore equilibrium binding may be mea-

suring both internal and cell-surface DAT pools. Presumably, only DATs

expressed at the cell surface contribute to uptake, leading to the possibility

that functional regulation of a small pool of surface DATs might be unde-

tectable in a larger total pool. Binding ligands capable of distinguishing sur-

face from internal DAT pools will help address these issues.

Other potential contributions to differences between regulation of uptake

and binding include methodological differences between uptake and bind-

ing assays (e.g., time-courses), as well as the possibilities that phosphoryla-

tion may have different effects on uptake and binding, that different kinases

may differentially affect uptake and binding, or that binding of different

ligands may be differentially affected by different phosphorylation activa-

tors. This wide variety of unknowns clearly indicates the need for additional

study of these phenomena, but it also presents the potential for elucidating

molecular and functional relationships between transport and binding.

Effects of Protein Kinase Activators on Currents

Transport-dependent and transport-independent currents mediated by

DAT have also been shown to be regulated by PMA treatment (48). In Xeno-

pus oocytes expressing hDAT, PMA pretreatment reduced DAT-mediated

ionic currents with a magnitude and time-course comparable to that of DA

transport reduction. Because this property of transporters has only recently

been identified, it has received the least study of any of the DAT properties

with respect to regulation.

Effects of Protein Kinase Activators on Reverse Transport

Other more complex functions of DAT, such as reverse-transport-mediated

release of DA induced by amphetamine, are also affected by phosphorylation
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conditions (37,52,53). PKC-inhibiting treatments such as chelerythrine,

Ro-31-8220, and calphostin C (37), or H7 (53) reduced amphetamine-stimu-

lated DA release from rat striatal tissue, although spontaneous DA release in

the absence of amphetamine was not affected (37). Conversely, treatment of

bovine retina with OA produced an increase in amphetamine-stimulated DA

release (52). These effects were produced within time periods of 30–90 min,

with shorter times not tested. These results may indicate an inverse rela-

tionship between the regulation of inward and reverse transport, and further

contribute to the contention that DAT function is highly dependent on phos-

phorylation mechanisms.

DOPAMINE TRANSPORTER PHOSPHORYLATION

The above-described studies strongly implicate protein phosphorylation

systems in the regulation of DAT function. Such involvement might occur

by direct phosphorylation of the transporter or through phosphorylation of

accessory regulatory proteins. Recent results show that DAT is phosphory-

lated in a PKC-dependent manner that correlates well with PKC-induced

control of DAT function, providing strong evidence that phosphorylation of

the transporter may be the mechanism underlying second-messenger-induced

regulation of function.

In Vivo Phosphorylation

Metabolic labeling with 
32

PO
4 
has identified DAT as an endogenous phos-

phoprotein both in rat striatal synaptosomes (41) and in cells expressing rat

and human DATs (43,54). These studies used highly specific DAT antisera

to immunoprecipitate a 
32

PO
4
-labeled protein that was identified as DAT

based on its molecular mass, tissue distribution, and antibody specificity.

These initial observations of DAT phosphorylation are also the first direct

demonstration of phosphorylation of any of the neurotransmitter transport-

ers in brain tissue.

In both cells and synaptosomes, DATs are phosphorylated in the absence

of exogenous treatments, demonstrating endogenous basal turnover of phos-

phate (41,43). Treatment with PMA induces threefold to fourfold increases

in phosphate incorporation, which is detectable within 5 min and reaches

apparent maximum by 15–20 min (Fig. 2). Basal and PMA-stimulated phos-

phorylation are blocked by the protein kinase inhibitors staurosporine and

bisindoylmaleimide, and stimulation is not produced by 4αPDD (41,43).

Other PKC activators such as the diacylglycerol analog OAG (1-oleoyl-2-

acetyl-sn-glycerol), and (−) indolactam V produced DAT phosphorylation

increases comparable to PMA (41). These data are strong evidence that activa-
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tion of PKC results in increased phosphorylation of DAT, although whether

this occurs directly by PKC or by a kinase downstream of PKC is not known.

Phosphatase inhibitors also strongly increase DAT phosphorylation (41).

In fact, in synaptosomes, basal and PMA-stimulated phosphorylation of

DAT are difficult to observe without inhibition of phosphatases. This sug-

gests that in the brain, DAT phosphorylation levels are suppressed by robust

dephosphorylation, and indicates that phosphatases are crucial elements

in the regulation of the DAT phosphorylation state. The ability of PMA to

stimulate phosphate incorporation in the presence of OA demonstrates that

the effects of these compounds on DAT phosphorylation are additive (Fig. 2).

Fig. 2. In vivo phosphorylation of DAT. Rat striatal synaptosomes were meta-

bolically labeled with 
32

PO
4
, then treated with 10 µM OA or 10 µM PMA for the

indicated times. PMA-treated samples received OA for the entire labeling period.

Samples were subjected to immunoprecipitation with a DAT-specific antibody followed

by SDS–polyacrylamide gel electrophoresis and autoradiography (41). Molecular

weight standards are shown in kDa. (Reproduced from ref. 41 with permission).
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Okadaic acid increases DAT phosphorylation with rapid kinetics similar

to those of PMA (Fig. 2), showing that endogenous dephosphorylation is

rapid. Inhibition of DAT dephosphorylation requires micromolar concentra-

tions of OA and calyculin, doses more compatible with inhibition of protein

phosphatase 2B than PP1 or PP2A (49). However, DAT phosphorylation was

not affected by the PP2B inhibitor cyclosporin A (41); therefore, these results

are inconsistent with known patterns of phosphatase activity and/or could

indicate the action of multiple phosphatases. Because phosphatases as well

as kinases are subject to strong regulation (49), determining the identity of the

phosphatases which dephosphorylate DAT may be as critical to our under-

standing as the identification of the kinases that drive its phosphorylation.

Relationship of DAT Phosphorylation

and DA Transport Regulation

Comparison of PKC-induced DAT phosphorylation and DA transport reduc-

tion shows the existence of a close correlation between the two and indi-

cates the potential for DAT function to be regulated by its phosphorylation

state. In both LLC-PK
1 
cells and synaptosomes, all conditions that stimulate

DAT phosphorylation lead to decreased DA transport, and conditions that

are neutral for, or block, phosphorylation have no effect on uptake (41,43).

DAT phosphorylation and transport inhibition show good agreement with

regard to time-courses, dose responses, inhibitor characteristics, and addi-

tivity of OA and PMA (Table 2 and Fig. 2). The finding that OA and PMA

are additive for both transport inhibition and DAT phosphorylation is com-

patible with the signal for transport regulation being the phosphorylation

state of DAT rather than that of an accessory protein.

The similarities found between cultured cells and brain in functional regu-

lation and DAT phosphorylation suggest that cell lines will provide good

model systems for examining these properties. However, some differences

between these systems have been observed that may be indicators of impor-

tant regulatory properties. As mentioned earlier, PMA reduces transport to

a greater extent and at a lower dose in cells than in brain. This is paralleled

by DAT phosphorylation, which was stimulated in cells at lower PMA concen-

trations than in the brain. The two systems also showed differential responses

to okadaic acid, which produced a more pronounced stimulation of DAT phos-

phorylation in brain than in cells, possibly indicating that DATs undergo

more robust dephosphorylation in the brain. This could explain the lesser

extent of PMA-induced transport reduction obtained in brain compared to

other systems, as stronger dephosphorylation of DAT may counteract the

inhibitory effects of kinases. Other differences that might exist between cell
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systems and brain that could lead to regulation differences include phospho-

rylation sites and stoichiometry. These known and potential variables high-

light the need to carefully characterize phosphorylation properties obtained

in model systems prior to projecting mechanistic conclusions to the brain,

as well as for the eventual purpose of using transfected cells to characterize

DAT phosphorylation mutants.

At present, we do not know if DAT phosphorylation is involved with the

other signaling pathways that regulate transport. Preliminary examination

showed no enchancement of DAT phosphorylation after treatment of synap-

tosomes with forskolin or 8-Br-cAMP (41), but this clearly needs additional

evaluation in light of the recent cAMP findings (36). Examination of DAT

phosphorylation in response to the other compounds known to regulate

uptake has not yet been reported, and is necessary to understand their mecha-

nisms of action, keeping in mind that these other second messengers may

alter DA transport in ways not involving DAT phosphorylation.

Phosphorylation Site Mutagenesis

Another important strategy for assessing involvement of phosphorylation

in neurotransmitter transporter function is to mutate candidate phosphory-

lation sites to nonphosphate acceptor alanines and examine transport for

loss or attenuation of protein-kinase-induced effects. This has been done for

GABA transporter serines 24, 26, 562 (55) and for the GLYT1b glycine

transporter residues T19, S239, T590, and S625 (56), but none of these muta-

tions performed singly or in combination altered the response of the trans-

porters to PMA. Lack of effect may indicate that the sites are not involved in

phosphorylation, or that multiple sites are involved and mutation of the indi-

cated sites was insufficient to affect the overall response. However, these

studies did not include phosphorylation analysis, so it is not known if the

relevant residues were targeted.

There is only one preliminary report (57) describing mutation of all PKC

consensus sites in the DAT. This mutant responded to PMA with DA uptake

downregulation in the same manner as wild-type DAT, but phosphorylation

analysis has not been performed yet to rule out other potential nonconsensus

phosphorylation sites. The identification of DAT phosphorylation sites is a

subject of current research. The rDAT primary sequence contains 14 serines

and 10 threonines on putative intracellular aspects of the protein that could

serve as phosphate acceptors for the serine/threonine kinases examined in

these studies (Fig. 1). However, the large number of sites in conjunction with

possible multisite phosphorylation makes it unlikely that a strictly molecu-

lar approach will succeed in identifying the appropriate sites. Phosphoamino
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acid analysis indicates that the vast majority of PMA-stimulated phosphate

incorporation occurs on serines (R. Vaughan, unpublished result), potenti-

ally eliminating threonines as likely candidates for major regulatory effects

for this pathway. In addition, although four tyrosines are present on the pre-

sumed intracellular aspects of DAT, phosphotyrosine was not detected.

Evidence for Endogenous DAT Phosphorylation

The above-described phosphorylation studies were done with exogenous

treatments intended to drive maximal DAT phosphorylation, but such

studies do not address the potential physiological control or set point of

this process. The basal phosphorylation of DAT observed in synaptosomes

shows that phosphate incorporation occurs in native tissue in the absence of

exogenous treatments (41), but the stoichiometry and regulation of phos-

phate levels by physiological stimuli is not understood.

Although this aspect of DAT phosphorylation has not yet been directly

investigated, some observations may be relevant. Two lines of evidence have

shown that DATs derived from brain are more acidic than predicted by amino

acid sequence. Although the calculated isoelectric point (pI) of DAT is

nearly neutral (7.05), we observed that isoelectric focusing (IEF) of photo-

affinity-labeled rat striatal DAT resolves the protein into multiple acidic

isoforms of pI 5.5–6.8 (58). Removal of negatively charged sialic acids by

deglycosylation did not restore the protein to a neutral form, compatible

with the negative charges being a consequence of phosphorylation. Another

indication that native DATs possess heterogenous negative charge is the

ability of detergent-solubilized rat and primate striatal DATs to be adsorbed

by anion-exchange resins (10,13), and resolve into multiple components by

graded elution (10). Neither IEF nor chromatography identified DAT forms

that were neutral, showing that all or most DAT polypeptides in the brain are

negatively charged. Finally, DATs visualized on SDS gels by photoaffinity

labeling and Western blotting also frequently display a pattern of multiple

isoforms (59). This is a common property of phosphoproteins, and phospho-

rylated DATs at times display an upward shift in migration on gels (41,43),

indicating the potential for the variable electrophoretic mobility of these

DAT bands to reflect isoforms differentially phosphorylated in vivo.

Summary of Phosphorylation Studies

These data indicate the potential for robust and complex protein-kinase-

mediated regulation of DA transport and possibly other DAT functions to be

mediated by direct phosphorylation of the protein. Transporter phosphory-

lation may be a property common for transport control of many neurotrans-

mitters, as serotonin transporters (SERTS) and VMATs expressed in cells
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are also phosphorylated in vivo (60,61). Many aspects of this phenomenon

remain to be investigated, including identification of the specific kinases

and phosphatases that act on the protein, identification of sites and stoichi-

ometry of phosphorylation, elucidation of endogenous control of phosphory-

lation/dephosphorylation, and analysis of potential crosstalk or convergence

of various signal transduction pathways. However, it should be kept in mind

that rigorous establishment of a link between DAT phosphorylation and DA

transport regulation by site-directed mutagenesis has not yet been accomplished,

leaving open the possibility that these phenomena are not directly related.

MECHANISM OF TRANSPORTER

REGULATION AND RELATIONSHIP TO COCAINE

The mechanisms by which DAT phosphorylation is translated into func-

tional upregulation or downregulation of DAT activities are not under-

stood. Alteration of transporter activity can be hypothesized to occur by an

increase or decrease in the number of transporters at the cell surface or by a

change in DAT binding or transport efficiency. Evidence is accumulating

that kinase-induced changes in activity of DAT (45,48), as well as that of

SERTs, norepinephrine transporters (NETs), and GATs (55,62,63), are accom-

panied by redistribution of transporters between the plasma membrane and

intracellular compartments. The evidence for direct change in DAT cata-

lytic properties is less compelling, but the possibility still remains that trans-

port may be controlled by multiple coincident processes in a manner similar

to the complex events leading to desensitization and downregulation of G-

protein-coupled receptors (64). The molecular mechanisms underlying regu-

lation of DAT functions have clear implications for various activities and

actions of cocaine.

Regulation of Surface Expression

Two studies have specifically examined the relative distribution of cell-

surface and internal DATs with respect to functional regulation. In oocy-

tes, DAT surface expression response to PMA was examined by comparing

[
3
H]mazindol binding in whole cells and homogenates (48). In intact oocytes,

PMA treatment strongly reduced DA transport, transport-mediated currents,

and [
3
H]mazindol binding by about 90%. However, when binding was assessed

in PMA-treated oocytes that were broken prior to assay, the binding activity

detected displayed the same B
max 

and affinity as untreated controls. This

suggests that the PMA-induced reductions in transport, current, and binding

are all a consequence of DAT internalization rather than loss of binding

affinity or alteration of transport catalytic properties (48). Similar results
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were found when DAT surface expression in Sf9 cells was monitored with

confocal microscopy (45). PMA induced a 60% inhibition of uptake and a

concomitant relocalization of DAT immunofluorescence from plasma mem-

brane to intracellular compartments, consistent with internalization. Con-

versely, treatment with Rp-cAMPS, which increased DA transport activity,

induced a recruitment of DAT immunostaining to the plasma membrane.

These results support the contention that uptake changes induced by

kinases can be produced by membrane trafficking between intracellular com-

partments and plasma membrane. If comparable events are found to occur

in the brain, they could have profound influences on the action of cocaine.

Plasma membrane recruitment or internalization of DATs at the synapse

would change the density of cocaine binding sites, which might alter the

drug’s efficacy and result in individual variations in sensitivity to the drug.

Modulation of extracellular baseline DA levels by transport regulation could

also magnify or diminish cocaine-induced DA concentration changes,

thereby affecting associated neurophysiological events.

Alteration of Affinity

Regulation of DA transport by membrane trafficking does not preclude

the possibility of concomitant regulation by other mechanisms such as

changes in transporter catalytic efficiency. Although most second-messen-

ger treatments have not been found to alter the affinity of DAT for DA

or antagonists (Table 1), such changes have been found in some instances,

including increased K
d
 for [

3
H]CFT binding after PMA treatment (44), and

changes in the K
m

 for DA in esponse to PMA (46), AA (47), and SNP (39).

In addition, chromatographically resolved DAT charge isoforms, which may

represent differentially phosphorylated DAT populations (see Evidence for

Endogenous DAT Phosphorylation), display modest differences in cocaine

and dopamine binding parameters (10). Because these altered binding prop-

erties were detected in detergent-solubilized DAT samples (10), membrane

trafficking mechanisms presumably did not contribute to the results, and

these findings may be consistent with direct alterations of transporter bind-

ing affinities induced by phosphorylation. Together, these results may be

indications that changes in catalytic properties or mechanisms other than

membrane trafficking contribute to regulation of DAT actions. The possible

alteration of DAT affinity for cocaine by phosphorylation has direct impli-

cations for the drug’s physiology. Acute and possibly chronic increases or

decreases in DAT affinity for cocaine would affect the ability of the drug to

block DA transport, leading to variabilities in extent of drug-induced DA

overflow and subsequent downstream responses.
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Reversibility of Regulation

Very little attention has been paid to the fate of upregulated or down-

regulated DAT, although this point has great relevance to the physiology of

the response. Two attempts to demonstrate reversibility of PMA regulation

of DAT by washing PMA-treated synaptosomes or oocytes were negative

(42,48). However, because lipophilic phorbol esters are notoriously diffi-

cult to remove by washing out, we do not know if their use masks what

would otherwise be a rapidly reversible inhibition of transport or if these

findings are an accurate indication of slow recovery from functional down-

regulation. On the other hand, the recent results showing occurrence of

cAMP effects at treatment times of 1 min but not 15 min (36) indicates

either a rapid reversibility or desensitization of cAMP-induced transport upreg-

ulation. The time-course of reversibility is also an interesting point relative

to the action of cocaine. If PKC-induced downregulation is only slowly

reversible, reduction in DAT function produced by internalization or loss of

affinity could produce effects longer-lasting than the metabolic persistence

of the drug. Thus, if cocaine was administered at a time when DATs were

already downregulated by a PKC-linked physiological stimulus (see the next

subheading), the drug might be metabolically cleared before the downreg-

ulation could reverse. This would potentially reduce interactions between

DAT and cocaine and lead to suppression of drug effects.

Endogenous DAT Phosphorylation and Regulation

We currently have little information regarding the types of physiological

stimuli that provide the endogenous control for DAT phosphorylation and/

or functional regulation. This issue is of utmost importance to our under-

standing of the relevance of these phenomena to normal neurophysiology,

dopaminergic neurodegeneration, and mechanisms of drug abuse. Potential

candidates for physiological control are receptors that couple to PKC and

possibly to other effectors such adenylate cyclase, keeping in mind that, as

yet, there is no direct evidence linking pathways other than PKC to phos-

phorylation of DAT.

The potential involvement of DA receptors in regulating DAT phospho-

rylation is of great interest, as this could provide a dopaminergic feedback

mechanism for regulation of dopamine transport (Fig. 3). Evidence in sup-

port of acute dopaminergic control of DAT function comes from studies

showing that activation of D2 receptors increases striatal DA transport (36,65),

although the biochemical basis for this finding and potential relationship to

DAT phosphorylation are not understood. Although it is well established

that dopamine receptors are coupled to adenylate cyclase and PKA (66),



394 Vaughan

there is also evidence linking DA receptors to inhibition of PKC activity

(67) and to activation of phospholipase C and inositol phosphate production

(66,68). The potential for the D2 receptor stimulation of DA transport to be

mediated by PKA is not clear, as activation of D2 receptors inhibits adeny-

late cyclase and decreases cAMP levels (66), but it produces the same trans-

port increases as cAMP analogs and forskolin (36). Speculation on possible

PKC involvement with dopamine control of DAT function is also fraught

with uncertainties. D
2
 receptor stimulation of DA transport may be con-

sistent with DA receptor-induced inhibition of PKC activity (67), which

would lead to decreased DAT phosphorylation and increased transport activ-

ity (Fig. 3B, center). However, if DA receptors increase inositol phosphate

production (66,68), this would activate PKC, leading to increased DAT phos-

phorylation and reduced transport activity (Fig. 3A, center).

At present, there is no clear biochemical explanation for dopaminergic

regulation of DAT function, and further experiments will be required to

clarify the relationships between DA receptors, PKA, PKC, and DAT

phosphorylation. However, a DA receptor–DAT phosphorylation link would

also present a potential mechanism for cocaine involvement in control of

DAT activity via the drug’s ability to alter DA levels (Fig. 3). DA overflow

induced by cocaine would activate DA receptors and, depending on the direc-

tion of DA receptor–kinase coupling, would lead to increased or decreased

DAT phosphorylation, and increased or decreased DA clearance. If DA

receptors are positively coupled to PKC (Fig. 3A), the resulting increases in

DAT phosphorylation might exacerbate the effects of cocaine by reducing

the DA transport capability of DATs not occupied by the drug (Fig. 3A,

right). Conversely, if DA receptors are negatively coupled to PKC, the sub-

sequent reduction of DAT phosphorylation following cocaine-induced acti-

vation of DA receptors would dampen the drug effect by increasing the

transport activity of non-cocaine-occupied transporters (Fig. 3B, right).

Additional or alternative feedback scenarios for DAT function and cocaine

action can be envisioned if DA receptor control of DAT phosphorylation is

found to occur via PKA.

Aside from dopamine itself, there are many examples of neurotransmitter

and drug abuse treatments which alter brain dopamine levels and/or DA

transport activity. Although some of these effects may be mediated through

activation of neural circuits rather than through second messengers, their

potential relationship to DAT phosphorylation can be tested. DAT phospho-

rylation may also represent a point of convergence for second-messenger

signaling initiated by multiple receptors and receptor types, resulting in highly

integrated control of DA transport, and individual variations in activity of
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Fig. 3. Hypothetical dopaminergic feedback control of DA transport via PKC-

induced DAT phosphorylation, and potential involvement of cocaine. Active and

inactive DATs are represented with or without dopamine in the transport channel;

phosphorylated DATs (P) are shown as being inactive. Relative activity of PKC is

indicated by size of arrows. Not shown are synaptic vesicles or potential internal-

ization of DATs. (A) Scenario in which activation of DA receptors increases PKC

activity; left: neuron exhibiting a basal level of DAT phosphorylation and interme-

diate level of DA uptake; center: DA binding to presynaptic DA receptors activates

PKC, leading to increased DAT phosphorylation and decreased DA uptake; right:

presence of cocaine augments extracellular DA, leading to activation of additional

DA receptors, further increases in PKC activity and DAT phosphorylation, and fur-

ther reductions in transport activity of non-cocaine-occupied DATs. (B) Scenario in

which activation of DA receptors decreases PKC activity; left: neuron exhibiting a

basal level of DAT phosphorylation and intermediate level of DA uptake; center:

DA binding to presynaptic DA receptors inhibits PKC, leading to decreased DAT

phosphorylation and increased DA uptake; right: presence of cocaine augments extra-

cellular DA, leading to activation of additional DA receptors, further reductions in PKC

activity and DAT phosphorylation, and increased transport activity of non-cocaine-

occupied DATs.
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DAT kinases and phosphatases may be factors contributing to differential

cocaine susceptibility.

SUMMARY

There is now considerable evidence that DA transport undergoes acute

kinase-induced regulation in both positive and negative directions. For pro-

tein kinase C, phosphorylation studies are compatible with regulation of

transport occuring by direct phosphorylation of DAT; for other second mes-

sengers, the relationships between DAT phosphorylation and transport regu-

lation remain unknown. The rapid time-courses found for upregulation and

downregulation of DA transport are compatible with receptor-mediated pro-

cesses that would provide neurons with the capability for fine temporal and

spatial control of synaptic dopamine concentrations.

The molecular events leading to regulation of transport and antagonist

binding remain to be elucidated. The current evidence is complex, and even

contradictory, possibly reflecting responses unique to specific transporter

homologs, the particular activity assayed, actions of different kinases, or

differential responses due to the type of system being utilized. These dis-

crepancies highlight the rudimentary nature of our understanding of these

processes and indicate the need for additional research to elucidate trans-

porter phosphorylation characteristics and significance, both with relation-

ship to normal neurophysiology and to mechanisms of drug abuse.
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INTRODUCTION

Midbrain dopamine (DA)-containing neurons have effects on a number

of distinct behavioral functions, including sensorimotor integration, motiva-

tion and affect, and cognition. Disruption of normal DA cell function occurs

in Parkinson’s disease, neuropsychiatric disorders, and psychostimulant depen-

dence. Drugs of abuse and dependence, such as cocaine and amphetamines,

act as psychostimulants in humans. Psychiatric complications of cocaine and

amphetamine include paranoia, agitated delirium, delusional disorder, and

the depressed mood and dysphoria associated with abrupt withdrawal. Amphet-

amine psychosis and cocaine arousal and reinforcement are presumed con-

sequences of the stimulation of the mesolimbic DA pathway (for a review,

see ref. 1).

The mesolimbic DAergic system plays a primary role in mediating the

rewarding effects of most abused drugs (for a review, see ref. 2). Cocaine

mediates its powerful reinforcing effects by binding to specific recognition

sites on the DA transporter (DAT) protein (3). The DAT is a cell-specific pro-

tein that controls extracellular levels of DA through the rapid reuptake of

released DA into the presynaptic terminal. Identification and cloning of the

gene for the DAT has provided insight into the molecular mechanism of DA

reuptake inhibition by cocaine binding to the transport carrier (4–7). The

molecular cloning of monoamine transporters (for a review, see ref. 8), along

with the increased availability of highly specific radioactively tagged ligands

have provided new tools to study the regulation of DAT in autopsy studies

of cocaine abusers. The characterization of cDNAs and gene sequences from

rat, bovine, and human brain has greatly facilitated studies of DAT struc-

ture–function relationships and gene transcript regulation. This chapter will
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discuss the regulatory effects of cocaine on DAT mRNA content in human

midbrain DA neurons from cocaine-overdose victims.

MOLECULAR CHARACTERIZATION

OF THE HUMAN DOPAMINE TRANSPORTER

The recent cloning and expression of the human DAT gene has provided

extensive information on structure–function relationships of the DAT

protein (4,5,9). The cloned DAT cDNA encodes a single polypeptide strand

of 620 amino acids, which corresponds to a protein of 68,517 Daltons (5).

The cDNA encodes consensus sites for glycosylation and phosphorylation,

suggesting that secondary processing may contribute to the regulation of the

transport protein. Like other neurotransmitter carriers, the predicted struc-

ture of the DAT based on hydropathicity analysis suggests the presence of

12 transmembrane domains with an intracellular N-terminus and C-termi-

nus (5). Across transmembrane regions, DAT shares 68% identity with the

norepinephrine transporter and 54% with the serotonin transporter. In addi-

tion, an aspartate residue and two serine residues, located in transmembrane

regions, directly interact with dopamine’s amino and hydroxyl groups, respec-

tively (10), and these residues are conserved across all monoamine trans-

porters (11). The high homologies in the regions forming the “uptake site”

may be responsible for the inability of various drugs to distinguish among

these three different transporters.

Expression of the cloned DAT in COS-7, mouse fibroblast or glioma cell

lines (4–6) afforded biochemical characterization of saturable, Na
+
- and Cl

−
-

dependent DA transports. Psychotherapeutic drugs (mazindol, nomifensine,

and tricyclic antidepressants), drugs of abuse (including cocaine, d-amphet-

amine, and phencyclidine [PCP]), and neurotoxins (6-hydroxydopamine and

MPP
+
, the active metabolite of MPTP) are known to bind with high affinity

to DAT (2,12,13). The pharmacological profile observed for inhibition of

binding of the cocaine congeners in human striatum agrees with the values

observed for inhibition of DA uptake and radiolabeled WIN 35,428 binding

to the cloned human DAT (14). Localization of DAT in brain tissue has been

studied by functional uptake, radioligand binding to DAT protein, and in

situ hybridization of DAT message; yet many questions remain about the

precise location and role of transporters in DAergic circuits.

IN SITU HYBRIDIZATION OF DAT

GENE EXPRESSION IN HUMAN MIDBRAIN

The DAergic systems in brain comprises three distinct pathways, includ-

ing the nigrostriatal, mesocortical, and mesolimbic projections. The nigro-
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striatal pathway originates in the substantia nigra pars compacta and termi-

nates in the striatum. The mesolimbic pathway ascends from cells located in

the ventral tegmental area (VTA) and projects to the limbic sectors of the

striatum, amygdala, and olfactory tubercle. The mesocortical pathway origi-

nates in the VTA and terminates within particular sectors of the cerebral

cortical mantle, including the prefrontal, cingulate, and entorhinal cortices

(15). Autoradiographic visualization of the distribution of DAT indicates

that the topographic distribution of the transport carrier correlates well with

DA innervation. The highest densities are localized to nigrostriatal termi-

nals, with moderate densities in the mesolimbic terminals and low densities

in the mesocortical terminals (16,17).

The regional distribution of the DAT varies depending on the choice of

probe and the target (message or protein). In situ hybridization studies have

shown a restricted distribution of DAT mRNA. DAT mRNA is localized

only in the DA-containing cell bodies of the substantia nigra, VTA, and the

retrorubral cell groups (18). Abundant DAT mRNA is found within the human

substantia nigra pars compacta (Fig. 1), which contains the cell bodies that

project primarily to the motor sectors of the striatum, corresponding to an

increased gradient of DAT protein expression. The primate and human stria-

tum is organized into distinct neurochemical compartments termed patch

Fig. 1.  DA transporter mRNA in human midbrain visualized by in situ hybrid-

ization. Panel (A) shows the Nissl-stained section for delineation of nigral DA-

containing cell bodies. Panel (B) illustrates numerous cells within the pars compacta

of the substantia nigra intensely labeled with the hDAT1-derived 
35

S-labeled anti-

sense RNA probe. Control subject, age 29 yr. Abbreviations: lgn, lateral geniculate

nucleus; RN, red nucleus; sn, substantia nigra; th, thalamus.
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(striosome) and matrix (19). The DAergic terminals within the patch arise

from cell bodies localized to the substantia nigra pars compacta, whereas

the DAergic projections to the matrix compartment originate from the VTA

(rostrorubral area) and the substantia nigra pars compacta (18,19). In the

striatum, matrix-directed neurons have the lowest level of DAT mRNA, but

the DA terminals in the matrix of the striatum maintain the highest density

of DAT binding. These results suggest that there may not be a precise corre-

lation between mRNA and ligand binding to the DAT protein (18).

REGIONAL VARIABILITY AND THE EFFECT

OF AGE ON THE HUMAN DAT mRNA

Reductions in DA and DA-related synaptic markers in the striatum are

known to contribute to the cognitive and motor deficits associated with nor-

mal aging. Although cocaine, unlike methamphetamine, does not appear

to be neurotoxic in experimental animals (20), this question has not been

resolved fully in the human. In the postmortem human striatum, a pro-

gressive decrease in DAT density with age has been demonstrated using

[
3
H]GBR 12935 (13,21–23). Decreases in DAT density of 75% and 65%

were reported for subjects ranging from 19 to 100 yr (21) and from 18 to 88

yr (13), respectively. In vivo imaging of the DAT with cocaine and cocaine

congeners ([
11

C]cocaine [24] and [
123

I]β-CIT [25]), and “classical” DAT

inhibitors ([
11

C]nomifensine [26]) also demonstrated a decline of DAT

with increasing age. Using [
11

C]cocaine, a gradual decline in the density

of cocaine recognition sites was detected over an age range of 21–63 yr

(24). Using [
123

I]β-CIT, a 51% decline in DAT density was observed over

an age range of 18–83 yr (25). A decrease in the [
11

C]nomifensine striatum/

cerebellum ratios was observed over an age range of 24–81 yr (26). Taken

together, in vivo imaging with a variety of radiotracers demonstrates age-

related declines in DAT density that occur at a rate of approx 10% per decade.

It is unclear whether chronic cocaine abuse may cause accelerated senes-

cence of DAergic neurons.

In keeping with the marked decline in DAT with normal aging, studies

of the mRNA encoding the DAT demonstrated a profound loss of DAT

gene expression in DA-containing substantia nigra neurons with increasing

age (11). The age-related decline in DAT mRNA was the result of both a

decrease in the abundance of DAT mRNA per DA cell as well as a decrease

in the total number of cells expressing DAT mRNA. The midbrain regions

exhibiting the greatest cellular abundance of DAT mRNA in younger sub-

jects had the greatest loss of DAT mRNA with age (27). These results indi-

cate that the changes in DA neurotransmission seen in normal aging may be
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related to altered DAT gene expression. Although a precipitous age-related

decline (>95% in subjects >57 yr age) was reported for DAT mRNA, the

mRNA for tyrosine hydroxylase (another phenotypic marker of DA neu-

rons) decreased linearly with age (28). Unbiased stereological cell counting

using a monoclonal antibody against the DAT demonstrated an age-related

reduction in the number of substantia nigra DAT immunoreactive neurons

(29). The lack of a correspondence between mRNA content and ligand bind-

ing to the DAT protein may indicate possible differential regulation of DAT

mRNA and protein with normal aging.

At present, it is not known if this decline inDAT density corresponds to a

loss of DA nerve terminals or to a decrease in the number of DAT expressed

by aging DAergic neurons. Comparable changes in DAergic presynaptic

and postsynaptic markers and DAT densities suggest that the decline in DAT

labeling may be the result of reduced integrity of DAergic projections (13).

Age-related decreases have been shown for tyrosine hydroxylase (28), striatal

DA content (30,31), and DA D
1
 and D

2
 receptors (13). This decrease in DA

synaptic markers suggests that the observed decrease in DAT density with

normal aging may be the result of actual loss of DA neurons and terminals.

Alternatively, if the DAT is regulated by synaptic DA content, the decrease

in DAT density may be a compensatory response to the age-related decline

in neurotransmitter content and turnover.

QUANTITATION OF DAT mRNA:

EFFECTS OF COCAINE TREATMENT AND

WITHDRAWAL IN RODENT MODELS OF COCAINE ABUSE

Chronic cocaine treatments do not appear to have the marked neurotoxic

effects like those produced by amphetamine on DA and serotonin neurons

(for a review, see ref. 32). In fact, most preclinical studies have shown no

reduction in radioligand binding to the DAT following chronic treatment of

rats with cocaine, suggesting that DA terminals remain intact. Daily passive

administration of cocaine for 10 d had no effect on binding to DA (33), norepi-

nephrine, or serotonin (34) uptake sites. Continuous infusion of cocaine for

7 d also had no effect on the number of DAT binding sites (35). However,

withdrawal from repeated administration of cocaine produces an decrease in

transporter binding in the rat nucleus accumbens (36). Because this decrease

only occurs after withdrawal from the drug, it is likely to be a compensatory

mechanism related to some other, earlier drug effect.

Many experimental cocaine treatment paradigms have been developed as

animal models of human cocaine abuse and it has been reported that the

dose, route, and frequency of administration influence the effects of chronic
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cocaine on DAT densities. Chronic treatment of rats with intermittent doses

of cocaine demonstrated a twofold to fivefold increase in the apparent

density of [
3
H]cocaine and [

3
H]BTCP binding in the striatum (37). Rats

allowed to self-administer cocaine in a chronic unlimited access paradigm

had significant increases in [
3
H]WIN 35,428 binding when the animals were

sacrificed on the last day of cocaine access (38). Rabbits and mice treated

chronically with cocaine show an elevation in the density of [
3
H]WIN 35,428

binding sites in the caudate (39,40).

The inhibition of DA uptake by cocaine is altered in both the nucleus

accumbens and caudate putamen following 7 d of chronic continuous cocaine

administration (35). Daily cocaine injections (15 mg/kg/d × 3 d) lead to a

decrease in total dopamine uptake in the nucleus accumbens, with no change

in the caudate putamen (41). In contrast, a regimen of escalating doses over

a 10-d period produces a transitory increase in DA uptake in the nucleus

accumbens (42).

There have been few reports of the effects of chronic cocaine on the

expression of DAT mRNA in brain and the results, like those in binding

studies, are variable. A number of different treatment paradigms have been

used to study the effect of cocaine exposure on DAT mRNA content. These

differences have included variable time courses for cocaine administration,

doses, and withdrawal times (Table 1). Because of these differences across

studies, it has proven difficult to draw relevant conclusions about DAT

mRNA regulation with chronic cocaine based on these rodent studies.

Table 1

Effect of Cocaine Treatment

on the Regulation of DAT mRNA in Rodent Models

Time after

Cocaine treatment paradigm last dose        Method Effect Ref.

15 mg/kg ip, 2X daily 6.5 d 4 h Ribonuclease >40% ↓ in SN 45

protection assay  normal by 72 h

1 mg/kg iv, 10 d In situ hybridization 22–36% ↓ in 43

2 wk (except weekends), VTA

1 injection every 12 min

for 2 h daily

10 mg/kg daily,  8 d 1 h In situ hybridization No change 44

15 or 25 mg/kg daily,  8 d 1 h In situ hybridization 20% ↓ in SN 44

and VTA

15 mg/kg i.p, 3X daily 4 h In situ hybridization 9–12% ↓ in SNc 46

(spaced 1 h apart), 14 d and parabrachial

pigmentosis

15 mg/kg ip, 3X daily 10 d Solution No changes in 47,48

(spaced 1 h apart), 14 d hybridization  SN or VTA
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One of the earlier reports of alterations in DAT mRNA was in rats treated

with 1 mg/kg cocaine iv every 12 min over a 2-h period for 2 wk (43). This

regimen was chosen to mimic self-administration patterns; however, the ani-

mals were treated only during the work week (i.e., Monday through Friday),

which meant that there was a 2-d withdrawal period in the middle of the

study. However, 10 d after the last cocaine treatment, there was a decrease

in DAT mRNA measured in the VTA (43). Reduction in DAT mRNA was

approx 20% in substantia nigra (SN) and VTA in rats 1 h after the last of

eight daily ip injections of cocaine (either 15 or 25 mg/kg) (44). This change

was a dose-related effect with no significant change in mRNA levels in rats

treated with passive injections of lower doses of cocaine (10 mg/kg/d).

In this study, DAT binding was measured in parallel with mRNA and no

changes were observed for [
3
H]mazindol binding sites (44). These findings

demonstrated a lack of a correlation between message and radioligand bind-

ing sites. The most significant alteration in DAT mRNA was reported for

rats injected with cocaine (15 mg/kg × 2 for 6.5 d) and killed 4 h after the

last injection. In this study, a >40% decrease in DAT mRNA was observed

in the substantia nigra pars compacta (SNc) (45). This reduction appeared to

be a transient effect, with mRNA levels returning to normal by 72 h after the

last injection of cocaine. In contrast, a longer treatment period of 14 d of

repeated cocaine administration (three injections daily of 15 mg/kg ip spaced

1 h apart) produced nominal reductions in mRNA content. In situ hybrid-

ization studies showed small, albeit significant decreases (9–12%) in DAT

mRNA in SNc and parabrachial pigmentosis 4 h after the last injection (46).

Ten days after withdrawal from this same cocaine treatment paradigm, there

were no significant alterations in DAT mRNA in SN or VTA (47,48). It is

not known whether these differences are dose related, or the result of the

markedly different withdrawal times, or reflect the different methods used

to measure mRNA content (Table 1). In the first study, in situ hybridization

afforded the visualization of discrete regional changes (46), whereas the use

of solution hybridization and Northern blotting in the second study may not

have detected subtle changes over subfields of DA cell groups (47,48) (for a

review, see Table 1).

Although it is difficult to draw definitive conclusions from rodent studies

on the effects of cocaine on DAT mRNA, decreases in DAT mRNA in DA

cell body regions appear to occur as an early adaptation to cocaine exposure.

This observation in based on the greater magnitude of this effect following

shorter (44,45) rather than longer (46) cocaine treatments. In addition, this

effect of cocaine exposure appears to be transient, as DAT mRNA levels

return to normal within several days after cessation of the treatment (45–48).
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An interesting finding is that amphetamine appears to have an effect oppo-

site to that of cocaine on DAT mRNA. Two studies have reported increases

in DAT message following amphetamine treatment. In the first, rats were

injected daily with amphetamine (2.5 mg/kg) for 5 d. Seven days later there

was an increase in DAT mRNA in both the VTA and SN (49). Similarly,

after 3 d of withdrawal from 5 d of amphetamine injections (5 mg/kg ip),

DAT mRNA was increased in rostral VTA and SN (50). No changes in DAT

mRNA content were seen after 14 d of withdrawal. These observations also

suggest that changes in DAT mRNA in response to low-dose amphetamine

exposure may not be long lasting.

DOPAMINE TRANSPORTER mRNA

IN AUTOPSY STUDIES OF CHRONIC COCAINE USERS

Although it is unclear exactly how the DAT protein regulates to alter the

intensity and duration of DAergic neurotransmission, transcriptional regula-

tion of transporter expression, increased membrane trafficking, and altered

phosphorylation states of the DAT protein are possible mechanisms (51).

Cocaine congeners bind to two sites on the DAT, one of which mediates

high-affinity DA uptake (6). High-affinity cocaine binding sites on the DAT

protein are increased in cocaine overdose victims (52–54), although it is not

known if this increase is correlated with a change in transporter function or

gene product expression. In contrast to these findings, the apparent density

of high-affinity cocaine binding sites in victims of agitated cocaine delirium

were unchanged from control values, suggesting a defect in the ability of the

transporter to regulate synaptic DA levels with a cocaine challenge (14,55).

Our group has used semiquantitative reverse transcriptase–polymerase chain

reaction (RT-PCR) to assess whether chronic cocaine use leads to regula-

tory alterations in the expression of DAT mRNA in the substantia nigra from

cocaine-overdose victims. These analyses were feasible because of the post-

mortem stability of human brain mRNAs (56,57). In fact, human DAT mRNA

has been shown to be translationally active postmortem (58).

In these studies, cocaine fatalities were grouped into cocaine overdose (CO)

deaths (a death attributed to the toxic effects of cocaine alone or cocaine in

combination with alcohol) or CO cases presenting with preterminal excited

delirium (ED; a syndrome marked by intense paranoia, increased body

strength, bizarre and violent behavior, and hyperthermia) as described previ-

ously (55,59). Postmortem human brain specimens were taken at autopsy

from age-matched and drug-free control subjects and CO and ED victims.

All subjects included in the study were matched for postmortem interval

(range: 12–18 h). Medicolegal investigations of the deaths were conducted by
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forensic pathologists. Forensic pathologists evaluated the scene environment

and circumstances of death and autopsied the victim in order to determine

the cause and manner of death. The circumstances of death and toxicology

data were reviewed carefully before classifying a death as a cocaine over-

dose (55,60). In a similar manner, controls were selected from deaths not

caused by cocaine with no cocaine or metabolites detected in toxicology

screens of blood or brain tissues. All cases were evaluated for common drugs

of abuse, and alcohol and positive urine screens were confirmed by quantita-

tive analysis of blood to exclude cases from the study based on evidence of

polydrug or alcohol use prior to death. The cocaine toxicity cases selected

for the present study had evidence of a number of different variables of

chronic cocaine use based on review of the prior arrest records and treatment

admissions, as well as on pathological signs (i.e., perforation of the nasal sep-

tum). Blood cocaine was quantified using gas–liquid chromatography with

a nitrogen detector. Frozen brain regions were sampled for quantitation of

cocaine and benzoylecgonine using gas chromatography–mass spectroscopy

techniques (61). Neuropathological analysis was done to verify the absence

of any gross or histopathological abnormalities. All cocaine-overdose cases

selected for study had cocaine and metabolite detected in the brain.

Total RNA was prepared from cryopreserved brain specimens of the sub-

stantia nigra (62) and quantified by using A
260 

values. The cDNA samples

(20 µL) were prepared by using Superscript II reverse transcriptase, total RNA

(5 µg), and oligo (dT)
12-18 

primer. Two microliters of cDNA was amplified

in a 100-µL polymerase chain reaction with 2.5 U of recombinant Taq DNA

polymerase, a-[
32

P]dCTP, and specific primers for human DAT, cyclophilin,

and actin (Fig. 2 and Table 2). DAT cDNAs were amplified along with the

housekeeping genes actin and cyclophilin, according to the method of ref.

63. RT-PCR of serial dilutions of a pooled RNA sample was used to deter-

mine the optimum number of cycles and the linear range of detection. PCR

reactions were performed on four dilutions of each cDNA sample so that at

least three replicate values were within the linear range. PCR band intensi-

ties were obtained from a Molecular Dynamics (Sunnyvale, CA) Phospho-

Imager by exposure of dried PCR gels. The measures were averaged to yield

mean DAT, actin, and cyclophilin values for each sample (mean ± SE). The

DAT/marker mRNA ratios were calculated and the differences between the

group means were determined by using the Dunnett t-test.

Actin and cyclophilin, two constitutively expressed “housekeeping”

genes in human brain, were used as marker genes to normalize the DAT

mRNA level for each case (Fig. 3). The normalized DAT mRNA levels were

represented by cDNA ratios of DAT and cyclophilin and DAT and actin
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Fig. 2. Schematic diagram illustrating the semiquantitative RT-PCR method for

measuring DAT mRNA in human midbrain. Target mRNA was reverse transcribed

to the first-strand cDNA by Superscript II reverse transcriptase (RT), using oligo

(dT) to hybridize to the 3' poly (A) tail. Template mRNA was removed by RNase H.

The first-strand cDNA was then amplified by Taq DNA polymerase with a pair of

gene-specific primers (Table 2).

compared across the brain samples and groups. These results demonstrate

that the mRNA steady-state level of the cocaine-overdose group was not

significantly different from the control group. In contrast, the mRNA levels

of cocaine-overdose victims that exhibited preterminal excited delirium
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was markedly reduced (67%, p < 0.05), as compared to age-matched and

drug-free controls (Fig. 3). A decrease in DAT message was seen also when

DAT mRNA values were normalized to actin for the ED group of cocaine

fatalities (p < 0.05).

Table 2

Primers for RT-PCR Amplication

Target gene                 Primer sequence Gene position Amplicon

DAT 5'-TCCGGCTTCGTCGTCTTCTC-3' nt#1078–1524 446 bp

5'-GATGTCGTCGCTGAACTGCC-3

Actin 5'-GCGGATGTCCACGTCACACTTCATG-3' nt#394–580 186 bp

5'-CCACCGCCGCATCCTCCTCTTCTCT-3'

Cyclophilin 5'-TCCTAAAGCATACGGGTCCTGGCAT-3' nt#280–445 165 bp

5'-CGCTCCATGGCCTCCACAATATTCA-3'

Fig. 3. DAT mRNA regulation by chronic cocaine abuse. The DAT mRNA

levels were normalized to cyclophilin and actin mRNA levels (mean ± SE). The

DAT/marker gene ratios were reduced significantly (p < 0.05) in the ED group, as

compared to the age-matched and drug-free control (CTRL) group. The ratios were

not statistically different between the CTRL and CO victims. DAT/cyclophilin and

actin ratios were expressed as percentage (%) of the control.
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Although these studies failed to demonstrate a regulatory influence of chronic

cocaine on DAT mRNAs in human cocaine abusers, DAT gene expression

was altered significantly in cocaine abusers at risk for agitated cocaine deli-

rium. If the cocaine-induced decrease in substantia nigra DAT mRNA leads

to a decrease in the expression of functional DAT protein, then the behav-

ioral effects of cocaine in this subgroup might increase with time, with

the same dose of cocaine more efficiently blocking a reduced number of

DA carrier sites. If this occurs within the mesolimbic DA neurons, it might

explain the cocaine psychosis seen for these individuals. Paranoia in the

context of cocaine abuse is common and several lines of evidence suggest

that this phenomenon may be related to the function of the DAT protein and

the phenomenon of cocaine-induced behavioral sensitization (64). Genetic

differences in the makeup of individuals who abuse cocaine may also under-

lie some of these differences in the susceptibility for adverse neuropsychiat-

ric effects to develop with chronic cocaine abuse (64).

The differential effects seen for DAT mRNAs in cocaine-overdose vic-

tims presenting with or without preterminal excited delirium may be a state

or trait marker for these subgroups of cocaine abusers. The regulation of

ligand binding to the DAT has been examined previously in fatal cocaine-

overdose and excited cocaine-delirium victims using radioligand binding

and in vitro autoradiography. Autoradiographic mapping with a single con-

centration of the cocaine congeners [
3
H]WIN 35,428 and [

125
I]RTI-55 failed

to demonstrate an elevation in the apparent density of the DAT in the stria-

tum of ED subjects as compared to drug-free and age-matched control sub-

jects (14,54). In addition, saturation binding with [
3
H]WIN 35,428 and

[
125

I]RTI-55 demonstrated a significant decrease in the total number of DAT

binding sites, but no change on the number of high-affinity binding sites, for

the ED subgroup of cocaine-overdose victims (14,54,65). In contrast to these

results, cocaine-overdose victims had a marked increase in high-affinity

cocaine binding sites as compared to drug-free and age-matched control sub-

jects (54). The lack of an upregulation of cocaine recognition sites on the

DAT protein and mRNA in the ED subgroup of cocaine-overdose victims

is consistent with the possibility of a diminished capacity for DA reuptake

during a cocaine “binge.” Because the concentration of synaptic DA is

tightly regulated by reuptake mechanism(s), the decrease in DAT mRNA

content could be a molecular defect that explains the paranoia and agitated

delirium for this neuropsychiatric syndrome.
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     phosphorylating nNOS, 152
     tau, 131
Ca2+/calmodulin (CaM)-depen-

dent protein phosphatase, 152
     calcineurin, 152
Calcineurin, 152
Calcium, see Ca2+

Calmodulin (CaM)-phosphodi-
esterase (PDE), 4

     isozymes, 4
CaM K, see Ca2+/calmodulin

(CaM)-dependent kinase
CaMPDE, see Calmodulin-phos-

phodiesterase
cAMP, 4, 5, 10

cAMP/PKA cascade, 10
cAMP/PKA cascade in De-

pression, 235, 236, 285
     opioid receptors, 314
cAMP-dependent protein kinase A

(PKA), 10, 14, 16
cAMP/PKA cascade, 10

     in Alzheimer’s, 132–134, 139,
140

     in LTP, 49–54
  in Memory, 31, 32, 34, 37, 49–54,

75–79, 84, 85
     phosphorylating CREB, SRF,

SIF, 14, 16, 49, 236
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cAMP response element (CRE)
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CaRE, see Ca2+ response element
Ca2+ response element
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caspase, 178, 179, 195
CDKs, see Cyclin-dependent

kinases
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cGMP-dependent protein kinase
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Cyclin-dependent kinases
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DAG, see diacylglycerol
DARP-32, a dopamine-modulated

protein, 12
DAT, see Dopamine transporter
DFosB, see Immediate Early
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     AC, 269
     apoptosis, 256
     BDNF, 239, 240, 269
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     Ca2+, 295, 296
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     IMPase, 294, 295
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     maternal separation model,
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hypothesis, 234, 235
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     PKA, 297, 298
     PKC, 294, 298
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     stress, 223–226, 230–233, 239,
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Diacylglycerol (DAG), 5, 105, 106
     DAG/PKC cascade, 11, 12,
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Dopamine transmission
     cocaine, 329, 349, 375
     dopamine transporter, 375–396
     ethanol, 329

 in Opioid dependence, 325–331
     interaction with serotonin and

GABA, 348
Dopamine transporter
     arachidonic acid, 379, 382
     Ca2+, 381
     CaM K, 381
     cAMP, 382, 383
     channel-like properties, 377,
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     human post-mortem studies,
408–412
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     phosphorylation by PKA,
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     PKA, 379, 394
     PKC, 379–381, 383, 386, 387,

389, 394, 395
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     cocaine self-administration,
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E

Early Response Genes, see Imme-
diate Early Genes

ECT, see Electroconvulsive
therapy

Electroconvulsive therapy (ECT),
268, 269

Erectile dysfunction, 12, 156
     role of NO, 12, 156
ERK, see Extracellular regulated

kinase
Extracellular regulated kinase

(ERK), 4
     ERK-1, a MAPK isoform, 4
     ERK-2, a MAPK isoform, 4,

190

F

Fifth messengers, 8–10
     MAPK, 10
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     transcription factors, 10
First messengers, 5, 6
     adenosine, 5
     neurotransmitters,

neuromodulators,
 hormones, 5

     progesterone, 5
Fos, see Immediate Early Genes
FosB, see Immediate Early Genes
Fourth messengers, 6–8
     DFosB, 6, 8, 364, 366, 368
     Fos, 6, 8
     Fras, 6, 8, 362–366
     Jun, 6, 8
     JunB, 6, 11
     Zif/268, 6, 8
Fras, see Immediate Early Genes
     cocaine effects, 362–366

G

GC, see Guanylyl cyclase
Glycogen synthase kinase-3

(GSK-3), 131, 134, 322
G-proteins
     distribution, 3
     in Alzheimer’s, 138, 139
     in Depression, 286–292
     opioid receptors, 313, 314
     subunits, 3, 5
Growth-factor-initiated

signaling, 4
GSK-3, see Glycogen synthase

kinase-3
Guanylyl cyclase (GC), 6, 154

H

Hippocampus, 41–64, 105–125
     BDNF, 230
     cultures for Apoptosis studies,

194–197

     in Stress studies, 224–226,
233–235

     place cells, 54–59
     LTP, 157

I

IEGs, see Immediate Early Genes
Immediate Early Genes (IEGs), 4,

8, 11, 17
     c-fos, 4, 6, 8, 11, 214, 229,

362–366, 368
     c-Jun, 11, 214, 362–366
     contrasted with LEGs, 17
     DFosB, 6, 8, 364, 366, 368
     Fos, 6, 8
     FosB, 364, 366
     Fras, 6, 8, 362–366
     Jun, 6, 8
     JunB, 6, 11
     serotonin receptors, 342
     stress, 229
     Zif/268, 6, 8
IMPase, see Inositol mono-

phosphate phosphomono-
esterase

Inositol monophosphate phos-
phomonoesterase (IMPase),
294, 295

Inositol triphosphate (IP3 or
Ins[1,4,5]P3), 5

IP3 receptors in Alzheimer’s, 137
Ins[1,4,5]P3, see Inositol triphosphate
Inverted repeat element binding

protein (IRBP), 6
IP3, see Inositol triphosphate
IRBP, see Inverted repeat element

binding protein
Ischemia
     NMDA receptors, 162, 163
     NO, 162, 163
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J

JAK, see Janus kinase
Janus kinase (JAK), 13, 16
     JAK/STAT pathway 13, 16
Jun, see Immediate Early Genes
Jun B, see Immediate Early Genes

K

Kainate receptors, 207, 210

L

Late effector genes, see Late-
response genes

Late-response genes (LEGs), 17,
214, 265

Learning, see Memory, LTP,
Place cells

LEGs, see Late-response genes
Leukemia inhibitory factor (LIF), 13
LIF, see Leukemia inhibitory factor
Lithium effects in Depression

297–299
LTD, see Long-term depression
Long-term depression (LTD), 48,

90, 263, 264
     NO, 90, 157
     role of NMDA receptors, 48, 57
Long-term potentiation (LTP), 41,

263, 264
     BDNF, 270
     in Depression, 235
     NMDA receptors, 157
     NO, 90, 91
     PKA, 49–54
     relationship to Learning 41–48
     reversal, 62
     role of NMDA receptors, 47,

48, 57
LTP, see Long-term potentiation

M

MAPK, see Mitogen-activated
protein kinase

MAPK-activated protein kinase
(MAPKAP-K), 11, 16

MAPKAP-K, see MAPK-activated
protein kinase

MAPKK, see Mitogen-activated
protein kinase kinase

MAP3K, see Mitogen-activated
protein kinase kinase kinase

MARCKS, see Myristoylated
alanine-rich C kinase substrate

MEK, see MAPKK
MEKK, see MAP3K
Memory, 27–125
     amygdala kindling, 265–267
     Aplysia studies, 28–40
     BDNF, 270
     biogenic amines, 79, 84
     Ca2+/CaM-dependent adenylate

cyclase, 75, 76
     CaM K, 81
     CREB, 31, 32, 37, 78, 79
     Drosophila studies, 73–82
     hippocampus studies, 41–64,

105–125
     honeybee studies, 82–92
     NMDA receptors, 37, 38, 56
     NO, 87–92

 PKA, 31, 2, 34, 37, 49–54, 75–79,
84, 85

     PKC, 31, 85–8, 105–125
     PKC, activation-prone, 118
     place cells, 54–59
     PPI turnover, 106
     Ras, Raf, 77
Mitogen-activated protein kinase

(MAPK), 4, 10, 11, 13, 15, 16
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     ERK, 160, 190
ERK-1, a MAPK isoform, 4, 10, 13

     ERK-2, a MAPK isoform, 4, 10,
13, 190

     in Alzheimer’s, 131
     JNK/SAPK, 160
     MAPK cascade, 13
     NO, 159
     opioid receptors, 314
     P38MAPK, 160, 189
     phosphorylating PLA2, CREB,

Jun, 15, 16
Mitogen-activated protein kinase

kinase (MAPKK), 9, 10, 13
     MEK, 9, 10, 13
Mitogen-activated protein kinase

kinase kinase
(MAP3K), 4, 9, 10

     in Apoptosis, 188, 189
     MEKK, 4, 9, 13, 188
     STE11, 4
     Raf, 9, 10
MPTP, 164, 402
Myristoylated alanine-rich C

kinase substrate
(MARCKS), 298

N

Na+/Ca2+ exchanger, 211
Necrosis vs apoptosis, 212, 213
Nerve growth factor
     apoptosis, 181, 184
     NOS induction, 158, 159
     stress, 230
Neural injury
     apoptosis, 161, 192–197
     NO, 151–166
Neurofibrillary tangles (NFTs),

129, 131, 184, 192, 193

Neurodegeneration, see
Alzheimer’s disease, Neural
Injury, Parkinson’s disease

     Alzheimer’s, 162
     apoptosis, 175–198
     c-Jun, 188, 189
     Huntington’s, 162
     NMDA receptors, 207, 208
     Raf, 190
     Ras, 188, 189
Neurotrophin (NT), 13
     NT3 and NT4, 13, 230, 231
NFTs, see Neurofibrillary tangles
NGF, see Nerve growth factor
Nitric oxide (NO), 6, 7, 12, 15
     activating Ras/MAPK, 15
     AIDS, 164
     binding to GC, 154
     cell death, 160, 161
     CREB, 159
     DARP-32, 12
     DAT, 379, 382
     erectile dysfunction, 12, 156
     in Agression, 156, 157
     in Memory, 87–92
     in Neural injury, 151–166
     MAPK, 159
     MPTP, 164
     NMDA receptors, 155
     NO/PKG cascade, 12
     NO synthase (NOS), 12
     Viagra, 12
NMDA receptors, see N-methyl-D-

aspartate (NMDA) receptors
N-methyl-D-aspartate (NMDA)

receptors, 7, 37, 38
     cell death, 160, 161, 229
     in Depression, 299
     in Memory, 37, 38, 56, 260
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  in Neurodegeneration,
207, 208

     in LTP, 47, 48, 56, 158
     ischemia, 162, 163
     NO, 155, 157, 158, 159
     Ras, 159
NO, see Nitric oxide
NOS, see NO synthase
NO synthase, 12, 88, 151–153
     dephosphorylation by

calcineurin, 152
     gene, 152, 153
     isoforms, 151
     LTP, 158
     penile erections, 156
     phosphorylation by PKA,

PKC, PKG, CaM K, 152
NT3 and 4, see Neurotrophin

O

Oncostatin M, 13
Opioid dependence, 313–331
     AC, 314
     b-endorphin, 322
     cAMP, 314
     CREB, 322–325
     dopamine system, 325–331
     monoamines, 315, 329, 330
     MAPK, 314
     neuropeptides, 331
     norepinephrine, 315, 329
     opioid receptor phosphoryla-

tion, 315
     opioid receptor role, 316–322
     PPI signaling, 314
     proenkephalin, 322
     serotonin, 329, 330
Opioid receptors, 313, 314,

316–322

P

Paired helical filaments (PHFs),
129, 131

Parkinson’s disease, 290
PDE, see Phosphodiesterase
PDGF, see Platelet-derived

growth factor
Pheromones, 13
     leading to MEKK, 13
PHF, see Paired helical filaments
Phosphodiesterase (PDE)
     calmodulin-PDE, 4
     cAMP-specific, 75, 76
     cGMP-regulated, 88, 89
     in Depression, 238, 239
Phosphoinositide (PPI)

signaling, 6
     in Alzheimer’s, 134–137
     in Depression, 293–295
     in Memory, 106
     opioid receptors, 314
Phospholipase A2 (PLA2), 12, 107
     cytosolic form, 12
     in Alzheimer’s, 133
     in LTP, 107
     secreted form, 12
Phospholipase C (PLC), 6
     in Alzheimer’s, 132, 136
     opioid receptors, 314
PKA, see cAMP-dependent

protein kinase A
PKC, see protein kinase C
PKG, see cGMP-dependent

protein kinase G
PLA2, see Phospholipase A2
Place cells, see Hippocampus
Platelet-derived growth factor

(PDGF), 16
PLC, see Phospholipase C
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PPI signaling, see
Phosphoinositide signaling

Prodynorphin, 6
Proenkephalin, 322
Programmed cell death, see

Apoptosis
Prostaglandin, 154
Protein kinase C (PKC), 11, 12,

14, 15
     activating PLA2, 14
     activating MEKK, 15
     activation-prone form in

Memory, 118
     Ca2+, 105
     DAG/PKC cascade, 11, 12

DAT, 379–381, 383, 386,
387, 389

in Alzheimer’s, 133, 134,
136–138

     in Depression, 294
     in Memory, 31, 85–87, 105–125
     MARCKS, 298
     phosphorylating CREB, 236
     phosphorylating DAT, 378–381
     phosphorylating nNOS, 152
     PYK-2, 14
     subtypes, 11, 106, 136, 137
     tau, 131

translocation in Memory, 115–117
Protein phosphatase, 13
     PP1 and PP2A, 13

PP2A and PP2B in
Alzheimer’s, 131, 132

     PP2A,B and DAT, 381

Q

QTL, see Quantitative trait loci
Quantitative trait loci (QTL),

341, 369

R

Raf, a cytoplasmic serine/threonine
protein kinase, 6, 10, 13, 14

     in Apoptosis, 190
     in Memory, 77
     MAP3K, 10
     phosphorylation of Raf, 14
Ras family of small G-proteins,

4, 13
     in Apoptosis, 187, 188
     in Memory, 77
     Rab3A, 4
     NMDA receptors, 159
     NOS, 159
     p38kinase, 189
     PYK, 160
     Rap1, 292
Repeated transcranial magnetic

stimulation (rTMS), 265,
267–269

RSK2, 322
rTMS, see Repeated transcranial

magnetic stimulation

S

Second messengers, 5–7
     arachidonic acid, 5, 6, 379, 380
     Ca2+, 6, 39, 76, 133, 208–211,

295, 379, 381
     cAMP, 5, 6, 49–54, 132–134,

235, 236, 285, 378–381
     DAG, 5, 6, 105, 106
     IP3, 5, 6, 137
     NO, 5, 6, 151–166, 379, 382
Serotonin transmission
     alcoholism, 369
     GABA, 348, 366
     Immediate early genes, 342
     in Cocaine effects, 341–369
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Serum response factor (SRF), 6, 7

Signal transducers and activators
of transcription (STAT), 13

SIF, see Sis-inducable factor
Sis-inducable factor (SIF), 6, 7, 13
     regulated by STAT, 13
SRF, see Serum response factor
STAT, see Signal transducers and

activators of transcription
Stress, see Depression

T

Tau, 131, 132, 135
     casein kinases, 131
     hyperphosphorylation, 131,

132, 192
     NFTs, 190

     PKA, PKC, CaM K, 131
Third messengers, 6, 7
     cGMP, 6
     COUP-TF, 7
     CREB, 6, 322–325
     IRBP, 6
     Raf, 6, 0, 14, 77, 190
     SIF, 6, 7, 13
     SRF, 6, 7
Transcription factors, see also

Fourth messengers and
Immediate early genes

     AP-1 site, 8, 11, 366, 368
     leucine zipper domains, 11
Tubulin, 141

Z

Zif/268, see Immediate Early
Genes


