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FOREWORD 

by John B. Burland CBE, FRS, FREng 

Emeritus Professor of Soil Mechanics, Imperial College London 

Geomaterials are very complex and theoretical soil and rock mechanics involves 
making important idealisations of the real material - in order to analyse it is always 
necessary to idealise. The process of analysis may be thought of as an exercise in 
modelling and as such may be carried out at various degree of sophistication rang­
ing from the purely intuitive through to the very complex depending on the prob­
lem. 

The key to successful engineering modelling lies in having a clear grasp of the 
nature of the idealisations that have been made and their influence on the calculated 
solutions. A well known class of ideal material is the porous elastic solids. By mod­
elling the ground from such a material it is possible to find solutions to a wide range 
of practical problems. The good engineer does not believe that the soil really is elas­
tic but by adopting such an idealisation it is often possible to arrive at valuable 
approximations to, and insights into, the behaviour of the real material. 

Plastic materials form a wide ranging class of ideal materials which are much 
more 'soil-like' or'rock-like' in their behaviour than their elastic counterparts. The 
theory of plasticity as applied to metals has reached its maturity and many books 
are available to guide practising engineers and students alike in its applicadons. The 
application of plasticity theory to geomaterials has been developing rapidly in re­
cent years. Even for an expert in the field of plasticity it is difficult to keep up with 
the many developments that have, and are taking place. Pracdsing geotechnical en­
gineers, researchers and students could be forgiven for feeling a sense of bewilder­
ment at the range of models now available and the claims made for them. 

It is most timely that Professor Yu should have provided this comprehensive re­
view of plasticity theory for geomaterials and its applications to geotechnical mod­
elling. The first part of the book deals with the fundamentals of the theory of plastic­
ity and in particular the general elastic-plasdc theorems and principles. In the words 
of Professor Yu: "/? would be hard to overstate the importance of general theorems 
in the development and application of the theory of plasticity." Formal proofs are 
developed for all the major theorems and principles that underpin the theory includ­
ing the Principle of Virtual Work, the Uniqueness Theorems, Minimum and Varia­
tional Principles, Theorems of Plastic Collapse for Limit Analysis and the Shake­
down Theorems. Readers who are relatively unsophisticated mathematically 
should not be put off by the formal mathematical treatment adopted as the physical 
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implications of the results are explained and some valuable historical insights are 
woven into the story. 

The second part of the book traces the development of plasticity models from the 
classical perfect plasticity models of Mohr-Coulomb, Tresca, von Mises through 
a range of Critical State isotropic hardening models and multi-surface and bound­
ing surface models to some more recent models involving non-coaxiality of stress 
and strain increment and ' 'plasticity without a prior yield criterion.'' Of particular 
interest is the detailed development of Professor Yu's unified Critical State Model 
known as CASM. 

The third part of the book deals with solution techniques. These range from the 
rigorous analysis of some elastic-plastic problems, slip line analysis and limit anal­
ysis, moving on to less well known shakedown analysis and ending with a full chap­
ter on the use of Finite Element Analysis. This final chapter places particular em­
phasis on the significant improvements in accuracy that can be achieved using new 
displacement interpolation functions developed by Professor Yu and which can be 
easily incorporated into standard codes. 

Mention was made earlier of the bewildering number of plasticity models that 
are now available for tackling geotechnical problems. This book will serve as a 
most valuable source of reference to many of these models which are presented in 
a unified and rigorous manner, emphasising their strengths, weaknesses and ap­
plications in a balanced and objective way. It will prove invaluable to engineers, 
teachers and students working in this challenging and exciting subject. 

J.B.B. 



PREFACE 

The theory of plasticity is concerned with the mathematical study of stress and 
strain in plastically deformed materials. In their Preface to the Proceedings of the 
Symposium on Plasticity and Soil Mechanics held in Cambridge on 13-15 Septem­
ber 1973, Peter Wroth and Andrew Palmer stated: 

"Plasticity theory was developed by people who thought in terms of metals, 
and for about twenty years workers in soil mechanics have been looking at 
the theory, rather as outsiders, and asking whether it had anything to offer 
them." 

Since that time, however, enormous progress has been made towards thoughtful 
and sensitive application and development of plasticity theory, backed by careful 
experiments, in geotechnical engineering. Although further progress is still ex­
pected, the whole framework of plasticity theory for geomaterials may have 
reached a good degree of maturity. At present, few, if any, would doubt the useful­
ness and importance of plasticity theory in geotechnical analysis and design. 

This book arose from my belief that there is an urgent need for the geotechnical 
community to have a unified and coherent presentation of plasticity theory for geo­
materials and its applications to geotechnical analysis. Accordingly, the book at­
tempts to summarise and present, in one volume, the major developments achieved 
to date in the field of plasticity theory and its geotechnical applications. The book 
covers classical, recent and modem developments of appropriate constitutive 
theories of stress-strain relations for geomaterials and a wide range of analytical and 
computational techniques that are available for solving geotechnical design prob­
lems. My main concern in writing this book has been to bring out the key concepts 
behind the most useful theoretical developments, the inter-relation of these con­
cepts and their use and implementation in analytical and numerical procedures that 
are needed for solving practical problems in geotechnical engineering. 

The book is intended primarily as a reference book for civil, geotechnical and 
mining engineers, researchers and students who are concerned with plasticity 
theory and its engineering applications. It may also be adopted as a text book for 
postgraduate or advanced undergraduate courses in plasticity theory. Given plas­
ticity theory has widespread applications in many disciplines, the book should be 
of direct interest to researchers and engineers in the fields of continuum mechanics, 
mechanical and chemical engineering who are concerned with granular materials. 

As indicated by its table of contents, the book is divided into three parts. The first 
part. Chapters 1 to 4, covers fundamental elements of continuum mechanics and 
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classical plasticity theory. The second part, containing Chapters 5 to 9, describes 
all the major theories that have been developed for deriving non-linear stress-strain 
relations for geomaterials. The final part of the book, containing Chapters 10 to 14, 
presents a wide range of solution techniques that are available for solving boundary 
value problems in geotechnical engineering. 

The book is the result of many years of study, research, teaching and reflection. 
I have benefited much from collaborations with many colleagues and students -
their contribution speaks for itself. Those concerned will know that I appreciate 
their assistance and help with considerable gratitude. I would particularly like to 
thank, among many, the late Peter Wroth, Jim Mitchell, John Burland, Mike Ja-
miolkowski, Tony Spencer, Kerry Rowe, Mark Randolph, Ted Brown, Steve 
Brown, John Carter, Ian Collins, Scott Sloan, Guy Houlsby, Brian Simpson, Robert 
Mair, Antonio Gens, Harry Poulos, Wai-Fai Chen and Malcolm Bolton for their 
personal influence on shaping my approach to research and teaching in plasticity 
theory and geotechnical engineering. I also benefited from discussions with the late 
John Booker, Chandra Desai, Poul Lade, Yannis Dafalias, Roberto Nova, Gerd Gu-
dehus, Alan Ponter, Peter Kleeman, Andrew Whittle, Pieter Vermeer, David Harris, 
Fernando Schnaid, Wei Wu, Glenn McDowell, Rodrigo Salgado, Len Herrmann, 
Colin Thornton, Ken Been, Radoslaw Michalowski, Patrick Selvadurai, Ian 
Moore, Harvey Burd and Andrew Abbo on various aspects of plasticity theory. 

It should be mentioned that consulting the classic book on plasticity by Rodney 
Hill, Professor of Applied Mathematics at the University of Nottingham from 1953 
to 1962, has always been a fruitful and inspirational experience for me. I am very 
grateful to Tony Spencer, Antonio Gens, Glenn McDowell, Nick Thom, Wei Wu, 
Rodrigo Salgado and Fernando Schnaid for reading through earlier versions of the 
book and for their valuable comments. My students Cuong Khong, Huaxiang Li, 
Xun Yuan, Yunming Yang, Jun Wang and Ringo Tan have also provided helpful 
suggestions. I wish to thank all members of the staff and students, past and present, 
at the Nottingham Centre for Geomechanics (NCG) for making it a supportive, 
scholarly and creative environment under which this book could be produced. Spe­
cial thanks are extended to David Gao for his encouragement, and to John Martin-
dale and Robert Saley of Springer for their support throughout this project. 

Finally it is a pleasure to record my deep appreciation to Professor John Burland 
for writing a Foreword and for his support and encouragement over the years. 

Hai-Sui Yu 
West Bridgford, Nottingham 



CHAPTER 1 

INTRODUCTION 

1.1 SCOPE AND AIMS 

This book is concerned with plasticity theory of geomaterials (i.e. clay, sand, silt, 
rock etc) and its application to geotechnical analysis and design. In a classic book. 
Hill (1950) gives the following concise definition for plasticity theory: 

"The theory of plasticity is the name given to the mathematical study of stress 
and strain in plastically deformed solids. It takes as its starting point certain 
experimental observations of the macroscopic behaviour of a plastic solid 
in uniform state of combined stress. The task of the theory is two fold: first, 
to construct explicit relations between stress and strain agreeing with the ob­
servations as closely and as universally as need be; and second, to develop 
mathematical techniques for calculating non-uniform distributions of stress 
and strain in bodies permanently distorted in any way. " 

This definition is followed in the present book which will focus on developments 
of appropriate constitutive theories of stress-strain relations for geomaterials and 
various analytical and computational solution techniques that can be used to solve 
geotechnical design problems involving plastic deformation. 

Since the subject now has a very wide scope and is still undergoing a steady de­
velopment, it will be a difficuU task to write a 'definitive' book that would cover 
every aspect of the development. Instead of covering the whole field cursorily, this 
book aims to bring together, in one volume, key concepts behind some of the most 
useful developments in plasticity theory for geomaterials and to discuss their ap­
plications to geotechnical analysis. The emphasis is on recent achievements, the 
inter-relation of key concepts together with their connections to classical metal 
plasticity, as well as the research work that I have been involved with over the past 
two decades. Despite this selective nature, the book still gives a comprehensive and 
unified account of plasticity theory for geomaterials. It is hoped that this publica­
tion will facilitate further development and application of plasticity theory in geo­
technical engineering. 

1.2 A BRIEF HISTORICAL OUTLINE 

In this section, a very brief review is given on the development of the subject of 
plasticity theory of geomaterials. In view of the above discussion, it is instructive 
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to treat elastic-plastic stress-strain relations and plastic solution techniques sepa­
rately. 

1.2.1 Elastic-plastic stress-strain relations 

The foundation of classical plasticity theory was laid by the 1950s and 1960s after 
several decades of theoretical and experimental research on plastic behaviour of 
metals. A review of this early development can be found in Nadai (1950), Hill 
(1950), Drucker (1950), Prager (1955) and Naghdi (1960). Key concepts of this 
foundation include the assumption of coaxiality of the principal stress and strain 
rate tensors by de Saint-Venant (1870), plastic potential theory by von Mises (1928) 
and Melan (1938), maximum plastic work principle by Hill (1948), Drucker's sta­
bility postulate (Drucker, 1952, 1958), and kinematic hardening laws by Prager 
(1955) and Ziegler (1959). 

The early development of plasticity theory of geomaterials has been built upon 
this foundation achieved in metal plasticity. Unlike metal plasticity, however, vol­
ume changes during loading play a key role in modelling plastic behaviour of geo­
materials. The work on soil hardening by Drucker et al. (1957) and that on soil 
yielding by Roscoe et al. (1958) laid the foundations for critical state theory, a con­
cept that underpins much of the later developments in plasticity theory for geomat­
erials (Schofield and Wroth, 1968; Roscoe and Burland, 1968; Wroth and Houlsby, 
1985; Yu, 1998). 

More recent developments of metal plasticity include important concepts such 
as bounding surface plasticity (Dafalias and Popov, 1975; Krieg, 1975), multi-sur­
face plasticity (Mroz, 1967; Iwan, 1967), and endochronic theory (Valanis, 1971). 
All these concepts have been applied with considerable success in modelling geo­
materials over the last two decades. Other notable concepts that have been used to 
develop plastic stress-strain relations for geomaterials are double shearing theory 
(Spencer, 1964; deJosselinde Jong, I971;Harris, 1995; Yu and Yuan, 2005,2006), 
yield vertex theory (Rudnicki and Rice, 1975; Yang and Yu, 2006a,b), thermome-
chanical approach (Houlsby, 1982; Maugin, 1992; Collins and Houlsby, 1997), 
mathematical theory of envelopes (Chandler, 1985), and hypoplastic theory 
(Green, 1956; Kolymbas, 1991). Apart from stress space-based formulations, 
Naghdi and Trapp (1975) and Yoder and Iwan (1981) show that plasticity models 
can also be formulated in strain space. Although the strain space approach was used 
by a few geotechnical researchers (Zheng et al., 1986; Simpson, 1992; Einav, 
2004), its application in geotechnical engineering has so far been very rare. 

Most stress-strain relations currently in use are developed based on experimental 
observations of the macroscopic behaviour of geomaterials in a uniform state of 
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combined stress in tiie laboratory (e.g. Jamiolkowski et ah, 1985; Mitchell, 1993). 
In recent years, however, there has been an increasing use of micromechanics and 
the discrete element method (DEM) (Cundall and Strack, 1979; Thornton, 2000; 
McDowell and Bolton, 1998; McDowell and Harireche, 2002; Jiang et al, 2005; 
Jiang and Yu, 2006) for validating or providing physical insights for continuum 
plasticity theories. 

1.2.2 Plastic solution techniques 

Once a suitable stress-strain relation is developed, it needs to be combined with 
equilibrium equations and compatibility conditions for solving geotechnical 
boundary value problems. In general, these governing equations are too complex 
to be solved analytically. Analytical solutions are possible only for problems with 
very simple geometry and boundary conditions such as cavity expansion problems 
solved by Hill (1950) and Yu (2000a). For most problems of practical interest, how­
ever, numerical methods (e.g. finite element methods, finite difference methods, 
boundary element methods, and discrete element methods) will have to be 
employed (e.g. Sloan and Randolph, 1982; Brown, 1987; Gens and Potts, 1988; 
Zienkiewicz et al, 1998; Carter et al, 2000; Yu, 2000b). 

Many geotechnical designs rely on two key calculations: stability analysis and 
deformation analysis (Terzaghi, 1943; Wroth and Houlsby, 1985). The former is to 
ensure that geotechnical structures are safe and stable and the latter is to ensure that 
deformation experienced by a geotechnical structure under working loads is not ex­
cessively large. In the past, geotechnical stability analysis has been carried out 
largely based on a perfectly plastic material model. This is because that for perfectly 
plastic behaviour, the slip line method and bound theorems of limit and shakedown 
analysis developed in the classical plasticity theory allow the failure and stability 
calculations to be carried out in a relatively simple manner (Hill, 1950; Sokolovski, 
1965; Koiter, 1960; Davis, 1968, Chen, 1975; Salencon, 1977). 

With respect to deformation analysis, past practice has been based on elastic 
analysis (Poulos and Davis, 1974). This is now recognized to be inaccurate for 
many cases as experimental research suggests that behaviour of geomaterials is 
highly nonlinear and plastic, even at very small strain (Burland, 1989). Therefore 
an appropriate deformation analysis would need to be based on the use of nonlinear 
elasticity and accurate plastic stress-strain relations. 

There is no doubt that a most important development over the last three decades 
in geotechnical analysis has been the widespread application of finite element 
methods in both stability and deformation calculations (Naylor et al, 1981; Chen 
and Mizuno, 1990; Zienkiewicz et al, 1998; Potts and Zdravkovic, 1999; Carter 
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et al., 2000). Finite element analysis is particularly popular because it is very gener­
al and is capable of incorporating any material stress-strain relations. The finite ele­
ment method can easily account for both material and geometric nonlinearities, 
which are often present in boundary value problems facing the geotechnical engi­
neer. 

1.3 CONTINUUM VERSUS DISCRETE APPROACHES 

Mechanics is the science that deals with the interaction between force and motion. 
In understanding the difference between continuum (i.e. macroscopic) and discrete 
(i.e. microscopic) approaches, the following remarks of Spencer (1980) may prove 
instructive: 

"Modem physical theories tell us that on the microscopic scale matter is dis­
continuous; it consists of molecules, atoms and even smaller particles. How­
ever, we usually have to deal with pieces of matter which are very large 
compared with these particles; this is true in everyday life, in nearly all engi­
neering applications of mechanics, and in many applications in physics. In 
such cases we are not concerned with the motion of individual atoms and 
molecules, but only with their behaviour in some average sense. In principle, 
if we knew enough about the behaviour of matter on the microscopic scale 
it would be possible to calculate the way in which material behaves on the 
macroscopic scale by applying appropriate statistical procedures. In prac­
tice, such calculations are extremely difficult; only the simplest systems can 
be studied in this way, and even in these simple cases many approximations 
have to be made in order to obtain results." 

Continuum solid mechanics is concerned with the mechanical behaviour of solids 
on the macroscopic scale. It ignores the discrete nature of matter and treats material 
as uniformly distributed throughout regions of space. For reasons outlined above, 
continuum mechanics has been for many years and, in my view, will continue to 
be the main theoretical basis for modelling mechanical behaviour of geomaterials. 

As noted earlier, we have seen an increasing use of discrete mechanics (i.e. the 
microscopic approach) in recent years. In geotechnical engineering, this trend 
stems from the development of the Discrete Element Method (DEM) by Cundall 
and Strack (1979) for modelling granular material. The discrete element method 
was originally intended as a research tool for investigating the micro-mechanics of 
granular materials in order to identify the appropriate physically sound continuum 
model that then might be used in finite element analysis of boundary value prob­
lems. As stated by Thornton (2000), however, little progress has been made towards 
achieving this long term goal. Despite this slow progress, DEM simulations have 
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provided useful insights into the behaviour of granular materials at the grain scale 
(Rothenburg and Bathurst, 1992; Cundall, 2000; Thornton, 2000; Jiang et al, 
2005; Jiang and Yu, 2006). Thornton (2000) was right to point out that such in­
formation obtained from DEM simulations about what happens inside granular ma­
terials could lead to reassessment of the underlying concepts and assumptions em­
bedded in traditional continuum mechanics. 

In view of the above discussion, this book is mainly concerned with continuum 
theories of plasticity. However, microscopic information derived from analytical 
micro-mechanical studies or discrete element modelling will also be used to aid our 
development whenever possible. 

1.4 SIGN CONVENTIONS 

Much of the theory of plasticity was initially developed for metals for which tensile 
stresses are usually considered to be positive. Unfortunately the opposite sign con­
vention is usually adopted in geomechanics because compressive normal stresses 
are more common than tensile ones. In general, this book adopts the conventional 
geomechanics sign notation. As in the book of Davis and Selvadurai (1996), how­
ever, there are exceptions to this convention particularly in some of the later chap­
ters that deal with elastic-plastic solutions (e.g. Chapters 8, 10, 12 and 13). This 
should not cause confusion as we will make it clear at each stage of the text whenev­
er a tension positive notation is employed. 
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CHAPTER 2 

ELEMENTS OF CONTINUUM MECHANICS 

2.1 INTRODUCTION 

This chapter reviews some of the key elements of continuum mechanics that are 
essential to both the understanding and development of the theory of plasticity. 
These concepts are mainly concerned with the analysis of stress and strain, equilib­
rium equations and compatibility conditions, as well as elastic stress-strain rela­
tions. The reader is referred to other texts such as Prager (1961), Fung (1965), Ti-
moshenko and Goodier (1970), Spencer (1980) and Malvern (1969) for a detailed 
treatment of continuum mechanics. 

2.2 STRESS STATE AND EQUILIBRIUM 

2.2.1 IWo-dimensional elements 

As shown in Figure 2.1, the stress state for a two-dimensional element is defined 
by four stress components Oxx, Oyy, Oxy and Oy^. The moment equilibrium de­
mands that two shear stresses are equal in magnitude, namely Oxy = Oyx- Note that 
compressive stresses are treated as positive here. 

O^w 

[Or 
C7„, t 

1 

B 

A 
I - " 

Figure 2.1: Stress state for two-dimensional elements 

These stress components can be displaced as elements of a square matrix: 

a, •yx O, 
yy\ 
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The two most frequent cases of two-dimensional engineering problems are those 
of plane stress and plane strain. For the case of plane stress, the stresses normal to 
the xy plane are assumed to be identically zero. On the other hand, the case of plane 
strain only has non-zero strain components in the xy plane. In this case, the normal 
stress in the direction normal to the xy plane may be determined from the stresses 
acting on the xy plane {Oja, Oyy, Oxy) through elastic stress-strain relations that will 
be discussed later in this chapter Whilst plane stress is a good assumption for sim­
plifying many engineering problems in structural and mechanical engineering, 
plane strain is most relevant in geotechnical engineering. This is because many im­
portant geotechnical problems, such as embankments and tunnels, may be ad­
equately analysed as a two-dimensional plane strain problem. 

(a) TVansformation of stresses and principal stresses 

Now let us investigate the stress components at the point with respect to a new coor­
dinate system {x'oy'), which is obtained by rotating the original coordinate system 
{xoy) anticlockwise by an angle of 6 (see Figure 2.1). It can be easily shown that 
the stresses in these two coordinate systems are related by the following equations: 

(^x'x' = ^"^ 2 ^ ^ ^ (^yy^^^ ,̂05 20 - o^ sin 20 (2.1) 

Oyy = ^"^ 2 ^ ^ ~ ^ ^ 2 ^ " cos 20 + o^^ sin 20 (2.2) 

a^y = o^ cos 20 H- ^ ^ " ^ " ^ sin 20 (2.3) 

The principal stresses are those acting on a principal plane where shear stress is 
zero. The principal planes can be determined by setting equation (2.3) to zero, 
which gives: 

tan20 = 5 - ^ ^ 2.4) 

Substituting the above solution into equations (2.1) and (2.2) leads to the expres­
sions for the two principal stresses: 

(2.5) ^ 1 

^ 2 

Oxx + (^yy 1 

2 ^ 

(^xx ' (^yy 
9 1 

/(^^)^ + 4 

/ ( ^ " : ^ ^ )2 + a^ (2.6) 

where o^ and CTJ are also known as the major and minor principal stresses respec­
tively. 
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The transformation of stresses, analytically expressed by the above equations, 
can also be simply achieved by using a Mohr-circle construction. Assume that the 
positive plane normal to the x direction is denoted by A and the positive plane nor­
mal to the y direction by B. Whilst compressive normal stresses are regarded as po­
sitive, shear stresses acting clockwise are treated as positive. 

Shear stress 

Normal stress 

Figure 2.2: Transformation of stresses using a Mohr-circle construction 

Using the Mohr-circle construction shown in Figure 2.2, the stresses on the plane 
A and B are defined by the coordinates of points A and B in the Mohr-circle. The 
stresses for the corresponding planes A'and B' with respect to a new coordinate 
system (x'oy') are equal to the coordinates of the points A'and B' in the Mohr-
circle. It is noted that the points A'and B'are arrived by rotating the points A and 
B respectively by two times the angle between the coordinate systems (xoy) and 
(x'oy'). 

By definition, the principal stresses are the coordinates of the interaction points 
between the Mohr-circle and the normal stress axis. 

(b) Equations of interior stress equilibrium 

By accounting for stress variation with coordinates, equations of stress equilibrium 
can be established. It is instructive to first consider all the stresses in the x direction, 
as shown in Figure 2.3. The quantity X is assumed to be the body force (i.e. force 
per unit volume). The equation of force equilibrium in the x direction leads to the 
following equation of stresses: 

dx 
do xy 
By 

X (2.7) 
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Similarly consideration of the force equilibrium in the y direction gives the sec­
ond equation of stresses: 

dOxy ^ dOyy _ ^^ 

dx dy 

where K denotes the body force in the y direction. 

dy 

a xy 

dx 

Orx + ^-^dx ax 

(2.8) 

Figure 2.3: Equation of stress equilibrium 

Equations (2.7) and (2.8) are known as the equations of interior stress equilib­
rium for two-dimensional problems. 

(c) Equations of boundary stress equilibrium 

When some part of a boundary is subject to tractions (shear and normal compo­
nents), they need to be in equilibrium with interior stresses acting surrounding that 
part of the boundary. 

dy 

Figure 2.4: Equilibrium of interior stresses with tractions applied on a boundary 
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Let us assume that the orientation of the boundary with iinown tractions is de­
noted by the angle a, as shown in Figure 2.4. The equilibrium of the triangular ele­
ment requires: 

cos a -H Oxv sin a = T^, 

Oxy cos a + Oyy sin a = Ty 

(2.9) 

(2.10) 

where Tx and Ty are the applied traction components in the x and y directions. 

Z n 

Figure 2.5: Stress state for three-dimensional elements 

2.2.2 Three-dimensional elements 

(a) Stress tensor 

The state of stress for a three-dimensional point is defined by a matrix containing 
nine stress components shown in Figure 2.5. The nine components of the stress at 
any point form a second order tensor, known as the stress tensor o^j , where / and 
j take integral values 1,2 and 3. In this way, the stress components can be expressed 
as elements of a square matrix: 

Oxx 

Oyx 

Ozx 

Oxy 

Oyy 

Ozy 

Oxz 

Oyz 

Ozz 

'13 

23 
O-x O. 

O 

O. 

= On (2.11) 

'31 ^32 '^SSJ 

As in the two-dimensional case, moment equilibrium demands the following 
relationships on shear stresses: 

(2.12) Oxv = O, Jxy yx ; Oxz = Oz Oyz = O: zy 

As a result there are only six independent stress components: three normal 
stresses {Oxx, Oyy, a^^ and three shear stresses {Oxy, Oy^, Oxz)-
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(b) Principal stresses 

The state of stress at a point in three dimensions can also be defined by three princi­
pal stresses 0^,02 and 03. These principal stresses are linked to the components 
of the stress tensor by the following cubic equation: 

o^ - I]0 + /20- + /3 = 0 (2.13) 

where /,, /2 and 73 are known as the first, second and third stress invariant respec­
tively, which are defined as follows: 

1^=- a^ + Oyy + o^, (2.14) 

12 = Oxx Oyy + Oyy Oyy + O^z O^X " O^y^ " (Ty/ " O^^^ (2.15) 

^3 ~ Oxx ^yy ̂ zz ~ ^xx ^yz ~ ^yy ^^xz 

- Ozz Oxy^ + 20xy Oyz Oxz (2.16) 

The stress tensor in terms of the principal stresses takes the form 

o-i 0 0 
0 <̂ 2 0 

, 0 0 ^3J 
= ^,; (2.17) 

In this case the stress invariants are linked to the principal stresses as follows 

1^=0^+02 + o^ (2.18) 

12 = 0^02 + O2 (T3 + ^3 CTi (2.19) 

73 = aj 02 o^ (2.20) 

(c) The mean stress and deviatoric stresses 

The mean stress of a stressed point is defined as the average of normal stresses in 
three directions, which can be expressed as follows: 

p = \{Oxx + Oyy + o,,) = i 7 i (2.21) 

The deviatoric components of the stress are defined by 

^ = ̂ n-p^n (2-22) 

where d ̂  is the Kronecker delta whose value is 1 when / = j and is equal to 0 other­
wise. 

The three invariants of deviatoric stress are 
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•̂ 1 =hk = 0 

J 2 = \^ifij = \{I\ + 2/3) 

Ozzf + {Ozz - 0,:,f] \[(P. Oyyf + {Oyy 

+ a% + ojz + al^ 

h = ^^ifj^ki = ^ m + 9/1/2 + 27/3) 

(2.23) 

(2.24) 

(2.25) 

(2.26) 

It is noted that in tiie theory of soil plasticity, the most useful stress invariants 
are /, , J2 and J^. Physically, /[ indicates the effect of mean stress, J2 represents 
the magnitude of shear stress, and ^3 determines the direction of shear stress. As 
will be discussed in the rest of this book, all these three quantities (mean stress, 
shear stress and shear stress direction) have a key role to play in the theory of elastic-
plastic stress-strain relations. 

A deviatoric plane 
Oi + 02 + a^f = constant 

Figure 2.6: Lode angle on a deviatoric plane 

The three principal stresses can be determined from the stress invariants as fol­
lows 

1̂ = 5/1 + 4 / ^ ^ ' " (̂ ' + 120°) 

^2 = | / i + ; | v ^ ^ ' " (^/) 

^̂ 3 = 5/1 + ^ / ^ s i n ( 0 , - 1 2 0 0 ) 

(2.27) 

(2.28) 

(2.29) 
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where 6, is known as the Lode angle defined in Figure 2.6 as 

1 1 IOT, — CTI — CTT 

/̂ = tan-n-|( ^̂ _̂V, )̂] (2.30) 

or 

di= - i s i n - i [ ^ ( 4 ^ ) ] (2.31) 

which ranges between -30° and 30". 

In soil mechanics (Roscoe and Burland, 1968; Muir Wood, 1990), the mean 
stress p is often used in pair with a generalised shear stress q defined below 

9 = ^ [ ( (^1 - o,f + (a, - o,f + (a, - ai)2]i/2 (2.32) 

= JST^ (2.33) 
which reduces to 

q = o^ - Oj (2.34) 

for the triaxial loading condition where O2 = Oy 

In terms of p and q, the principal stresses are 

Oi=P + l^sin (6, + 120^) (2.35) 

02 = p + jq sin (di) (2.36) 

03= P + I?sin (01 - 120") (2.37) 

(d) Equations of stress equilibrium 

By taking account of stress variation with coordinates, the force equilibrium condi­
tions in three directions will lead to the following well-known equation of stress 
equilibrium: 

do^_^do^^do^^^ (2.38) 
dx dy dz ^ ^ 

dOyr dOmi dOy, 

- ^ + ̂  + ̂  = ^ (2.39) 

^ + £j2: + ̂  = Z (2.40) 
dx dy dz ^ ^ 
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where X, Fand Zare the body forces acting in the jc, y and z directions respectively. 

2.3 STRAIN AND COMPATIBILITY 

2.3.1 'Rvo-ditnensional elements 

Let us use u and v to denote the displacement components in the x and y directions 
of a point in two dimensions. It can be easily shown that the normal strains in both 
directions are linked to the displacements by the following relationship: 

du 
dx ^xx 

^yy dy 

(2.41) 

(2.42) 

In addition, the shear strain is given by 

These strain components can be displayed as elements of a square matrix: 

£vv £. 

'^yx 

^xy 

^yy. 

It is noted that the definition of a well-used shear strain (termed the engineering 
shear strain) is given by 

yxy It xy 
du I dv 
dy dx 

(2.44) 

The strain components e^x, £yy and e^y are not independent and they are linked 
by the following condition (known as the compatibility condition): 

92£„ , a% 
+ 

yy d^e xy (2.45) 
dy2 Qyp. dxdiy 

which is obtained from equations (2.41) to (2.43) by eliminating u and v. 

2.3.2 Three-dimensional elements 

In three dimensions, the displacement components in the x, y and z directions are 
denoted by u, v and w respectively. The components of strain can be expressed by 
a strain tensor: 

'^yx 

'^xy 
Eyy 

--2y 

'^yz 

-11 
'21 

'31 

'12 

'22 

= 32 

'13 

'23 

'33J 

= £,• (2.46) 
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^xy ~ ^yx 'i ^xz ~ ^zx 

The strain components are 

% ay 

^̂^ az 
_ 1 /aw , avx 

£^ - 2^ay ^ ax'' 

p _ 1 /aM , awx 
^̂^ 2^az ax^ 
„ _ 1 (-ay , aŵ , 
^̂ ^ ~ 2M2 ^ ay-' 

j ^yz ~ ^2y 

related to the displacement field as follows: 

(2.47) 

(2.48) 

(2.49) 

(2.50) 

(2.51) 

(2.52) 

(2.53) 

In addition to equation (2.45), two more conditions of strain compatibility can 
be obtained: 

^ + ^ = 2 ^ (254) 
az2 ay2 dydz ^ ' ' 

d^£xx ^ d^£zz ^ 2 ^ ^ 
az2 Qx^ dxdZ 

2.4 ELASTIC STRESS-STRAIN RELATIONS 

(2.55) 

Although this book is concerned with stress-strain relations in the plastically de­
forming region, it is fundamental to understand the stress-strain relations in the 
elastic region (widely known as Hooke's law). 

2.4.1 Plane stress conditions 

Some engineering practical problems can be simplified as a plane stress problem 
in which the stress in one direction (e.g. the z direction) is so small that it can be 
ignored, namely o^^ = 0. In this case, the strain components can be related to the 
stress components in the following way: 

iiO^CX - VOyy) (2.56) £j \^xx y^yy 

1 
^yy = F ( < V ~ ^< «̂) (2-57) 
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exy = ^ - ^ ^ ^ (2-58) 

where E and v are material constants known as the Young's modulus and Poisson's 
ratio respectively. These linear stress-strain relations can also be expressed in the 
following way: 

E 
OXX = , _ _J{£XX + VEyy) (2.59) 

E 
-^(Eyy + VE„) (2.60) 

o^ = 7 - 3 ^ ( 1 - ^ ) % (2-61) 

2.4.2 Plane strain conditions 

Many geotechnical engineering problems can be adequately analysed as a plane 
strain problem in which the strain in one direction, say the z direction, is very small 
so that it can be ignored, namely e^^ = 0. In this case, the stress-strain relations are 
given by: 

--= o^^i^)^'-"-T^v'yy^ (2.62) 

Oyy = 
(1 - v)E 

(1 ; , ) ( / _ , . ) ( % + T ^ - ^ ) (2-63) 

_E_ 
1 + v' 

x̂y = T ^ % (2.64) 

2.4.3 Three-dimensional conditions 

In three dimensions, the elastic normal stress-strain relations take the following 
simple form: 

e« = -^[Oxx- v{oyy + Ozz)] (2.65) 

% = ^[^w ~ ^(^« + ^z )̂] (2-66) 

£ZZ = ^[OZZ - V{0^ + Oyy)] (2.67) 

The shear stresses are related to the shear strains by the following relations 

% = ^ ^ ^ = | g (2-68) 
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ey, = ^ o y , = g (2.69) 

£.z = ^ o , , = l l (2.70) 

in which G is shear modulus of the material. 

2.5 SUMMARY 

(1) The state of stress at a point is defined by a stress tensor with nine stress compo­
nents. However only six of them, three normal stresses and three shear stresses, 
are independent due to moment equilibrium. These stresses need to satisfy three 
equations of equilibrium. 

(2) Deformation of a point can be described by strains. In three dimensions, there 
are also three normal strains and three shear strains. These strains are also linked 
by compatibility conditions. 

(3) The relationship between stresses and strains can be very complex and mainly 
depends on material types and loading conditions. For linear elastic materials, 
the relationship between stresses and strains is governed by Hooke's law. 
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CHAPTER 3 

FOUNDATIONS OF THE THEORY OF PLASTICITY 

3.1 INTRODUCTION 

This chapter describes some of the fundamental elements of the theory of plasticity. 
These elements include yield conditions, plastic potential and flow rule, principle 
of maximum plastic work, isotropic hardening and Drucker's stability postulate, 
kinematic and mixed hardening, and general stress-strain relations. These concepts 
form the foundations of the theory of plasticity. A good review of these fundamental 
concepts can be found in Hill (1950), Prager (1955) and Naghdi (1960). It should 
be stressed that the general stress-strain relations described here are only valid for 
small deformation, but their extension to large deformation will be covered in 
Chapter 14 when used in finite element analysis of large deformation problems. 

3.2 YIELD CRITERION 

A condition that defines the limit of elasticity and the beginning of plastic deforma­
tion under any possible combination of stresses is known as the yield condition or 
yield criterion. In the elastic region, all the deformation will be recovered once the 
applied stress is removed (i.e. unloading of stress to zero). However once the yield 
condition is reached, some of the deformation will be permanent in the sense that 
it cannot be recovered even after the stress is removed completely. This part of the 
deformation is known as plastic deformation and the remaining deformation is re­
coverable upon removal of the stress and is known as elastic deformation. 

For the simple case of one-dimensional loading, the yield criterion is defined by 
a stress value beyond which plastic deformation will occur. In other words, the cri­
terion of yield is graphically represented by apoint. For the case of two dimensional 
loading, the yielding will occur when the combination of stresses applied in the two 
loading directions touches a curve. In the same way, for the case of three dimension­
al loading, plastic deformation will occur once the combination of the stresses ap­
plied in the three directions touches a surface (often known as a yield surface). In 
short, the yield criterion is generally represented by a surface in stress space. When 
the stress state is within the yield surface, material behavior is said to be elastic. 
Once the stress state is on the yield surface, plastic deformation will be produced. 

Mathematically, a general form of yield criterion (or surface) can be expressed 
in terms of either the stress tensor or the three stress invariants as follows: 
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f{a,j) = / ( / j , / 2 , / 3 ) = 0 (3.1) 

3.3 PLASTIC POTENTIAL AND PLASTIC FLOW RULE 

A key question that the theory of plasticity sets out to answer is how to determine 
the plastic deformation (or plastic strains) once the stress state is on the yield sur­
face. The most widely used theory is to assume that the plastic strain rate (or incre­
ment) can be determined by the following formula (von Mises, 1928; Melan, 1938; 
Hill, 1950): 

dsP. = dXp- (3.2) 

where dXis si positive scalar, and 

g = g(o,j) = g{h,l2J3) = 0 (3-3) 

is known as the plastic potential, which may or may not be the same as the yield 
surface. Equation (3.2) is referred to as a plastic flow rule that basically defines the 
ratios of the components of the plastic strain rate. This plastic flow rule was based 
on the observation by de Saint-Venant (1870) that for metals the principal axes of 
the plastic strain rate coincide with those of the stress. This is the so-called coaxial 
assumption, which has been the foundation of almost all the plasticity models used 
in engineering. It must be noted that recent experimental data suggests that the 
coaxial assumption is generally not valid for soils (see Chapter 8 for details). 

If the plastic potential is the same as the yield surface, then the plastic flow rule 
(3.2) is called the associated flow (or normality) rule. Otherwise it is called non-
associated flow rule. The associated flow rule follows from considerations of the 
plastic deformation of polycrystalline aggregates in which individual crystals de­
form by slipping over preferred planes (Bishop and Hill, 1951). 

If the unit normal to the plastic potential approaches a finite number of linearly 
independent limiting values as the stress point approaches the singular point in 
question, Koiter (1953) proposes the following generalized flow rule 

dsP. = YdX:P^ (3.4) 

where cU,, are nonnegative and dgj/dOij are the linearly independent gradients. 



24 CHAPTER 3 

Figure 3.1; Maximum plastic work principle 

3.4 PRINCIPLE OF MAXIMUM PLASTIC WORK 

Suppose the plastic strain rate ^£y'' is given and the corresponding stress state, OJ:, 

determined from the normality rule and the yield criterion, is represented by a point 
P in the stress space, Figure 3.1. If Og* is an arbitrary state of stress represented by 
a point P* on or inside the yield surface, then the difference between the incremental 
plastic works done by the two stress states on the actual plastic strain rate is 

dWp = {a.. - oy *) de/ (3.5) 

Equation (3.5) represents the scalar product of the vector P*P and PQ. If the yield 
surface is strictly convex, the angle between these vectors is acute and the scalar 
product is positive. Therefore 

(a,j - o^j *) def > 0 (3.6) 

This condition, due to von Mises (1928) and Hill (1948, 1950), is known as the 
maximum plastic work principle or theorem. It states that the actual work done in 
a given plastic strain rate (or increment) is greater than the fictitious work done by 
an arbitrary state of stress not exceeding the yield limit. Alternatively the maximum 
plastic work principle can be stated as follows: the plastic work done in a given plas­
tic strain rate has a maximum value in the actual state, with respect to varying stress 
systems satisfying the yield criterion (Hill, 1948,1950). As will be seen later in this 
book, the maximum plastic work theorem (3.6) is the basis for a number of impor­
tant theorems concerning elastic-plastic solids. For example, it can be shown that 
the stress field in a material that obeys the maximum plastic work principle is al­
ways unique. 
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In short, the maximum plastic work principle is a mathematical statement of the 
following two important ideas: (a) The yield surface is convex; (b) The plastic 
strain rate (or increment) is normal to the yield surface. 

3.5 STRAIN HARDENING AND PERFECT PLASTICITY 

Plastic deformation leads to the hardening of a material and the increase of its elas­
tic limit (i.e. the stress limit under which only elastic deformation occurs). In other 
words, the yield surface will generally not be fixed in stress space, rather it will ex­
pand or contract depending on previous plastic deformation and loading history. 
Let us for the present consider the case when plastic deformation only changes the 
size of the yield surface equally in all directions but not its shape (which is known 
as isotropic hardening). If the yield surface is expanding in size, the material is said 
to be hardening (i.e. making it more difficult to yield). On the other hand, if the yield 
surface is contracting in size, then the material is said to be undergoing softening 
(i.e. making it easier to yield). 

The change of the size of the yield surface is often related to some measure or 
integral of plastic strain rates. The most common measures include the total plastic 
work per unit volume, the accumulated plastic strain (Hill, 1950), the volumetric 
plastic strain rate (Schofield and Wroth, 1968; Yu, 1998), or a combination of volu­
metric and shear plastic strain rates (Wilde, 1977; Yu etal.,2005). The yield surface 
for a strain-hardening or softening material is also called the loading surface. Math­
ematically, the loading surface, which changes with plastic deformation, may be 
expressed by 

fio,j,e/) = 0 (3.7) 

where Eif denotes the plastic strain tensor 

If the yield surface does not change with stress history (i.e. fixed), the material 
is known a perfectly plastic solid. This is a special case of strain-hardening materi­
als. For a perfectly plastic material, the behaviour is elastic when the stress state lies 
inside the yield surface. Plastic strains will occur as long as the stress state lies on 
or travels along the yield surface. The complete stress conditions for plastic and 
elastic behaviour may be stated as 

df 
Elastic : /(a, ,) < 0 or df = -j^do. < 0 (3.8) 

Plastic : f(o:,) = 0 and df = -^da. = 0 (3.9) 
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The elastic behaviour of a strain-hardening solid i s the same as that of a perfectly 
plastic one. Therefore the conditions for initial yield must be the same. Indeed, the 
difference between the two concerns only the mechanism for continuing plastic 
flow, plus the fact that the conditions for current yielding will depend on the plastic 
history of the material. The complete stress conditions for plastic and elastic beha­
viour for a strain-hardening material are 

Elastic: / (a,y,ep < 0 or df = -^do^j < 0 (3.10) 

Plastic : f{Oij,EP) = 0 and df = -^do^j > 0 (3.11) 

Note that in the above conditions, df is evaluated only with respect to the incre­
ments in the stress components (that is, with constant plastic strains, see Kachanov, 
1974). 

For solving boundary value problems involving elastic-plastic behaviour, it is 
essential to clearly determine what behaviour will result from a further stress incre­
ment when the stress state is already on the yield surface. Three possible conditions 
exist and they are 

Unloading: fiaij,EP) = 0 and df = ^do^j < 0 (3.12) 

Neutral loading: f(oij,£P) = 0 and df = -^—doij = 0 (3.13) 

Loading: f(o^J,eP) = 0 and df =-^do^j > 0 (3.14) 

It is commonly assumed that for both unloading and neutral loading, material 
behaviour is purely elastic. Plastic behaviour occurs only when the loading condi­
tion is satisfied. 

Based on the loading conditions (3.12)-(3.14), Hill (1950) shows that a general 
expression for plastic strain rates can be assumed to be 

dsP = G,y df (3.15) 

where G,-,- is a symmetric tensor, which is supposed to be a function of the stress 
components and possibly of the previous strain history, but not of the stress rate (or 
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increment). This last assumption is very significant as it means that the ratios of the 
components of the plastic strain rate are functions of the current stress but not of 
the stress rate. This can be satisfied by assuming Gjj to be of the following form 

y Say (3.16) 

where h and g are scale functions of the stress tensor, and possibly also of the strain 
history, g is also known as plastic potential. With equation (3.16), the plastic strain 
rate can be determined by the following equation 

d£P. = hp- df (3.17) 

which was first used by Melan (1938). 

3.6 DRUCKER'S STABILITY POSTULATE 

The notations of normality and convexity outlined earlier are just mathematical 
ideas. In an attempt to provide a missing link between material behaviour and these 
mathematical ideas, Drucker (1952, 1958) introduced a fundamental stability pos­
tulate. In essence, Drucker's stability postulate is a generalization of simple facts 
which are valid for certain classes of materials, and is not a statement of any thermo­
dynamic principle, as it is often presented (Green and Naghdi, 1965). 

Ao; > 0 

(a) Stable (b) Unstable 

Figure 3.2: Drucker's stability postulate 

Figure 3.2 shows two types of typical stress-strain behaviour observed in experi­
ments on real engineering materials. In case (a), the stress increases with increasing 
strain and the material is actually hardening from the beginning to the end. In other 
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words, an additional loading (i.e., Aog > 0) gives rise to an additional strain (i.e., 

zl£y > 0), with the product Aog A Eg > 0. The additional stress Aoy therefore 

does positive work as represented by the shaded triangle in the figure. Behaviour 

of this kind is called stable. 

In case (b), the deformation curve has a descending branch which follows a 
strain-hardening section. In the descending section, the strain increases with de­
creasing stress. In other words, the additional stress does negative work (i.e., 
AOjj Asij < 0). Behaviour of this kind is called unstable. 

In the light of this basic fact, Drucker (1952,1958) introduced the idea of a stable 
plastic material. This postulate, when applied to an element of elastic-plastic mate­
rials in equilibrium under the action of surface loads and body forces, may be stated 
as follows: 

Consider an element initially in some state of stress, to which by an external 
agency an additional set of stresses is slowly applied and slowly removed. 
Then, during the application of the added stresses and in a cycle ofapplica-
tion-and-removal of the added stresses, the work done by the external 
agency is non-negative. 

If we assume that the existing state of stress (on or inside a loading surface in the 
stress space) be denoted by a^ *, Drucker's stability postulate, as stated above, can 
be shown to lead to the following two important inequalities (Drucker, 1952,1960): 

( a , ^ -a , ^* ) j £ / > 0 (3.18) 

da. ds/ > 0 (3.19) 

where (3.18) is in fact the same as the maximum plastic work principle described 
before in (3.6). It is noted that the equality sign in both (3.18) and (3.19) holds only 
during neutral loading. 

In simpler terms, a material that is stable in Drucker's sense would have the fol­
lowing properties: (a) The yield surface must be convex; (b) The plastic strain rate 
must be normal to the yield surface (i.e. with an associated flow rule); (c) The rate 
of strain hardening must be positive or zero (i.e. an additional stress must cause an 
additional strain); (d) The maximum plastic work principle is valid. 

Although Drucker's postulate only covers certain types of real stress-strain beha­
viour for engineering materials, it does provide a neat way of unifying a whole set 
of features of plastic stress-strain relations. It must be stressed that while Drucker's 
postulate implies that the material must obey Hill's maximum plastic work (3.18), 
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the reverse is not true. This is because Drucker's stability postulate also requires 
a non-decreasing hardening rate, (3.19). 

3.7 ISOTROPIC AND KINEMATIC HARDENING 

Hardening in the theory of plasticity means that the yield surface changes, in size 
or location or even in shape, with the loading history (often measured by some form 
of plastic deformation). When the initial yield condition exists and is identified, the 
rule of hardening defines its modification during the process of plastic flow. 

Most plasticity models currently in use assume that the shape of the yield surface 
remains unchanged, although it may change in size or location. This restriction is 
largely based on mathematical convenience, rather than upon any physical princi­
ple or experimental evidence. The two most widely used rules of hardening are 
known as isotropic hardening and kinematic (or anisotropic) hardening. 

3.7.1 Isotropic hardening 

The rule of isotropic hardening assumes that the yield surface maintains its shape, 
centre and orientation, but expands or contracts uniformly about the centre of the 
yield surface. 

02 

Figure 3.3: Isotropic hardening with uniform expansion of the yield surface 

A yield surface with its centre at the origin may be generally described by the 
following function 

f = f(o,)-R{a) = 0 (3.20) 
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where R represents the size of the yield surface, depending on plastic strains 
through the hardening parameter a. As shown in Hill (1950), the two earliest and 
most widely used hardening parameters are the accumulated equivalent plastic 
strain 

«= I Jlids,Pde/y/^ (3.21) 

and the plastic work 

(3.22) a = jo^j de( 

Figure 3.3 shows an example of isotropic hardening where the yield surface is 
uniformly expanding during the process of plastic flow when a stress increment is 
applied from step / to /+/ . The size of the yield surface at any stage of loading is 
determined as long as an evolution rule defining the relationship between R and a 
is defined. 

3.7.2 Kinematic hardening 

The term kinematic hardening was introduced by Prager (1955) to construct the 
first kinematic hardening model. In this first model, it was assumed that during 
plastic flow, the yield surface translates in the stress space and its shape and size 
remain unchanged. This is consistent with the Bauschinger effect observed in the 
uniaxial tension-compression. 

Assume that the initial yield surface can be described by 

/ = /((Ty - ay) - i?o = 0 (3.23) 

where aij represents the coordinates of the centre of the yield surface, which is also 
known as the back stress. RQ is a material constant representing the size of the origi­
nal yield surface. It can be seen that as the back stress a ^ changes due to plastic flow, 
the yield surface translates in the stress space while maintaining its initial shape and 
size. 

It is clear now that the formulation of a kinematic hardening model involves as­
suming an evolution rule of the back stress a^j in terms of Eff, Oy or ay. 

The first simple kinematic hardening model was proposed by Prager (1955). 
This classical model assumes that the yield surface keeps its original shape and size 
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and moves in the direction of plastic strain rate tensor (see Figure 3.4). Mathemati­
cally it can be expressed by the following linear evolution rule 

da- = c d£:f' (3.24) 

where c is a material constant. 

CT3 

dttij = cd£ij 

/ = o ^ 

dttij = dniOy - a,.,) 

(a) Prager's hardening (b) Ziegler's hardening 

Figure 3.4: Prager's and Ziegler's kinematic hardening 

Whilst Prager's model is reasonable for one-dimensional problems, it does not 
seem to give consistent predictions for two- and three-dimensional cases (Ziegler, 
1959). The reason is that the yield function takes different forms for one-, two- and 
three-dimensional cases. To overcome this limitation, Ziegler (1959) suggested 
that the yield surface should move in the direction as determined by the vector 
Oij — ay, see Figure 3.4. Mathematically Ziegler's model can be expressed as fol­
lows 

da. = dju (a.- - a.) (3.25) 

where dju is a material constant. 

3.7.3 Mixed hardening 

The term mixed hardening is used to indicate cases when the yield surface not only 
expands or contracts but also translates in the stress space upon plastic loading (see 
Figure 3.5). This means that both the centre and size of the yield surface will depend 
on plastic strain. In this case, the yield function can be expressed by 
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/ = / ( a , . - a , ) - i ? ( a ) = 0 (3.26) 

where the size of the yield surface can be assumed to be a function of either plastic 
strain or plastic work., while either Prager's rule (3.24) or Ziegler's rule (3.25) may 
be used to control the translation of the yield surface upon loading. 

datj = dfiiOij - Uij) 

(a) Prager's hardening plus isotropic liardening (b) Ziegler's hardening plus isotropic hardening 

Figure 3.5; Mixed hardening 

3.8 GENERAL STRESS-STRAIN RELATIONS 

In order to determine the complete relation between stress and strain for elastic-
plastic solids, we still need to assume consistency condition (Prager, 1949). For per­
fectly plastic solids, consistency condition means that the stress state remains on 
the yield surface. For strain-hardening materials, consistency means that during 
plastic flow the stress state must remain on the subsequent yield surface (or loading 
surface). In other words, loading from a plastically deforming state will lead to 
another plastically deforming state. 

3.8.1 Isotropic hardening 

For isotropic hardening material, the yield function can be described by 

f(Oy,a) = 0 (3.27) 

then Prager's consistency condition requires 
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-J-do. + 4-da = 0 (3.28) 
dOi, 'J da ^ -^ 

Since the hardening parameter is a function of plastic strains, so the consistency 
condition (3.28) can be further written as follows: 

^do, + f^def = 0 (3.29) 
do.j y da de:P '} ^ ' 

For the special case of perfectly plastic solids, the second term of (3.28) will be 
zero. 

The plastic strain rate can be determined from a plastic potential by equation 
(3.17), which is in fact the same as the plastic flow rule (3.2). This flow rule sug­
gests that once a plastic potential is given, the plastic strain rate will be assumed 
to be normal to the plastic potential. However the non-negative quantity hox dX 
needs to be determined in order for the plastic strain rate to be calculated. The con­
sistency condition (3.28) can be used to determined dX. 

A general procedure for deriving a complete stress-strain relation for perfectly 
plastic and hardening materials is given below: 

(1) To divide the total strain rate (or increment) into elastic and plastic strain rates, 
namely 

(/£,.,• = dE% + deP. (3.30) 
y y I] 

(2) Hooke's law is used to link the stress rate with elastic strain rate by elastic stiff­
ness matrix D^^^^ as follows 

^^,y = ^ijki d^i = D,j,i ide,i - dePJ (3.31) 

(3) The general non-associated plastic flow rule is used to express equation (3.31) 
in the following form 

do,j = D^j,i(de,i-dX§-) (3.32) 

(4) By substituting equation (3.32) into the consistency condition (3.29), we obtain 

d^ = JjSij^ijic^'ki (3-33) 

where H is given by 
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(5) By substituting equation (3.33) into equation (3.32), we obtain a complete rela­
tion between a stress rate and a strain rate as follows 

"^""iJ = ^m ^^« (3.35) 

where the elastic-plastic stiffness matrix D^.^ is defined by 
ijk.1 

D^ = D,,, - - l D , ^ „ ^ i D ^ ^ , , (3.36) 

The above procedure is valid for both strain-hardening and perfectly plastic sol­
ids. It is noted that for the case of perfectly plastic solids, the yield surface remains 
unchanged so that (3.34) takes the following simpler form 

3.8.2 Kinematic hardening 

For kinematic hardening material, the yield function may be expressed as 

/ = f{Oij - ay) - /?o = 0 (3.38) 

where a^ denote the coordinates of the centre of the yield surface, often known as 
the back stress tensor. 

Prager's translation rule 

Let us now consider the kinematic hardening law proposed by Prager first, then 

da:: = c ds:,f = c dX^- (3.39) 
y y dO:: ^ ' 

where $ denotes the plastic potential. 

With Prager's consistency condition applied to the yield function (3.38), we have 

^do:: + -^da:: = 0 (3.40) 
aa .̂ y aa,̂  y 
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(3.41) 

The assumed form of the yield function (3.38) gives 

doy day 

With equations (3.39) and (3.41), equation (3.40) can be rewritten as 

^dOif = ^ c d k - ^ (3.42) 

which gives the plastic multiplier 

1 dOii'i 1 df 

dOtj dOij dOij dOij 

Then the increments of the back stress tensor and the plastic strains are determined 
by 

da. = c ds/ = cdXp- = -J^^ (3.44) 

dg_ 

do a dOij 

By using an elastic stress-strain relation, we can determine the elastic strain rate 

d^i/ = Ciji^i dou (3.46) 

where C^^i is the elastic compliance matrix. The total strain rate is the sum of the 

elastic and plastic parts 

dsy = qj„ do,i + i^^df (3.47) 

dOij dOij 

which can be further written as 
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"^'ii = S ^ / ^^« (3-48) 

where the elastic-plastic compliance matrix is 

1 doa doM 

'^., = C * + l ^ (3.49) 

dOfj dO^j 

It is worth noting that equation (3.48) can be inverted to give 

^̂ ^ = [Cy"'^^« = ^S,^^« (3.50) 

Ziegler's translation rule 

Ziegler's translation rule is 

da^j = dn (Oy - a^j) (3.51) 

where aja is a constant to be determined. 

With Prager's consistency condition applied to the yield function (3.38), we have 

which gives 

dOijiJ df 

The increment of the back stress tensor is therefore given by 

da^ = dju (o^j - Ofj) = -^ (Oij - a^) (3.54) 

It is worth noting that the plastic strain is not involved in the consistency condi­
tion with Ziegler's hardening. Therefore the plastic strain cannot be derived from 
the consistency condition. However it is normally assumed (Melan, 1938) that a 
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plastic modulus exists so that the plastic strain can be derived from a plastic poten­
tial following the form of equation (3.17) 

dOij do,J 

where Kp is a material constant known as the plastic modulus which can be deter­
mined from the uniaxial compression or tension test. Comparing equation (3.55) 
with equation (3.45) suggests that the plastic modulus plays the same role as the 
material constant c in the case with Prager's hardening rule. 

3.9 HISTORICAL REMARKS 

As rightly pointed out by Koiter (1960), it is often difficult to trace the origin of 
particular ideas in view of the long and often erratic history of the mathematical 
theory of plasticity, in particular with regard to the fundamental stress-strain rela­
tions. No attempt is made here to give a comprehensive review of the initial history 
of the plasticity theory. Rather a brief sketch will be given on the major landmarks 
in the early stage of the development of plastic stress-strain relations. For more de­
tailed discussion, the reader is referred to the reviews given by Hill (1950), Prager 
(1949,1955), Prager and Hodge (1951), Koiter (1960), Kachanov (1974) and Mar­
tin (1975) among others. 

Although the work by Tresca (1864) on the yield criterion of metal is widely 
regarded as the birth of the classical theory of plasticity, fundamental research on 
the failure or yielding of soils had been carried out much earlier by Coulomb (1773) 
and applied by Rankine (1853) to solve earth pressure problems in retaining walls. 
de Saint-Venant (1870) was the first to develop constitutive relations for perfectly 
plastic solids. In particular, the coaxial assumption (i.e., requiring coaxiality of the 
stress tensor and plastic strain tensor) made by de Saint-Venant proved to be a 
foundation for the classical theory of plasticity with regard to stress-strain relations. 
A more realistic yield criterion than Tresca's function for metal was proposed by 
von Mises in 1913. The maximum plastic work principle appears to be first proved 
by von Mises (1928) and Hill (1948) and then supported by Bishop and Hill (1947) 
from the behaviour of a single crystal. The development of stress-strain relations 
for hardening materials in incremental form proceeded very slowly. The first gener­
al stress-strain relations for solids with hardening was achieved by Melan (1938) 
and independently by Prager (1949). To provide a unified theoretical basis for the 
theory of plasticity, Drucker (1952, 1958) proposed a stability postulate, which in­
cludes the principle of maximum plastic work as one of its consequences. Drucker's 
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stability postulate has since been widely used to develop constitutive models for 
a certain class of plastic solids. In addition, Ziegler (1958) proposed a rather differ­
ent approach which attempts to bring the theory of plasticity under the scope of On-
sager's principle for irreversible thermodynamic processes. This last approach has 
received more attention in recent years (e.g. Collins and Houlsby, 1997). 
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CHAPTER 4 

GENERAL ELASTIC-PLASTIC THEOREMS 

4.1 INTRODUCTION 

It would be hard to overstate the importance of general theorems in the development 
and application of the theory of plasticity. Although the literature on the general 
theorems is quite extensive (Martin, 1975), the most widely used theorems are still 
limited. They include the principle of virtual work, uniqueness theorems, minimum 
principles for stress and strain rates, plastic collapse theorems, and shakedown 
theorems. A most striking feature of the general theorems is their complementary 
character. In other words, to each minimum principle (such as collapse or shake­
down theorem of a static type in terms of stress variables) corresponds a similar 
theorem of a kinematic type in terms of strain variables. An exception has to be 
made only for the uniqueness theorem for perfectly plastic solids, where non-
unique strain rates may correspond to unique stress rates (Hill, 1950; Koiter, 1960). 

Although significant progress has been made in the development of general theo­
rems for large deformation of elastic-plastic solids (Hill, 1958), their application 
for solution solving remains difficult and limited. In contrast, the general theorems 
for small deformation of elastic-plastic solids had already approached their defini­
tive form when Koiter (1960) was presenting his unified treatment of these theo­
rems over forty years ago. 

This chapter presents a concise treatment of some of the most widely used gener­
al theorems for elastic-plastic solids. The discussion will be restricted to small de­
formation for the reason mentioned above. While our presentation closely follows 
Hill (1950), Koiter (1960) and Kachanov (1974), some more recently developed 
theorems, which have already found practical applications, are also included. 

For simplicity, Cartesian tensor notation has been used in most of the literature 
on the subject of general theorems. We will also follow this tradition. The reader 
who is not familiar with it is referred to Chapter 8 of the book by Prager and Hodge 
(1951). 

4.2 THE PRINCIPLE OF VIRTUAL WORK 

The principle of virtual work (also known as the basic energy equation, Kachanov, 
1974) is an alternative form of expressing equilibrium and compatibility condi-
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tions. Since the principle does not involve stress-strain relations, it is applicable to 
both elastic and elastic-plastic solids. The principle of virtual work is important for 
at least two reasons: (a) it is a basic tool in establishing most other general plastic 
theorems; (b) it serves as a more convenient basis for numerical solutions of elastic-
plastic solids. 

Let us consider a body of volume Abounded by a surface S. We now apply pre­
scribed values of tractions (forces) To and displacements UQ over separate regions 
of the surface ST and Su respectively (see Figure 4.1). 

Figure 4.1: Principle of virtual work 

The boundary conditions are therefore expressed as follows 

",- = "o,- o" ^u (4-1) 

^y«; = ^Oi on Sj- (4.2) 

where i (i = 1,2,3) is used to denote the three axes. 

In addition to the prescribed forces and displacements on the surface, it is also 
assumed that the body V is subjected to a body force field defined by the vector ZJ, 
and the effect of dynamics is ignored. Therefore the equilibrium equations for the 
body V can be written as follows 

Oijj + 6, = 0 (4.3) 

where the subscript comma denotes partial differentiation with respect to the ap­
propriate spatial variable (Prager and Hodge, 1951). 
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Now we define a virtual displacement field as the difference between two neigh­
bouring kinematically admissible displacement fields (that satisfy both external 
boundary conditions and any internal constraints such as incompressibility for in­
compressible materials). Given a virtual displacement field is a small difference, 
it can be denoted by duf. The virtual strain field associated with the virtual displace­
ment field can be obtained as 

dEij = ^(dUij + dujj) (4.4) 

For a complete solid body, the principle of virtual work is mathematically given 
by the following basic energy equation 

J J J a,̂  de^j dV= \ I I b^ du, dV+\\ To, du, dS (4.5) 

where the left-hand side is the internal work done by stress fields on the virtual 
strain field and the right-hand side is the external work done by the prescribed trac­
tions and body force on the virtual displacement field. It is important to note that 
the surface integral is over S-j- only, since on S^ the displacements are prescribed 
so that the virtual displacements must be zero. This makes the external work done 
on the virtual displacement field over the surface Su as zero. 

To prove the principle of virtual work (4.5), we can use the stress boundary 
condition (4.2) to write the surface integral in the form 

TQI dUj dS = \ \ Oij duj tij dS (4.6) 

Let F be a scalar, vector, or tensor field which is continuously differentiable in 
closed domain Vbounded by a closed surface S with the outward unit normal vector 
Hj. Then Green's or Gauss's theorem can be used to transform a surface integral to 
a volume integral 

F n ^ ^ ^ = Fj dV (4.7) 

It can then shown that 

o,j du, njdS= \ \ \ (a^. du;)^j dV (4.8) 

V 

du,o,,dV+ o.de.dV (4.9) 
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As a result, the external work done by the tractions and body force (i.e. the right-
hand side of equation (4.5)) can be expressed as follows 

bf dUj dV + I To; dUj dS = 

du, (a^j + fc,) dV+ \ \ \ oy dE,j dV (4.10) 

Noting that the first term of the right-hand side of equation (4.10) is zero due to 
equilibrium, we have proved that the external work done is identical to the internal 
work done by the stress field. 

It should be noted that the basic energy equation is valid for any virtual displace­
ment fields (i.e. they do not have to be the actual one!) as long as they are kinemati-
cally admissible and compatible with the strain fields through equation (4.4). The 
strain fields could be independent of the stress fields. 

So far we have proved that the basic energy equation is valid for any pair of vir­
tual displacement and strain fields. In the same way, we can easily show that the 
following principle of virtual work in terms of a virtual velocity field v, and asso­
ciated strain rate field Ey is also true 

j j | a ^ . £ ^ . r f | / = | | j / . , v , r f K + | j T,^v,dS (4.11) 

where the virtual velocity field and strain rate field are related by 

^ = \iyi,i + H^ (4-12) 

4.3 UNIQUENESS THEOREMS 

Engineering problems are often involved with finding a solution for stress and 
strain changes in an elastic-plastic body caused by the application of an additional 
traction or/and displacement fields on the surface surrounding the body. In this sec­
tion we will investigate the conditions in which the small changes in stress and 
strain in the body are uniquely determined by the given boundary conditions and 
the stress-strain relations formulated for the elastic-plastic solids. 

4.3.1 Uniqueness of stress rates and strain rates 

Let us assume that the external body forces b^, the surface tractions TQ, on the part 
of the surface ^7- where the tractions are applied, and the surface displacements MQ; 
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on the part of the surface Su where the displacements are specified, are increased 

by known rates bj, TQ^ and UQ^. The solution for stress rates will have to satisfy the 

following requirements: 

(1) The stress rates satisfy the equations of equilibrium in the entire body 

Oii,i + ^- = 0 (4.13) 

(2) The stress rates satisfy the stress boundary conditions on Sj 

Oifij = To, (4.14) 

(3) The corresponding strain rates £,̂  are compatible with the velocity field v, = M, 

'a ^ ( v , j + v , - , , )=^(w,j + "y,,) (4.15) 

(4) The displacement increments (or velocities) satisfy the boundary conditions on 
Sv 

Ui = Mo, (4-16) 

It will be shown that the following uniqueness theorem is valid: 

The uniqueness theorem states that no more than one solution for stress 
rates can exist that will be able to satisfy all the requirements given above. 

This uniqueness theorem for stress rates appears to be first proved by Melan 
(1938) for both strain hardening and perfectly plastic solids. However Melan's 
proof for perfectly plastic solids has been overlooked by later researchers, such as 
Greenberg (1949), who have again independently provided proof for the theorem 
for perfectly plastic materials (Hill, 1950). 

The uniqueness theorem can be proved by showing that the assumption of the 

existence of two distinct solutions for stress rates, a), and CT , , leads to a contradic-

tion. The principle of virtual work can be used to obtain the following equation 

's 

If the change in geometry can be ignored (see Hill, 1950), the right-hand side of 
the above equation is zero because the given boundary conditions give 
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MP - uf^ = 0 on Sy (4.18) 

{of - of) Hj = 0 on Sj (4.19) 

Using equations (4.18) and (4.19), equation (4.17) reduces to 

- c/f)ief - ef) dV = Q (4.20) 
v 

On the other hand, the integral (4.20) will be shown to be positive unless 

aS'' = of, and this will therefore lead to a contradiction. 
y y 

First let's consider the elastic strain rates 

which is positive unless 6- = o- and where C,-̂ ;̂ is the tensor of elastic coeffici­
ents. 

For both perfectly and strain-hardening plastic materials, the following inequali­
ty holds for the plastic part of the integral 

V I] I] /V y ij I 

^ y y '̂  y ^ y y '̂  y ^ ' 

Therefore we have proved that for both perfectly plastic and strain-hardening 
materials, the solution for stress rates is unique. For strain-hardening materials the 
strain rate in any element is uniquely determined by the stress rate. This feature en­
sures that the solution for strain rates is also unique for strain-hardening materials. 
However a similar conclusion may not he drawn for the strain rate in a perfectly 
plastic solid (Hill, 1950). This lack of uniqueness may be removed by regarding 
the perfectly plastic material as the limiting case of a work-hardening material 
(Koiter, 1960). 

4.3.2 Uniqueness of stresses 

It is useful to know if the consistent distribution of stresses produced by applied 
surface displacements is unique, or if it depends upon the state of stress beforehand. 
To answer this question. Hill (1948,1950) proved that for a rigid-plastic solid there 
is not more than one consistent stress solution for which the whole mass deforms 
plastically. 
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Suppose that (CT^P, M̂  ') and (o^?, u\ )̂ could be two consistent solutions corres­

ponding to the same boundary conditions. It can be shown that 

ij '^ 'J 'J ' 

^f)i^T ~ "f') "/ •̂̂  = 0 (4-23) 

if 

(7̂ 2̂  - ^S?)("r - "f )̂ d^ = 0 (4-24) 

on the surface. This condition is satisfied when either the surface displacements or 
the external forces (tractions) are prescribed. 

If the two solutions are possible for the whole mass to be in the plastic state, then 
they must satisfy the yield criterion, for example, 

fipf)^f{af)=R(a) (4.25) 

throughout the whole mass. R{a) denotes the size of the yield surface (and therefore 
the state of hardening) just before the application of additional displacements or 
forces. By using an associated flow rule and noting the rigid-plastic assumption, 
we have 

(p^^ - a(2))(eW - ^f) = {p^^ - o^)(e'^''^ - ef"^) 

= (a(.i) - a(2))[JA(i)-4. - dX(^)^^ y y 5(7(1) Q^iiy 
y y 

= (ad) - a(.2))^A(i) J L + (a(2) - a(.i))JA(2) J L (4.26) 

y y 

As noted by Hill (1950), for the present purpose, there is no need to write dX as 
hdf when the material hardens. By considering the two terms in the right-hand side 
of equation (4.26), it is obvious that as long as the yield surface is convex they are 

all positive unless the two solutions for the stresses are the same, a^.'' = o^^\ We 
ij y 

have therefore proved that in a rigid-plastic material, there cannot be two distinct 
plastic stress solutions that satisfy the same boundary conditions. 
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4.4 MINIMUM AND VARIATIONAL PRINCIPLES 

Consider a function that depends on a number of variables. A minimum principle 
asserts that the function will become minimum over all admissible values of its va­
riables when they are equal to a certain set of values. On the other hand, a variational 
principle need not assert an extreme at all, even a local one, but only gives the condi­
tion that the function obeying it is stationary. It is therefore obvious that a minimum 
principle is stronger than a variational principle. Both of these types of principles 
are useful for obtaining approximate solutions for complex engineering problems 
where the exact solutions are unknown or difficult to obtain. This is why some 
minimum and variational principles have served as the theoretical basis for many 
powerful numerical methods in engineering. 

4.4.1 Elastic material 

It is instructive to consider the minimum principles for elastic material before pres­
enting their counterparts for elastic-plastic material. It is well-known that in the 
theory of elasticity the principles of minimum potential energy and minimum com­
plementary energy have played a very important role. The precise form of the mini­
mum principle will depend on the particular relations between the variables of the 
problems. As pointed out by Hodge (1958), however, certain features are common 
to all of the principles, and other features are clearly analogous. In fact, the mini­
mum and variational principles for elastic material are prototypes of most of the 
principles that will be presented for elastic-plastic material. For this reason, the 
well-known elastic minimum principles are given in this section for the purpose of 
comparison. 

Let (ffy, Ej) be the actual stress and strain fields in an elastic body that has been 

loaded from a stress-free state by prescribed surface tractions TQ, over a part of its 

surface Sj-, and by prescribed displacements MQ, over the remainder of the surface 

Su-

(a) The minimum and variational principles for tlie stress field 

Consider a pair of stress and strain fields (oLe^J) which are statically admissible 

(Prager and Hodge, 1951), so that the equations of equilibrium, the stress-strain 
relations, and stress boundary conditions are satisfied, but the displacement com­
patibility is not obeyed. The first elastic minimum principle may be expressed by 
the following statement: the expression 
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1̂ = 2 I I I ^ '̂- ̂ ^ " j I ^ "̂  "0' "^^ (̂ -2̂ ) 
defined for all statically admissible stress fields, becomes a minimum when the sta­
tically admissible stress field is equal to the actual stress field o^:. 

To prove this minimum principle, the principle of virtual work and stress and dis­
placement boundary conditions can be used to give 

(cf.. - o,) e, dV = 
V 

= f f K- - o,,) Hj Mo,- dS (4.28) 

By noting the reciprocity relation Oij^Sy = 0,/^:, it can also be shown that (Hill, 

1950) 

i ( o | e]. - o,s^ > (c4 - ay)s,^ (4.29) 

By combining equations (4.28) and (4.29), we obtain the following inequality 

5|H (a^.el-a^e^j)dV> j ^ J (o\ - o^ ^ij dV 

's, 

which can be rearranged to give 

\ \ (cf.. - o,j) nj u,, dS (4.30) 

^ 1 = ^ ^i'ii^^- O^u^iU^^dS 2 " y ^ y " - -y 'V^Oi 
V 

h\ \ \ Ou^.dV- o,n:U,,dS (4.31) > -- . . . ..y cij "•- - J J -̂ y "; "0/ 

where the equality holds only when â ^ = a,y. This provides a proof for the elastic 
minimum principle in terms of the stress field (also known as the principle of mini­
mum complementary energy). 

The corresponding variational principle for this elastic minimum principle states 
that the following expression 
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2 1 1 1 "y" ' ; " "^ I I " y " ; " O i 

E' dV- a'^j Hj Mo/ ^ 5 (4.32) 
V J hu 

becomes a stationary value when the varying statically admissible stress field Oif 

is equal to the actual stress field Og. 

To prove this, the expression (4.32) is further transformed into the following 
form 

n, 
V 

which has a stationary value provided 

a/7 

{E^ - cf,.e^;) dV - U T,,u,dS (4.33) 

do-
>J 

i = 0 (4.34) 

A sufficient condition to ensure equation (4.34) is to insist 

^^^IZ^l^^O => M! = ,., (435) 
do'. do'. '1 ^ ^ ^ 

at every point of the elastic mass. Assuming the stress field and strain field are lin­
early related, the condidon (4.35) gives 

I f = 4 = 4 (4-36) 
y 

This proves that the expression 11 ̂  will assume a stationary value when the stress 
(and strain) field is equal to the actual stress (and strain) field. As discussed earlier, 
this variational principle is weaker than the corresponding minimum principle 
(4.31). 

(b) The minimum and variational principles for the strain field 

Now consider a pair of stress and strain fields (c*, £*) which are kinematically ad­
missible (Prager and Hodge, 1951), so that the displacement compatibility, the 
stress-strain relations, and displacement boundary conditions are satisfied, but the 
equations of equilibrium are not obeyed. The second elastic minimum principle 
may be expressed by the following statement: the expression 
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"2 = ̂ 1 i { 44dV- I I u\ To, dS (4.37) 
2 y y 

J J Jy J JSj 

defined for all kinematically admissible strain fields, takes a minimum value when 
the kinematically admissible strain field is equal to the actual strain field £y. 

To prove this minimum principle, the principle of virtual work and stress and dis­
placement boundary conditions can be used to give 

V J JS 

= J j {uf- u,) To, dS (4.38) 

By noting the reciprocity relation 

( 4 - % ) ^ ^ = ( ^ - <'ii)'ii (4-39) 

and using the inequality (4.29), we obtain 

| ( ^ | 4 - ^y^y) ^ (4 - '̂ y)̂ y (4.40) 

By using equafions (4.28) and (4.29), we obtain the following inequality 

\\ \ 1̂ (4 4 - ^^i ŷ) ^""^W 1̂ (4 - ŷ) ŷ ^̂  

= {{ (uf- u,) To, dS (4.41) 

which can be rearranged to give 

= 5) J J "* ' : !<" ' - I I "i^a''^ (''•''2) 

As in the first minimum principle, the equal sign is only for the case when the kin­
ematically admissible strain field is equal to the actual strain field. 

By following the same procedure as used for the first minimum principle, the 
variational principle corresponding to the second minimum principle (4.42) can 
also be proved easily. 

44^^-
V J 

(^ij^ijdV-

ulT,,dS 
JSr 

Ui TQI dS 



CHAPTER 4 51 

So far we have only considered the minimum and variational principles for the 
stress and strain fields. However similar principles can be proved in the same 
manner for the stress and strain rates. 

4.4.2 Elastic-plastic material 

Before preceding to present the minimum and variational principles for elastic-
plastic materials, it is useful to give below the definitions introduced by Prager and 
Hodge (1951) and Drucker era/. (1951): 

Statically admissible stress rate fields 

A stress rate distribution d^^ is termed statically admissible if it satisfies the equa­

tions of equilibrium, yield criterion, and the stress boundary conditions. The strain 

rate field, which is obtained from such a stress rate field by stress-strain relations, 

is denoted by s^j'. 

Kinematically admissible strain rate fields 

A strain rate distribution e,-̂  is termed kinematically admissible if it satisfies the 
compatibility, plastic flow rule, and displacement boundary conditions. The stress 
rate field, which is obtained from such a strain rate field by stress-strain relations, 

is denoted by Og . This stress rate field does not generally satisfy the equations of 

equilibrium or the stress boundary conditions. 

(a) The minimum principle for the stress rate field 

Consider a pair of stress and strain rate fields i&'ij,slj) which are statically admis­
sible, so that the equations of equilibrium, the stress-strain relations, and stress 
boundary conditions are satisfied, but the displacement compatibility is not ob­
eyed. The minimum principle for the stress rate field may be expressed by the fol­
lowing statement: the expression 

(4.43) 

defined for all statically admissible stress rate fields, assumes a minimum when the 
statically admissible stress rate field is equal to the actual stress rate field d,-;. 

The above minimum principle can be further stated as the following inequality 

•^3 = ^ 4 elj dV - \ \ 4 "j "Oi d^ 
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^ l \ \ \ ^ ^ j ' ' J ^ ^ - \ \ ^iJ^j'^OidS (4.44) 

It is obvious tiiat this is in the same form as the first elastic minimum principle. 

To prove this minimum principle, we need to show that the following expression 
is positive (Koiter, 1960) 

5 [ 4 ^l - (^fij\ "^^ ~ [̂ ^ ~ ^y] "j "Oi dS 

By the use of the virtual work equation, the above expression can be transformed 
into 

[4- 4 - Offj] dV- \ I [o'j - 4 ] nj iiQi dS 
V J JS^ 

J J J [4 4 - ^ij^ij - 2(4 - '^ij)^yl dV (4.45) 

It can now be easily shown that the integrand in the right hand side of equation 
(4.45) is always positive unless Oij = o^j . First of all, the evaluation of the inte­
grand in (4.45) for the elastic parts of the strain rates gives 

CijM - Oij)i4i - o,i) > 0 (4.46) 

by noting the symmetry of the elastic coefficients Cij^, the equality sign in (4.46) 

holds only when dŷ  = dy. 

For perfectly plastic materials, it is obvious that the integrand of (4.45) is non-
negative as the first two terms are zero and the last term is non-negative due to the 
principle of maximum plastic work. For a strain-hardening material, the integrand 
of (4.45) can be reduced to the following for the plastic parts of the strain rates 

4 4 + ('if a - ^^^i^i] (4-47) 

which is never negative for all possible cases (i.e. loading, unloading, plastic and 
elastic loading) (see page 64 of Hill, 1950; page 188 of Koiter, 1960). This therefore 
proves the inequality (4.44). 

= i 
2 

(b) The minimum principle for the strain rate field 

Now consider a pair of stress and strain rate fields (dy, £ y) which are kinematically 
admissible, so that the displacement compatibility, the stress-strain relations, and 
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displacement boundary conditions are satisfied, but the equation of equilibrium and 
yield criterion are not obeyed. The minimum principle for the strain rate field may 
be expressed by the following statement: the expression 

n, = ^\ \ \ ^eldV- 1 1 wf TQ. dS (4.48) 

defined for all kinematically admissible strain rate fields, takes a minimum value 
when the kinematically admissible strain rate field is equal to the actual strain rate 
field e,;. 

Mathematically, the above minimum principle can be stated by the following in­
equality 

n, = U \ \ oleldV- j j wf To, dS 

-2j I j "'j''!"^^- j j '^i^oidS (4.49) 

To prove this minimum principle, we need to show that the following expression 
is positive 

5 [ 4 4 - ^ij^ij] ^ ^ ~ ["̂  ~ "'•] Ôi dS 

By the use of the virtual work equation, the above expression can be transformed 
into 

[4 4 - Ofij] dV- \ \ [lif - Ui] To; dS 

= i I J J ^^4- ^iN - 2(4- - ^ii)"ii\ dV (4.50) 

By following a very similar procedure as for the minimum principle for the stress 
rate field, it can be shown that the integrand of the right hand side of equation (4.50) 

is positive unless £y = e^j . 

(c) Historical remarks 

The minimum principle for the stress rate field (4.44) is substantially due to Hodge 
and Prager (1948) for a strain-hardening material, and to Greenberg (1949) for a 
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perfectly plastic material. The corresponding variational principle, which states 
that the expression (4.43) assumes a stationary value for the actual stress rate field, 
was proved earlier and is largely due to Prager (1942) for a special yield criterion 
and Hill (1950) for a general yield criterion. 

The minimum principle for the strain rate field (4.49) is due to Greenberg (1949) 
for both strain-hardening and perfectly plastic materials. Again its corresponding 
variational principle, which states that the expression (4.48) assumes a stationary 
value for the actual strain rate field, was proved earlier by Prager (1942). 

4.5 THEOREMS OF PLASTIC COLLAPSE FOR LIMIT ANALYSIS 

4.5.1 Introduction 

Consider that an elastic-perfectly plastic structure is subjected to some external 
loads on its surface that are gradually increasing. When the loads reach a certain 
critical value, plastic collapse (i.e. indefinitely increasing deformations under con­
stant loads), makes the structure unable to sustain any further increase of the exter­
nal loads. Such critical state is called a limit load state. For the purpose of engineer­
ing design, the engineer needs to estimate the limit or collapse load for a given 
structure. 

UQ = 0 

Figure 4.2: Theorems of plastic collapse 

Since its development in the 1950s, the method of limit analysis has quickly been 
applied in civil and mechanical engineering to estimate the collapse load that an 
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elastic-perfectly plastic structure can sustain. Limit analysis is a quick and direct 
method of estimating collapse loads, and therefore is particularly attractive to the 
practising engineer due to their lack of resource for conducting a more involved 
step by step analysis. The method of limit analysis is based on two theorems of plas­
tic collapse for elastic-perfectly plastic solids. These are known as the lower and 
upper bound theorems of limit analysis. 

As noted by Hodge (1958), the theorems of limit analysis represent a different 
type of minimum principle. While the principles of minimum potential and com­
plementary energy treat the external forces (or surface tractions) as fixed and mini­
mise the energy, limit analysis is concerned with certain multipliers of the tractions. 
If a perfectly plastic solid is to be loaded by a set of tractions TQ, (Figure 4.2), we 
consider the tractions mTQ,- as m is slowly increased from zero. This is also known 
as proportional loading. Although T^^ may be set as some arbitrary values, it may 
prove convenient to set them as the unit values of the tractions so that the value of 
m is a direct indication of surface tractions (Davis, 1968). 

For simplicity, the discussion of the theorems of limit analysis will be restricted 
to the most important case where the prescribed surface displacements on Su are 
zero (so that the reaction force does no work). The reader may verify that the theo­
rems remain valid if parts of S^ undergo rigid-body displacements and if the result­
ants of the external loads on these parts of S^ are specified (Koiter, 1960). If the 
prescribed displacement on parts or all of the surface S^ is not equal to zero, then 
the surface tractions operating on these parts should also be included as the surface 
tractions. In other words, the surface tractions we refer to include those reaction 
forces that do work. In this case, the definition of Sj should be extended according­
ly (Lubliner, 1990). 

If the value of mis sufficiently small, say 0 < m < m^, the structure will be en­
tirely elastic. As m is equal to m^ the structure starts to become plastic. If m is 
greater than m^ part of the structure will become plastic, but the elastic part of the 
structure is sufficiently large to support the additional load. However when m re­
aches a critical value (called collapse load factor), m,., a limit state (i.e. plastic col­
lapse) will occur where the deformation continues to increase with the load remain­
ing constant. The purpose of this section is to present two theorems that can be used 
to obtain a lower bound and an upper bound on the exact collapse load factor m^. 

4.5.2 Constant stress theorem at plastic collapse 

Before presenting the lower and upper bound theorems of plastic collapse, it is ne­
cessary to describe the theorem that asserts that the stress field remains constant at 
plastic collapse. In formal terms, the theorem can be stated as follows: 
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If all changes in geometry occurring during collapse are neglected, all 
stresses are found to remain constant during collapse. In other words, all 
strains are plastic at collapse. 

To prove this theorem, we can apply the principle of virtual work to obtain the 
following 

a .̂ £̂ . dV=\\ m,T,. v, dS = 0 (4.51) 

after noting that at plastic collapse the load factor remains constant so its rate is 
zero. 

Since the strain rate is the sum of an elastic part and a plastic part, equation (4.51) 
can be rewritten as 

m (p,j el + a^j e';^ dV = 0 (4.52) 
V 

For elastic-perfectly plastic solids obeying the associated flow law, it is well-
known that the second term of the integrand in the above equation is zero, namely 

Oij 4 = 0 (4.53) 

for either unloading (when the plastic strain rate is zero) or loading (when the plastic 
strain rate is normal to the stress rate for associated plastic flow). Using the elastic 
stress-strain relation, it is easy to note that equations (4.52) and (4.53) can be satis­
fied only if 

o^: = 0 = > o^: = constant (4-54) 

at the state of plastic collapse. It then follows that at collapse the elastic strain will 
be zero and all the strain will be plastic. 

This constant stress theorem at collapse suggests that the collapse load factor will 
be the same for both elastic-perfectly plastic solids (Drucker et al., 1952) and rigid-
perfectly plastic material (Hill, 1951). 

4.5.3 Lower bound theorem of plastic collapse 

This section establishes a lower bound theorem that can be used to obtain a lower 
bound on the exact collapse load factor m,.. For the lower bound theorem, a stati­
cally admissible stress field is defined as one which is in equilibrium with the sur­
face tractions m,.TQ^ and nowhere violates the yield condition. In addition, the load 
factor mc is defined as a statically admissible collapse load factor that corresponds 
to a statically admissible stress field. The lower bound theorem states: 
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If all changes in geometry occurring during collapse are neglected, a stati­
cally admissible collapse load factor is always less than or equal to the ex­
act collapse load factor (ml < me). The equality sign is valid only when 
the statically admissible stress field is the true stress field. In other words, 
the load factor derived from a statically admissible stress field is a lower 
bound on the true collapse load factor. 

To prove this lower bound theorem, we consider 

III. io,j - o .̂) ^£,̂  dV 

where the true stress and strain (purely plastic) fields at plastic collapse are denoted 
by {Oipde^p and the statically admissible stress field is denoted by aj. which is in 

equilibrium with the load factor m^. From Figure 4.3 and the principle of maximum 
plastic work, it is obvious that the above expression is non-negative, namely 

(a^. - o .̂) de,j dV > 0 

By the principle of virtual work, we have 

(4.55) 

(ay - (4.) dEij dV = (m, - ml) TQ, du^ dS > 0 (4.56) 
V J J ST 

which leads to the lower bound theorem 

ml < mc (4.57) 

if we note that the plastic work done by the surface tractions TQ^ is positive. 

f=g = 0 

Figure 4.3: The lower bound theorem 
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/ = 5 = 0 

Figure 4.4: The upper bound theorem 

4.5.4 Upper bound theorem of plastic collapse 

We now consider an upper bound theorem that can be used to obtain an upper bound 
on the exact collapse load factor m,- For the upper bound theorem, a kinematically 
admissible velocity field is defined as one which satisfies the boundary condition 

on Su- In addition, the load factor m* is defined as a kinematically admissible col­
lapse load factor that corresponds to a kinematically admissible velocity field. The 
upper bound theorem states: 

If all changes in geometry occurring during collapse are neglected, a kine­
matically admissible collapse load factor is always greater or equal to the 
exact collapse load factor (m^ > m,j. The equality sign is valid only when 
the kinematically admissible velocity field is the true velocity field. In other 
words, the load factor derived from a kinematically admissible velocity 
field is an upper bound on the true collapse load factor 

To prove this upper bound theorem, we consider 

(aj - a^) flfej dV 

where the true stress field at plastic collapse is denoted by o^ and the kinematically 

admissible strain rate field is denoted by fi?e|. The stress field a .̂ is associated with 

the kinematically admissible strain rate field c?£̂ - by the associated flow law. 
Figure 4.4. In general this stress field will not be in equilibrium. From the principle 
of maximum plastic work, it is obvious that the expression is non-negative, namely 
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( 4 - 0,) del dV > 0 (4.58) I] ij' ij 

V 

If we define a kinematically admissible load factor m^ so that 

4 del dV = m''A T^^ du\ dS (4.59) 
ij I] "• I I ^' ' 

V 

then by the principle of virtual work, we obtain 

III, (a]. - ay) dt^ dV = {ml - m,) TQ, du^ dS > 0 (4.60) 
V J hr 

which leads to the upper bound theorem 

nic ^ iric (4.61) 

provided that the kinematically admissible velocity field is chosen so that 

To,- cfuf dS >0 (4.62) 

which is very easy to do in practice. 

4.5.5 Extension to non-associated plastic flow 

As shown in the preceding sections, the proof of the theorems of plastic collapse 
is based on the principle of maximum plastic work. As a result, they are only valid 
for materials obeying an associated plastic flow rule. However real materials in 
geotechnical engineering behave more closely to a non-associated plastic material. 
It is therefore not a surprise that some effort has been devoted in the past to extend 
the basic lower and upper bound theorems to non-associated materials (e.g. Palmer, 
1966; Davis, 1968; Collins, 1969). Despite much effort, there has been no break­
through in this area. Two of the more useful results are summarised here. 

(a) Radenkovic's upper bound theorem 

This theorem can be stated as follows: 

The collapse load (or an upper bound for the collapse load) for a structure 
made of an associated material is an upper bound for the collapse load of 
the structure made of a non-associated material obeying the same yield cri­
terion. 
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This theorem follows readily from the fact that the true collapse load for a non-as­
sociated material must be statically admissible for an associated material (because 
statically stress fields are independent of the plastic flow rule), and therefore less 
than the true collapse load for the associated material. 

(b) Collins' generalised upper bound theorem 

In an attempt to develop a method for obtaining upper bounds when the interface 
behaviour is governed by Coulomb's criterion, Collins (1969) noted that 

The velocity boundary conditions do not need to be satisfied precisely for 
the upper bound theorem to be valid. In particular if one chooses the admis­
sible velocity field to be such that on a plane interface the velocity compo­
nent in the direction of the resultant surface traction is constant over the 
interface, then such a velocity field provides an upper bound to the total 
normal load in the presence of Coulomb friction. 

To prove this upper bound theorem, we consider a volume V of a rigid-plastic 
solid and assume its surface is divided into two parts. On one part S-p, some or all 
of the traction components are prescribed. The rest of the surface Sy corresponds 
to the frictional interface which may be subject to certain types of velocity condi­
tions. Collins' theorem is used mainly to obtain upper bounds on the normal com­
ponent of the surface reaction forces due to the prescribed surface velocity condi­
tions. 

The general upper bound, when applied to the situation with both the prescribed 
surface tractions TQ,- on '̂7- and the reaction forces /?, on S^, takes the following form 

R, u 1 d S ^ \ \ \ a\ E\ dV-\[ To, u] dS (4.63) 

Now suppose we consider a planar interface where M* and M, are the normal and 
tangential components of the prescribed displacements. The corresponding reac­
tion forces Rj have both normal and tangential components R„ and /?,. Further we 
assume that these two components are related by Coulomb's frictional criterion so 
that 

\Rt\ = Cw - Sn Rn tani^H, (4.64) 

where Sn = 1 if /?« points out of the body (i.e. tension) and *„ = -1 if /?„ points 
into the body (i.e. compression). The quantities c„ and 4>„ denote the cohesion and 
friction angle on the interface. Using equation (4.64), the basic upper bound in­
equality can be re-written as 
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SI Sn Uf tan^^) R^ dS 

To,. u1 dS ~St\ c„ uf dS (4.65) 
ST J JSu 

where the sign St is defined so that |/?,| = SiR, and .?, = 1 if Rt has a clockwise 
direction around the boundary of the body and 5/ = -1 otherwise. The right side 

of this inequality can be evaluated for any trial velocity field M̂  as €„ is known. 

Suppose now we are interested in finding an upper bound for the total normal 
reaction force F,, on Su namely 

Fn= \ I RndS (4.66) 

which could be tensile (5„ = 1) or compressive (5„ = — 1). The inequality (4.65) 
provides such an overestimate for any trial displacement field which has the proper­
ty that 

Sfi Un — Si Sn uf tan^H, = constant (4-67) 

on the surface S^. In general this will not satisfy the actual displacement boundary 
condition on the surface Su. 

In short it appears that our criterion in choosing the trial displacement field 
should not be that it satisfies the actual boundary conditions, but rather that it 
should satisfy equation (4.67) to give an upper bound on the quantity of interest. 
This generalised upper bound theorem has been incorporated by Yu and Sloan 
(1994) in a finite element formulation for upper bound limit analysis. 

4.5.6 Historical remarks 

The theorems of plastic collapse were first formulated by Gvozdev (1936) for ap­
plications in structural mechanics but this original Russian paper was overlooked 
by subsequent researchers in the field. The lower bound theorem in its general form 
was then independently established by Feinberg (1948) and proved by Hill (1948) 
by applying the principle of maximum plastic work to a finite volume of perfectly 
plastic material. A more complete statement of both lower and upper bound theo­
rems and their proof was presented by Hill (1951) three years later. In these studies, 
the assumption of rigid-plastic materials was necessary. In a landmark paper, 
Drucker et al. (1952) first noted that the stress state remains constant at plastic col-
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lapse and therefore proved that the lower and upper bound theorems of limit analy­
sis are also vaHd for elastic-plastic material. 

It should be noted that some years before Hill's groundbreaking work, Melan 
(1938) had already established a more general statical theorem (now known as the 
lower bound shakedown theorem) for elastic-plastic solids subjected to variable 
loads. In fact, Melan's shakedown theorem contains the lower bound theorem of 
plastic collapse as a special case. However this fact seems to have escaped notice 
by subsequent researchers in the field, possibly because Melan's highly original 
papers suffered from a rather abstruse argument (Koiter, 1960). 

Finally it is stressed that both the upper and lower bound theorems of plastic col­
lapse are based on the key assumption of small deformation at failure. While this 
assumption is adequate for many problems of practical interest, it may not apply 
to certain problems. Limited research into the effect of large deformation on struc­
tural limit analysis by Onat and Haythomthwaite (1960) and Gao (1991) suggests 
that geometry changes can work for or against the loading capacity of a structure. 

4.6 SHAKEDOWN THEOREMS 

When an elastic-plastic structure is subjected to a variable loading programme be­
tween given extreme values, its behaviour may fall into one of the following types: 

(1) If the structure is loaded cyclically in tension and compression and also the 
loading in both directions produces plastic deformation, then it is likely that 
fracture will occur as the result of plastic deformations alternating in sign. This 
is called alternating plasticity or low-cycled fatigue. 

(2) If the structure is loaded cyclically between two extreme values and also the 
extreme load values are sufficiently large, then it is likely that each loading 
cycle will produce plastic deformation. This progressive plastic flow is likely 
to lead to unacceptably large deformation after a large number of cycles, which 
is also known as incremental failure. 

(3) If the structure is loaded cyclically between two extreme values and also the 
extreme load values are sufficiently small, then it is likely that at early stage of 
the loading each cycle will produce plastic deformation, and thereafter continu­
ing loading produces no further plastic flow. If this happens, then the structure 
is said to have reached a state of shakedown, at which the structure will behave 
in a purely elastic manner. 

In light of the above discussion, it is obvious that determining whether an elastic-
plastic structure will shakedown for given extreme load values is a problem of great 
practical importance. Its direct solution is difficult but has been helped greatly by 
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two theorems developed by Melan (1938) and Koiter (1960). Like the lower and 
upper bound theorems of plastic collapse, these two basic shakedown theorems can 
also be used to obtain a lower bound and an upper bound for the shakedown load 
limits under which the structure will shakedown. 

For simplicity, the discussion of the basic shakedown theorems will be restricted 
to the most important case where the prescribed surface displacements on 5„ are 
zero. Therefore elastic-plastic structures will be subjected to some surface tractions 
that vary between extreme values. 

4.6.1 Melan's lower bound shakedown theorem 

Melan's lower bound theorem can be stated as follows: 

An elastic-perfectly plastic structure will shakedown for given extreme load 
values if and only if there exists a state of time-independent self-stress (i.e. 
residual stress) that nowhere violates the yield criterion when it is superim­
posed on the state of elastic stresses of the structure caused by the extreme 
load values. 

where the state of self-stress or residual stresses is in equilibrium with zero external 
loads. It is also noted that the state of elastic stresses, to be superimposed on the 
state of self-stress, is determined from the external loads by assuming that the struc­
ture is made of an elastic material. 

We consider an elastic-perfectly plastic structure that has already shaken down 
under a loading programme that varies in time within a certain range of the surface 
tractions. For simplicity, it is assumed that the loading is applied sufficiently slowly 
so that the effect of inertia may be small and therefore ignored. At the state of shake­
down, the plastic strain field ê , remains constant in time and defines a time-inde-

y 

pendent self-stress or residual stress field p,̂ - This residual stress field, when com­

bined with the elastic stress field a l does not violate the yield criterion throughout 

the structure 

/ ( ^ ^ • ) = / K + P ^ ) ^ 0 (4.68) 

It follows from Melan's lower bound theorem that shakedown will occur in the 
given load range if a time-independent self-stress field Q^p not necessarily equal to 

the actual residual stress field at shakedown Qip can be found such that 

/ ( ^ / / ) = / K + ^ ) ^ 0 (4.69) 

To prove this theorem, we consider the essentially positive elastic strain energy 
corresponding the residual stresses, Q^, — Q^- , 
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i I I I <^P/ (Qij - Qij^ (Qki - Qkl) dV (4.70) 

The derivative of A witii respect to time is 

(£-,; - Q,j) ^r dV (4.71) 

where £|> is the elastic strain rate due to the residual stress rate. It is noted that the 

total strain is the sum of the elastic strain due to the external load, ef„ the elastic 

strain due to the residual stress ,e\., and the plastic strain due to the residual stress, 

e^.. As a result, equation (4.71) can be reduced to 

'V 

Since the state of residual stresses, Qi\ — Qij, is self-equilibrating, and the strain 

rate field, £;.• — elj, is kinematically admissible, equation (4.72) can be further sim­

plified by the principle of virtual work 

W ^ - \ \ \ (^ij-^ij^'ij^y=-\\\^(^ij-^^''i^y (4.73) 

It now follows from the principle of maximum plastic work that A = dA/dt will 
be negative as long as plastic strains occur in the actual loading programme. How­
ever as an elastic strain energy, A cannot be negative, and therefore plastic deforma­
tion cannot continue indefinitely. In other words, at some stage the structure must 
shakedown to a state of residual stresses with constant plastic strains. 

It is important to note that in the above proof of Melan's theorem, nothing is said 
about the magnitude of the plastic deformations which may occur before the struc­
ture reaches its shakedown state. This issue is of practical importance and will be 
briefly discussed at the end of this chapter. 

4.6.2 Koiter's upper bound shakedown theorem 

Koiter's upper bound theorem can be stated as follows 

An elastic-perfectly plastic structure will not shakedown for given extreme 
load values (i. e. it will fail ultimately due to progressive plastic flow) if any 

kinematically admissible plastic strain rate cycle Eij and any external loads 
TQI within the prescribed limits can be found so that 
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\ dt\ I To; Mf ^5 > fi^H â . 4 dV (4.74) 

which provides an upper bound for the shakedown load Hmit. This theorem can be 
proved indirectly as follows. 

The inequality (4.74), with the principle of virtual work applied to its left-hand 
side, can be rewritten as 

j'.,||[..4->{ ol etjdV> \ dt\ \ \ ol 4- dV (4.75) 
V 

which can be further reduced to 

[ ^M K-4-^S4]^^>0 (4.76) 

If, however, shakedown has taken place, then from Melan's theorem a time-inde­
pendent residual stress field, QIJ , must exist so that 

f(Oij)=mj + Qij)^0 (4.77) 

By the principle of maximum plastic work, we have 

^il 4 ^ ((^j + Qij) 4 (4-78) 

Therefore 

• t 

dt\\\ \a\. 4- + p̂ . 4 - a\ E% dV < 0 (4.79) 

Since the residual stress field Q^^ is self-equilibrated (with zero external loads on 

^T-and zero displacements on Su), the application of the virtual work equation gives 

Qil 4 = 0 (4-80) 
V 

With equation (4.80), the expression (4.79) can be further reduced to 

j j j f f K.4-a|4]c/F<0 (4.81) 
' 0 J J JV 

This contradicts inequality (4.76) and therefore shakedown cannot take place as 
long as inequality (4.74) is satisfied. We have therefore proved Koiter's kinematic 
shakedown theorem. 
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4.6.3 Historical remarlis and further extensions 

The lower bound shakedown theorem for structures under variable loads was first 
established by Bleich (1932) for simply indeterminate structures. This work was 
later generalised by Melan (1938) to a general three-dimensional elastic-perfecdy 
plastic structure. It is noted that Melan's original proof was rather complex and con­
siderable simplifications of Melan's proof were achieved by Symonds (1951) and 
Koiter (1960). The upper bound shakedown theorem was established by Koiter 
(1960). However Koiter's theorem bears some resemblance to the earlier method 
of Symonds and Neal (1951). 

An extension of the basic lower bound shakedown theorem to kinematic-harden­
ing materials has been made by Ponter (1976). Although Melan's theorem yields 
a sufficient condition for shakedown, the accumulation of plastic strain and dis­
placement which occurs during the history of loading is not known. The displace­
ment bounding theorems established by Capurso (1974) and Ponter (1972) provide 
some indication of the accumulated plastic deformation before the state of shake­
down is achieved. In fact, the displacement bounding theorem of Capurso (1974) 
has been used by Shiau and Yu (2000) to estimate the value of plastic deformation 
at shakedown of pavements under moving traffic loads. 
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CHAPTER 5 

PERFECT PLASTICITY 

5.1 INTRODUCTION 

This chapter is concerned with the theory of perfectly plastic solids for application 
in soil and rock mechanics. In fact, before the theory of plastic stress-strain relations 
was developed for metals (de Saint-Venant, 1870; Levy, 1870), the concept of per­
fect plasticity had already been used to solve geotechnical stability problems in­
volving earth pressures and retaining walls by Coulomb (1773) and Rankine 
(1857). However, without a stress-strain relation, it is not possible to use the theory 
of plasticity to estimate deformation. This is why in the early stage of the develop­
ment of soil mechanics and geotechnical engineering, almost all the calculations 
were concerned with the stability of structures and earthworks. In these analyses, 
the soil was considered to be a rigid-perfectly plastic solid, and simple calculations 
led to an estimate of the maximum load the structure can sustain before collapse. 

To help understand the influence of early soil mechanics (i.e. the theory of earth 
pressure) on the development of the theory of plasticity, it is instructive to recall 
an excellent, concise account made by Prager (1955) in his James Clayton Lecture 
delivered at the Institution of Mechanical Engineers, London: 

"The foundations of the theory of plasticity were laid about eighty years ago 
by Saint-Venant, Levy and Boussinesq. The development of hydrostereody-
namics or plasticodynamics, as the new field was called, was strongly in­
fluenced by the already well-established theory of earth pressure, to which 
Levy, Saint-Venant, and Boussinesq were then making contributions. Tres-
ca's yield condition (Tresca, 1868), adopted by these authors, can be re­
garded as a special case of the condition on which Coulomb (1773) had 
based his theory of earth pressure nearly a century before, and the important 
concept of the limiting equilibrium of a continuum had been established by 
Rankine's work on such equilibria in loose earth (Rankine, 1857). Much of 
the theory of earth pressure, however, had been perfected before Cauchy's 
fundamental investigations on elasticity has clarified the specifications of 
stress and strain, and brought out the important role of the stress-strain rela­
tions in any branch of mechanics ofcontinua. In the theory of earth pressure 
the introduction of stress-strain relations was obviated by the restriction to 
the consideration of limiting equilibria and the appeal to a heuristic extreme 
principle implied in Coulomb's work and more clearly formulated by Mose-
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ley. It is fortunate that the pioneers of the theory of plasticity did not copy 
this unsatisfactory feature of the theory of earth pressure but introduced 
instead a flow rule relating the stress to the strain. Research in plasticity was 
thereby forced to pursue an independent course and, as a result of this, the 
theory of plasticity is now able to pay some of the debt of gratitude it owes 
to the theory of earth pressure: the general theory of limit analysis, devel­
oped during recent years as a subject in plasticity, has shed much needed 
light on the foundations of the theory of earth pressure. " 

In fact, with the aid of the modem terminology of limit analysis (Hill, 1951; 
Drucker et al., 1952), the method used by Coulomb (1773) for calculating the thrust 
exerted by the soil on a retaining wall by assuming a failure surface may be regarded 
as an upper bound method. On the other hand, the approach adopted by Rankine 
(1857) for determining active and passive earth pressures by considering a limiting 
stress field may be regarded as a lower bound method (Wroth, 1973). 

The theory of perfect plasticity assumes that soil or rock can be modelled as an 
elastic-perfectly plastic solid. As described in Chapter 2, it consists of the follow­
ing three basic elements: 

(1) A linear or nonlinear law to define the elastic stress-strain relation. 

(2) A yield criterion to define the onset of plastic flow. 

(3) A plastic flow rule to define the plastic stress-strain relation. 

A large number of criteria have been proposed to describe the yielding and 
strength of geomaterials (i.e. soil and rock) under a general loading condition. 
Based on these criteria, theories of perfect plasticity have been developed. No at­
tempt is made here to cover all these models. Instead we will focus on a few that 
have been used most widely in geotechnical analysis. They include models based 
on the yield criteria proposed by Tresca (1864), von Mises (1913), Coulomb 
(1773), Drucker and Prager (1952), Lade and Duncan (1975), Matsuoka and Nakai 
(1974, 1982), and Hoek and Brown (1980). 

5.2 ELASTIC MODELS 

5.2.1 Linear elasticity 

For a linear, isotropic elastic material, the stress-strain relations can be expressed 
using Hooke's law in a total form as follows 

S = i ^ ^ / , + f ^ M < 5 , ; (5.1) 
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When applied in conjunction with a plastic model, it is more useful to have the elas­
tic stress-strain relations written in a rate (or incremental) form, namely 

^ij = ^ o , j + ^a,,d,j (5.3) 

y 1 + V y (1 - v)(l + Iv) ^^ '^ ^ ' 

In (5.1)-(5.4), Hooke's elastic stress-strain relations are expressed in terms of 
Young's modulus and Poisson's ratio. Alternatively, they can be expressed in terms 
of bulk modulus K and shear modulus G as follows 

^y "" 'W^kk^ii "•" 2G'̂ '>' ^^'^^ 

o^-^k^P^^^^^ (5-6) 

where 

(5.7) 

(5.8) 

(5.9) 

(5.10) 
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5.2.2 Nonlinear elasticity 

Soil or rock rarely behaves as a linear elastic material. So a better approach would 
be to model them as a nonlinear elastic-plastic material. To fully define the elastic-
plastic stress-strain relation for a geomaterial, it is necessary to specify a nonlinear, 
incremental, elastic stress-strain relation. 

Two methods may be used to construct a nonlinear elastic stress-strain relation. 
They are known as Green's hyperelastic theory and hypoelastic theory. 

(a) Hyperelasticity 

The theory of hyperelasticity assumes that there exists a strain energy function, 
Us(eij), and a complementary energy function, Uc{o^j), such that 

a,, = ^ and e,,. = ^ (5.11) 
y d£:: y dOf: ^ ' 
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The above equation yields a one-to-one relationship between stress and strain. 
The rate form of this stress-strain equation is given below 

''j = a ^ ^^' = ^'j^' ""ki (5-13) 

A key feature of hyperelasticity is that no energy can be generated through load 
cycles and therefore thermodynamic laws are always satisfied. The main objection 
to the theory of hyperelasticity is that it may require many material constants, which 
could be difficult or expensive to determine in practice. Another major limitation 
of the theory is that it cannot model load history dependence as equations (5.12) 
and (5.13) imply that tangent moduli of the material are identical for loading and 
unloading. Applications of this type of theory to soil modelling are given by 
Houlsby (1985) and Borja et al. (1997) among others. 

(b) Hypoelasticity 

In the theory of hypoelasticty, it is assumed that the incremental stress and strain 
tensors are linearly related by variable material moduli that are functions of the cur­
rent stress or strain state. Mathematically we have 

Oij = 0 ^ y > « r . ) ^ki (5-14) 

where the material matrix could be a function of both stress and strain. Therefore 
the hypoelastic behaviour is stress history dependent. It should be noted that in hy­
poelasticity it is not guaranteed that thermodynamic laws are always satisfied (e.g. 
Zytynski et al, 1978). Nevertheless this type of nonlinear elastic models is widely 
used in geotechnical analysis. 

5.3 PLASTICITY MODELS FOR COHESIVE SOILS 

For cohesive soils, the two most widely used plasticity models are those proposed 
by Tresca (1864) and von Mises (1913) initially for metals. Experience suggests 
that under undrained conditions, fully saturated cohesive soils (i.e. clay) can be mo­
delled accurately by either Tresca or von Mises plasticity theory. 

5.3.1 TVesca model 

After a series of experiments on metals, Tresca (1864) concluded that yielding oc­
curred when the maximum shear stress reached a certain value. In proposing this. 
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Hill (1950) suggested that Tresca was probably influenced by a more general law 
for the failure of soils, proposed many years earlier by Coulomb (1773). Tresca's 
yield criterion is 

f=o^-o^-2Su = 0 (5.15) 

where o^ > O2 ^ o^ and 5„ is the undrained shear strength. From a computa­
tional point of view, it is more useful to write the above equation in terms of the 
second invariant of deviatoric stress and Lode's angle as follows 

/ = 7/2 cos 6;-Su = 0 (5.16) 

As shown in Figure 5.1, the Tresca yield surface is a regular hexagon on a deviatoric 
plane. 

When a saturated clay is loaded under undrained conditions, the volume remains 
constant. As a result it is suitable to adopt an associated plastic flow rule by treating 
the yield function (5.16) as the plastic potential as well. Therefore 

= JT2 cos 0/ — Su = 0 (5.17) 

0̂ 3 4 

von Mises yield surface 

Tresca yield surface 

Figure 5.1: Tresca and von Mises yield criteria on a deviatoric plane 

As described in Chapter 3, the complete relation between a stress rate and a 
strain rate for an elastic-perfectly plastic solid may be expressed as follows 

^ij = ^ 5 / ^« (3.56) 

where the elastic-plastic stiffness matrix D''̂  is defined by 
ijki 

D'P. = D, -rD:, 
dg df 

D. 
• ijkl y''' H ''"'" dOmn ^pq P''^^ 

(3.57) 
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in which 

To determine the complete stress-strain relation for Tresca materials, we need to 

determine df/do^j and dg/dOjj, which can be obtained using the chain rule 

cos 6, dJ^ rr • ^ ^^; 
= —p=i ^ - 7/ , sm e, ^ (5.19) 

'2 'J '1 

_dg_ ^ dg_ dJj^ dg_ dO^ 

COS ^, a / , / I - . ^ as, / r ^ , x 
= — ^ 3-3- - JJ. sm 6*, ̂  (5.21) 

where 3/2/ac,-.-and ddi/dOjj are independent of the form of yield functions and plas­
tic potentials as they only depend on the definitions of the second invariant of devia-
toric stress and Lode's angle. 

It is noted however from Figure 5.1 that Tresca's yield function and plastic po­
tential are not differentiable at certain corner points. These singularities deserve 
special treatment as they are important for some practical problems. Several ap­
proaches exist for dealing with these singularities. One of the classical approaches 
was developed by Nayak and Zienkienicz (1972) and consists of using only one 
yield function in combination with a rounding off procedure for points at which two 
planes of the yield function meet (the so-called corner point). Sloan and Booker 
(1984) adopted a modified surface to round off the corners so that a smooth yield 
surface may be obtained. Although these approaches have proven to be effective 
to some extent, they are mathematically inconvenient and physically somewhat ar­
tificial. A rigorous method has been proposed by Yu (1994) for stress states sited 
on the corners. 

5.3.2 von Mises model 

A slightly better alternative to the Tresca yield criterion is the criterion proposed 
by von Mises (1913). von Mises suggested that yielding occurred when the second 
invariant of deviatoric stress reached a critical value, von Mises' yield criterion is 
expressed as follows: 
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f=jr2-k = 0 (5.22) 

or 

f=(0,- a2)2 + ((72 - 0,f + ((73 - 0,f - 6k^ = Q (5.23) 

where k is the undrained shear strength of the soil in pure shear. As shown in 
Figure 5.1, the von Mises yield surface is a circle on a deviatoric plane. Like the 
Tresca yield surface, the von Mises yield criterion does not depend on the mean 
stress. A physical interpretation of the von Mises yield criterion was that equation 
(5.22) implies that yielding begins when the elastic energy of distortion reaches a 
critical value (Hill, 1950). 

By suitably choosing the value of the strength parameter k in equation (5.22), 
we can make the von Mises circle pass through the corners of the Tresca hexagon 
(as shown in Figure 5.1), which happens when 

i.^ Su ^ 2_s^ (-524) 
cos d; J3 

By comparing Tresca's and von Mises' yield criteria, it is obvious that the von 
Mises yield criterion generally implies a slightly higher undrained shear strength. 
The difference depends on Lode's angle that indicates the direction of shear stress. 

For undrained loading, the plastic volumetric strain is zero so that an associated 
flow rule is adequate, namely 

g = jr2-k = 0 (5.25) 

which, together with equation (5.22), leads to 

_C _ i f _^ ^ J _ ^ (526) 
y 

2 (5.27) 
y 

5.4 PLASTICITY MODELS FOR FRICTIONAL MATERIAL 

For cohesive-frictional soil and rock, neither Tresca's nor von Mises' yield criterion 
is adequate. This is because the key feature of yielding of frictional materials is their 
mean pressure dependence. In other words, a correct yield criterion for any fric­
tional material would be a function of the first stress invariant or mean pressure. 
In this respect, the oldest and still the most useful yield criterion for cohesive fric-

dOij' "a/2 

- ^g 
a/2 

5 ^ y " 

a/2. 

2jh^o^ 

_ 1 ^J: 
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tional materials is the empirical proposal made by Coulomb (1773) in his investiga­
tions of retaining walls. 

Mohr-Coulomb 

Figure 5.2: Mohr-Coulomb yield surface on a deviatoric plane 

5.4.1 Mohr-Coulomb model 

The yield criterion proposed by Coulomb (1773) is in terms of shear stress T and 
normal stress o„ acting on a plane. It suggests that the yielding begins as long as 
the shear stress and the normal stress satisfy the following equation 

| r | = c + On tan<p (5.28) 

where c and ^ are the cohesion and internal angle of friction for the soil. 

In terms of the principal stresses, Coulomb's yield criterion can be expressed by 

/ = O^-GT, - (ffj -I- o^)sin(p-2ccos(p = 0 (5-29) 

for (7^ > (72 S: Oy 

In terms of the stress invariants and Lode's angle, the Mohr-Coulomb yield cri­
terion (5.29) can be written as 

/ = / 7 ^ - ^ ^ ^ ^ ^ / i f - ^ A - m ( 0 , 0 ) c COS0 = 0 

where 

m(%0) = 73 

(5.30) 

(5.31) 
(73cos0; -I- sinOj sincp) 

Alternatively, equation (5.30) can also be expressed in terms of the generalised 
shear stress q and the mean stress p as follows 
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f — q — J3 p m(9i,(p) sin^ - J3 m(6i,<p) c cos^ = 0 (5.32) 

by noting q = ys /^ and p = / j / 3 . 

With the Mohr-Coulomb model, it is often assumed that the plastic potential 
takes the same form as the yield function but the friction angle is replaced by the 
dilation angle (which is a smaller angle). Therefore 

g = Jh- 3 h - fn{di,tp) c cosrp = 0 (5.33) 

where xp is the dilation angle and 

m(di,rp) = -j= ^ (5.34) 
{J3cos6i + sinOi simp) 

To link the plastic potential and the yield function, a stress-dilatancy equation 
must be used which defines the relationship between the angles of friction and dila­
tion. Perhaps the most successful stress-dilatancy model is that developed by Rowe 
(1962), which has been further simpHfied by Bolton (1986) as follows: 

tp = 1.25(<p - <p,,) (5.35) 

where (pcv is the angle of friction at the critical state. The above assumption implies 
a non-associated flow rule as the angles of friction and dilation are not the same. 

The differentiation of the yield function and plastic potential with respect to 
stress can be evaluated by the chain rule 

l_=:^Ml + ^ ^ + K3. (5%) 

dg ^ dg dly dg_ dJj^ dg_ dej_ 

Stress states on a single yield surface 

For illustration, let us take tensile stresses as positive and the three principal stresses 
are in the order o^ < O2 < o^ If the stress state lies on a single yield surface, then 
the Mohr-Coulomb yield function is defined as: 

/ = 0^-01 + (Oj + a j ) s in^ -2ccos0 = 0 (5.38) 

where c and cp are soil cohesion and friction angle respectively. A plastic potential 
is generally obtained by using a dilation angle ij): 

g = cTj-CTj + (CT3 + Oi)smip = constant (5.39) 
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With the above assumptions, the elastic-plastic stiffness matrix defined by equa­
tion (3.57) can be shown to be (Yu, 1994): 

D"'' = C-

\K + f)(1 + .)(! + n) {K-^)il +s) iK + f)(1 + s)(l-n) 

iK-^)(l + n) Kil + 3sn) + ̂  (K-^Xl-n) 

(K + f )(1 - .)(1 + n) (K-^)(l -s) (K + f )(1 - s)il-n) 

(5.40) 

where s = sintp and n = s in^; K and G are bulk and shear moduli; and 

G C2 = 
G^ G + (K + f)sn 

Stress states on the intersection of two yield surfaces 

(5.41) 

If the stress state lies on the intersection of any two yield functions, for example, 
those defined by: 

/ i ~ ^3~^i + (P3 + CTj)sin^-2ccos^ = 0 (5-42) 

fi ~ ^2~^\ + ("̂ 2 + o'i)sin(^-2ccos0 = 0 

the corresponding plastic potentials may be written as: 

gj = OyOi + {o-^ + OT) sin V = constant 

Si ~ ^2~^i "̂  (^2 + crJ) sin ^ = constant 

(5.43) 

(5.44) 

(5.45) 

By using Prager's consistency condition and the following flow rule for deriving 
plastic strain rates for corners 

(5.46) 

the elastic-plastic stiffness matrix has been derived by Yu (1994) as follows: 

D'P = C. 
•(1 + s){\ + n) ( ! -« ) ( ! +s) (1 + s){l-n) 

{l-s){l + n) (1-«)(1-^) {l-s){\-n) 
(1 - s){\ + n) {l-n){l -s) (1 - s){l-n) 

where 

^ ^ 9GK 
3 UKsn + G(3-5)(3-n) 

(5.47) 

(5.48) 

Similar matrices can be obtained for other combinations of stress magnitudes. 
The elastic-plastic stiffness matrices for the Tresca model can be obtained from the 
solution for the Mohr-Coulomb model simply by setting (j) — Q and xp = Q. 
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5.4.2 Drucker-Prager model 

The von Mises yield criterion is not suitable for modelling the yielding of frictional 
material as it does not include the effect of mean stress as observed in experiments. 
To overcome this limitation of the von Mises yield function, Drucker and Prager 
(1952) proposed the following revised function for frictional soils 

f=jr2-al,-k = 0 (5.49) 

where a and k are material constants. On a deviatoric plane, equation (5.49) plots 
as a circle (Figure 5.3) as for the von Mises yield surface. However in principal 
stress space, the Drucker-Prager yield surface is a cone whilst the von Mises yield 
surface is an infinitely long cylinder. 

Mohr-Coulomb 

Drucker-Prager 

Figure 5.3: Mohr-Coulomb and Drucker-Prager's yield surfaces on a deviatoric 
plane 

To select the material constants a and k for use in analysis, the Drucker-Prager 
yield surface is often matched with the Mohr-Coulomb yield surface using a certain 
criterion. Figure 5.3 shows such a match at major vertices. Mathematically, this 
condition demands the following relations 

2sin^ 
v/3(3 - sin0) 

, _ 6ccos0 
73(3 - sin^) 

(5.50) 

(5.51) 

As another example, if the Drucker-Prager and Mohr-Coulomb criteria are made 
to give an identical limit load for a plane strain problem, then the following relation­
ships must hold (Drucker and Prager, 1952; Chen and Saleeb, 1982) 
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land) ,^ ^ , 
a = , ^ (5.52) 

J9 + 12tan2,^ 

^ = 2c (5 53) 79 + 12tan2 0 

Because of its simplicity, the Druclcer-Prager yield criterion has been used quite 
widely in geotechnical analysis. However experimental research suggests that its 
circular shape on a deivatoric plane does not agree well with experimental data. For 
this reason care is needed when the Drucker-Prager plasticity model is used in geo­
technical analysis. 

To complete the formulation of the Drucker-Prager plasticity model, we need to 
define a plastic potential. As for the case of the Mohr-Coulomb plasticity model, 
we may adopt a plastic potential that is in the same form as the yield function, name-

ly 

g = Jj^ — a'l^ = constant (5.54) 

where the angle of friction needed to be replaced by the angle of dilation, and 

a' = ^ ^ ^ " ^ (5.55) 
v/3(3 - sinV )̂ 

in which yj denotes the angle of dilation. 

The differentiation of the yield function and plastic potential with respect to 
stress can be evaluated by the chain rule 

= - a ^ + ^ ^ (5.56) 

dg ^ dg_dlj_ ^ dg a/2 

= - a ' ^ + ^ ^ (5.57) 

5.4.3 Lade-Duncan and Matsuoka-Nakai models 

A major disadvantage of the Mohr-Coulomb model is that it contains corners which 
require some special numerical treatments. From a computational point of view, it 



CHAPTER 5 !1 

would therefore be more advantageous to have a yield surface that is smooth. For 
this reason, the yield surfaces proposed by Lade and Duncan (1975) and Matsuoka 
and Nakai (1974, 1982) have also been used in geotechnical analysis. 

The yield criterion proposed by Lade and Duncan (1975) can be written in terms 
of the first and third stress invariants as follows 

0 (5.58) 

where k^ is a soil constant depending on density. Figure 5.4 shows its comparison 
with the Mohr-Coulomb surface on the deviatoric plane. 

Lade-Duncan 

\ 

Matsuoka-Nakai 

Mohr-Coulomb 

Figure 5.4: Mohr-Coulomb, Lade-Duncan and Matsuoka-Nakai's yield surfaces on 
a deviatoric plane 

On the other hand, the yield criterion proposed by Matsuoka and Nakai (1974) 
is normally written in the following elegant form in terms of the three stress invaria­
nts: 

f = Lh-(^9 + 8tanV) = 0 
^3 

(5.59) 

where / j , /j and 73 are the first, second and third invariants of the effective stress 
tensor respectively, and 0 denotes the mobilized friction angle under triaxial load­
ing conditions. 

To derive the plastic strain rates, Yu (1990) proposed the use of the following 
plastic potential 

T* r* ^ 1̂  2 

•' 3 

(9 + 8 t a n » = 0 (5.60) 
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where ip denotes the mobilized dilation angle under triaxial loading conditions and 

/] , I2 and 7*3 are the first, second and third invariants of a modified stress tensor 
which is defined by 

^*y = ^y + l^ij (5.61) 

in which (5,̂  is the Kronecker delta. This plastic potential function is of a similar 
form to the Matsuoka-Nakai yield function, but the friction angle is replaced by the 
dilation angle, and the apex of the surface is moved from the origin to the point in 
principal stress space with the coordinates (-/, -/, - / ) . The parameter / is calculated 
on the basis that the plastic potential and the yield function must coincide at the cur­
rent stress state. As shown by Yu (1990), this condition can be successfully used 
to derive a cubic equation in / from which the required root may be selected. 

The plastic potential (5.60) can only be used for initially dense sand where dila­
tion angle is positive. In order to model the behaviour of an initially loose sand 
whose dilation angle becomes negative, a plastic potential that takes the same form 
as the Mohr-Coulomb yield function, but uses dilation angle instead of friction 
angle can be adopted. 

The differentiation of the yield function and plastic potential with respect to 
stress can be evaluated by the chain rule 

I f 
(5.62) 

(5.63) 

In addition to the linear Mohr-Coulomb yield criterion, a number of researchers 
have also used non-linear yield criteria to analyse rock mechanics problems. A most 
popular development has been the empirical non-linear criterion proposed by Hoek 
and Brown (1980) to describe the yield and failure behaviour of rock masses. 

The yield of rock is assumed to be governed by the Hoek and Brown criterion 
in the following form: 

df df a/i df 

dg ^ dg_dl^ _^ dg_ 

5.4.4 Hoek-Brown model 

a/3 

f = a^- o^~ JmYo^ + sY^ = 0 (5.64) 

where o^ and073 are the major and minor principal stresses; Kis the uniaxial com­
pressive strength of the intact rock material; and mands are constants depending 
on the nature of the rock mass and the extent to which it is broken prior to being 
subjected to the principal stresses a^ and 03. 
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The Hoek-Brown criterion offers some advantages over other approaches in de­
termining the overall strength of in-situ rock masses because it is based on one sim­
ple material property, Y, and rock mass quality data that may be systematically col­
lected and evaluated during site investigation. 

For the convenience of numerical applications, the Hoek-Brown criterion may 
also be expressed in terms of stress invariants by the following equation 

/ = 4/2 cos20; + g(di) /7^ - a / i - A: = 0 (5.65) 

where 

g(e,) = m y ( c o s 0 , + ^ ) (5.66) 

k = sY^ (5.67) 

The non-associated flow rule can be obtained by adopting a simplified Hoek-
Brown criterion as the plastic potential (Pan and Hudson, 1988) 

g = 3/2 + ^ % ^ v ^ - ^ / i = 0 (5.68) 
2 v"i 3 

where m' is a reduced Hoek-Brown parameter m. Since the plastic potential is not 
a function of Lode's angle, it plots as a circle on a deviatoric plane. 

The differentiation of the yield function and plastic potential with respect to 
stress can be evaluated by the chain rule 

_dg_ ^ dg 3/i ,dg_dJ2 .^ rj^. 
do,j dl.dO^j a/2 da^j ^ • ' 
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CHAPTER 6 

ISOTROPIC HARDENING AND CRITICAL STATE THEORY 

6.1 INTRODUCTION 

To begin this chapter on work-hardening and critical state theory, it would be 
instructive to recall the Synopsis of a classic paper 'Soil Mechanics and Work-
Hardening Theories of Plasticity' by Drucker et al. (1957): 

"Soils having cohesion and internal friction are often considered to be per­
fectly plastic solids. A consistent approach has been proposed on the basis 
of the mathematical theory of perfect plasticity, and several interesting re­
sults were obtained. However, such an idealized treatment will often result 
in a marked difference between prediction and experimental fact. In particu -
lar, the strong dependence of the volume change under shearing action on 
the prior history of the soil cannot be properly taken into account. It is sug­
gested herein that soil be treated as a work-hardening material which may 
reach the perfectly plastic state. A remarkable qualitative agreement is then 
obtained with the known behaviour of soils in triaxial tests; additional study 
along similar lines appears most promising. " 

Here these authors not only pointed out the limitations of perfect plasticity for soil 
modelling but also demonstrated the real potential for using a work-hardening ap­
proach to describe soil behaviour. 

This paper is highly original at least in three aspects: 

(1) It includes, for the first time, the effect of both shear and consolidation loading 
on the yielding of soils (i.e. the proposed yield surface includes a Mohr-Cou-
lomb surface plus a cap and this idea was later used by DiMaggio and Sandler 
(1971) to develop their so-called Cap model). 

(2) It uses the current plastic compaction (or density) as a hardening parameter to 
determine the evolution of cap surfaces. 

(3) It anticipates that an ultimate, perfectly plastic state (such as the critical state) 
will be reached after large deformation. 

As pointed out by Wroth (1973), the introduction of work-hardening into soil me­
chanics led in turn to the generalization of the family of soil models developed at 
Cambridge. Many more of these models have been proposed since then. A key fea­
ture of all these models has been the concept of critical states proposed indepen-
dentiy by Roscoe et al. (1958) and Parry (1956, 1958). 
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6.2 THE CONCEPT OF CRITICAL STATES 

87 

On page 19 of their book 'Critical State Soil Mechanics', Schofield and Wroth 
(1968) describe the concept of critical states in the following way: 

"The kernel of our idea is the concept that soil and other granular materials, 
if continuously distorted until they flow as a frictional fluid, will come into 
a well-defined critical state determined by two equations 

q= Mp (6.1) 

r = V + A ln/7 (6.2) 

The constants M, f, and A represent basic soil material properties andthe pa­
rameters q, V, andjD are defined in due course." 

As a result the critical states depend on the mean effective stress p, shear stress q 
and soil specific volume v and are shown graphically in Figure 6.1 as two straight 
lines (now known as the critical state lines CSL), where e denotes the void ratio. 

q = 7372 
A 

q = Mp / 
/ 

/ 
/CSL 

/ 
/ 

/ 

/ 

V = 1 + e 

• • • \ r 

P = /./3 

\ ' \ V = r - X \np 

\ 
CSL\ 

\ 
\ 

\ 

p = \kPa In p 

Figure 6.1: The concept of critical states 

On pages 107 and 108 of Schofield and Wroth (1968), it was further explained 
that at the critical state, soils behave as a frictional fluid so that yielding occurs at 
constant volume and constant stresses. In other words, the plastic volumetric strain 
increment is zero at the critical state, since elastic strain increments will be zero due 
to the constant stress condition at the critical state. Also it was assumed that the crit­
ical state lines are unique for a given soil regardless of stress paths used to bring 
them about from any initial conditions. 

In many ways, the critical states defined or assumed above may be regarded as 
the ultimate states anticipated by Drucker et al. (1957). It is also noted that the con-
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cept of steady states proposed later by Poulos (1981) is also similar to the concept 
of critical states. In addition, Desai and Toth (1996) and Desai (2001) proposed a 
concept of disturbed states for use in constitutive modelling. In effect, the critical 
states correspond to Desai's fully disturbed states. Given the uniqueness of the criti­
cal state lines, they are used as a convenient base of reference in formulating a strain 
hardening/softening plasticity model to describe the measured behaviour of soil 
and other granular materials (Yu, 1998). 

The concept of critical states was initially developed based on limited triaxial test 
data obtained on reconstituted clay (Roscoe et ah, 1958; Parry, 1958; Schofield and 
Wroth, 1968; Roscoe and Burland, 1968). However over the last forty years, a lot 
of additional experimental data for many other types of soil and granular material 
(e.g. sand, rock, natural clay, unsaturated soil and sugar) have been obtained which 
seems to support, at least to a very large extent, the general concept of critical states 
(e.g. Atkinson and Bransby, 1978; Brown and Yu, 1988; Been et al., 1991; Muir 
Wood, 1990; Atkinson and Allman, 1992; Novello and Johnston, 1995). 

6.3 CAM CLAY AND MODIFIED CAM CLAY 

After describing the concept of critical states, we are now in the position to detail 
how a critical state-based, strain hardening plasticity model can be formulated. In 
doing so, we will use the standard critical state models. Cam clay and modified 
Cam clay, as examples. 

For simplicity, we shall start our development for the case of a triaxial test, that 
is, when two effective principal stresses are equal and the directions of principal 
stresses are fixed with respect to the material element. The generalization to a gen­
eral three-dimensional case will follow afterwards. Assuming compressive stresses 
and strains as positive, the two effective stress variables normally used in critical 
state soil mechanics are 

p = ^(o,' + 2x7,') ; q = a,' -o,' (6.3) 

where Oi^o,' denote effective vertical and radial stresses respectively. The corre­
sponding strains are 

2 
£p = £i -t- 2£3 ; Sg = ^ ( ^ 1 ~ ^3) (6-4) 

6.3.1 Cam clay model 

As the earliest elastic-plastic critical state model. Cam clay was developed by Ros­
coe and Schofield (1963) and Schofield and Wroth (1968). 
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(a) Work equation and plastic potential 

The plastic work per unit volume of a triaxial sample with the externally applied 
mean and shear stresses p and q is 

dW,„ =pdeP + q deP (6.5) 

where e^ and e^ are volumetric and shear plastic strains respectively. 

To determine how this plastic energy is dissipated, Schofield and Wroth (1968) 
follow the simple analysis of Taylor (1948) on shear box test results. On page 346 
of his book, Taylor assumed that all the plastic work, defined by (6.5), is dissipated 
entirely in friction, namely 

dW,^ = Mp deP (6.6) 

where M is the ratio of q/p at the critical state. The energy conservation then re­
quires 

dW,, = dW,.^ (6.7) 

which leads to the following work equation for the Cam clay model 

p deP + q deP = Mp deP (6.8) 

The above work equation can be further rearranged as follows 

Now let us assume that there exists a plastic potential for the soil that depends 
on both the mean and shear stresses 

g=g(p,q) = 0 (6.10) 

from which we can write the following 

deP = dX^ and dsP = dX^ (6.11) 
P dp 1 dq ^ ^ 

By noting that the plastic strain is normal to the plastic potential, it can be shown 
that 

d ^ - -d^ (^-^^^ 
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p = \kPa Po In p 

Po P = />/3 

Figure 6.2: The normal consolidation line (NCL), critical state lines (CSL) and 
yield surface (plastic potential) 

By substituting equation (6.12) into equation (6.9), we obtain 

M = « (6.13, 

which may be integrated to give an equation for the plastic potential 

8 = g(P,ci)=^ + Hp^) = 0 (6.14) 

where p^ is a constant which indicates the size of the plastic potential. Physically 

it represents the mean stress when q/p = 0 (Figure 6.2). 
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(b) Associated plastic flow rule and yield criterion 

In developing the Cam clay model, it was assumed that the soil obeys an associated 
flow rule so that the yield function is identical to the plastic potential. Hence 

f = f(p,q,Po) = ^ + Jn(^) = 0 (6-15) 

where p^ is the preconsoiidation pressure (Figure 6.2) served as the hardening pa­

rameter that changes with the plastic strain. 

(c) Plastic hardening law - volumetric hardening 

It is clear from equation (6.15) that the size of the yield surface is represented by 
the preconsoiidation pressure PQ (Figure 6.2). In Cam clay, pg is assumed to 
change with the plastic volumetric strain in the following manner 

dPo = X ^ deP (6.16) 

where x is a material constant that represents the slope of elastic loading and un­
loading lines in a v-lnp plot (see Figure 6.2). 

(d) Elastic component of the model 

In Cam clay, it was assumed that the bulk modulus is proportional to the mean pres­
sure/? 

^ = f (6.17) 

The second elastic constant can be chosen by using either an assumed constant 
value of Poisson's ratio v or an assumed constant value of shear modulus G. As 
it is usually more convenient to specify a value of Poisson's ratio, the shear modulus 
may therefore be assumed to vary with stress level in the same form as K 

3(1 - 2v) 

From a theoretical point of view, it would be preferable to assume a constant val­
ue of shear modulus, as Zytynski et al. (1978) showed that the use of a constant 
Poisson's ratio would lead to a non-conservative model in the sense that it may not 
conserve energy during closed stress cycles. 

(e) The complete stress-strain relation 

By combining equations (6.11) and (3.29) and noting that the hardening parameter 
a = PQ in Cam clay is assumed to depend only on the plastic volumetric strain, we 
obtain the following equation 
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ffidp + f,qdq + /^,, ;7o,£̂  <5?A g^ = 0 (6.19) 

where / ^ = 3//3p and f^q = oi//̂ ^? etc. The above equation gives the expression 

for the non-negative plastic multiplier 

fpdp + fndq 1 
^^ ^ _ J^F JMH ^ ^ ^ ^ ^ ^ ^^^^^ ^g 20) 

where î ,̂ is defined as 

^P= - f,Pa Po,eP Sp (6.21) 

Equation (6.20) can be substituted into equation (6.11) to give the expression for 
the plastic strain increments 

dsP = dX gj, = ^(ffi^P + Z,?^^) (6-22) 

deP = dk g,g = Y'(f,pdp + f^qdq) (6.23) 

By adding the elastic strain increments, we can obtain the following elastic-plastic 
relations between stress increments and strain increments 

dsp = del + dePp = ^ dp + Y (fpdp + f,qdq) (6.24) 

1 Q 

dEq = ds^q + dEP^ = j ^ dq + Y- (fpdp + f,qdq) (6.25) 

For Cam clay, all the differentiations needed to define the incremental stress-
strain relations (6.24) and (6.25) are given as follows 

+ ^ (6.26) 

(6.27) 

(6.28) 

(6.29) 

/.p = 

/ . . = 

fpo "" 

P^K 

Sp 

S,q ~ 

' dpo ' 

dPo 
dEP 

dp 

1. 
dq 

Mp2 

1 
Mp 

1 
Po 
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6.3.2 Modified Cam clay model 

Modified Cam clay was developed by Roscoe and Burland (1968) and represents 
a slight extension of Cam clay by adopting a revised work equation to derive the 
yield function and plastic potential. 

Instead of the work equation (6.8) used in Cam clay, modified Cam clay assumes 
the following work equation 

pdBi; + q deP = p JidePf + (MdePf (6.30) 

By following the same procedure used above, the yield function and therefore 
plastic potential can be derived as 

/ = f(P,q,Po) = i^f - ' ^ + 1 = 0 (6.31) 

which is of an elliptical shape in q-p space. 

For modified Cam clay, the incremental stress-strain relations are also defined 
by equations (6.24) and (6.25). The only difference is that the three differentiations 
of the yield function (i.e. the plastic potential) with respect to stresses and the hard­
ening parameter needed to changed due to a different yield function used for modi­
fied Cam clay. Hence 

U = S , - ^ = - J ^ , + -2 (6-32) 

df 2q 
f,, = S^ = ^ = Jpf2 (6-33) 

6.3.3 Limitations of Cam clay and modified Cam clay 

To achieve a better agreement between predicted and observed soil behaviour, a 
large number of modifications have been proposed to the standard Cam-clay mod­
els over the last two decades. A brief review of some of the most important modifi­
cations may be found in Gens and Potts (1988). Examples of these modifications 
include research on the following topics: (a) yield surface for heavily overconsoli-
dated clays (e.g. Zienkiewicz and Naylor, 1973; Atkinson and Bransby, 1978); (b) 
critical state modelling of sand behaviour (e.g. Nova and Wood, 1979; Pastor et al., 
1985); (c) anisotropic yield surfaces for one-dimensionally consolidated soils (e.g. 
Ohta and Wroth, 1976; Whittle, 1993); (d) inclusion of plastic deformation within 
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the main yield surface for soils subject to cyclic loading (e.g. Pender, 1978; Dafalias 
and Herrmann , 1980; Carter et al, 1982 and Naylor, 1985); (e) 3D critical state 
formulations (e.g. Roscoe and Burland, 1968; Zienkiewicz and Pande, 1977); and 
(f) modelling of rate-dependent behaviour of clays (e.g. Borja and Kavazanjian, 
1985; Kutter and Sathialingam, 1992; Yin and Graham, 1999). 

Despite some successes in modifying the standard Cam-clay models in the 
1980s, Yu (1995, 1998) identified the following limitations: 

(1) The yield surfaces adopted in many critical state models significantly overesti­
mate failure stresses on the 'dry side'. To overcome this limitation, the Hvors-
lev surface is often used as the yield function in this region (e.g. Zienkiewicz 
and Naylor, 1973). The problem with this treatment is that there will be two sep­
arate yield surfaces for hardening and softening, and this discontinuity in the 
yield surface may cause significant numerical difficulties (Naylor, 1985). This 
is probably why the Hvorslev surface is seldom implemented in geotechnical 
computer softwares (Gens and Potts, 1988). 

(2) Most critical state soil models assumed an associated flow rule and therefore 
were unable to predict an important feature of behaviour that is commonly ob­
served in undrained tests on loose sand and normally consolidated undisturbed 
clays, and that is a peak in the deviatoric stress before the critical state is ap­
proached (e.g. Bishop, 1972; Sladen et al., 1985; Pastor et al, 1985; Been and 
Jefferies, 1985). Furthermore, as shown by Vermeer, 1982, no bifurcation is 
possible in the hardening regime if an associated flow rule is used, and this con­
tradicts experimental observations (e.g. Nova, 1985). 

(3) The critical state concept had been much less successful for modelling granular 
materials (e.g. Wroth and Bassett, 1965; Schofield and Wroth, 1968; Nova and 
Wood, 1979; Saada and Bianchni, 1988; Jefferies, 1993). The main problem 
lies in the fact that existing Cam-clay models fail to predict observed softening 
and dilatancy of dense sands and the undrained response of very loose sands. 
The lack of success in developing a critical state model for sand is also due to 
the experimental difficulties in obtaining critical state and normal consolida­
tion lines (Atkinson and Bransby, 1978). Until recently, little data for the criti­
cal state and normal consolidation lines of sands was available. In addition, ex­
perimental data for sands seems to support a different picture of yield surfaces 
from that seen for clays (e.g. Nova and Wood, 1978; Tatsuoka and Ishihara, 
1974; Muir Wood, 1990). 

The above observation was confirmed by Gens and Potts (1988) in their state of 
the art review on the application of critical state models in computational geome-
chanics, where they noted: 

(1) The materials modelled by critical state models appeared to be mostly limited 
to saturated clays and silts, and stiff overconsolidated clays did not appear to 
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be generally modelled with critical state formulations. This fact was probably 
related to the poor performance of critical state models for soils on the 'dry 
side'. 

(2) Granular materials were rarely modelled by critical state models. In spite of the 
fact that a number of 'double hardening' sand models (e.g. Nova and Wood, 
1979; Vermeer, 1978; Lade, 1977) had been available for many years they did 
not appear to have been widely used in numerical analyses. This was partially 
due to the fact that two separate yield surfaces are used in these models for mod­
elling hardening and softening, which may cause significant numerical difficul­
ties. Another reason may be that a large number of constants (some of these 
constants have no clear physical meaning) need to be determined before these 
sand models can be applied. 

6.4 THE STATE PARAMETER INTERPRETATION 

6.4.1 The state parameter concept 

The state parameter is defined by Been and Jefferies (1985) as the difference be­
tween specific volume (or void ratio) and the specific volume (or void ratio) at the 
critical state at the same mean effective stress, see Figure 6.3. This parameter was 
first used by Wroth and Bassett (1965) in the development of a stress-strain relation 
for sand. 

The experimental research on clay and dense sands by Roscoe and Poorooshasb 
(1963), Cole (1967) and Stroud (1971) suggests that any two samples of a soil will 
behave in a similar manner regardless of their stress-strain history provided the 
state parameter is the same for each sample. Recent work on dense and loose sands 
by Been and Jefferies (1985), Sladen et al. (1985) and Sladen and Oswell (1989) 
confirms this observation and suggests that the state parameter can be confidently 
used to describe much of the behaviour of granular materials over a wide range of 
stresses and densities. This is because the state parameter does not eliminate the 
influence of either density or confining pressure on the behaviour of sands, and 
rather it properly places emphasis on the fact that it is a combination of these param­
eters that is relevant to the description of granular materials. It has also been demon­
strated by Been and his co-workers that many commonly used sand properties, such 
as angles of friction and dilation, normalize quite well to the state parameter, and 
this is the utility of the concept to practising engineers. 
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Figure 6.3: The state parameter concept (after Yu, 1995, 1998) 

It is well established that most sands behave rather like a clay at high OCR - on 
shearing they tend to dilate, although some sand deposits may be sufficiently loose 
to compress on shearing like a clay at low OCR. As a direct relationship between 
the OCR and the state parameter can be generally established (e.g. Been and Jeffer-
ies, 1993), it is expected that the state parameter for sand will play a similar role 
to the overconsolidation ratio (OCR) for clay. In clays, the OCR has been used as 
the main quantity to describe the character of clay response under given loading 
conditions. By comparison, the role of the OCR in sands is less clear, mainly be­
cause the preconsolidation pressure can only be determined accurately at high pres­
sures. As an alternative, Stroud (1971) shows that a similar type of information is 
available if the density and the current pressure are known (i.e. the state parameter). 
Because the state parameter may be determined easily for both clay and sand, it may 
be regarded as a better quantity than OCR for describing soil response under various 
loading conditions. 
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6.4.2 Cam clay and modified Cam clay in terms of the state parameter 

Yu (1995,1998) shows for the first time that Cam clay and modified Cam clay take 
a simpler form if formulated in terms of the state parameter. 

(a) Cam clay 

As discussed before, the material behaviour prior to the achievement of the critical 
state is assumed to be controlled by the state parameter which is defined by: 

^ = V + khxp - r (6.35) 

where v = (1 + e) is known as specific volume and e is void ratio. It is noted that 
the state parameter ^ is zero at the critical state, positive on the 'wet' side and nega­
tive on the 'dry' side. 

The state boundary surface of the original Cam-clay model is presented by Scho-
field and Wroth (1968) as follows: 

q r + X—K — V—X h\p 
Mp X - K 

In the original Cam-clay model, equation (6.36) is used as a yield function. In 
addition, the consistency requirement that the differential of the yield function is 
zero is used to define a hardening law. 

(6.36) 

M 

IR 

Figure 6.4: Stress-state relation for the original Cam-clay model with 
^1^ = (X — x)lne = X — X 
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By using equation (6.35), tlie state boundary surface (6.36) may be expressed as 
a relationship between stress ratio and the state parameter namely : 

where rj - q/p is known as stress ratio, and ^^ is a positive reference state parame­
ter which denotes the vertical distance between the CSL and a reference consolida­
tion line. As shown in Figure 6.3, the reference consolidation line is assumed to be 
parallel to CSL. For clays, NCL should be used as the reference consolidation line. 
In the original Cam-clay model, the reference state parameter is assumed to be 
£,1^ = Q. — x)\r\r = {X — x)\r\e = X — ><;, where r is known as the spacing ratio. 
For some sands, information about the NCL may not be accurately known and in 
this case the reference state parameter may be chosen for a state beyond which the 
soil is unlikely to reach in practice. The stress-state relation (6.37) implies that 
when a soil is yielding, the stress ratio rj increases linearly with a decrease in the 
state parameter, see Figure 6.4. 

(b) Modified Cam clay 

The state boundary surface of the modified Cam-clay model was presented by Ros-
coe and Burland (1968) and can be represented as follows : 

i^f - e.p ^ - ^ i ^ , - 1 (6.3S) 

Equation (6.38) is used as a yield function in the modified Cam-clay model. Us­
ing the state parameter definition, the state boundary surface (6.38) can be ex­
pressed as a modified stress-state relation, namely 

{jjf = 2(^-& - 1 (6.39) 

In the modified Cam-clay model, ^^ = (A — x) In r = (A — x) In 2. Unlike the 
linear stress-state relation suggested by the original Cam-clay model, the modified 
stress-state relation (6.39) is nonlinear, see Figure 6.5. 



ISOTROPIC HARDENING AND CRITICAL STATE THEORY 99 

- 2 -1 .5 -

Figure 6.5: Stress-state relation for the modified Cam-clay model with 
^^ = (A — ?i;)ln2 

6.5 YU'S UNIFIED CRITICAL STATE MODEL 

As noted by Scott (1988), there has been an undesirable trend in recent years in the 
area of constitutive modelling of soils to increase the number of constitutive 
constants (some models now use as many as 40 material constants). Apart from the 
drawback that many of the material constants offer no clear physical meaning, there 
is a difficulty that representation of a specific phenomenon is governed by a number 
of constants. Hence the values of certain constants cannot be determined indepen­
dently of the others. Even if some of these models are considered to be very success­
ful in modelling soil behaviour, the large number of material constants required will 
make them very hard to apply to practical problems. In contrast, the philosophy 
adopted by Yu (1998) in choosing the structure of the model, is that simplicity 
should be paramount and that the material constants required by the model should 
be related to easily measurable, possibly, conventional constants. In the spirit of the 
hierarchical approach of Desai et al. (1987), the model proposed by Yu (1998) is 
formulated in such a way that the standard Cam-clay models can be recovered (or 
approximated) simply by choosing certain values of the material constants. Con­
trary to many existing critical state models that use distinctively different yield 
functions and plastic potentials for clay and sand, a single yield function and plastic 
potential are used here for both clay and sand. As will be shown, this can be 
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achieved by using a general stress-state relation to derive a unified state boundary 
surface. 

6.5.1 A general stress-state relation for clay and sand 

After a detailed study of the experimental state boundary surfaces reported by 
Stroud (1971), Lee and Seed (1967), Schofield and Wroth (1968), Sladen et al. 
(1990) and Coop and Lee (1993), Yu (1995, 1998) proposed the following general 
stress-state relation for describing the state boundary surface for a variety of soils 
and other granular materials: 

^R 
(6.40) 

where n is a new material constant which typically ranges between 1.0-5.0 and the 
reference state parameter is ^^ = (A - K) In r. 

-2 - 1 .5 -1 .0 -0 .5 0.0 0.5 1.0 

h 

Figure 6.6: General stress-state relations with ^^ = {k - x)ln r 

For simplicity, the original and modified Cam-clay models use the same r value 
for all soil types although in reality this is not the case. In particular, recent exper­
imental data suggests that the values of the spacing ratio for sand are generally 
much higher than those for clay (Coop and Lee, 1993). In Yu (1998), the spacing 
ratio r is allowed to vary with material types. As will be shown later, this assump-
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tion can go a long way to overcome some of the most important drawbacks of the 
standard Cam-clay models mentioned earlier in this chapter. 

It is interesting to note that the stress-state relation (6.37) of the original Cam-
clay model can be recovered from Equation (6.40) by choosing n=l and r=2.7183. 
Figure 6.6 shows the stress-state relations for three different n values. In addition, 
the 'wet' side of the stress-state relation (6.39) for modified Cam-clay can also be 
matched accurately with Equation (6.40) by choosing r=2.0 in conjunction with a 
suitable n value (typically around 1.5-2.0). 

0.5i 

Mpo 

P_ 
Po 

Figure 6.7: State boundary surfaces normalized by preconsolidation pressure 

Based on Been and Jefferies's experimental correlations between the peak fric­
tion angle and the initial state parameter (Been and Jefferies, 1985), Collins et al. 
(1992) and Yu (1994,1996) have proposed various plasticity models for sand in 
which the angles of friction and dilation are assumed to be an exponential function 
of the state parameter. While these existing state parameter models are very suc­
cessful in modelling dense sands, they may not be valid for very loose granular ma­
terials as the plastic deformation of the soil during consolidation cannot be realisti­
cally taken into account. Recently, Jefferies (1993) has used a linear relationship 
between the peak stress ratio (i.e. the peak friction angle) and the state parameter 
in developing sand models, which may be regarded as special cases of the general 
stress-state relation (6.40). While the simple rigid state parameter model, Nor-
Sand, proposed by Jefferies (1993) proves to be satisfactory for modelling sand be-
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haviour under drained loading conditions, it may not be able to model the behaviour 
of sand under undrained loading conditions. 

From Figure 6.3, it can be shown that: 

P {X K)\nPf 

(A — x)lnr 

In 
= 1 + Po 

Inr 
(6.41) 

Mpe 

P_ 
Pe 

Figure 6.8: State boundary surfaces normalized by equivalent consolidation 
pressure 

Substituting the above equation into the general stress-state relation (6.40) leads 
to a generalized yield surface in terms of preconsolidation pressure p^ (i.e. the state 
boundary surface along the elastic wall) as follows: 

P In Po 
Inr 

(6.42) 

The state boundary surface (6.42) for r=4 is plotted in Figure 6.7 for three differ­
ent n values. It is observed that they look very similar to experimental yielding sur­
faces for sands reported by Nova and Wood (1978), Tatsuoka and Ishihara (1974), 
Sladen et al. (1985), and Coop and Lee (1993). Figure 6.7 is able to reproduce an 
important feature of the observed yield surface for sand and that is the deviatoric 
stress often reaches a local peak before approaching the critical state. This feature 
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has been theoretically predicted by Chandler (1985) using an energy-based plastic­
ity theory which allowed for volume changes due to particle deformation and par­
ticle rearrangement. 

2.0 

Mpu 1.5 

1.0 

0.5 

Critical state 4̂ 

- f 

0 1 

2.5 

n = 1 . 5 \ \ \ 

r = 4, A = 0.9 ^ 

2 3 4 
p_ 
Pu 

Figure 6.9: State boundary surfaces normalized by equivalent critical state 
pressure 

Following similar procedures to those used before, the stress-state relation (6.40) 
can also be expressed as the state boundary surface normalized by equivalent criti­
cal state Pu and consolidation pressures pe (i.e. the state boundary surfaces at 
constant v): 

I n ^ 
(ILyi = 1 _ ZPjL 
W Alnr 

(6.43) 

rILy 
Ini 

y l ln r 
(6.44) 

where A — (X — x)/X is known as the plastic volumetric strain ratio (Schofield 
and Wroth, 1968). The state boundary surfaces (6.44) and (6.43) for r=4 and 
A = 0.9 are plotted in Figure 6.8 and Figure 6.9 respectively for three different n 
values. 
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6.5.2 Incremental stress-strain relation for state parameter models 

The basic assumption of tiie state parameter model is the existence of a critical (or 
steady) state at which the soil deforms without any plastic volume change. The ma­
terial behavior prior to the achievement of the critical state is assumed to be con­
trolled by the state parameter 

The state parameter model presented by Yu (1995, 1998) is an elastic-plastic 
strain hardening (or softening) model, that postulates that a soil specimen can be 
considered as an isotropic continuum. It is assumed that the strain rate tensor is the 
sum of an elastic, reversible component and of a plastic, irreversible part. 

It is noted that the void ratio v can be eliminated from equation (6.35) using the 
following expression: 

} ; - -ep (6.45) 

where V is known as specific volume and Ep denotes volumetric strain. The above 
equation can be integrated to express the state parameter as a function of the mean 
stress and plastic volumetric strain: 

^ = vg exp( - E% - ePp) + X\np - r (6.46) 

Suppose now that the plastic behaviour of the materials can be modelled by a 
yield function depending on stresses and state parameter: 

fip,q,^) = 0 (6.47) 

a corresponding plastic potential is defined by: 

g{p,q,li) = 0 (6.48) 

where /? is a parameter controlling the size of the plastic potential which passes 
through the current stress state. 

Following the usual procedure, a complete elastic-plastic stress-strain relation­
ship can be obtained as follows : 

dSp = ^ + ^-^x [(f^p + / / ^ ) dp + l,dq] (6.49) 

where H is the plastic hardening modulus defined as 

H= -f,sler,gp (6.51) 

and g_p = dg/dp andgq = ag /3^ ; / ^ and G are used to denote the bulk and shear 
moduli of the soils. 
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Like the standard Cam-clay models, the state parameter theory outlined here is 
a volumetric strain hardening plasticity model. While the use of both volumetric 
and deviatoric plastic strain hardening (e.g. Wilde, 1977; Nova, 1977) may be able 
to capture the strong dilation during hardening prior to failure in dense sands, it 
leads to a failure state for drained stress paths at which a continuous plastic volume 
change occurs, and this is contrary to the well established concept of the critical 
state. Another drawback of this hybrid hardening approach is that a few additional 
material constants, whose physical meaning is less clear, will need to be introduced 
into the model. On the other hand. Lade (1977) showed that the behaviour of sand 
can be modelled successfully by a work hardening plasticity model. Recently, Bar-
det (1986) and Crouch et al. (1994) demonstrated that volumetric plastic strain 
hardening models can also be used successfully to model sand behaviour in a wide 
stress region. Since the primary aim of Yu (1998) was to present a simple unified 
critical state theory for both clay and sand, the volumetric plastic strain hardening 
of the standard Cam-clay models has been preserved. 

6.5.3 A unified state parameter model - CASM 

Based on the general incremental stress-strain relation developed in the previous 
section, this section describes a simple, unified constitutive model for both clay and 
sand. This simple model is referred to as CASM (standing for Clay and sand mod­
el). 

(a) Elastic moduli 

As in the standard Cam-clay models, the present state parameter model assumes 
that the bulk modulus is proportional to the mean effective pressure p': 

^ = f (6.52) 

The second independent elastic constant is chosen by using either an assumed 
constant value of Poisson's ratio ju or an assumed constant value of shear modulus 
G. As it is usually more convenient to specify a value of Poisson's ratio, the shear 
modulus may therefore be assumed to vary with stress level in the same way as K 

3(1 -2ju) ^ ^ 

From a theoretical point of view, it would be preferable to assume a constant val­
ue of shear modulus, as Zytynski et al. (1978) showed that the use of a constant 
Poisson's ratio would lead to a non-conservative model in the sense that it may not 
conserve energy during closed stress cycles. It should be noted that this effect may 
not be so important for static problems since the artificial energy dissipation caused 
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by the constant Poisson's ratio model is very small compared with the energy dis­
sipation by plastic strains. Furthermore, Gens and Potts (1988) pointed out that a 
constant G does not agree well with experimental observations and may imply neg­
ative values of Poisson's ratio at low stresses, which is physically unreasonable. 

(b) Stress-state relation and yield function 

The choice of the constitutive functions for plastic potential and yield function is 
an important step in constitutive modelling, since strain rates depend essentially on 
their derivatives with respective to stresses. 

In this subsection, the general stress-state relation (6.40) proposed in a previous 
section has been adopted to describe the behaviour of soil yielding. In terms of ef­
fective mean and deviatoric stresses, and state parameter, the yield function takes 
the following form: 

m^,^) = (^)" + f^-^ = 0 (6-54) 

or in terms of the preconsolidation pressure it reads 

f(P,q,Po) = ( ] § ) " + l ! ^ = 0 (6-55) 

It is noted that when n=l and ^̂ j = (A - x), the above yield function reduces 
to the original Cam-clay yield surface. In addition, the modified Cam-clay yield 
surface can also be matched by the above yield function by choosing a certain value 
of n (which depends on the plastic volumetric strain ratio of the soil) in conjunction 
with^;; = (A - x)ln2. 

As discussed previously, the use of the above stress-state relation to describe 
yielding of sand is supported by observations of experimentally determined yield 
surfaces for clays and sands. The above stress-state relation indicates that it is the 
normalized state parameter (i.e. the state parameter divided by a reference state pa­
rameter) rather than the state parameter itself that controls the size of the yield sur­
face. As a result, the present model provides a rational framework for modelling 
the behaviour of sands with different mineralogy, angularity and particle size. 

The need for some form of normalization of the state parameter was also recog­
nized by Desai and co-workers in their development of the disturbed state concept 
for constitutive modelling (e.g. Desai and Toth, 1996). They used the relative intact 
(RI) state and the fully adjusted (FA) state to define a disturbance function which 
is then assumed to control the soil behaviour. In this section, we follow more close­
ly the critical state concept and use the isotropic normal consolidation line (NCL) 
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and critical state line (CSL) as two reference states in defining the normalized state 
parameter. It is interesting to note that the disturbance function used by Desai and 
Toth (1996) is similar, in concept, to the normalized state parameter used in (6.54). 
The difference is that the present section considers void ratios of various states at 
the same mean effective stress while void ratios of different states at the same strain 
level were used in Desai and Toth (1996). 

Work equation and energy considerations 

It is worth noting that the yield equation (6.55) can also be obtained by assuming 
an associated flow rule and the following stress-dilatancy relation 

^^p _M" - m ri" 

deP ~ m ?;«-i ' 

where m = nlnr. The above flow rule implies that the work equation is given in 
the following form 

pdeP + q deP = Mp deP + [ ^(f)"-' - 1 ] X Mp deP (6.57) 

in which the first term of the right-hand side is the power dissipation through fric­
tion and the second term represents the power dissipation through other mecha­
nisms such as particle fracture (McDowell and Bolton, 1996) and possible locked-
in energy (Collins and Kelly, 2002). 

(c) Stress-dilatancy relation and plastic potential 

Rowe's stress-dilatancy relation 

To define a plastic potential, it is necessary to use a stress-dilatancy relation which 
defines the relationship between stress ratio and dilatancy rate. Perhaps the most 
successful stress-dilatancy relation, which may now be considered to be one of the 
milestones in soil mechanics, is due to Rowe (1962, 1972): 

de^p _ 9(M - rj) 

del 9 + 3M -2Mf] ^ ' 

Rowe's stress-dilatancy relation, originally developed from minimum energy con­
siderations of particle sliding, has met with great success in describing the deforma­
tion of sands and other granular media. As Rowe's stress-dilatancy relation is very 
similar to the flow rule of the original Cam-clay model, it may also be used to de­
scribe the experimental stress-dilatancy data for clays. 

Although much effort was devoted in the past to developing an even better stress-
dilatancy relation for soils, little progress seems to have been made on this front. 
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On the other hand, Rowe's stress-dilatancy relation (either in its original or modi­
fied forms), which provides satisfactory results for most practical problems, has 
been widely accepted by the geotechnical community (e.g. Bolton, 1986; Houlsby, 
1991; Jefferies, 1993). Excessive attention to the fine details of the stress-dilatancy 
relation (or flow rule) for a soil may not be warranted, since, as rightly pointed out 
by Wroth and Houlsby (1985), it is invariably much easier to predict the ratios be­
tween strains rather than their absolute magnitudes. It is for this reason that Rowe's 
stress-dilatancy relation will be used to derive a unified plastic potential for both 
clay and sand. 

Following the usual procedure, Rowe's stress-dilatancy relation (6.58) may be 
integrated to give the following plastic potential: 

g(p,q) = 3 M l n ^ + (3 + 2 M ) l n ( ^ + 3) 

- (3 - M) ln(3 - | ) = 0 (6.59) 

where the size parameter C can be determined easily for any given stress state (p, 
q) by solving equation (6.59). Note that the plastic flow rule adopted in CASM is 
non-associated, as the plastic potential is not identical to the yield surface. 

A general stress-dilatancy relation 

Although Rowe's stress-dilatancy relation is accurate for high stress ratios, it is not 
particularly realistic for stress paths with low stress ratios (such as isotropic consol­
idation and ID consolidation). To overcome this limitation, we can adopt a plastic 
potential that is in a similar form to the yield function in CASM but gives zero plas­
tic volumetric strain increment at critical states. A slight modification of the stress-
dilatancy equation (6.56) may be used 

^ - ^^^-^ (6.60) 

where n is a material constant defined previously in CASM and m may be treated 
as a material constant independent of « and r. For n=7, the above stress-dilatancy 
reduces to the well-known plastic flow rule of Cam clay. By setting n=2 and m=l, 
the plastic flow rule of modified Cam clay is recovered. By setting m ==1, equation 
(6.60) reduces to the expression of McDowell (2002). 

One possible approach is to choose m so that equation (6.60) can accurately mod­
el one-dimensional consolidation (Ohmaki,1982; Alonso et ah, 1990; McDowell 
and Hau, 2003). In other words, m is selected to ensure that the flow rule predicts 
zero lateral strain for stress states corresponding to Jaky's (1948) /CQ condition 
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6 - 2M 
0 - 1 - siiK^cv = -^YJi ^^-^^^ 

Therefore at the KQ condition, the stress ratio takes the following value 

3(1 - -^o) 3M . . . 0 , 

(6.63) 

On the other hand, by noting the lateral strain is zero, we have 

d^Pp + del, _ _ d£^ _ 3 

If the relative value of the elastic shear strain to the plastic shear strain can be ig­
nored, then equation (6.63) gives 

^^'p 3 X- K 3 . . . . . . 

By putting the stress ratio defined by (6.62) into the flow rule (6.60), then equating 
to (6.64) will lead the following expression for m 

2 [M(6 - M)Y - {3MY 
"̂  = 3 ^ A{6-M)0MY-^ ^'-''^ 

Following the usual procedure, the general stress-dilatancy relation (6.60) may 
be integrated to give the following plastic potential: 

gip,q) = mln[ 1 + (m - 1 ) ( ^ ) " ] + n{m - l ) l n ^ (6.66) 

where C indicates the size of the plastic potential surface, which can be determined 
by solving the above equation with current stress values. 

(d) Hardening law 

As discussed earlier, the hardening law used in this model is basically of the isotrop­
ic volumetric plastic strain hardening type. In particular, the size of yield surface 
is controlled by the state parameter which depends on plastic volumetric strains. 
Using equations (6.35) and (6.46), the volumetric plastic strain hardening law is 
shown to be : 

^,.., = - V (6.67) 

The plastic hardening modulus defined by (6.51) can be derived as follows : 

„ V r 9 + 6M 9 - 3M T . . . e \ 
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where ^^ = (X — x)lnr. 

6.5.4 Model constants and their identification 

There are a total of seven material constants required in CASM. In the following 
sections, the role of each of these seven constants and the possible methods for de­
termining them are briefly discussed. 

Elastic constants — x and v 

The elastic behaviour is modelled by the slope of the swell line x and Poisson's ratio 
V. A typical value of x for sands is 0.005 and its value is generally much higher for 
clays, ranging between 0.01 to 0.06. Poisson's ratio v is typically in the range of 
0.15-0.35 for clay and sand. 

Critical state constants — X, Fund M 

The critical state line for a soil is fully defined by constants A, /"and M. Measure­
ment of these critical state constants is straightforward for clay soil, but for sand 
it proves to be much more difficult and special care needs to be exercised in deter­
mining them using triaxial testing (e.g. Been et ah, 1991). Typical values of A for 
sands at a relatively low pressure level (say less than 1000 kPa) are between 
0.01-0.05 and for some soils its value may be larger in a high pressure region. The 
X value for clay is usually in the range of 0.1-0.2. /"is typically between 1.8-4.0 
for various soils. Triaxial tests (drained and undrained with pore pressure measure­
ment) on isotropically consolidated samples can be used to obtain the frictional 
constant M. It is necessary to continue these tests to large strains to ensure that the 
samples are close to the critical state. M is normally between 0.8-1.0 for clays, and 
1.1-1.4 for sands. 

Spacing ratio (or Reference state parameter) — r (or ^^) 

The spacing ratio r is used, in one way or another, to define the shape of the yield 
surface by all critical state constitutive models as well as many bounding surface 
plasticity models. In Yu (1998), the spacing ratio is used to estimate the reference 
state parameter which corresponds to the loosest state a soil is likely to reach in 
practice. For the sake of simplicity, the standard Cam-clay models assume a single 
constant spacing ratio r for all soil types. In the original and modified Cam-clay 
models, r is fixed at 2.718 and 2.0 respectively. Although reasonable for clays, this 
simplification is found to be less successful for sands. In CASM, the assumption 
of a fixed space ratio for all soil types is abandoned and r is allowed to vary from 
1 to 00. Experimental data indicates that for clays r typically lies in the range of 
1.5-3.0 and for sands the value of r is generally much larger (e.g. Coop and Lee, 
1993; Crouch era/., 1994). 
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For most applications, it is satisfactory to treat the NCL as the reference consoli­
dation line, and therefore the measurement of r for clays does not impose any diffi­
culties as the NCL can be easily located. In contrast, locating the NCL for sands 
seems to be more difficult as a test device able to supply very high pressure is re­
quired (e.g. Atkinson and Bransby, 1978). However, as noted by Crouch et al. 
(1994), existing experimental evidence indicates that many quartz-based sands 
seem to share essentially the same NCL. If the NCL for a given sand can not be mea­
sured, it is acceptable to choose a positive state parameter (typically ranging be­
tween 0.05-0.2) that is unlikely to be encountered in practice as the reference state 
parameter. 

Stress-state coefficient — n 

The stress-state coefficient« used in the general stress-state relation (6.40) is a new 
material constant introduced by Yu (1995, 1998). As discussed before, the value 
of n is typically between 1.0-5.0. To determine n for a given soil, it is necessary to 
plot the stress paths of a few triaxial tests (both drained and undrained) on soils of 
different initial conditions in terms of stress ratio rj against the state parameter ^. 

Using the general stress-state relation (6.40), experimental state boundary sur­
faces should be regarded as a straight line in the plot of In (I - ^f^^) against 
\n{i]/M) . The stress-state coefficient n is the slope of the state boundary surface 
in this particular log-log plot. 

6.5.5 Prediction and validation 

This section describes an application of CASM to predict the measured behaviour 
of clay and sand under both drained and undrained loading conditions. For compar­
ison, the original Cam-clay model has also been used to predict the measured stress-
strain behaviour for both normally and overconsolidated clays. 

Influence of initial conditions on computed stress-strain behaviour 

Before using the CASM model to predict stress-strain behaviour of individual 
stress-strain curves, it is instructive to investigate the influence of initial conditions 
on the computed stress-strain relations for both clay and sand under drained and 
undrained loading conditions. 

Figure 6.10 and Figure 6.11 show some aspects of the pattern of computed clay 
response during triaxial compression tests under drained and undrained conditions. 
The effects of different values of OCR on the stress-strain relationship shown in 
these figures are generally in accordance with experimental observation. In this set 
of simulations, the material constants similar to those of London clay are used, and 
they are: 
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X = 0.161,r = 2.759,v = 0.3,x = 0.062,M = 0.888,r = 3.0,n = 2.0 

Plotted in Figure 6.12 and Figure 6.13 are the computed stress-strain response 
of sand during triaxial compression tests under drained and undrained conditions. 
The effect of different initial state parameters ^g on the stress-strain relationship are 
shown. The material constants used are similar to those of Ticino sand which are 
given below: 

A = 0.024,r = 1.986,v = 0.3,?,; = 0.008,M = 1.29,^^ = 0.075,« = 2.0 

To achieve better agreement with experimental data for undrained compression 
tests on sand at a state looser than critical, it is recommended that the initial state 
parameter of the sample be taken as the reference state parameter (i.e. ^^ = ^Q). 
The effect of model constants r and n on computed softening behaviour of sand is 
illustrated in Figure 6.14. It is clear that by varying the values of r and n, CASM 
can be used to satisfactorily model materials with different softening responses. 

It can be seen from Figure 6.10 to Figure 6.14 that CASM is capable of reproduc­
ing much of clay and sand stress-strain behaviour observed in the laboratory. Per­
haps the only exception is for undrained tests on sand at a state denser than critical 
where it is often observed that the mean effective stress tends to decrease a bit before 
increasing to the critical state. As shown in Figure 6.13, CASM does not predict 
such a pattern of change in the mean effective stress. This is a limitation associated 
with volumetric strain hardening. As will be shown in the next section, this limita­
tion can be removed by adopting a combined volumetric and shear strain hardening 
in the formulation (Yu et al., 2005). 

To check how well CASM can predict individual stress-strain curves, some ex­
perimental data will be used to compare with CASM predictions. 

Drained and undrained behaviour of normally and overconsolidated clays 

To assess the performance of CASM for clay, test data from the classic series of tests 
performed on remoulded Weald clay at Imperial College, London (Bishop and Hen-
kel, 1957) is used. Two of the four tests discussed are drained and two are un­
drained, while two of the tests are performed on normally consolidated samples 
with OCR of 1.0 and two on heavily overconsolidated samples with OCR of 24. 

The material constants used in the predictions for both CASM and Cam clay are 
as follows: 

CASM: 

X = 0.093, r = 2.06, V = 0.3,?.; = 0.025, M = 0.9, ̂ ,j = 0.0679,« = 4.5 

Cam clay: 
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k = 0.093,r = 2.06,v = 0.3,x = 0.025,M = 0.9, r = 2.718,n = 1.0 

Note the NCL has been used as the reference consolidation line, and therefore the 
reference state parameter ^^ is equal to the initial state parameter of the normally 
consolidated sample. The critical state constants for Weald clay are from Parry 
(1956). As accurate elastic constants are not known, some typical values are used 
in the prediction. 

Figure 6.15 to Figure 6.18 present comparisons of the model predictions and the 
measured behaviour for both drained and undrained compression of normally and 
overconsolidated Weald clays. It is found that while Cam clay is reasonable for 
modelling normally consolidated clays, it is not good for modelling overconsoh-
dated clays. For the drained testing of the overconsolidated clay. Figure 6.16 sug­
gests that Cam clay gives a significant over-prediction of the peak deviatoric stress 
and soil dilatancy. As for the undrained testing, it is evident from Figure 6.18 that 
Cam clay under-predicts the shear strain at peak strength and over-predicts the neg­
ative excess pore pressure. In contrast. Figure 6.15 to Figure 6.18 indicate that the 
predictions of CASM are consistently better than those of Cam clay for both nor­
mally and overconsolidated clays. In particular, CASM is found to be able to cap­
ture reasonably well the overall behaviour of the overconsolidated clay observed 
in the laboratory. 

It should also be pointed out that for undrained testing of a normally consolidated 
clay. Figure 6.17 shows that CASM predicts a strain softening towards the critical 
state after a peak strength has been reached. Although this behaviour is not apparent 
in the results of the undrained test of the remoulded Weald clay, compelling evi­
dence has however led Bishop (1972) to conclude that the soil reaches a peak 
strength before approaching to the critical state is a well established behaviour for 
undrained tests on normally consolidated samples of many undisturbed cohesive 
soils. A similar behaviour was also observed by Allman and Atkinson (1992) in 
their results of undrained testing of reconstituted Bothkennar soil. As will be dis­
cussed later, this is also a well known result from the undrained testing of a very 
loose sand. 
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Figure 6.10: Effect of OCR on computed behaviour of drained triaxial 
compression tests on clay 
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Figure 6.11: Effect of OCR on computed behaviour of undrained triaxial 
compression tests on clay 
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Figure 6.15: Model prediction for drained compression of a normally 
consolidated sample of Weald clay (OCR=l, Vg = 1.632, p^ = lOlkPa) 
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Figure 6.16: Model prediction for drained compression of a heavily 
overconsolidated sample of Weald clay (OCR=24, VQ = 1.617, p^ = 34.5kPa) 
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Drained behaviour of loose, medium and dense Sands 

To check the performance of CASM for sand, test data reported by Been et al. 
(1991) and Jefferies (1993) on a predominantly quartz sand with a trace of silt 
known as Erksak 330/0.7 will be used. Three tests are selected to compare with 
CASM. These tests are on the densest sample D667 (with a relative density of 
70%), the loosest sample D684 (with a relative density of 5%) and a medium dense 
sample D662. 

The material constants used in the CASM predictions are as follows: 

X = 0.0135,r = 1.8167,v = 0.3,j< = 0.005,M = 1.2,^/j = 0.075,n = 4.0 

In order to allow for the prediction for sands from the loosest to the densest states, 
the reference state parameter ^^ for CASM is assumed to be equal to the initial state 
parameter of the loosest sample D684. The critical state constants for Erksak sand 
are from Been et a/. (1991) and Jefferies (1993). As for Weald clay, accurate elastic 
constants are not known for Erksak sand and some typical values are used in the 
prediction. 

Figure 6.19 to Figure 6.21 present comparisons of the predictions and the mea­
sured behaviour for tests on samples D667, D662 and D684 respectively. It is clear 
from these figures that overall CASM is quite satisfactory for predicting measured 
behaviour on loose, medium and dense sands. It is noted that one obvious deficien­
cy with CASM is that it tends to under-predict the shear strain at peak strength. This 
is mainly due to the fact that, like Cam clay, CASM does not allow any plastic de­
formation to develop within the state boundary surface. As will be discussed later, 
CASM can be readily modified to include some additional strain within the main 
yield surface, which should lead to an even better agreement between the predicted 
and the measured stress-strain behaviour. 

Undrained behaviour of very loose sand 

The term 'very loose' is used here to describe sand in a state which is much looser 
than its critical state. It is well known that very loose sands can collapse and strain 
soften during monotonic undrained loading and ultimately reach a critical (or 
steady) state. During monotonic undrained loading loose sand reaches a peak resis­
tance and then rapidly strain softens to a steady state, and this is a condition neces­
sary for liquefaction to occur. As discussed in the introduction, most existing criti­
cal state models, such as Cam clay and Nor-Sand, are unable to model this 
behaviour. 
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Figure 6.19: Model prediction for drained compression of a very dense sample of 
Erksak 330/0.7 sand (D667: VQ = 1.59, p^ = l30kPa) 
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Figure 6.20: Model prediction for drained compression of a medium dense sam­
ple of Erksak 330/0.7 sand (D662: VQ = 1.677, po = eOkPa) 
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To demonstrate the applicability of CASM for modelling undrained behaviour 
of a very loose sand, test data obtained by Sasitharan et al. (1994) on Ottawa sand 
is used. Four tests have been selected by Yu (1998) to compare with CASM. These 
tests are on samples with initial void ratios of 0.793 and 0.804. Different initial 
mean effective stresses were used in these tests. 

The material constants used in the CASM predictions are as follows: 

A = 0.0168,r = 1.864,r = 0.3,x = 0.005,M = 1.19,^/j = ^Q,n = 3.0 

The critical state constants for Ottawa sand are from Sasitharan et al. (1994). Again 
accurate elastic constants are not known for this sand and some typical values have 
to be used in the prediction. When CASM is used to model the undrained behaviour 
of a very loose sand, the reference state parameter ^^ can be assumed to be equal 
to the initial state parameter of each sample. As will be shown below, this assump­
tion proves to be very satisfactory for predicting undrained behaviour of very loose 
sands. 

Figure 6.22 shows a comparison of the CASM prediction and the measured be­
haviour for undrained tests on one of these four very loose samples 
(VQ = 1.793, po = 475^Fa). It is evident that CASM can be satisfactorily used to 
predict the measured behaviour of undrained tests on very loose sands. In particular, 
CASM predicts that the peak strength is developed at a very small axial strain and 
afterwards the response shows a marked strain softening with increase in axial 
strain before approaching the critical state. 

6.5.6 Remarks 

This section presents a simple and unified formulation of the constitutive equations 
for both clay and sand. From a practical point of view, this is particularly advanta­
geous since when applied in the numerical analysis of a boundary value problem, 
only different material constants need to be incorporated either for clay or sand, and 
the form of the constitutive equations remains the same. The present model, 
CASM, has been developed by using a general stress ratio-state parameter relation 
as the yield surface. Rowe's stress-dilatancy relation is used as the plastic potential 
and the resulting plastic flow rule is therefore non-associated. Compared with Cam 
clay, only one new material constant has been introduced in CASM. In addition, 
the original Cam-clay yield surface has been shown to be a special case of the yield 
locus assumed in CASM. Comparisons with experimental data suggest that CASM 
is able to capture the overall behaviour of clay and sand observed under both 
drained and undrained loading conditions, and therefore represents a useful exten­
sion of Cam clay that is known to be only valid for normally consolidated clays. 
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Figure 6.22: Model prediction for undrained compression of a very loose Ottawa 
sand( VQ = 1.793, p^ = A15kPa) 
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Like Cam clay, CASM assumes that no plastic deformation is allowed to occur 
within the state boundary surface (or the yield surface). As shown in the previous 
section, this idealization tends to under-predict the shear strain at peak strength for 
both sand and overconsolidated clays. This fact is particularly important if the mod­
el is applied to the behaviour of soils subjected to cyclic loading. This limitation 
can, however, be overcome by allowing plastic strains to develop within the main 
yield or bounding surface (e.g. Pender, 1978; Dafalias and Herrmann, 1980; Carter 
et al, 1982; Bardet, 1986; and Naylor, 1985 ). In particular, Zienkiewicz et al. 
(1985) showed that the bounding surface plasticity concept can be easily used to 
modify the standard critical state plasticity models for modelling cyclic loading 
problems. On the other hand, Naylor (1985) proposed a simple 'continuous plastic­
ity' model to include some additional strains within the state boundary surface. If 
required, some of these more complex features can be easily introduced into CASM 
to improve the model prediction. This will be discussed in Chapter 7. 

6.6 EXTENSION OF CASM TO INCLUDE SHEAR HARDENING 

The formulation of the unified model CASM, presented so far, is based on the volu­
metric hardening law used in critical state soil mechanics. For some situations, 
however, volumetric hardening alone cannot predict measured behaviour. A partic­
ular example is that for loose sand under undrained shear conditions the shear stress 
tends to reach a peak followed by a softening process before increasing again. This 
well-known behaviour may not be predicted using the model with a volumetric 
hardening. 

One effective approach to the modelling of this type of behaviour is to adopt a 
combined volumetric and shear hardening in the formulation (e.g. Wilde, 1977; 
Nova and Wood, 1979). Here it is shown that such a combined hardening law can 
be easily incorporated into the unified critical state model CASM. Instead of the 
volumetric hardening law, we use the following combined hardening law 

dPo = r ? l ^ ( ^ ^ P + ^'^'"c,) (6-69) 

where (w is a model constant. It is obvious that when co = 0 the above equation 
reduces to the usual volumetric hardening law. 

By using a stress-dilatancy relation such as Rowe's equation, equation (6.69) be­
comes 
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which means that the size of the yield surface varies not only with plastic volumet­
ric strain but also with the stress ratio 77. 

CSL 
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Mean effective stress, p [ kPa ] 
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Axial strain, £^ [ % ] 
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co=O.S 

Figure 6.23: Effect of combined hardening on the predicated undrained triaxial stress 
paths and stress-strain response of a loose sand (after Yu et al., 2005) 

By following the usual procedure, the plastic modulus can be derived as 

H = -
dpo dsP dp 

(6.71) 
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V / 9 + 3 M - 2 M ? ? \ a g 
Q.-x)\nr\ 9{M-r]) ^ dp 

(6.72) 

The term dg/dp is readily determined as long as the plastic potential is chosen. The 
incremental stress-strain relations are then written as follows 

dp gp 
dEp = Y + JJ '^ [(f,P + f.i^,p) dp + f,qdq\ 

^£9 = 3;§ + ; ^ X [ifp + f,^^p) dp + f^dq] 

(6.73) 

(6.74) 

This slightly revised CASM model has been termed by Yu et al. (2005) and Khong 
(2004) as CASM-d. 
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Figure 6.24: Undrained triaxial stress paths of a loose Dogs Bay sand 
(after Coop, 2000) 

The effect of the additional model constant co on predicted stress paths and 
stress-strain response is shown in Figure 6.23. It is clear from this figure that 
CASM-d is able to predict the measured behaviour of undrained compression of 
a very loose sand reported by many researchers. An example of such experimental 
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data is plotted in Figure 6.24 for loose Dogs Bay sand (Coop, 2000). More exper­
imental results were given by Yu et al. (2005) and Wang (2005) for other sands. 

6.7 EXTENSION OF CASM TO INCLUDE VISCOFLASTICITY 

As discussed by Oiia (2005), several attempts have also been made to extend critical 
state models to simulate time-dependent stress-strain behaviour of soils, particular­
ly in clays. Notable examples are Adachi and Oka (1982), Borja and Kavazanjian 
(1985), Kutter and Sathialingam (1992) and Yin and Graham (1999). These studies 
are based on the early work on creep of clay by Bjerrum (1967) and the fundamental 
viscoplasticity concepts developed by Perzyna (1963, 1966). 

In this section, the approach proposed by Yin and Graham (1999) is used to ex­
tend the unified critical state model CASM to model time-dependent stress-strain 
behaviour. 

We start off by following Perzyna (1963,1966) to assume that the total strain rate 
Ey is the sum of the elastic strain rate e'y and visco-plastic (or creep) strain rate e '̂', 
namely 

/̂/ = 4 + ^ (6-V5) 

The elastic strain rate tensor is linked to the stress rate tensor in the usual manner, 
which will not be repeated here. Following Perzyna (1963,1966) and Yin and Gra­
ham (1999), we assume that the visco-plastic strain rate tensor is defined by the fol­
lowing associated flow rule: 

where yl is a scaling function and/is referred to as a flow surface function which 
may be assumed to be the same as the yield function. 

As shown by Yin and Graham (1999), the elastic visco-plastic constitutive rela­
tionship under an isotropic loading condition (<7 = 0,p = Po) can be expressed as 
follows 

epm = elm + e7m = ^Po + l ^ e x p l - (e,„ - eJJ^](p^)'/^ (6.77) 

where v is the specific volume of the soil, and x,tp, tQ,A,pQi and S^P are five mate­
rial constants. The definitions and experimental determination of these constants 
can be found in Yin and Graham (1999). In particular, ^p and t^ are linked by an ex-
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pression for creep strains under an isotropic effective stress starting from a refer­
ence time line: 

'7m = 7 l n ( ^ ) (6-78) 

where tiie reference time t^ is a creep load duration measured from the reference 
time line. 

In equation {6.11), the visco-plastic strain rate is for soils under isotropic effec­
tive stress PQ , which can be further written as follows 

exp{[-(.,.-.J^,)4ln(|^)]^} (6.79) 

Now if the yield surface of CASM is selected as a flow function in equation 
(6.76), we have 

f(p,q,Po) = (^r +-^ = 0 (6.80) 

The volumetric and deviatoric visco-plastic strain rates can then be written as fol­
lows 

A further assumption made by Yin and Graham (1999) is that the visco-plastic 
volumetric strain rate for any stress point on a yield surface is equal to the volumet­
ric visco-plastic strain under the corresponding isotropic loading condition. There­
fore equating (6.79) and (6.81) leads to the scaling function A 

A = ^—exp 
'0 

^^"^ (6.83) 
1 - ln(§^)" 

with which the visco-plastic strain rates at any stress state on the yield surface are 
fully determined by equations (6.81) and (6.82). 

6.8 EXTENSION OF CASM FOR UNSATURATED SOILS 

The study of stress-strain behaviour of partially saturated soils has been an impor­
tant subject for many years. Important early contributions include those by Bishop 
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and Donald (1961), Coleman (1962), and Fredlund and Morgenstem (1977), which 
led to a conclusion that any pair of stress fields among the following three stress 
states 

as a suitable stress framework to describe the stress-strain behaviour of partially sat­
urated soils. In these expressions, Ua and u„ denote the air and water pressure and 
(5y is the Kronecker delta (which is equal to 1 when i=j and 0 otherwise). Here let 
us consider use the following two stress variables in our development: 

(^ij = (^ij - "«^y (6-84) 

s = Ua — Uw > 0 (6.85) 

which are known to be the net stresses and suction respectively. 

Although many constitutive models have been proposed over the years for par­
tially saturated soils, perhaps the most influential one has been the critical state 
model developed by Alonso et al. (1990). This model has been used as the basis 
for several later extensions (e.g. Wheeler and Sivakumar, 1995; Cui and Delage, 
1996). To extend CASM to partially saturated soils, we will also largely follow the 
framework proposed by Alonso et al. (1990). 

6.8.1 Elastic strains 

It is assumed that changes of both stress and suction within the yield surfaces are 
accompanied by recoverable deformations. For simplicity, the soil is regarded an 
isotropic, elastic material before reaching the yield surfaces. As shown in 
Figure 6.25, the elastic volumetric strain increment includes contributions from 
both stress change and suction change, namely 

where x and Xs are defined in Figure 6.25. 

On the other hand, the elastic deviatoric strain increment is the same as the fully 
saturated soils 

dq 
3G 

where G is the soil shear modulus. 

ds'q = 3 ^ (6.87) 
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Figure 6.25: Normal consolidation and swelling lines for both 
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Figure 6.26: Yield surfaces for partially saturated soils 



136 CHAPTER 6 

6.8.2 Yield surfaces 

Due to the effects of both pressure and suction in partially saturated soils, it proves 
to be convenient to define two separate yield surfaces. The first, known as the load­
ing collapse (LC) yield surface is related to the plastic compression that can occur 
on increase of stresses or decrease of suction (wetting) 

/ i = f(P^q,s,pQ) = [ r - ^ l n f ^ ^ O (6.88) 
M(p + ks) ^ ' Inr p^ + ks 

where M is the slope of the critical state line in a q-p space, and k is defined in 
Figure 6.26. Following Alonso et al. (1990), we further assume that the LC in a 
p-s space takes the following form 

Po 

where p'is a reference stress and CD is given by 

A(0) - X 
CO = 

X{s) — K 

(6.89) 

(6.90) 

Figure 6.27: Normal consolidation and swelling lines for (a) zero suction and 
(b) positive suction 

As shown in Figure 6.27, the slope of the normal consolidation line varies with 
suction. Experimental work suggests that the variation may be expressed by the fol­
lowing equation 

A(0) 
(1 - a) exp(^5) + a (6.91) 
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in which a and /S are two additional material constants that can be determined ex­
perimentally. 

The second yield surface, known as the suction increase (SI) yield surface (see 
Figure 6.26), is related to the plastic compression that can occur on increase of suc­
tion s (drying) 

/ 2 = / ( 5 , 5 o ) = ^ - ^ 0 = 0 (6.92) 

where SQ is the maximum previously attained value of the suction. 

6.8.3 Stress-dilatancy relation and plastic potentials 

Loading collapse plastic potential 

To determine the plastic strains, we may specify a plastic potential associated with 
each yield surface. Associated with the first yield surface, we adopt a plastic poten­
tial that is in a similar form to our yield function but that must give zero plastic volu­
metric strain increment at critical states. One such form is a slight modification of 
the stress-dilatancy equation (6.56) 

deP m rj"-^ ^ ' ' 

where 

and « is a material constant defined previously in Yu's unified critical state model 
CASM. For zero suction and n=2, m=l, the above stress-dilatancy relation (6.93) 
reduces to the well-known plastic flow rule of modified Cam clay. 

A useful approach is to choose m so that equation (6.93) can accurately model 
one-dimensional consolidation. Following the procedure used by Ohmaki (1982) 
and Alonso et al. (1990), we obtain 

' " = 3 ^ I ( 0 y ^ ' ' ( 6 - M ) ( 3 M ) - i ^'-'^^ 

which includes the expression used by Alonso et al. (1990) and McDowell and Hau 
(2003) as a special case when n=2. 

The plastic flow rule defined in (6.93) can be used to derive the plastic potential 
given below 
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gi = mln[ l + (m - l ) ( g ) " ] + n(m - l ) l n ^ ^ (6.96) 

where C is a size parameter that can be evaluated by solving equation (6.96) from 
a given state of stresses and suction and 

Suction increase plastic potential 

For determining suction induced plastic strains, we assume that an associated plas­
tic flow rule is adequate, namely 

S2=f2= g{s,SQ) = 5 - So = 0 (6.98) 

6.8.4 Plastic strains 

If the stress state is on the LC yield surface, both volumetric and shear plastic strains 
will be induced, 

dePp = dX, ^ (6.99) 

deP = dX, ^ (6.100) 

If the stress state is on the SI yield surface, then only volumetric plastic strains 
will be induced, 

deP = dX2 ^ (6.101) 

dsP = 0 (6.102) 

If the stress state lies on both LC and SI yield surfaces (comers), then the assump­
tion made by Koiter (1953) will be used, 

deP = rfAi ^ + dX, ^ (6.103) 

deP = dX, ^ (6.104) 

where dA^ and dX2 are positive multipliers that can be determined using Prager's 
consistency condition. 

6.8.5 Hardening Laws 

Similar to other critical state models for saturated soils, the following hardening 
laws are assumed for partially saturated soils 
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'0 A(0) - X "^P dpT = TT^^r-Z K (6.105) 

^̂ 0 = -J—zr dsP (6.106) 

6.9 EXTENSION OF CASM FOR BONDED GEOMATERIALS 

The study of stress-strain behaviour of bonded or cemented soils and weak rocic has 
been an important subject for the last fifteen years. Notable contributions include 
those by Leroueil and Vaughan (1990), Burland (1990), Elliot and Brown (1985), 
Gens and Nova (1993), Coop and Atkinson (1993), Huang and Airey (1993), Liu 
and Carter (1999), Schnaid et al. (2001) and Jiang et al. (2006) among others. 

Leroueil and Vaughan (1990) demonstrate the importance of comparing the ob­
served behaviour of a bonded or structured material with that of the equivalent un­
bonded one. In terms of theoretical developments, the work of Gens and Nova 
(1993) is particularly significant as it proposes a sound theoretical framework for 
developing useful critical state models for bonded materials. In particular this 
framework accounts for the important effects of bonding on yield surfaces and deg­
radation of bonding during loading processes. 

In this section, the formulation of the critical state model CASM is extended to 
simulate the behaviour of bonded materials. The basic framework of Gens and 
Nova (1993) is further developed by adopting a general cohesive-frictional plastic 
flow rule that is able to account for the observed delayed dilation due to the presence 
of bonding (Schnaid etal., 2001; Coop and Atkinson, 1993). 

Yield surface for bonded materials 

Following Gens and Nova (1993), the yield surface is assumed to enlarge with in­
creasing amount of bonding in the soil. For simplicity and also to be conservative, 
we neglect any tensile strength that the soil may have due to the presence of bonding 
in selecting a yield surface (i.e. the yield surface passes through the origin). If need­
ed, however, this tensile strength can be readily included (e.g. Tan, 2006). 

Figure 6.28 shows the normal consolidation lines and yield surfaces for both un­
bonded material and bonded materials with various amounts of bonding. Mathe­
matically, the yield surface for a bonded material with a given amount of bonding 
can be expressed as follows: 

/ (P,? ,Pc) = ( ^ ) " + l l ^ = 0 and Pc=P^^Pb (6.107) 
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where p^ is a material parameter representing the increased size of the yield surface 
due to soil bonding. It is noted that this quantity will decrease with loading when 
bonding is gradually damaged. When all bonding is broken, p^ should be zero. 

NCL 
I increasing amount of bonding 
I ^ 

Po P = /,/3 

Figure 6.28: The normal consolidation lines (NCL), critical state lines (CSL) and 
yield surfaces for both unbonded and bonded materials 

Plastic flow rule and plastic potential for bonded materials 

As discussed by Gens and Nova (1993), the presence of bonding tends to generate 
a cohesion c in the soil. Whilst this cohesion increases the size of the yield surface, 
it also inhibits the dilation of soil (e.g. Coop and Atkinson, 1993; Schnaid et al, 
2001). In terms of energy this is because the total work done by the stresses at the 
boundary of an element is partly dissipated in friction and partly in disrupting the 
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bonding. In fact, Rowe (1963) proposes a stress-dilatancy relation that takes into 
account the effect of soil cohesion on dilation. 

Rowe's general cohesive-frictional stress-dilatancy relation may be integrated 
to give the following plastic potential: 

g{p,q) = 3 M l n ( ^ ^ ) + (3 + 2 M ) l n [ ^ ^ ^ + 3] 

- ( 3 - M ) I n [ 3 - | ^ ] = 0 (6.108) 

where k and h are related to soil cohesion c by the following expressions 

y(3 + 2 M ) ( 3 - M ) ( 3 6 - 1 2 M ) c 

^ = 18M2 - 27M - 81 (^-^^^^ 

y(3 + 2 A f ) ( 3 - M ) ( - 5 4 + 18M)c 

^ = 18M2 - 27M - 81 ^^-^'^^ 

and the size parameter C can be determined for any given stress state (p, q) by solv­
ing equation (6.108) in the usual manner. 

Plastic hardening and bonding degradation laws 

During the loading of a bonded material, the bonding is gradually damaged. As a 
result, the cohesion c and the increased size of the yield surface p^ will also reduce. 
The yield surface for an unbonded material will change with plastic strains in the 
usual manner. Either a volumetric hardening law or a combined volumetric and 
shear hardening law can be used for this purpose. If a combined hardening is 
adopted, then we have 

^ = r^[^^? + '̂ <̂] (6-111) 

which reduces to the usual volumetric hardening law if we set (W = 0. 

The reduction of both soil cohesion c and the increased size of the yield surface 
Ply is assumed to depend on both the volumetric and deviatoric plastic strains. 
Hence 

j ^ = -D, ^[co,{deP,f + (dePf] (6.112) 

f = - D, J[m,(dePf + (dePf] (6.113) 

where o)^, Z)̂  and D^. are three additional model constants for bonded geomaterials 
when compared with the unbonded CASM model. If, for simplicity, we can assume 
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that the degradation of bonding is brought about purely by plastic shear strains, then 
0)^ can be set to zero. In this case, only two new model constants need to be deter­
mined for modelling bonded materials. Of course, the initial values of soil cohesion 
and p^ will have to be estimated for a given bonded geomaterial. 

6.10 FORMULATIONS FOR GENERAL STRESS STATES 

The generalization of the triaxial plasticity formulations given in the previous sec­
tions to a general three-dimensional stress state is presented in this section. Our pre­
sentation is based on the work of Yu and Khong (2002) and Khong and Yu (2002). 
For a general three-dimensional stress state, a suitable pair of stress variables is 

P : (Oxx + Oyy + O^z) 

jliOxX - Oyyf + {Oyy " CT^z)^ + {OZ2 " O^xf 

(6.114) 

+ 3(a;^2 + ^^2 + ^^2)j^ 

are shear stresses. The corresponding strains are 

^p "~ ^xx '^ ^yy ' ^z 

h = \W' ^yy) '' \^yy ^zz) + (^z ^)'l 

(6.115) 

where o^x, Oyy, o^^ denote effective stresses in three directions, and cr̂ y, Oy^, a. xyt '-'yz' 

(6.116) 

2\12 
+ 3(£xy' + eyz' + Ezx"-) (6.117) 

As discussed earlier in the book, to define a yield function and a plastic potential 
in three dimensions, we also need to use Lode's angle defined below 

,=.-isi„-.(fx^) (6.118) 

where 

det5 = 
Sxx ^xy Oxz 

(^xy ^yy Oyz (6.119) 

in which the deviatoric stresses are 

(6.120) 
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The yield function of CASM will therefore become 

I n ^ 
/(P.?>/^o) = ( ] i ^ r + l ^ = 0 (6.121) 

where MQ is regarded as a function of Lode's angle 9i. However if Mg is assumed 
to be a constant (i.e. independent of Lode's angle) then the yield surface will plot 
as a circle on a deviatoric plane as in Roscoe and Burland (1968). However, the fol­
lowing relationship, proposed by Sheng et al. (2000), proves to be much more real­
istic when compared with experimental data 

" • = " ' ( l * I' + (I'-V) s.n(3»,)|' <"^^> 

in which 

/ = I ' ^ '"^- (6.123) 
3 + sm^cv 
^ 6si"^cv 

"^ 3 + sm(pcv 

It is noted that with the M value varying with Lode's angle according to (6.122), 
the yield surface of CASM plots much like that of Matosuka-Nakai's yield surface 
on a deviatoric plane. Figure 6.29. 

If Rowe's stress-dilatancy relation is used, the plastic potential takes the follow­
ing form 

g(p,q) = 3 M , l n | -f (3 + 2M,) ln(^ + 3) 

- (3 -Mg)ln(3 - | ) = 0 (6.125) 

On the other hand, if the general stress-dilatancy relation (6.60) is used, the plastic 
potential will become 

g{p,q) = mln[ 1 + (m - 1)(^\ ] + n(m - l ) l n ^ (6.126) 

in which n is a known yield function parameter and m is calculated by 

2 ,, [ M,(6 - M,) r - (3M«)" 
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Here care is needed for determining Mg. For a given stress state on tiie yield sur­
face, we can determine the Mg value using equation (6.122). Then by solving either 
equation (6.125) or (6.126) with the current stress values, we can obtain the size 
parameter C. In this way, all the necessary differentiations of the plastic potential 
with respect to stresses can be evaluated. In other words, the value of Mg is regarded 
as a constant for a given stress state because the plastic potential must pass through 
the current stress point in the yield surface. Therefore the plastic potential plots as 
a circle passing the current stress state on a deviatoric plane. 

Mohr-Coulomb 

Yield surface 

J 

N \ 0, = 30" 

\^—\\-i— 

Figure 6.29: Yield surface and plastic potential on a deviatoric plane 

Mathematically, we have 

With the yield function of CASM, we can obtain 

nq" 

pinr M" p" 

tn-X 

r ^ _ 1 »g" 
•̂ '̂  plnr M" »" + ! 

J,q M" p" 

f,M„ -
nq" 

M" p" + ^ 

(6.128) 

(6.129) 

(6.130) 

(6.131) 

(6.132) 
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3 X (2)1/4 M,, (/4 - 1) cos(3e,) 

^e,e, 4 ^ ; — : \ JT^ (̂ -̂ ^̂ ^ 
[l + /4 + (1 - /4) sin(30,)] 
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CHAPTER 7 

MULTI-SURFACE AND BOUNDING SURFACE PLASTICITY 

7.1 INTRODUCTION 

The mathematical theory of plasticity described so far in this book is based on the 
concept of a single yield surface. This single yield surface is used to separate the 
domains of elastic and plastic states. As demonstrated in Chapter 6, single yield sur­
face plasticity offers a reasonable explanation of the overall stress-strain behaviour 
of soils for the case of proportional loading where the load increases monotonically 
and no unloading occurs. However further application of the single yield surface 
plasticity theory indicates that it suffers from the following main shortcomings: 

(1) The elastic domain assumed is often too large when compared with experimen­
tal data. In addition, the sudden change from elastic to plastic domains pre­
dicted by the single yield surface theory is also in contrast to the gradual change 
in stiffness from elastic to plastic states observed in experiments. 

(2) The isotropic hardening and Prager's or Ziegler's kinematic hardening (Prager, 
1955; Ziegler, 1959) cannot generally model the complex behaviour of soils 
observed in experiments under cyclic or repeated loading conditions where 
stress reversals occur frequently. 

These limitations of the classical theory of plasticity provided a strong incentive 
for extensive research from the 1960s to search for better hardening rules for model­
ling both smooth elastic-plastic transition and cyclic behaviour. Although several 
approaches have been proposed, the two most successful and widely used theories 
for this purpose are: (a) The theory of multi-surface plasticity due to Mroz (1967) 
and Iwan (1967); and (b) The theory of bounding surface (or two surface) plasticity 
due to Dafalias and Popov (1975) and Krieg (1975). Both of these concepts were 
initially developed for metals, but quickly found applications in modelling geomat-
erials (e.g. Prevost, 1977, 1978; Mroz etal., 1978, 1979, 1981; DafaUas and Herr­
mann, 1982). 

This chapter aims to present the concepts of the multi-surface and bounding sur­
face plasticity and demonstrate how these concepts can be used to develop more 
accurate constitutive models for describing soil behaviour under both monotonic 
and cyclic loading conditions. Our presentation is limited to formulations in stress 
space, although multi-surface plasticity models can also be formulated in strain 
space (e.g. Yoder and Iwan, 1981; Zheng et al, 1986; Simpson, 1992). 
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7.2 THE MULTI-SURFACE CONCEPT 

7.2.1 One-dimensional loading and unloading 

Consider a soil element subject to one-dimensional compressive loading and un­
loading. A typical stress-strain curve is given in Figure 7.1(a). After the soil starts 
to become plastic (i.e., after transition into the plastic region, that is the point a in 
Figure 7.1(b)), the tangential stiffness or modulus will reduce. The basic idea of 
Mroz's multi-surface plasticity (Mroz, 1967) is to approximate the actual stress-
strain curve by n linear segments of constant tangential moduli as shown in 
Figure 7.1(b). In stress space, this approximation can be represented by n hypersur-
faces / , , /2, / 3 , ... /„ + , where /jis the yield surface and /2, f-^, ... f^ + x define 
regions of constant plastic work hardening moduli. 

Now let us discuss the process of one-dimensional loading. For simplicity we 
assume that initially all the surfaces are circular and concentric enclosing the origin 
o. Figure 7.1(c). When the stress point moves from the origin o along the vertical 
axis, it first reaches the elastic limit corresponding to the stress-strain point a and 
the yield surface / , moves along this axis with the stress point until it contacts the 
surface /2 corresponding to the stress-strain point b. Up to now all other surfaces 
remain fixed. Now the stress point will take the surfaces / j and / j and move along 
the vertical axis until it reaches the surface f^ corresponding to the stress-strain 
point c. If the stress point moves further, then it will touch the surface f^ which is 
the end of the loading programme indicated in Figure 7.1 (e). Now consider the pro­
cess of unloading from the stress-strain point d. Obviously if the stress point moves 
along the vertical axis back towards the origin o, it will first reach the lower side 
of the yield surface / | when reverse plasticity occurs (i.e. the stress-strain point e). 
If the unloading continues, then both the stress point and the yield surface / j will 
touch the lower side of the surface /2 at the stress-strain point / , as shown in 
Figure 7.1(f). 

7.2.2 General loading 

In order to extend the above one-dimensional model to general three-dimensional 
stress states, it is necessary to make an assumption about how the loading surface 
should translate upon loading. In this respect, two proposals have been made, one 
due to Mroz (1967) and another by Iwan (1967). It is noted that due to its simplicity, 
Mroz's proposal has been almost universally adopted by later researchers in using 
multi-surface plasticity models. 
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(a) Actual stress-strain curve 

(c) A field of four plastic moduli 

(b) Idealised stress-strain curve 

a' X 

^"^^^^^^ 1 

y y7 / ^ 

(d) Loading a—b-c 

(e) Loading a -b -c -d (f) Loading a-b-c—d-e—f 

Figure 7.1: Idealised stress-strain behaviour with multi-surface plasticity 
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(a) Mroz's translation rule 

Mroz (1967) assumed that the loading surfaces cannot intersect but consecutively 
contact and push each other. To explain this, let us consider Figure 7.2. Assume that 
the current stress point lies on the loading surface / , and is denoted by P. The ques­
tion is under a given stress increment how the current loading surface / , should 
translate and move towards the next loading surface / , + i, which is of the same 
shape as /,. With Mroz's rule, we need to find a conjugate point R on the next load­
ing surface /,.,. ,for the current stress point P. The conjugate point R is the point on 
/ ,+] that has the same direction of outward normal as the current stress point. A 
easy way to locate the point R is to note that the straight line /?o, +, is parallel with 
Poi, where o,-, o, +1 are the centres of the current and next loading surfaces respec­
tively. Once the point R is located, then Mroz's translation rule suggest that the 
centre of the current loading surface should move along the vector PR. This rule 
ensures that, as the surfaces are dragged by the current stress point, they never inter­
sect and it makes the surfaces align gradually along the current stress path direction, 
see Figure 7.2. 

Figure 7.2: Mroz's translation of the loading surface f^ 

To describe the motion of loading surfaces of constant plastic moduli, let us con­
sider a typical situation shown in Figure 7.2. Assume the two loading surfaces f^ 
and /,+J are mathematically expressed by 

fi=f(Pij-^ ^0 = 0 (7.1) 
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fi^i = fiOij - a\;') - R\;' = 0 (7.2) 

where the position vectors a'-j and a'-^' define the coordinates of the centres of the 

surfaces/; and/, +1 respectively. R'^ and /?Q*' indicatethe sizes of the loading sur­
faces/,• and/j+i-

Now if the current stress state Oy lies on the surface /, and is denoted by point 
P, Mroz's translation rule suggests that the instantaneous translation of /, upon 
loading will occur along PR, where R is a point on the next loading surface /,+, 
corresponding to the same direction of outward normal. Inspection of geometry 
gives 

0 (7.3) 
of. - a\. i?j, 

ij ij 0 

in which a^ and cr̂  denote stresses at points P and R respectively. 

Since the centre of the surface /,• moves along PR, we can write 

da\. = dn {of. - ol) (7.4) 

where dfi is a positive constant to be determined. Substituting the expression for 
ofj from equation (7.3) into equation (7.4) leads to 

. dn 
ii^'- R\^ o^ - K R\^'- ^i;'Rd (7-5) 

It is noted that for a special case when the centres of the two surfaces coincide (i.e., 
a'lj = «1^ ' , the above equation reduces to 

i?' + i - R' / \ 
da\j = d^ » ^^ " ( ^ - « i / ) (7-6) 

which is the same as the kinematic hardening rule of Ziegler (1959) for the single 
surface plasticity. 

To fully define the movement rule for the surface /, upon loading, the constant 
d/u remains to be determined. This constant can be calculated using the condition 
that the current stress point, upon loading, remains on the yield surface /,, namely 

Given the form of loading surfaces assumed, we have 
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dfi 
dO^j 

Sfi 
da^j 
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Hence equation (7.7) can be rewritten as 

which can 

d/u • 

do,: - -r-^da). = 0 
y dOjj y 

be further reduced to 

dOij y 

ao,,,^ kl kl' 

(7.8) 

(7.9) 

(7.10) 

Combined kinematic and isotropic hardening 

So far we have assumed that the sizes of loading surfaces are constant throughout 
the loading process. However apart from translation, the loading surface may also 
expand or contract during the loading process. To include this isotropic hardening 
we may assume that the sizes of the loading surfaces are a function of some measure 
of plastic strain, a. Therefore the two loading surfaces /, and /;+, are expressed 
by 

/ ; = / ( a ^ - a p - / ? ( , ( « ) = 0 (7.11) 

/ , ^ i = /(a^. - o}^') - R',+ \a) = 0 (7.12) 

Then instead of equation (7.9), the following consistency condition holds for the 
current stress state 

df- df- df- dR'n 
^ d o , - -^da'. + ^ ^ d a = 0 (7.13) 
doij 'J do^j y dR'^ da ^ ^ 

which gives 

df., ^ a/. dR-

dfi = — ^ ° (7.14) 

dOu^ kl kl' 

Therefore all loading surfaces that are not reached by the current stress point expand 
or contract uniformly (isotropic hardening) while the remaining surfaces which are 
in mutual contact at the current stress point undergo both translation (kinematic 
hardening) and expansion/contraction (isotropic hardening). 
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(b) Iwan's translation rule 

As an alterative to Mroz's translation rule, Iwan (1967) assumed that the current 
loading surface translates in a direction parallel to the increment of plastic strain 
at any point in the stress history of the material. To explain this, let us consider 
Figure 7.3. Assume that the current stress point lies on the loading surface / , and 
is denoted by R With Iwan's rule, we need to determine the direction of the plastic 
strain rates at the current stress point R If the associated plastic flow rule is as­
sumed, then the plastic strain rate will be normal to the current loading surface, as 
shown by the vector PQ in Figure 7.3. Hence Iwan's translation rule suggests that 
the centre of the current loading surface should move along the vector PQ. This 
translation rule may result in intersections between loading surfaces. 

Figure 7.3: Iwan's translation of the loading surface /,• 

If the associated flow rule is assumed then Iwan's translation rule is the same as 
the kinematic hardening rule of Prager (1955) for single surface plasticity. In math­
ematical terms, we have 

(7.15) 

where dfi is a constant, which can be determined from the condition that the current 
stress point lies on the loading surface, namely 

$^dO:. - ^da), = 0 
do,-: y dO:; 'J 

(7.16) 
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which can be further reduced to 

For combined Icinematic and isotropic hardening, the above equation needs to 
be replaced by 

dOij y dR' da 

dOu dOu 

7.3 MULTI-SURFACE PLASTICITY MODELS FOR SOILS 

This section describes how the concept of multi-surface plasticity of Mroz (1967) 
and Iwan (1967) can be used to develop constitutive models for soils. The notable 
work carried out in this area includes models given by Prevost (1977, 1978) and 
Mroz etal. (1978) for clay and those by Prevost (1985) and Lacy and Prevost (1987) 
for sand. 

7.3.1 Total stress multi-surface modelling of undrained clay 

Prevost (1977,1978) was the first to apply Mroz's multi-surface plasticity concept 
to soil stress-strain modelling. His attention was on developing a multi-surface 
model for predicting accurately the observed stress-strain-strength of undrained 
clay. For undrained clay, a simpler total stress, rather than effective stress, analysis 
may be used. Of course with the total stress formulation, the effect of stress history 
(i.e. OCR) cannot be included in the analysis. For simplicity, Prevost used the von 
Mises yield function as the basis for his development of a total stress, multi-surface 
plasticity model for undrained clays. 

Volumetric and deviatoric behaviour 

For total stress undrained analysis, it is particularly advantageous to divide the 
stresses and strains into volumetric and deviatoric components, with the deviatoric 
aspects defined as 

^ii = o,j - \o,,d,i (7.19) 

^ij-^a- hkAj (7-20) 
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where d^j is the Kronecker delta. 

For elastic behaviour, the stress-strain relations can be written in the following 
familiar form 

(^^kk 

de,j--

dOkk 
3K 

2G 

(7.21) 

(7.22) 

where K and G are elastic bulk and shear moduli. It is noted that for undrained load­
ing, a rather high value should be used for the bulk modulus. 

Elastic and plastic deviatoric strains 

It is assumed that the total deviatoric strain is the sum of elastic and plastic compo­
nents, namely 

dc:: = del + de". (7.23) 

where the elastic strain rate de^j is determined from equation (7.22) and the plastic 

strain rate de^. is determined from a plasticity theory. 

Figure 7.4: Field of loading surfaces in a deviatoric plane 

Field of loading surface for undrained clay 

The field of constant plastic moduli, introduced by Mroz (1967), is defined in stress 
space by the collection of nested loading surfaces, / j , /2, f^,, ..., fp with respec-
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tive sizes ^^'' < kP'^ < kP^ < ... < k^\ Figure 7.4. During undrained loading, 
the yielding of clay is independent of the mean total stress and only deviatoric 
stresses Sy appear in the yield or loading functions. For mathematical simplicity, 
the simple von Mises function was used by Prevost (1977,1978). The loading func­
tions, / ; , are then represented by equations of the following form 

/ ; = {|[.̂  - af]\s^ - af]\ - k^) = 0 (7.24) 

where i = 1,2, ...,p and a {'} represent the coordinates of the centre of the yield sur­

face, fi, in the deviatoric stress space. For the special case of al'^ = 0, the above 

equation reduces to 

fi = JVI- k(^ = 0 (7.25) 

Since the a['^ are not necessarily all equal to zero, the yielding of soils is thus 

generally anisotropic. A plastic modulus, K'j^\ is associated with each of the yield 
surfaces. It was assumed that the plastic potential is identical to the loading surface 
and therefore the associated flow rule is obtained. 

It is noted that the outmost yield surface, fp, represents a failure surface, beyond 
which any stress states and inner yield surfaces cannot go. 

According to Mroz's translation rule, all yield surfaces may be translated in 
stress space by the stress point without changing in form nor orientation, and they 
consecutively touch and push each other but cannot intersect. Consider a situation 
shown in Figure 7.4, when, after moving along a stress path, the stress point reaches 
the yield surface /,. All the smaller yield surfaces, / i , /2 , •••,/,_ i , have been trans­
lated to become tangential to each other and to / , at the common contact point P. 
From similarity, we have 

Plastic flow rule 

The plastic strain rate is the sum of the elastic and plastic components. The plastic 
strain rate is assumed to be normal to the yield surface at the stress point. In tensor 
notation, it can be written as follows (Prevost, 1978) 
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which can also be inverted to give 

(')l 3[2G - Kf^] [Sij - « p 

The plastic shear modulus K'^^^ in equation (7.27) can be obtained by the following 

equation 

1 _ 1 1 
HO K^i) 2G 

P t 

(7.29) 

in which the total modulus K^'^can be obtained from a triaxial stress-strain curve 
as shown in Figure 7.5. 

a, - a o, — o 

(a) Actual stress-strain curve (b) Idealised stress-strain curve 

Figure 7.5: Determination of the plastic shear moduli from triaxial test results 

Hardening rule 

When the current stress point lies on the yield surface, / , , and moves towards the 
next yield surface, /, +1 , the instantaneous translation of the yield surface /, is 

da^^ = dfi PR. 

where 

(7.30) 

(7.31) 
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and k^'"* and A:̂'"*" ''are the instantaneous sizes of the yield surfaces /,• and /, +, re­
spectively, for a given plastic strain level, a. In other words, the yield surfaces are 
also allowed to expand or contract apart from translation. 

The constant dju can be determined from the condition that the current stress 
point remains on the yield surface (i.e. Prager's consistency condition) as follows 

^ ^ = l ( l - y i - ^ j (7-32) 
where 

b = A:0 + i)A:(') + | M y . ds^j - d (7.34) 

c = l[s,j - al'-'^jdsy + | j y . ^ . - k(')dk(') - \[dk^)f (7.35) 

d = | [ . ^ - a | ) ] [ . ^ - a ^ + i)] (7.36) 

If the stress increment dsij and yield surface expansion c?A;'''are relatively small, 
then equation (7.32) can be simplified to 

hs. - a« ] ds. - k(f)dki^ 
dju = ^ ^ — : ^ (7.37) 

The multi-surface plasticity model described in this section has been used suc­
cessfully by Prevost et al. (1981) in a finite element modelling of centrifuge soil-
structure interaction models under both monotonic and cyclic loadings. 

It is worth mentioning that a simplified version of Prevost's model (i.e. without 
softening and using Iwan's translation rule instead of Mroz's translation rule) was 
used by Houlsby (1999) for finite element analysis of three-dimensional tunnel 
problems in undrained clay. 

7.3.2 Multi-surface modelling of frictional soils 

An extension of the above multi-surface plasticity model for undrained clay has 
been made by Prevost (1985) and Lacy and Prevost (1987) to simulate the stress-
strain behaviour of cohesive-frictional soils. A key difference between the beha­
viours of undrained and frictional soils is that the yielding of frictional soil depends 
on mean effective stress. 
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(a) Formulation for triaxial stress states 

For triaxial loading, we have the following effective stress variables 

P = lioi' + ^03') ; q = a^' - o^' 

The yield function is chosen to be of the following form 

/,. = {q-pa^f-{pMf = 0 
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where 

p — a 

(7.38) 

(7.39) 

(7.40) 

and the yield surfaces and the meaning of M,j8 and a are shown in Figure 7.6 in both 
two and three dimensions. For a = 0, the soil becomes purely frictional. 

Figure 7.6: Multi-surface model for frictional soils 
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To ensure that the loading surfaces do not insect, the following condition must 
be satisfied 

M' + i + a ' + i > M' + a' (7.41) 

(b) Formulation for general stress states 

Yield/loading function 

In terms of deviatoric stress and mean stress tensor, the yield function takes the fol­
lowing form 

f, = | ( 5 ^ - pa'^is^ - pal^ - (pM'f = 0 (7.42) 

where the deviatoric stress tensor is defined by 

^ij = Oij~pdij (7.43) 

Plastic flow rule 

The plastic strain is assumed to be the sum of two components 

dsP = . A ^ % ^ (7.44) 

where the two plastic potential functions are 

g\=l(s^-pa'^(s^-pai^ (7.45) 

in which 

rj = - (7.47) 

and ^ is a material constant, and if rj/fj < I, g2 < 0, then plastic compression will 
occur; otherwise if rj/fj > I , g'2 > 0 then plastic dilation will occur. In other 
words, the case r] = ^corresponds to no plastic volumetric strains which is known 
be the critical state. 

Kinematic translation rule 

Like in undrained clay, Mroz's translation rule is used. Thus the centre of the yield 
cone will move along the direction that is along the vector linking the current stress 
point P and its conjugate point R in the next yield surface in the deviatoric plane, 
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pda^j = dfi PR^j (7.48) 

where we can easily obtain 

and dju can be determined from the consistency condition that the stress point re­
mains on the current yield surface. 

For each yield surface, it is assumed that the plastic modulus can be calculated 
by 

Kp = Kp'(p/p,r (7.50) 

where n is a material constant, p^ a reference pressure, and 

Kp' = ^' ~ ^'6 + ^ i L + ^ (7.51) 

in which the plastic moduli Kc and K^ are measured from triaxial compression and 
tension tests; and also we have 

e = - ^ (7.52) 
MpJ2 ^ ' 

and 

J 2 = ^ % (7-53) 

7, = det(.-^) (7.54) 

hj = Sij - P(^\j (7-55) 

Model constant identification from triaxial tests 

For simplicity, we will consider the model formulation for the purely frictional case 
to illustrate how the model constants can be identified from triaxial tests. In triaxial 
stress space, the stress-strain relations are given by Prevost (1985): 

dq ^ 2 ^ ^^ ~ V^P 
^̂^ = 3̂  + 3t ^ f r x f ^'-''^ 

where r] = rjc = fi + M\rf = ff^ for yielding caused by loading in compression 

and t] = rje = ^ — M;jf = fj^ for yielding due to loading in extension. 
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The identification of the model constants associated with any yield surface/is 
made as follows. The smooth experimental shear stress-strain curves are approxi­
mated by linear segments along which the tangent (or secant) modulus is constant. 
It is obvious that the accuracy achieved by this linear approximation is directly de­
pendent upon the number of linear segments used. The yield surface/is identified 
by the condition that the slope dq/dEq be the same in compression and extension. 
This is shown in Figure 7.7. The model constants are then simply derived from the 
use of equations (7.56) and (7.57) and the known stress paths used in the triaxial 
tests. Once the elastic moduli G and K are known, the identification procedure has 
been shown to be straightforward (Prevost, 1985). 

Figure 7.7: Identification of multi-surfaces for frictional soils (after Prevost, 1985) 

7.4 THE BOUNDING SURFACE CONCEPT 

By assuming a piecewise linear stress-strain behaviour, the theory of multi-surface 
plasticity described in the previous sections cannot predict the smooth transition 
from elastic to fully plastic state for general loading which is observed experimen­
tally on most materials. The theory of bounding surface (or two surface) plasticity 
has been developed to overcome this limitation of multi-surface plasticity. 

The concept of a bounding (or limit) surface was first proposed by Krieg (1975) 
and Dafalias and Popov (1975) independently for modelling cyclic behaviour of 
metals. As shown in Figure 7.8, this theory makes use of two surfaces, an inner 
loading/yield surface (fi^Oi) and an outer bounding/limit surface (F=0). As stated by 
Krieg (1975), the theory of bounding surface plasticity is best described as Mroz's 
multi-surface theory with a continuum of intermediate loading surfaces where the 
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distribution of these surfaces is analytically described a prior/. The location of the 
inner and outer surfaces completely describes the distribution of all intermediate 
surfaces so reference to them is not necessary. 

Figure 7.8: Theory of bounding surface plasticity 

The key feature of the bounding surface concept is that the hardening of the load­
ing surface (i.e. plastic modulus) depends on a distance vector from the current 
stress state to the bounding surface (i.e. d in Figure 7.8). Therefore when the stress 
state is remote from the bounding surface, the material is stiff. On the other hand, 
if the stress state is near the bounding surface, the material adopts a stiffness that 
is similar to that of the bounding surface. In this way, a smooth transition from a 
high to a low stiffness is achieved during a plastic loading process. A detailed out­
line of the mathematical foundation of the bounding surface plasticity is given by 
Dafalias (1986). 

Since its development, the concept of bounding surface plasticity has been used 
widely by many researchers as the basis for developing numerous plasticity models 
for clay (Mroz et al, 1978,1979; Dafalias and Herrmann, 1982; Al Tabbaa and 
Wood, 1989; Whittle, 1993; Li and Meissner, 2002) and sand (Bardet, 1987). Yu 
and Khong (2003) recently proposed a unified bounding surface model for clay and 
sand. 
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Figure 7.9: Mroz's two-surface formulation 

7.5 BOUNDING SURFACE MODELS FOR SOILS 

7.5.1 Two surface kinematic tiardening formulation for clay 

Following the formulation of Krieg (1975) and Dafalias and Popov (1975), Mroz 
et al. (1979) presented a general effective stress formulation for bounding surface 
plasticity of clay soils. The formulation makes use of a yield surface and a bounding 
surface and kinematic hardening for the yield surface. Mroz's formulation for clay 
was based on the critical state theory and was later followed and further evaluated 
by Al-Tabbaa and Wood (1989) for cyclic behaviour of clay soils. 

(a) Yield and bounding surface equations 

In the formulation of Mroz et al. (1979), the state boundary surface (or consolida­
tion surface) in the critical state theory is regarded as the bounding surface. The sur­
face is assumed to be in a general elliptic form 

n2 

F(p,q,eP) = (p-cy + fl2 = 0 

where c and a are shown in Figure 7.9 and also we have 

m = tanftj ; n = tan^ ; n_ 
m 

(7.58) 

(7.59) 



MULTI-SURFACE AND BOUNDING SURFACE PLASTICITY 171 

The inner yield surface is assumed to be of a same form expressed by 

f(p, q, ep = (p - apf + ^^-^A. - a^ = 0 (7.60) 

where (ap,aq) are the coordinates of the centre of the yield surface. The yield sur­
face may translate within the domain enclosed by the boundary surface. 

(b) Associated flow rule 

If the associated flow rule is assumed for the yield surface, we can follow the usual 
procedure to obtain the plastic strain rates as follows 

deP = ^^df = jjip- ap)df (7.61) 

in which H is a hardening parameter and 

df = ^dp + ^dq = 2(p - ap)dp + 2^-^dq (7.63) 

The above plastic strain rates can also be written in the following form 

deP = -^npdon (7.64) 

dsP^ = Y-nqdOn (7.65) 

where Kp is an alternative plastic hardening modulus which is equal to the ratio of 
the stress increment along the normal to the yield surface to the magnitude of the 
plastic strain increments; and «pand«^ are components of the unit normal to the 
yield surface, namely 

^p I .f .f '• — c r ~ ^^•^^' 

1 
dq _q - aq 

' J0' + («)̂  " "'""̂  
(7.67) 

and 
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Gf- Jip- a,f + ̂ ^-^ (7.68) 

1 

dOn = 7T (p - ap)dp -\ ^—dq (7.69) 

(c) Rules of translation and expansion/contraction of yield and 

bounding surfaces 

We now formulate the rules of translation and expansion or contraction of the yield 
and bounding surfaces. For simplicity, the yield surface is allowed to translate and 
expand or contract during plastic loading, but the bounding surface only undergoes 
expansion or contraction during the loading process. 

For the translation of the yield surface within the bounding surface, the rule of 
Mroz (1967) is used to ensure that both surfaces do not overlap at any time. This 
means that the centre of the yield surface will move along the direction PR as shown 
in Figure 7.9. Note that the coordinates of the centres of the yield and bounding sur­
faces are denoted by {Up, a q) and (^ a, 0) respectively. If we also allow the variation 
of the yield and bounding surface (i.e., a and a^), it can be shown (Mroz et al., 1979) 
that the change of the centre of the yield surface is defined by 

daq = diu[- qp + f-^{qp - «g)] + 'a^^'ip " "?) C^-"^^) 

dap = dfi[c -Pp + i^(Pp- ap)] + ^^(PP ' «P) + ^da{l.ll) 

where (pp, qp) denote the current stress state at point P. The use of the condition that 
the stress point remains on the yield surface leads to 

fpdp + f^q - fj4ap - Iqdaq + la^daf^ = 0 (7.72) 

By substituting equations (7.70) and (7.71) into (7.72), dju can be determined. 

We now remain to specify how expansion/contraction of the yield and bounding 
surfaces would depend on the plastic strain. As in the critical state theory, we as­
sume that the size of the yield and bounding surface evolve with plastic volumetric 
strain, thus 

da = j^deP = ^^§jnpdo, (7.73) 

If the ratio of the sizes of the yield and bounding surfaces is assumed to be a 
constant, then we have 



MULTI-SURFACE AND BOUNDING SURFACE PLASTICITY 173 

duQ = -^da (7.74) 

Figure 7.10: Situation with a maximum distance PR 

(d) Variation of plastic modulus - a mapping rule 

To complete the model we still need to assume how the plastic modulus changes 

in the domain between the yield and bounding surfaces. We can assume that the 

plastic modulus (either H or Kp) varies continuously from its initial value Kp on 

the yield surface at point P to the value K^ on the bounding surface at R. To deter­

mine Kp, we can consider the case when both the yield and bounding surface are 

in contact. Since the plastic deformation is now determined by the bounding sur­

face, we have 

1 
de^p = -^ripdon 

dsP = 
^p 

HqdOn 

in which the plastic modulus Kp is derived from the consistency condition 

^dv + ^da + ^deP = 0 
dp P dq^ dsP P 

(7.75) 

(7.76) 

(7.77) 
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as follows 

K^ = 

= 

where 

Gf = 

^ \ ^ - ^ < 
^F 

_(p-^f^$_ 

CHAPTER 7 

«)f + «](p-i«)^ 

(7.78) 

(7.79) 

(7.80) 

It is interesting to note that for points A, B and C shown in Figure 7.9, equa-
tion(7.79) reduces to 

Kf 

K^ 

K'p 

= 

= 

= 

(1 

0 

-

-

(1 
n\ da 
m> dePp 

(7.81) 

(7.82) 

(7.83) 

It is further noted that for modified Cam clay (when n=m), the plastic moduli for 
points A, B and C are all equal to zero. 

An analytical expression is normally assumed to determine the plastic modulus 
at point P as a function of the plastic modulus at R from (7.79) and the distance be­
tween points P and R. The distance between P and R can be determined as 

(5 = ^^^f^iPR-Ppf (7.84) 

and the maximum distance is denoted by 

(5o = max((5) (7.85) 

one such case with a maximum distance between P and R is shown in Figure 7.10 
for the case when n-m. Now we have two boundary values: 

(5 = (5o = max((5) (7.86) 

(7.87) 

For cases in between, we can determine the plastic modulus as 

Kp = K Q when 

Kp = Kf when 6 = 0 

K^ = K^ + (K„, - K^){1 - ^)y (7.88) 
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in which y is a material constant. 

(e) Complete incremental stress-strain relations 

Assuming the elastic stress-strain relation used in the critical state theory, the com­
plete elastic-plastic stress-strain relations can now be determined as follows 

dsq = C^^dq + Ci2dp (7.89) 

dsq = C2idq + C22dp (7.90) 

where 

1 (q — aa)(p - ttn) 

7 i^ ^p G? 

(f) A special case: the bubble model of Al-Tabbaa and Wood (1989) 

The so-called bubble model proposed by Al-Tabbaa (1987) and Al-Tabbaa and 
Wood (1989) is an example of the two surface formulation of bounding surface 
plasticity presented above. 

Bounding/yield surfaces 

The model of Al-Tabbaa and Wood (1989) is based on the assumption that both the 
yield surface and bounding surface are of the same shape as for modified Cam clay 
(Roscoe and Burland, 1968). In other words, they are derived from the above for­
mulation of Mroze? a/. (1979) by setting m = n = M. It is noted that the parameter 
a used in Mroz et al. (1979) is equal to half of the preconsolidation pressure, namely 

2« = po (V.94) 

For simplicity, the ratio of the size of the bounding surface to that of the yield sur­
face is regarded as a constant, thus 

i = R (7.95) 
Hardening rule 

The model of Al-Tabbaa and Wood (1989) is based on the assumption that the nor­
mal consolidation line is linear in the space of In v- In p rather than in the usual space 
of v-ln/7. This results in the following hardening rule 
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deP X* - X* 
(7.96) 

in which X* andx*are the slopes of the normal consolidation line and elastic swell­
ing line in the space of In v- Inp. 

Translation rule 

With the above assumptions, the change of the centre of the yield surface is simpli­
fied to 

dap = '^ap + d^i{^-^ -ip- p,/2)) (7.97) 

da, = ^ a , + dfi{^^-^ - q ) (7.98) 

where the constant dju is derived from the consistency condition for the yield sur­
face as follows 

dfi = -. ^ r ^̂  ; r (7.99) 

(p-«.)(^-0'-p./2))+2^(^ 
Plastic strain rates 

Assuming an associated flow rule, the plastic strain rates can be derived from the 
yield function as follows 

"̂ '̂  ^ H{W^ ~ "̂ ^̂ ^ " "'̂ '̂̂ ^ + ^^^^'' '^) ^̂ -̂ ^̂^ 
The plastic modulus H is assumed to be a function of its value at the bounding sur­
face Hp and the distance between the current stress point and its conjugate point 
on the bounding surface. Hp is obtained for the case when the yield surface and 
bounding surface are in contact, therefore 

^P = X* - X* Y^ ~ "'^^ —M2 ) (^-102) 

For the cases when the yield surface is not in contact with the bounding surface, 
the following simple equation is used to determine the plastic modulus 
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H = Hp+ ° .(j—f (7.103) 

where b is defined as the component of the distance between the current stress point 
and its conjugate point in the direction of the normal to the yield surface (Hashigu-
chi, 1985). Thus 

and &max is a maximum reference value for b chosen when the relative position of 
the yield and bounding surfaces are as shown in Figure 7.10. In this case, we have 

6max = (1 - ^);'0 (7.105) 

7.5.2 Radial mapping formulation of bounding surface plasticity 

Another well known bounding surface formulation for clay was due to Dafalias and 
Herrmann (1982). This formulation was later adopted by Bardet (1986) to develop 
a bounding surface model for sand. 

The basic idea of Dafalias and Herrmann's formulation is that an isotropically 
expanding or contracting loading surface, rather than a yield surface, is used in the 
model. In addition, a radial mapping is used to determine a unique 'image point' 
on the bounding surface that corresponds to the current stress point on the loading 
surface. This approach is considerably simpler than Mroz's two-surface kinematic 
hardening formulation, but at least in its original form is less suitable for modelling 
cyclic behaviour because it does not account for stress-induced anisotropy (Dafal­
ias and Herrmann, 1982). As will be shown in the next section, however, a simple 
extension of Dafalias and Herrmann's formulation can be made to improve its accu­
racy in modelling soils under cyclic loads. 

To describe this formulation, we will again consider a bounding surface F=0 
which may take the same form as modified Cam clay. It is also assumed that a load­
ing surface f=0, which always passes the current stress point and the origin, is of 
the same form as that of the bounding surface, as shown in Figure 7.11. For simplic­
ity, we assume that the elastic domain reduces to a point. In other words, plastic 
deformation occurs as soon as loading commences in stress space. 

Let us consider a volumetric hardening bounding surface in a general form 

F(p,q,sP) = 0 (7.106) 

where (p, q) denotes the stress state on the bounding surface, e'' is assumed to be 

the hardening parameter. Assume the loading surface is of the same form 
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f{p,q,EP,) = 0 (7.107) 

The plastic strain increments are assumed to be governed by a plastic potential 
in a general form 

g{q^p) = g{q,p) = 0 (7.108) 

g) Image point 

Figure 7.11: Bounding surface formulation with radial mapping 

As stated in Dafalias and Herrmann (1982) and Dafalias (1986), the following 
three key equations complete the bounding surface formulation: 

(1) It is assumed that stress increments at stress point {dp,dq), and at image point 
{dp, dq), give the same plastic strain increment, therefore 

dq 

If we introduce the following 

"P Ufdp ' "9 ttfdq 

with 

'f (if+(ir -dp' ^dq' 

(7.109) 

(7.110) 

(7.111) 

(7.112) 
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so that 

{npf + {n,f = 1 (7.113) 

In this way, we can easily show that (n ,̂ tiq) are the same for the stress point 
on the loading surface and the image point on the bounding surface as long as 
they are of the same form. In addition the same can be defined for a plastic po­
tential 

1.^ • m = J L . ^ "^P-Ifn ; "^^i-l-i-n C7-114) 

with 

<^^M ̂  (^AM 

With the above definitions, equations (7.109) and (7.110) reduce to 

•^[ripdp + rit/iq] = ^{ripdp + n^dq) (7.116) 
J^p Kp 

in which the new plastic modulus Kp is linked to H by 

In terms of the plastic modulus Kp, the plastic strain rates are 

ds^ = -^(ripdp + nqdq)mp (7.118) 

dePj = Y'iripdp + nqdq)mq (7.119) 

(2) The bounding surface plastic modulus Kp is obtained from the consistency 
condition dF = 0, namely 

dF = ^dp + ^dq + §,deP = 0 (7.120) 

with the aid of equations (7.116) and (7.118), the above equation becomes 

^P - afal^-dp (7-121) 

It is noted that all terms in equation (7.121) should be evaluated using stress 
states at the image point. 

(3) The plastic modulus Kp needed to determine the plastic strain rates at the current 
stress point from equations (7.118) and (7.119) is assumed to be a function of 
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the distance between the current point (p, q) and its image point {p, q) and the 
bounding surface plastic modulus Kp derived from equation (7.121). Dafalias 
and Herrmann (1982) assumed that a possible function could be written as fol­
lows 

Kp=Kp + S(p,q,eP) X j ^ (7.122) 

where S is an experimentally determined, positive shape hardening function of 
the state and the distance d is defined by 

5 = J(p-p)^ + (q-qf (7.123) 

and SQ is a properly chosen reference distance such that (5Q — (5 > 0. 

7.5.3 Bounding surface formulation for clay with three surfaces 

Hashiguchi (1981) and Mroz et al. (1981) were among the first to suggest the use 
of three surfaces in a bounding surface formulation. The reason for Hashiguchi 
(1981) to use a third surface was to provide a smoother elastic-plastic transition 
than the theory of two surface plasticity. On the other hand, Mroz ef a/. (1981) used 
a third surface (termed intermediate surface), apart from the yield and bounding sur­
face, to describe the progressive material degradation. 

Based on experimental observation that the stress-strain behaviour of overconso-
lidated clays depends both on its current stress state and on the loading history, Stal-
lebrass (1990) introduced a third surface (called history surface) into the theory of 
bounding surface plasticity. The 3-SKH model presented by Stallebrass (1990) and 
Stallebrass and Taylor (1997) is a simple extension of the two surface bubble model 
of Al-Tabbaa and Wood (1989). Most recently, further improvements on Stalle-
brass's model have been made by Hau (2003) and Hau and McDowell (2003) by 
using a non-associated flow rule. 

Bounding, history and yield surf aces 

The model of Stallebrass (1990) consists of three surfaces that are of the same form 
as that of modified Cam clay, namely 

F{p,q,e';) = ip-Pj2f -f ^ - (^)2 = 0 (7.124) 

hip, q, eP) = (p- p^f + ̂ ^ ^ - ( ^ ) 2 = 0 (7.125) 

h(p, q, ̂ P = (P - P,f + ^^-J^ - {^f = 0 (7.126) 
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where F is the bounding surface and /2 and/jare the history and yield surfaces re­
spectively, Figure 7.12. (pa, <Ja) are the coordinates of the centre of the history sur­
face and ipij, Qi) are the coordinates of the centre of the yield surface. T is the ratio 
of the size of the history surface to that of the bounding surface. S is the ratio of the 
size of the yield surface to that of the history surface. 

Po P 

Figure 7.12: Bounding surface formulation with three surfaces 

Elastic stress-strain relations 

The model of Stallebrass (1990) has the same elastic stress-strain relations as that 
of Al-Tabbaa and Wood (1989), namely 

dei = j^dp 

dEq = :^dp 

Plastic stress-strain relations 

(7.127) 

(7.128) 

The three surface model of Stallebrass (1990) has the same form of plastic stress-
strain relations as that of Al-Tabbaa and Wood (1989) derived from an associated 
flow rule and the yield function. 

(7.129) 

(7.130) 

ds^p =Jj\(P -Pbfdp + -^(P -Pb)(q - qb)dq 
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The plastic modulus H is assumed to be a function of its value at the bounding sur­
face Hp and the distance between the current stress point and its conjugate points 
on both the history surface and the bounding surface. Hp is obtained for the case 
when the yield surface, history surface and bounding surface are in contact, there­
fore 

"''i^*-"''^ M2 
(7.131) 

For the cases when the yield surface is not in contact with the history and bound­
ing surfaces, the following simple equation is used to determine the plastic modulus 

H = Hp+j 
PI . ^2 . ^ , " - 0 

yiir^)" + 
S'PI 

-K*^b 
-(——Y^ (7.132) 

3 — '2max "^ ^ ^Imax 

where, as in the Al-Tabbaa and Wood two surface model, b^ is defined as the com­
ponent of the distance between the current stress point Fj and its conjugate point 
on the history surface P2 in the direction of the normal to the yield surface. In the 
same way, bj is defined as the component of the distance between the conjugate 
point on the history surface P2 ^"^ the conjugate point on the bounding surface R 
in the direction of the normal to the history surface, see Figure 7.12. 

F(p,q) = 0 

Po 

Figure 7.13; Bounding surface formulation CASM-b 

7.6 UNIFIED BOUNDING SURFACE MODEL 

In Chapter 6, a unified critical state model for clay and sand, CASM, developed by 
Yu (1995,1998) has been presented. Its various extensions to include plastic strains 
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within the main yield surface (i.e. bounding surface) and also for accurately model­
ling cyclic behaviour have been given by Yu and Khong (2003), Khong (2004) and 
Yu et al. (2006). These extensions follow the general idea of the bounding surface 
concept and are therefore briefly described here. 

7.6.1 Bounding surface formulation for monotonic loading - CASM-b 

The extension of the basic unified clay and sand model CASM developed by Yu 
(1998) to include plastic strains within the main yield surface has been given by Yu 
and Khong (2003). This extended CASM model, termed CASM-b, is based on the 
radial mapping formulation of bounding surface plasticity, which is similar to those 
of Dafalias and Herrmann (1982) and Bardet (1986). 

Bounding/loading surfaces 

The bounding and loading surfaces in CASM-b are shown in Figure 7.13 which are 
the same as its parent model CASM, namely 

where /3 = q/q^ = p/p is the ratio of the size of the loading surface to that of the 
bounding surface, which is 0 at the origin and 1 at the image point on the bounding 
surface. 

Plastic potentials and flow rule 

To define a plastic potential, it is often necessary to use a stress-dilatancy relation 
between stress ratio and dilatancy rate. A most successful stress-dilatancy relation, 
which may now be considered to be one of the milestones in soil mechanics, is due 
toRowe(1962): 

^ = ^ ( ^ - ^ ) (7135) 
del 9 + 3M-2Mri ^ '' 

Rowe's stress-dilatancy relation, originally developed from minimum energy con­
siderations of particle sliding, has met with greatest success in describing the de­
formation of sands and other granular media. Following the usual procedure, 
Rowe's stress-dilatancy relation (7.135) may be integrated to give the following 
plastic potential 
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g(p,q) = 3 M l n | + (3 + 2 M ) l n ( ^ + 3) 

- (3 - M ) l n ( 3 - | ) = 0 (7.136) 

where the size parameter C can be determined easily for any given stress state (p, 
q) by solving equation (7.136). Note that the plastic flow rule adopted in CASM 
is non-associated, as the plastic potential is not identical to the yield surface. 

Although Rowe's stress-dilantacy relation is accurate for high stress ratios, it is 
not particularly realistic for stress paths with low stress ratios (such as isotropic 
consolidation and ID consolidation). To overcome this limitation, we can alter-
atively adopt a plastic potential that is in a similar form as the yield function in 
CASM but gives zero plastic volumetric strain increment at critical states. A slight 
modification of the stress-dilatancy equation (6.56) may be used 

deP ]\^n _ „n 

where n is a material constant defined previously in CASM and m may be treated 
as a material constant independent ofn and r. For n=], the above stress-dilatancy 
reduces to the well-known plastic flow rule of Cam clay. By setting n=2 and m=l, 
the plastic flow rule of modified Cam clay is recovered. By setting m =1, equation 
(7.137) reduces to the expression of McDowell (2002). 

One possible approach is to choose m so that equation (7.137) can accurately 
model one-dimensional consolidation (Ohmaki,1982; Alonso et al, 1990; McDo­
well and Hau, 2003). In other words, m is selected to ensure that the flow rule pre­
dicts zero lateral strain for stress states corresponding to Jaky's (1948) KQ condi­
tion. As noted in Chapter 6, m can be shown to be related to the critical state 
constants in the following way 

2 [M(6 - M)r - (3M)" 
m = ^ X — . ^ ,^.^,—r— (7.138) 

3 yl(6 - M) (3M)«-i ^ ' 

where F = (A — H)IX. 

Following the usual procedure, the general stress-dilatancy relation (7.137) may 
be integrated to give the following plastic potential: 

g(p,q) = m l n ( l + (m - 1)(^)«) + n{m - l ) l n ^ (7.139) 

where C indicates the size of the plastic potential surface, which can be determined 
by solving the above equation with current stress values. 
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The plastic modulus at the image point of the bounding surface 

Following Dafalias and Herrmann (1982) and Bardet (1986), it is assumed that 
stress increments at stress point (dp, dq), and at image point {dp, dq), give the same 
plastic strain increment, therefore the plastic volumetric strain rate at the current 
stress state can be expressed as 

where HandHj^ are the plastic moduli at the current stress point and image point 
respectively. 

The use of the consistency condition for the bounding surface requires 

with the aid of equation (7.140), the above equation becomes 

" deP,dp dpodePdp ^'•''''•^ 

It is noted that all terms in equation (7.142) can be determined. The hardening rule 
is specified and should be evaluated using stress states at the image point. 

The expression for the bounding surface plastic modulus (7.142) is valid for any 
plastic potentials and volumetric laws. If we use the plastic potential derived from 
Rowe's stress-dilatancy relation and the usual hardening law given below 

dPo = T^d'p ('7-143) 

then the bounding surface plastic modulus can be derived as follows 

H^ = 3v h±m _ 3_jA (7.144) 

If, however, the general plastic potential (7.139) is used, then the following ex­
pression for the bounding surface plastic modulus can be obtained 

n(m — l)v 
^ (A - ;^)^lnr 

1 _ _ ^ 
1 + (m - 1)(^)« 

The plastic modulus at the current stress point 

(7.145) 

In bounding surface plasticity, the plastic modulus at the current stress point is as­
sumed to be a function of the plastic modulus at its image point and how far it is 
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from the image point (i.e. tiie value of fi). In CASM-b, we use the following map­
ping function to derive the plastic modulus at the current stress point 

^ - ^b+p^ ^ 

which satisfies two boundary conditions 

H = Hf, when ^ = 1 

H = + 00 when ^ = 0 

where /landV are two additional material constants. 

(7.146) 

(7.147) 

(7.148) 

F(p,q) = 0 

Virgin loading 0—1 

Loading path 0 - 1 - 2 - 3 

Unloading 1-2 Reloading 2 - 3 

Figure 7.14: Bounding surface cyclic formulation CASM-c 

7.6.2 Bounding surface formulation for cyclic loading — CASM-c 

The radial mapping bounding surface formulation of CASM presented in the pre­
vious section is suitable for modelling monotonic loading of clay and sand. Howev­
er the model is less accurate for predicting the stress-strain behaviour of soils under 
cyclic loading. This is mainly due to its isotropic hardening nature. In particular 
unloading is regarded as purely elastic in CASM-b and this is not consistent with 
observed cyclic behaviour of soils (Wood, 1982). In this regard, a two or three sur­
face bounding surface model or a multi-surface plasticity formulation will have a 
better prediction capability for cyclic soil behaviour. 
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In this section, Yu and Khong's bounding surface model CASM-b is further de­
veloped with the aim of improving its accuracy in modelling cyclic behaviour (Yu 
etal, 2006). This new cyclic soil model, termed CASM-c, has certain features that 
are similar to the model of McVay and Taesiri (1985). 

The new model CASM-c divides a general loading path into three distinct types: 
virgin shear loading (the stress path 0-1), unloading (the stress path 1-2) and re­
loading (the stress path 2-3), as shown in Figure 7.14. For each type of loading, a 
different expression is used to determine the plastic modulus. 

Virgin shear loading 

For virgin shear loading such as the stress path 0-1, it is natural to assume that the 
plastic modulus is calculated in the same way as in the model CASM-b, namely 

/ / = / / , + | x ^ l ^ (7.149) 

where //^ is the plastic modulus at the image point on the bounding surface, which 
can be obtained from either (7.144) or (7.145). 

Unloading 

For unloading (e.g. the stress path 1-2), the plastic modulus is determined by the 
following equation 

H = j ^ (7.150) 

where //„ is a model constant. The above equation was also used by McVay and 
Taesiri (1985). With the above equation, the unloading behaviour is purely elastic 
if the stress point lies on the bounding surface (/3 = 1). As the stress point moves 
away from the bounding surface (0 < ^ < 1), the soil becomes less stiff and beha­
viour is elastic-plastic. Finally when the stress point is close to the origin (far from 
the bounding surface, fi = 0), the unloading plastic modulus reaches a minimum 
value Hu-

Reloading 

For reloading (e.g. the stress path 2-3), the plastic modulus is assumed to be gov­
erned by the following equation 

H = H,+Hj,x ^ i ^ j X (1 + EP/ (7.151) 

where //^ and k are two additional material constants and e^ is the accumulated 

plastic shear strain. The soil behaviour under reloading is the reverse of the unload-
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ing process. In other words, when the stress point is far away from the bounding 
surface (j8 = 0), the plastic modulus is very large and the behaviour is almost pure­
ly elastic. The soil behaviour is elastic-plastic when the stress point is moving to­
wards the bounding surface. But when the stress point lies on the bounding surface 
(P = 1), the plastic modulus// = //^, which can be readily calculated in the same 
way as in the model CASM-b. 

7.6.3 Performance of CASM-c for simulating cyclic triaxial tests 

(a) Cyclic triaxial tests on sand 

A comprehensive triaxial testing programme on a granular soil called Portaway 
sand has been carried out by Wang (2005) at Nottingham. The main purpose of this 
laboratory study was to provide a valuable database for validating recently devel­
oped critical state models (Yu, 1998; Khong, 2004; Yu et al, 2005; Yu et al, 2006). 

Yu et al. (2006) present a detailed comparison between measured cyclic soil be­
haviour and CASM-c simulations for various loading conditions. In the study, all 
the model constants for Portaway sand have been determined using conventional 
laboratory tests (Wang, 2005; Yu et al, 2005). The values for the main model 
constants for Portaway sand are determined as follows: 

A = 0.025, X = 0.005, fi = 0.16, r = 1.796, M = 1.190, 

n = 3.5, r = 19.2, h = 5.0, t/; = 1.0 

One-way undrained loading in compression or extension 

Figure 7.15 and Figure 7.16 show the experimental data (the left column) and 
CASM-c simulations (the right column) of one-way undrained cyclic loading in 
compression and extension respectively on very loose sand specimens. It is evident 
that the numerically simulated stress paths, stress-strain relationships and excess 
pore pressure developments are in general agreement with the experimental results. 
Three distinct stages of the tests are discussed and only the first two stages are mod­
elled by CASM-c with the following observations: 

(1) Virgin loading: CASM-c captures two important features for tests in compres­
sion during this stage, which are occurrences of significant effective stress reduc­
tion and pore pressure increase at the first cycle. The tendency of pore pressure 
increase is not obvious in extension and this is also predicted by the model 
CASM-c. 
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Figure 7.15: CASM-c simulations of measured undrained cyclic compression test 
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Figure 7.16: CASM-c simulations of measured undrained cyclic extension test 
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Figure 7.17: CASM-c simulations of measured two-way drained cyclic test 

(2) Before liquefaction: 20 cycles are simulated by CASM-c. A striking feature of 
the effective stress path at this stage is that a significant reduction of mean effec­
tive stress occurs in the unloading segment, which is in agreement with many 
other independent experimental observations. A slight increase of mean effec­
tive stress is observed in the reloading segment. It can be seen that CASM-c sim­
ulations follow closely the trends of the experimental stress paths, but the hyster-
etic loops are not captured in the simulations. 
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(3) After liquefaction: This stage is characterized by a rapid change in plastic de­
formation, shear strength and excess pore pressure. The measured pore pressure 
is considered unreliable due to dynamic effects. Hence no attempts are made to 
model this unstable behaviour using CASM-c. 

Two-way drained loading with constant mean effective stress 

The results of CASM-c simulations and experimental data for a two-way drained 
cyclic loading test of a very loose Portaway sand are shown in Figure 7.17. A 
constant mean effective stress is maintained throughout the test. It can be seen that 
the size of stress-strain hysteretic loops decreases and the specimen undergoes den-
sification continuously with cyclic loading. It is evident that the specimen has 
reached a 'shakedown' state after 8 cycles, at which the elastic behaviour becomes 
dominant. The CASM-c simulations broadly match the experimental results al­
though the agreement for volumetric strains is not as good as that of stress-strain 
relationships. It is also clear that the observed hysteretic loops in this test can be 
modelled reasonably well by CASM-c. 

(b) Cyclic triaxial tests on clay 

As mentioned earlier, two of the recently developed cyclic models for clay are the 
two-surface bubble model by Al-Tabbaa (1987) and the three-surface 3-SKH model 
by Stallebrass (1990). These models have been used with some success to simulate 
the cyclic behaviour of clay. In this section, CASM-c will be compared with these 
two models to predict the behaviour of Speswhite kaolin under cyclic loading 
conditions. 

Figure 7.18(a) shows the results of cyclic tests on normally consolidated Spes­
white kaolin conducted by Al-Tabbaa (1987) where the stress ratio (ji = q/p) is 
plotted against the deviatoric and volumetric strains. The soil was isotropically 
consolidated io p = 300kPa and then loaded cyclically between a stress ratio of 
0 and 0.34 at a constant cell pressure. 

The tests carried out by Al-Tabbaa (1987) were simulated by Hau (2003) using 
both the Bubble and 3-SKH models. His results are plotted in Figure 7.18(b) and 
(c) respectively. It is clear that both of these models predict the right trend for shear 
strain and volumetric strain but the shear strain was greatly over-predicted after four 
cycles. The experimental results indicate that the shear strain stabilized but neither 
of these models can predict this behaviour. On the other hand, the volumetric strains 
predicted by these models are reasonable. 
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Yu et al. (2006) present CASM-c simulations for this test. In the study, all the 
model constants for Speswhite kaolin are taken from Hau (2003). The values for 
the main model constants for Speswhite kaolin are determined as follows: 

X = 0.19, X = 0.03, lu = 0.3, r = 3.056, M = 0.86, 

n = 2.0, r = 2.718, h = 5.0, V = 1-0, H, = 0.15, //« = 0.5, k = 30 

The simulated responses by CASM-c are shown in Figure 7.18(d). It is evident 
that CASM-c gives a better prediction for the overall cyclic behaviour of the soil 
when compared with the Bubble and 3-SKH models. This is very encouraging giv­
en that the formulation for CASM-c is much easier to implement in finite element 
analysis (Khong, 2004). 
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CHAPTER 8 

NON-COAXIAL PLASTICITY 

8.1 INTRODUCTION 

The plastic potential theory described so far in this book is by far the most popular 
theory used by geotechnical engineers to develop soil plasticity models. A major 
deficiency of the models based on plastic potential theory is that the principal axes 
of stress and plastic strain-rate are generally coincident (i.e. coaxiality). This as­
sumption was first made by de Saint-Venant in 1870 with great physical insight 
(Hill, 1950). A theory of plasticity based on this fundamental coaxial assumption 
is termed as coaxial plasticity. 

However, there is strong experimental and micromechanics-based evidence to 
suggest that in real granular materials these principal axes often do not coincide 
(Roscoe et at, 1967; Drescher and de Jong, 1972; Drescher, 1976; Arthur et al., 
1977, 1980; Christofferson et al., 1981; Zhang, 2003; Jiang et al., 2005; Jiang and 
Yu, 2006). Experiments performed on granular materials (e.g. Roscoe, 1970; Ar­
thur et al, 1980; Ishihara and Towhata, 1983) show the effect of principal stress 
rotations on material response. Test results from torsional experiments in the hol­
low cylinder apparatus show that the assumption of coaxiality is generally valid 
when the principal stress directions are fixed during loading. However a significant 
deviation between principal stress and principal plastic strain rate directions occurs 
during the rotation of principal stress directions. Generally this deviation decreases 
with increasing shear stress level (Gutierrez et al., 1991). 

It is also noted that the classical potential theory may also predict a non-coaxial 
behaviour if the plastic potential is assumed to be an anisotropic function of the 
stress tensor. However this approach is unable to model the dependence of plastic 
strain rates on the stress rate that is tangential to the yield surface. This important 
feature has been observed in many soil experiments for many years (e.g. Tsutsumi 
and Hashiguchi, 2005). 

The purpose of this chapter is to present some of the most recent developments 
of plasticity theories that are able to predict the observed non-coaxial behaviour. 

8.2 EVIDENCE OF NON-COAXIAL SOIL BEHAVIOUR 

The non-coaxiality of the principal axes of stress and plastic strain rate tensors has 
been observed in the soil laboratory for many years (Roscoe, 1970; Drescher and 
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de Josselin de Jong, 1971; Arthur et al, 1980; Gutierrez et al, 1991; Joer et al, 
1998). This was achieved in the testing of soil elements where the axes of principal 
stress vary and the direction of principal plastic strain rates (or total strain rates) 
were measured. The tests that permit some control of the rotation of the principal 
axes of stresses include the simple shear test (Roscoe, 1953; Airey etal, 1985), the 
directional cell test (Arthur et al, 1977), and the torsional hollow cylinder test 
(Saad and Baah, 1967; Lade, 1975; Might et al, 1983). 

8.2.1 Simple shear 

The simple shear test is one of the earliest methods for laboratory testing of soils. 
In fact much of the initial work on the development of critical state soil mechanics 
at Cambridge rests on the results of simple shear experiments (Roscoe et al, 1958; 
Roscoe, 1970; Stroud, 1971). A good review of simple shear testing of soils has 
been given by Airey et al (1985) where both advantages and limitations of the test 
are highlighted. A major limitation of the test appears to be the practical difficulty 
of imposing a uniform normal and shear stress field on the shearing plane. In partic­
ular, the simple shear devices developed at both Cambridge (Roscoe, 1953) and 
NGI (Bjerrum and Landva, 1966) do not allow for the development of complemen­
tary shear stresses on the vertical sides normal to the plane of deformation. As a 
result the shear and normal stresses must be non-uniform along the plane of de­
formation (Airey et al. 1985). Nevertheless certain middle sections of the sample 
have been shown to deform uniformly in the Cambridge simple shear apparatus 
(Stroud, 1971; Budhu and Britto, 1987; Airey etal, 1985). 

Roscoe et al (1967) appears to be the first to report the results from simple shear 
tests in sand concerning the non-coaxiality of the principal axes of stress and strain 
rate tensors. Shown in Figure 8.1 are typical measured directions of the principal 
axes of stress and strain rate tensors as reported by Roscoe et al (1967). Plotted in 
the horizontal axis is the shear strain and in the vertical axis the angles of the minor 
principal stress and corresponding strain rate from the horizontal direction. It must 
be pointed out that for sand the difference between the total strain increment and 
plastic strain increment is rather small and therefore for the purpose of our discus­
sion there is no need to distinguish between them (Gutierrez et al, 1991). It is evi­
dent that in a test when the direction of the principal stress rotates, the correspond­
ing direction of the principal strain rate does not coincide with that of the principal 
stress. The difference is very significant at a small shear strain and then gradually 
reduces with an increasing shear strain. A similar non-coaxial behaviour has also 
been reported by other researchers (e.g. Airey et al, 1985). 
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Figure 8.1: Typical non-coaxial behaviour in simple shear tests (Roscoe etal. 1967) 

To improve the Cambridge simple shear device, Arthur et al. (1977) later devel­
oped a directional shear cell that is able to control the normal and shear stresses on 
the plane of deformation but also on the plane that is normal to the shearing plane. 
A similar apparatus (termed a general stress apparatus) has also been used by Mat-
suoka et al. (1986) to test granular materials. The results from the studies by Mat-
suoka et al. (1988) and Arthur et al. (1977,1980) using the improved simple shear 
test devices have confirmed the results obtained earlier by Roscoe et al. (1967) in 
that the behaviour of granular material is generally non-coaxial. 

8.2.2 Torsional shear using a hollow cylinder apparatus 

Another widely used device that can be used to test soils subject to stress rotation 
is the hollow cylinder apparatus (Saada and Baah, 1967; Lade, 1975; Ishihara etal, 
1980), a brief review of which can be found in Hight et al. (1983). In particular, 
Gutierrez et al. (1991) used the hollow cylinder apparatus to study the effect of 
principal stress rotation on the plastic behaviour of sand. The hollow cylinder appa­
ratus allows the independent control of the axial force F, torque T, inner and outer 
cell pressures p, and p,, as shown in Figure 8.2. Application of these loads permits 
the control of four stress components on an element along the wall of the hollow 
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cylindrical soil. These stresses are the axial stress, radial stress, hoop stress and 
shear stress. 

By controlling the four stress components, different tests can be performed on 
soils using the hollow cylinder apparatus. For example, a pure stress rotation test 
is accomplished by changing only a while keeping the other parameters constant. 
The stress paths used in the tests by Gutierrez et a/. (1991) were for a constant mean 
pressure p = (p,^ -\- o-^jT. = (a^ + o^)/!, which can therefore be represented in 
X-Y stress space with the following definitions: 

X = \{o. oe) 

a zG 

(8.1) 

(8.2) 

In X-Y space, a vector from the origin has a distance equal to the radius of the 
Mohr's circle for stress 

ic. - "3) - y(^^)^+-. 
and makes an angle of 2a from the X-axis. 

(8.3) 

Pa 

.̂^̂î  

Figure 8.2: Stress components in a hollow cylinder test 

As presented in Gutierrez et al. (1991), three types of test employing different 
stress paths in X-Y stress space were performed to investigate the effects of princi­
pal stress rotation on the plastic flow of sand. The first series involved monotonic 
loading tests along various fixed principal stress directions. The stress paths for 
these tests are straight radial lines in X-Y space. The second group of tests is con­
cerned with pure rotation of principal stress directions at various constant mobi­
lized angles of friction (i.e. at constant stress ratios). The stress paths of these tests 
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are circular segments in X-Y stress space. The third type of test involved simulta­
neous increase in shear stress level and rotation of principal stress direction. These 
combined stress paths plot as spirals in X-Y stress space. 

The plastic strain rate vectors from the above three types of tests are plotted by 
Gutierrez et al. (1991) together with the stress paths in X-Y stress space. They are 
shown in Figure 8.3 for the cases of pure rotation of principal stress directions and 
combined shear loading and stress rotation. In this figure, the strain rate vectors are 
plotted for both total strains and plastic strains. It is evident that the difference is 
rather small indicating that elastic components of strain rates are much smaller than 
the plastic components. 

—*- plastic strain 
increment direction 

--•»-total strain 
increment direction 

Failure surface™ 

-75 

- (o" z - o- 9 ) 

- ds! 

Figure 8.3: Non-coaxial behaviour from torsional shear (after Gutierrez et al., 1991) 

Some important remarks can be drawn from the results presented in Figure 8.3. 
For tests with fixed directions of principal stresses, the principal axes of stress and 
plastic strain rate tensors are practically identical. However for tests involving 
stress rotation, the direction of principal stress is significantly different from that 
of the principal plastic strain increments. This difference tends to reduce with in­
creasing shear strain or stress level. 

8.2.3 DEM simulations of simple shear of a granular assembly 

Zhang (2003) and Thornton and Zhang (2005) presented a numerical simulation of 
simple shear of a granular assembly using the discrete element method (DEM). Par­
ticles were assumed to be spherical in shape and this is a simple idealization of real 
sand. 
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The orientations of the major principal stress and principal strain rate to the hori­
zontal direction during the DEM simulations were presented by Zhang (2003) for 
three different initial stress states. For the case of an isotropic initial stress state (the 
initial horizontal stress is equal to the vertical stress), the behaviour is almost coax­
ial as the direction of the principal stress matches that of the principal strain rate. 
However for cases with an anisotropic initial stress state, the behaviour is non-coax­
ial as the direction of the principal stress is significantly different from that of the 
principal strain rate (see Figure 8.4). In agreement with the simple shear tests by 
Roscoe et al. (1967), the difference reduces with increasing shear strain level. In 
particular this difference becomes very small at failure and the behaviour may be 
regarded as coaxial. 
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Figure 8.4: Non-coaxial behaviour from DEM simulation (after Zhang, 2003) 

8.3 A YIELD VERTEX NON-COAXIAL THEORY 

In the development of a more accurate plastic flow rule for modelling fissured rock, 
Rudnicki and Rice (1975) argue that the conventional plastic potential theory over­
estimates the stiffness of response to stress increments directed tangential to what 
is taken as the current yield surface. In the fissure model, such stressing at a pointed 
vertex will initiate or cause continued plastic loading for some orientations. Hence, 
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the response is not purely elastic as predicted by the conventional plastic potential 
theory. Rather, it is intermediate between the soft plastic response to 'straight stres­
sing' and the stiff elastic response governed by elastic moduli. 

To take this into account, Rudnicki and Rice (1975) introduced, in addition to 
the plastic hardening modulus governing 'straight ahead' stressing, a second hard­
ening modulus which governs the response to that part of a stress increment di­
rected tangentially to what is taken as the yield surface. Since it has been argued 
that no vertex is associated with hydrostatic stress increments, these tangential in­
crements are taken as purely deviatoric. 

/ = 0 

Figure 8.5: The non-coaxial plastic flow rule defined by equation (8.4) 

Until most recently the application of the Rudnicki and Rice's non-coaxial plas­
ticity theory had been restricted to several analytical treatments (e.g. Rudnicki and 
Rice, 1975; Papamichos and Vardoulakis, 1995). This non-coaxial plasticity theory 
is very well known in theoretical mechanics but less well known in the soil mechan­
ics community. In fact, there was no major work in developing finite element pro­
cedures and formulations based on this theory for applications to soil-structure in­
teraction analysis. 

Most recently Yang and Yu (2006a,b) have developed a general elastic-plastic 
finite element formulation for implementing the non-coaxial theory of Rudnicki 
and Rice (1975). Yang and Yu (2006a,b) assumed that the total strain rate is the sum 
of elastic strain and plastic strain components. While the plastic strain rate is as­
sumed to be defined by a non-coaxial theory, the classical Hooke's law is used to 
derive the elastic strain rate. According to Rudnicki and Rice's non-coaxial theory 
shown in Figure 8.5, the plastic strain rate £^ is split into two parts: the coaxial plas-
tic strain rate e^^ and non-coaxial strain rate e^": 
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where/and g are the yield function and plastic potential respectively, A is a scalar 
function and /i, is a new plastic modulus which governs the response to that part 
of a stress increment directed tangentially to the yield surface. The stress tensor s!j 
is assumed to be purely deviatoric (Rudnicki and Rice, 1975) as it has been argued 
that non-coaxial plastic deformation is not associated with hydrostatic stress incre­
ments. 

If the yield surface is circular on a deviatoric plane such as the case for the Druck-
er-Prager criterion, the stress tensor s!j is shown by Rudnicki and Rice (1975) as 

4 = ^ij - -j^'ki (8-5) 

where r = J(s^ij)/2 and 5,̂  is the deviatoric stress tensor. This constitutive equa­
tion reduces to the classical, coaxial plastic potential theory when h^ = oo. In the 
case that /jj is a finite value, the strain rate ê  and stress CT, are not coaxial. 

As shown by Tsutsumi and Hashiguchi (2005) and Yang and Yu (2006b), a more 
general expression for the stress tensor i,y with a non-circular yield surface on the 
deviatoric plane is defined by 

^ = ^ij - i^ki '• f^ki^ij (8-6) 

where n, denotes the normal to the yield surface on the deviatoric plane, normal­

ised by the magnitude of the tensor. For a circular yield surface, it can be shown that 

rij: = s^/{j2t) and therefore equation (8.6) reduces to Rudnicki and Rice's equa­

tion (8.5). 

Equation (8.4) together with elasticity theory and the consistency condition (i.e. 
/ = 0 at yield) will allow a complete incremental stress-strain relationship to be 
derived so that the plastic deformation is governed by the non-coaxial plastic 
theory. As shown by Yang and Yu (2006a,b) and Papamichos and Vardoulakis 
(1995), the non-coaxial component of the plastic strain rate can be further written 
as follows: 

where 

^ijkl = \i^ik^il + ^i^jk - l^ij^ki - ^iPki) (8-8) 
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which takes the following form with a circular yield surface: 

N^jkl = \{^k^il + ^Pjk - l^fiki - ' ^ ) (8-9) 

By combining equations (8.4) and (8.7), we may obtain the following relation­
ship between total stress rate and total strain rate: 

^ii = I^li 'ki (8.10) 

where 

De. Jl-De ^ 

where the first two terms are the usual expressions for stiffness from a standard 
coaxial plasticity model. The third term is a new contribution due to the effect of 
the non-coaxial behaviour in which G denotes the shear modulus. 

The non-coaxial stress-strain relationship (8.10) has been successfully applied 
to the Drucker-Prager plasticity model by Yang and Yu (2006a) and Yu et al. (2005) 
as well as to the critical state model CASM (Yu, 1998) by Yang and Yu (2006b). 

8.4 NON-COAXIAL THEORY BASED ON DOUBLE SHEARING 

Non-coaxiality has been studied theoretically within the context of fully developed 
flows in perfectly plastic granular materials. An early kinematic model for granular 
flow was developed by de Josselin de Jong (1958,1971). His so-called 'double slid­
ing, free rotating model' for planar flow was based on the assumption of shear flow 
occurring along two surfaces where the available shear resistance has been ex­
hausted. Using the same concept of double shearing, Spencer (1964) established 
a set of kinematic equations termed the 'double shearing model' but with a different 
rotation term from that of de Josselin de Jong (1971). Although these two models 
have a common basis, they are slightly different in nature (Mandl and Luque, 1970; 
Spencer, 1982; Harris, 1993, 1995; Savage and Lockner, 1997). In particular, the 
'double sliding, free rotating model' of de Josselin de Jong is indeterminate in na­
ture and therefore additional assumptions are required before it can be used to solve 
boundary value problems (Teunissen and Vermeer, 1988). 

The validity of any proposed non-coaxial, elastic plastic models will have to be 
assessed by comparing their predicted behaviour with experimental data. Yu and 
Yuan (2006) recently developed the theory of a class of non-coaxial, elastic-plastic 
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soil models with its links established with the plastic potential theory and the 
double shearing theory. The theory was implemented into a finite element program 
for validation purposes using experimental results from the simple shear test. In 
contrast to the approach used in the double shearing model, which is based on kine­
matic assumptions, Yu and Yuan (2006) set out to establish a general non-coaxial 
flow rule by extending the conventional potential theory to account for non-coax-
iality. Moreover, the scope of the modelling in the paper includes the range of pre-
failure deformation and therefore represents an extension to the original double 
shearing models that were proposed for describing fully plastic flow (Spencer, 
1964, 1982; Mehrabadi and Cowin, 1978). 

In agreement with Anand (1983) and Savage and Lockner (1997), the study pres­
ented by Yu and Yuan (2006) suggested that it is necessary to relax the original kine­
matic hypothesis of the coincidence of stress and velocity characteristics in order 
to allow the double shearing concept to be used more successfully in the range of 
pre-failure deformation. 

y -
'yy 

Figure 8.6: The coordinate system for plane strain problems 

8.4.1 A class of non-coaxial plasticity theories in plane strain 

For simplicity, granular material is often modelled as an elastic perfectly plastic 
material. Given that the double shearing theory of Spencer (1964, 1982) has been 
developed and discussed in the context of perfect plasticity and plane strain condi­
tions, this section will also focus on a perfectly plastic formulation under plane 
strain conditions. However, the formulation can be readily extended to consider 
hardening plasticity and non-plane strain cases (Yuan, 2005). 

With a tension positive notation (Figure 8.6), a stress-strain relationship for an 
elastic-plastic material in plane strain can be written as follows: 
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Oii = Dy{e,rO (8-12) 

where dy = {dja,Oyy,dxyY and eij = (ex»;,%,y„)^. Under the conditions of plane 

strain, the elastic stiffness matrix is given by 

D e 
y« (1 + v)(i - 2v) 

I - V ^ 0 
V 1 - V 0 
0 0 0.5 - V 

(8.13) 

in which E and v are Young's modulus and Poisson's ratio. 

To synthesize the double shearing theory and the plastic potential models, Yu and 
Yuan (2006) have followed Spencer (1982) and Harris (1993, 1995) in proposing 
the formulation of a class of non-coaxial models that take the following general 
form in terms of plastic strain rates 

eP. = e';^ + eP;=X-§-+At, i f / = 0 (8.14) 

where/and g are the yield function and plastic potential respectively, A and A are 
scalar functions and A is dimensionless. The vector tj: is defined as 

tij = [coslda , - coslda , 2sin26'J^ (8.15) 

where d^is defined as the angle between the direction of the minor principal com­
pressive stress direction and the x-axis that is expressed by 

c o s 2 g . = ^ - " ^ ^ (8.16) 

Equation (8.14) is a generalization of the double shearing model and classical 

potential theory, to which it reduces when A = 0. In the case when A is not equal 

to zero, the plastic strain rate tensor e^ and stress tensor a,-, are not coaxial. 
I] y 

As shown in Figure 8.7 with a Mohr-Coulomb criterion, the plastic strain rate 
given by the first term of Equation (8.14) is the same as that from the conventional, 
coaxial plastic potential theory, which is normal to a plastic potential surface. The 
second term is the non-coaxial, stress rate dependent plastic strain rate component 
that is tangential to the yield locus in the deviatoric plane. This non-coaxial model 
is different from the elastic-plastic version of de Josselin de Jong's double sliding 
free rotating model proposed by Teunissen and Vermeer (1988), in which non-coax­
ial plastic strain rates are not directly related to rotation of principal stresses. 
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Oxx - 0„ 

Mohr-Coulomb yield surface and plastic potential 

Figure 8.7: The non-coaxial plastic flow rule defined by equation (8.14) 

In the original double shearing theory of Spencer (1964, 1982) and Mehrabadi 
and Cowin (1978), the stress and velocity characteristic directions are known to 
coincide. It can be shown (Harris, 1993) that this property leads to the following 
expression for A 

A = - sin^ - sinV 
2(1 - siiKpsimp) 

(8.18) 

where (p and ip are the angles of friction and dilation respectively. Therefore the 
double shearing models of Spencer (1964) and Mehrabadi and Cowin (1978) can 
be recovered from equation (8.14) by using equation (8.18) to determine A. 

8.4.2 Incremental non-coaxial stress-strain relationship 

Equation (8.14) represents a general plane strain, non-coaxial theory that combines 
the double shearing theory with the conventional plastic potential theory. It is ob­
vious from equation (8.14) that the non-coaxial plastic strain components are con­
trolled by the value of A and stress rate a^ (as /• can be expressed in terms of stress 
rate a,). In order to implement the non-coaxial theory into a finite element code for 
use in solving boundary value problems in geotechnical engineering, it is necessary 
to derive a general incremental stress-strain relationship. 

By combining equations (8.15), (8.16) and (8.17), we obtain 

/,-, y 

where 

~ yl '^y^ ' ^''' 
(8.19) 
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^ijkl ~ (8.20) 

in which 

44a2 

«-) = — 

xy 

a-, = 

J{o^ - OyyY + 4a2 

^{O^ - OyyY + 4<72 

(8.21) 

(8.22) 

(8.23) 

Ay 

By following the usual procedure, we may obtain the following relationship be­
tween total stress rate and total strain rate for perfect plasticity: 

^ii = ^ l i '^i 
(8.24) 

where 

D dg 

^ l l - ^^J^' 
'JPIdO ^klmnQ„ 

a/ 

5/ 3g 
(8.25) 

aa,:^"'^^'aa,, 

in which the modified elastic matrix Dijki is linked to the conventional elastic ma­

trix as follows 

(8.26) 

(8.27) 

and 

^ijkl ^ hjkl + ^Ijkl ^ ^ijkl 

where /;,«is the identity matrix. 

8.4.3 Extension of non-coaxial plasticity theories to axisymmetry 

The previous sections present a class of non-coaxial relationships for plane strain 
problems. As shown in Yuan (2005), the theory can also be extended to axisymmet-
ric problems for which the stresses are shown in Figure 8.8. 
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, 

~ zr 

k (^rz 

Orr 

Figure 8.8: The coordinate system for axisymmetric problems 

The key idea is to treat all the stress and strain variables on the r-z plane in axi-
symmetry as those acting on the x-y plane in plane strain. For axisymmetric prob­
lems, we have the following stress and strain rates: 

o-,y = (dn;dz2,dog,drzy (8.28) 

£y = (SmSzzJee'Yj^ (8-29) 

As in plane strain, the plastic strain rates in axisymmetry are assumed to be defined 
by 

i f / = 0 (8.30) 

where/and g are yield function and plastic potential respectively, A and A are sca­
lar functions and A is dimensionless. The vector f„ is defined as 

r,.. = [coslOa , - cos26a , 0 , 2sin20J (8.31) 

where 6a is defined as the angle between the direction of the minor principal com­
pressive stress direction and the r-axis. 

By combining equations (8.31), (8.16) and (8.17), we obtain 

hj ~ ^^ijkl ^kl (8.32) 

where 

^ijki -

«i 0 
h 0 
0 0 

- ao '3 J 

(8.33) 



CHAPTERS 211 

in which 

Jioxx - Oyyf + Aa% 

a-, = 
J(OxX -OyyY + Aa% 

We then obtain the following relationship between the stress rates and strain rates 
for axisymmetric problems: 

-a = ^ 5 / 'ki (8-34) 

where 

'JP1 do «'"'" Sa 

in which the modified elastic matrix D,,w is linked to the conventional elastic ma-'ijkl 

trix Dl-f^i as follows 

Dmi = 5-1 X D| , , (8.36) 

and 

Siju = V / + ^Iki X ^,-./ (8-37) 

where /,,jt, is the identity matrix. 

8.5 COMPARISON OF VERTEX AND DOUBLE SHEARING THEORIES 

In this section, we present a brief comparison made by Yang and Yu (2005) between 
the two non-coaxial theories that were presented in the previous two sections. In 
particular, we consider the non-coaxial plastic strain rate tensors defined by (8.4) 
and (8.14) under the conditions of plane strain. 

In the yield vertex theory with a circular yield surface on the deviatoric plane, 
the non-coaxial plastic strain rates are assumed to be governed by the following 
equation 
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i f / = 0 (8.38) 

The tensor j,j is assumed to be purely deviatoric (Rudnicki and Rice, 1975): 

• ( ^ij^kl 
^'j ^ij 2 T 2 ' '^ ' 

In plane strain, we can show that 

o, yy 

(7, 
Syy -

yy 

^xy ^xy 

= y|(0-« - Oyyf + a 

Therefore we can obtain 

^xx^x. ^xy^xy ^xx 

^xx 

(8.39) 

(8.40) 

(8.41) 

(8.42) 

(8.43) 

(8.44) 
On the other hand, the theory followed by Spencer (1982), Harris (1993) and Yu 

and Yuan (2006) assumes that the non-coaxial plastic strain rates are defined by 

E^" =A i- i f / = 0 

and in plane strain we can show that 

'a - Sr 

^xy . 

^xx^xx "^ ^xy^xy ^xx 

~ ^xx 
^xy 

By comparing equations (8.44) and (8.46), we have 

^ii = -^ hj 

(8.45) 

(8.46) 

(8.47) 

It is therefore evident that the use of the double shearing based non-coaxial theory 
is similar in form to the yield vertex theory. In addition the double shearing theory 
with a constant non-coaxial coefficient A may be made equivalent, at least in form, 
to the yield vertex theory with a pressure dependent plastic modulus defined by 

".=1 (8.48) 
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Alternatively the yield vertex theory with a constant plastic modulus h i may also 
be regarded as similar to the double shearing based theory with a pressure depen­
dent non-coaxial coefficient 

A=f- (8.49) 

8.6 NUMERICAL SIMULATION OF SIMPLE SHEAR 

As stated earlier, there is much experimental data on the stress-strain relationship 
for simple shear tests of soil, which indicates the non-coaxial nature of soil beha­
viour. Before any non-coaxial models can be applied in practice, they must be 
shown to be able to model some of the observed non-coaxial behaviour in the labo­
ratory. The validation of the two non-coaxial models presented in this chapter using 
the simple shear test has been made by Yu and Yuan (2006) and Yang and Yu 
(2006a,b) by implementing the non-coaxial plasticity models into the finite ele­
ment code ABAQUS. In addition, the non-coaxial models have also been applied 
to analyse soil-structure interaction problems (Yu and Yuan, 2005; Yuan, 2005). 

8.6.1 Mohr-Coulomb model with the generalised double shear theory 

Using the Mohr-Coulomb criterion with the generalised non-coaxial double shear 
flow rule (8.14), Yu and Yuan (2006) studied the effect of non-coaxial behaviour 
on the behaviour of soils under simple shear. The key factors that are investigated 
include non-associated flow rules, non-coaxial flow rules and initial stress ratios 
(i.e. the ratio of initial horizontal stress to the vertical stress denoted by KQ). 

Simple shear on a normally consolidated sample (KQ < I) 

Presented in Figure 8.9 to Figure 8.11 are the numerical results for the ratio of shear 
stress to normal stress against shear strain and volumetric strain against shear strain 
for three different dilation angles (i/; = 0*', 5",35") with if o ~ 0.43 (i.e. a normal­
ly consolidated sample) and the friction angle of(p = 35". For each analysis, three 
different values of the non-coaxial coefficient of yl = 0.0,0.02,0.05 are used to 
investigate the effect of non-coaxial behaviour. As expected, an increase in dilation 
angle makes the soil response more dilatant and therefore leads to a higher limiting 
ratio of shear stress to normal stress at large shear strain. It is interesting to note that 
an increasing value of non-coaxial coefficient leads to a softer stress-strain re­
sponse and a slightly smaller dilation. For simple shear, however, the ultimate ratio 
of shear stress to normal stress for a non-coaxial flow rule tends to approach the 
limiting value of the coaxial plasticity although this may occur at a very large shear 
strain. 
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'yy 

ev(%) 

Figure 8.9: Simple shear results for A:(, = 0.43,(?!> = 35", V = 0' 
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ev(%) 

Figure 8.10: Simple shear results for/(To = 0A3,<j> = 35", V = 5 
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Figure 8.11: Simple shear results for ^0 = 0A3,(p = 35'',xp = 35" 
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Figure 8.12: Numerical results of non-coaxiality for Kg - 0.43 



218 NON-COAXIAL PLASTICITY 

With coaxial plasticity, the directions of principal stress and principal plastic 
strain are coincident. At the ultimate failure when the deformation is plastic, the 
horizontal plane is a velocity characteristic and is therefore inclined at 45" + ip/l 
to the direction of the major principal stress (Davis, 1968). The changes of direction 
for principal stresses and principal plastic strain rates for various values of dilation 
angle and non-coaxial coefficient are shown in Figure 8.12. When A = Q (i.e. 
coaxial plasticity), the ultimate value is 45" for the dilation angle of V = 0", 47.5" 
for the dilation angle oiip = 5°, and 62.5" for the dilation angle of V = 35". These 
numerical values agree well with the theoretical predictions as shown in Davis 
(1968). 

For non-coaxial plasticity, however. Figure 8.12 shows clearly that the differ­
ence between orientations of principal stresses and principal plastic strain rates en­
larges as the non-coaxial coefficient increases, and decreases with increasing shear 
strains. In general, the pattern of this predicted non-coaxial behaviour is consistent 
with simple shear experimental data as reported by Roscoe (1970) and plotted in 
Figure 8.1. 

Simple shear on an overconsolidated sample (KQ > 1) 

Presented in Figure 8.13 to Figure 8.15 are the numerical results for the ratio of 

shear stress to normal stress against shear strain and the volumetric strain against 

shear strain for three different dilation angles (tp = 0°, S'^, 35'̂ ) with KQ = 3 (i.e. 

an overconsolidated sample) and a friction angle of ^ = SS*'. For each analysis, 
three different values of the non-coaxial coefficient of yl = 0.0,0.02,0.05 are used 
to investigate the effect of non-coaxial behaviour. 

For a non-associated flow rule with ip = O", 5" and Â Q = 3, a strain softening 
response is observed. As discussed by Vermeer (1990) for a coaxial model, this 
softening is not due to the material strength reduction but comes entirely from the 
decrease of the horizontal compressive stress in the soil when a non-associated flow 
rule is used. This strain softening phenomenon is absent as long as an associated 
flow rule is employed. However, in all the cases the ultimate ratios of shear stress 
to normal stress appear to approach the coaxial value at large shear strains. In addi­
tion, the inclusion of non-coaxial behaviour tends to delay the onset of this non-
associated softening and make the rate of softening slower. From these results, it 
can be concluded that the non-associated softening effect depends on initial stress 
states and the flow rule as well as the degree of non-coaxiality of the soil. 
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/I = 0.00 yl = 0.02 /I = 0.05 

Sv(%) 

Figure 8.13: Simple shear results for i(:„ = 3,0 = 35",V' = 0' 



220 NON-COAXIAL PLASTICITY 

' xy 

2.5 

E v ( % ) 

0.5 

A = 0.00 A = 0.02 A = 0.05 

Yxy (%) 15 

(b) 

Figure 8.14: Simple shear results for K„ = 3,(p = 35", v = 5" 
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Figure 8.15: Simple shear results for K^ = 3,?^ = 35", V = 35 
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Figure 8.16: Numerical results of non-coaxiaiity for if;, = 3 
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The changes of principal stress and principal plastic strain rate direction for vari­
ous values of dilation angle and non-coaxial coefficient are shown in Figure 8.16. 
When A = 0 (i.e. coaxial plasticity), the ultimate value is 45" for the dilation angle 
of V = 0", 47.5" for the dilation angle of rp = 5°, and 62.5" for the dilation angle 
of V = 35". These numerical values agree well with the theoretical predictions as 
shown in Davis (1968). 

For non-coaxial plasticity, however. Figure 8.16 shows clearly that the differ­
ence between orientations of principal stresses and principal plastic strain rates en­
larges as the non-coaxial coefficient increases, and decreases with increasing shear 
strains. Another important finding from the numerical results plotted in Figure 8.16 
and Figure 8.12 is that the direction of principal plastic strain rate is always 'in ad­
vance' of that of principal stress. This phenomenon has been observed in experi­
ments and reported by many researchers (e.g. Gutierrez et al, 1991; Joer et ah, 
1998). 

8.6.2 The critical state model CASM with the yield vertex flow rule 

The yield vertex non-coaxial plastic flow rule defined by equation (8.4) has been 
implemented into the Drucker-Prager yield surface (Yang and Yu, 2006a) and the 
critical state model CASM (Yang and Yu, 2006b). Both of these non-coaxial mod­
els have been applied to simulate simple shear and soil-structure interaction prob­
lems. In this section, we only present selected results for the numerical simulation 
of simple shear in clay and sand using the non-coaxial CASM model. Full details 
can be found in Yang and Yu (2006b). 

Simple shear in sand 

In using the non-coaxial CASM model to simulate simple shear of sand, Yang and 
Yu (2006b) use the model constants that are relevant for Erksak sand (Yu, 1998): 

A = 0.0135,r = 1.8167,v = 0.3,x = 0.005,M = 1.2,^^ = 0.075,« = 4.0 

Using the yield vertex non-coaxial flow rule, the degree of non-coaxiality is con­
trolled by the plastic modulus h^. It is better to normalise this plastic modulus by 
an elastic modulus say the shear modulus so that h^/G can be used to indicate the 
degree of non-coaxiality of soils. Figure 8.17 and Figure 8.18 present the numeri­
cal results for stress-strain relations and the non-coaxial response of simple shear 
of a normally consolidated sand (/CQ < 1) and an overconsolidated sand (A'Q ^ 1) 
respectively. In general the inclusion of non-coaxial behaviour tends to make the 
stress-strain response softer. It is evident that the predicted non-coaxial behaviour 
is consistent with the experimental observations (Roscoe, 1970) and DEM simula­
tions (Zhang, 2003) for granular materials. 
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Figure 8.17: Results of simple shear of dense Erksak sand with KO = 0.23 
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Figure 8.18: Results of simple shear of dense Erksalc sand with Ky = 4.0 
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Figure 8.19: Results of simple sliear of a normally consolidated Weald clay with 
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Figure 8.20: Results of simple shear of an overconsolidated Weald clay with 
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Simple shear in clay 

To use the non-coaxial CASM model to simulate simple shear of clay, the model 
constants that are relevant for Weald clay may be used (Yu, 1998): 

X = 0.093, r = 2.06, V = 0.3, X = 0.025, M = 0.9,^^ = 0.0679, n = 4.5 

Using the yield vertex non-coaxial flow rule, the degree of non-coaxiality is con­
trolled by the normalised plastic modulus h^/G. Figure 8.19 and Figure 8.20 pres­
ent the numerical results for stress-strain relations and the non-coaxial response of 
simple shear of a normally consolidated sand (OCi? = l ,^o = 0.5) and an over-
consolidated sand (OCR = 24,KQ = 2.81) respectively. In these results, 
hJG = 1 was used, although results for other hJG values can be found in Yang 
and Yu (2006b). In general the inclusion of non-coaxial behaviour tends to make 
the stress-strain response softer. It is evident that the predicted non-coaxial behav­
ior is consistent with the experimental observations (Roscoe, 1970) and DEM sim­
ulations (Zhang, 2003) for granular materials. 

REFERENCES 

Airey, D.W., Budhu, M. and Wood, D.M. (1985). Some aspects of the behaviour of soils 
in simple shear, In: Development in Soil Mechanics and Foundation Engineering, (Edi­
tors: P K Banerjee and R Butterfield), Elsevier, Vol 2, 185-213. 

Allersma, H.G.B. (1982). Photo-elastic stress analysis and strain in simple shear, In: Proc. 
lUTAM Conf. Deformation and Failure of Granular Materials, Delft, 345-353. 

Anand, L. (1983). Plane deformations of ideal granular materials, J. Mech. Phys. Solids., 
Vol 33, 215-226. 

Arthur, J.R.F., Chua, K.S., Dunstan, T. (1977). Induced anisotropy in a sand, Geotech-
nique, Wo\ 27, 13-30. 

Arthur, J.R.F., Chua, K.S., Dunstan, T. and Rodriguez, C.J. I. (1980). Principal stress rota­
tion: a missing parameter, J. Geotech. Eng., ASCE, Vol 106, 419-433. 

Bjerrum, L. and Landva, A. (1966). Direct simple shear tests on a Norwegian quick clay, 
Geotechnique, Vol 16, 1-20. 

Budhu, M. and Britto, A. (1987). Numerical analysis of soils in simple shear devices, Soils 
and Foundations, Vol 27, 31-41. 

Christoffersen, J., Mehrabadi, M.M. and Nemat-Nasser, S. (1981). A micromechanical de­
scription of granular material behaviour, J. Appl. Mech., Vol 48, 339-344. 

Cundall, P.A. and Strack, O.D.L. (1979). A discrete numerical model for granular assem­
blies, Geotechnique, Vol 29, 47-65. 



CHAPTER 8 229 

Davis, E.H. (1968). Theories of plasticity and the failure of soil masses, In: Soil Me­
chanics: Selected Topics, (Editor: I. K. Lee), Butterworths, London, 341-380. 

de Josselin de Jong, G. (1958). The undefiniteness in kinematics for friction materials, 
Proc. Conf. Earth Pressure Problems, Brussels, Vol 1, 55-70. 

de Josselin de Jong, G. (1971). The double sliding, free rotating model for granular assem­
blies, Geotechnique, Vol 21, 155-162. 

Drescher, A. (1976). An experimental investigation of flow rules for granular materials 
using optically sensitive glass particles, Geotechnique, Vol 26, 591-601. 

Drescher, A. and de Josselin de Jong, G. (1972). Photoelastic verification of a mechnical 
model for the flow of a granular material, / Mech. Phys. Solids, Vol 20, 337-351. 

Gutierrez, M., Ishihara, K. (2000). Non-coaxiality and energy dissipation in granular ma­
terial, Soils and Foundations, Vol 40, 49-59. 

Gutierrez, M., Ishihara, K. and Towhata, I. (1991). Flow theory for sand during rotation 
of principal stress direction. Soils and Foundations, Vol 31, 121-132. 

Harris, D. (1993). Constitutive equations for planar deformation of rigid plastic materials, 
J. Mech. Phys. Solids, Vol 41, 1515-1531. 

Harris, D. (1995). A unified formulation for plasticity models of granular and other materi­
als, Proc. R. Soc. A., Vol 450, 37-49. 

Eight, D.W., Gens, A. and Symes, M.J. (1983). The development of a new hollow cylinder 
apparatus for investigating the effects of principal stress rotation in soils, Geotech­
nique, Vol 33, 355-383. 

Hill, R (1950). The Mathematical Theory of Plasticity, Clarendon Press, Oxford. 

Jiang, M.J., Harris, D. and Yu, H.S. (2005). Kinematic models for non-coaxial granular 
materials: Part I and Part II, Int. J. Num. Anal. Meth. Geomech., Vol 29, 643-689. 

Jiang, M.J. and Yu, H.S. (2006). Application of the discrete element method to modern 
geomechanics. In: Modern Trends in Geomechanics, (Editors: W. Wu and H.S. Yu), 
Springer. 

Joer, H.A., Lanier, J. and Fahey, M. (1998). Deformation of granular materials due to rota­
tion of principal axes, Geotechnique, Vol 48, 605-619. 

Kjellman, W. (1951). Testing the shear strength of clay in Sweden, Geotechnique, Vol 2, 
225-232. 

Kolymbas, D. (1991). An outline of hypoplasticity. Arch. Appl. Mech., Vol 61, 143-151. 

Mandl, G. and Luque, R.F. (1970). Fully developed plastic flow of granular materials, 
Geotechnique, Vol 20, 277-307. 

Matsuoka, H. (1974). A microscopic study on shear mechanism of granular materials, 
Soils and Foundations, Vol 14, 29-43. 



230 NON-COAXIAL PLASTICITY 

Matsuoka, H., Iwata, Y. and Sakakibara, K. (1986). A constitutive model of sands and 
clays for evaluating the influence of rotation of principal stress axes, Proc. of 
NUMOG2, Ghent, 67-78. 

Mehrabadi, M.M. and Cowin, S.C. (1978). Initial planar deformation of dilatant granular 
materials, J. Mech. Phys. Solids., Vol 26, 269-284. 

Oda, M. and Konishi, J. (1974). Microscopic deformation mechanism of granular material 
in simple shear, Soils and Foundations, Vol 14, 25-38. 

Owen, D.R.J, and Hinton, E. (1980). Finite Elements in Plasticity: Theory and Practice, 
Pineridge Press, Swansea. 

Lade, P.V. (1975). Torsion shear tests on cohesionless soil, Proc. 5th Pan Am.Conf. Soil 
Mech., Buenos Aires, Vol 1, 117-127. 

Papamichos, E. and Vardoulakis, I. (1995). Shear band formation in sand according to non-
coaxial plasticity model, Geotechnique, Vol 45, 649-661. 

Roscoe, K.H. (1970). The influence of strains in soil mechanics, Geotechnique, Vol 20, 
129-170. 

Roscoe, K.H., Basssett, R.H. and Cole, E.R. (1967). Principal axes observed during simple 
shear of a sand, Proc. Conf. , Oslo, Vol 1, 231-237. 

Rudnicki, J.W. and Rice, J.R. (1975). Conditions for the localisation of deformation in 
pressure-sensitive dilatant materials, /. Mech. Phys. Solids., Vol 23, 371-394. 

Saada, A.S. and Baah, A.K. (1967). Deformation and failure of a cross anisotropic clay 
under combined stresses, Proc. 3rd Pan Am.Conf. Soil Mech., Caracas, Vol 1, 67-88. 

Savage, J.C. and Lockner, D.A. (1997). A test of the double-shearing model of flow for 
granular materials, J. Geophys. Res., Vol 102(B6), 12287-12294. 

Schofield, A.N. and Wroth, C.P. (1968). Critical State Soil Mechanics, McGraw-Hill, 
London. 

Spencer, A.J.M. (1964). A theory of the kinematics of ideal soils under plane strain condi­
tions, J. Mech. Phys. Solids., Vol 12, 337-351. 

Spencer, A.J.M. (1982). Deformation of ideal granular materials. In: Mechanics of Solids, 
(Editors: H G Hopkins and M J Sewell), 607-652. 

Stroud, M.A. (1971). The Behavior of Sand at Low Stress Levels in the Simple Shear 
Apparatus. PhD Thesis, Department of Engineering, University of Cambridge, 
England. 

Teunissen, J.A.M. and Vermeer, PA. (1988). Analysis of double shearing in frictional ma­
terials. Int. J. Num. Analy. Meth. Geomech., Vol 12, 323-340. 

Thornton, C. and Zhang, L. (2005). A numerical examination of shear banding and simple 
shear non-coaxial flow rules, Phil. Mag. (in press). 



C H A P T E R S 231 

Tsutsumi, S. and Hashiguchi, K. (2005). General non-proportional loading behaviour of 
soils, Int. J. Plasticity, Vol 21, 1941-1969. 

Vermeer, P. A. (1990). The orientation of shear bands in biaxial tests, Geotechnique, Vol 
40, 323-336. 

Yang, Y. and Yu, H.S. (2005). A comparison of two classes of non-coaxial plasticity mo­
dels in plane strain. Unpublished Note, University of Nottingham. 

Yang, Y and Yu, H.S. (2006a). Numerical simulations of simple shear with non-coaxial 
soil models. Int. J. Num. Analy. Meth. Geomech, Vol 30, 1-19. 

Yang, Y and Yu, H.S. (2006b). A non-coaxial critical state soil model and its application 
to simple shear simulations, Int J. Num. Analy. Meth. Geomech. (in press). 

Yu, H.S. (1995). A unified critical state model for clay and sand. Civil Engineering Re­
search Report No 112.08.1995, University of Newcastle, NSW. 

Yu, H.S. (1998). CASM: A unified state parameter model for clay and sand. Int. J. Num. 
Analy Meth. Geomech., Vol 22, 621-653, 

Yu, H.S. and Yuan, X. (2005). The importance of accounting for non-coaxial behaviour 
in modelling soil-structure interaction, Proc. 11th Int Conf. of lACMAG, (Editors: G 
Barla and M. Baria), Patron Editore, Invited Issue Paper, Vol 4, 709-718. 

Yu, H.S. and Yuan, X. (2006). On a class of non-coaxial plasticity models for granular 
soils, Proc. R. Soc. A., Vol 462, 725-748. 

Yu, H.S., Yang, Y and Yuan, X. (2005). Application of non-coaxial plasticity models in 
geotechnical analysis. Proc. of 16th Int. Conf oflSSMGE., Osaka, Vol. 2, 993-996. 

Yuan, X. (2005). Non-Coaxial Plasticity for Granular Soils, PhD Thesis, University of 
Nottingham, UK. 

Zhang, L. (2003). The Behaviour of Granular Material in Pure Shear, Direct Shear and 
Simple Shear, PhD Thesis, Aston University, UK. 



CHAPTER 9 

PLASTICITY WITHOUT A PRIOR YIELD CRITERION 

9.1 INTRODUCTION 

All the theories of plasticity presented so far in this book have one thing in common 
and that is they all rely on a prior assumption of a yield criterion with either a single 
yield surface or multiple yield surfaces. These theories have been developed largely 
by using or modifying the main concepts of the classical theory of plasticity devel­
oped and matured before the 1950s. They are still the theories that are most widely 
used in soil mechanics and geotechnical engineering. Over the last two decades, 
however, there have also been some developments on the use of alternative ap­
proaches to constructing plastic soil stress-strain relations. These relatively mod­
em, alternative approaches include: 

(1) The mathematical theory of envelopes (e.g. Chandler, 1985, 1988, 1990); 

(2) The endochronic theory based on intrinsic time (e.g. Valanis, 1971,1980,1984; 
Valanis and Read, 1982); 

(3) The incremental or hypoplastic theory (e.g. Kolymbas, 1977, 1991, 2000; Gu-
dehus, 1996; Darve and Labanieh, 1982; Desrues and Chambon, 1993); 

(4) The thermomechanical or hyperplastic approach (e.g. Ziegler, 1977; Ziegler 
and Wehrli, 1987; Houlsby, 1981, 1982; Collins and Houlsby, 1997; Houlsby 
and Puzrin, 2000, 2006; Collins and Kelly, 2002). 

All the four approaches mentioned above also have one thing in common and that 
is they do not need to assume a yield criterion at the beginning. Rather, the yield 
(or failure in the case of hypoplasticity) criterion and plastic flow rules are products 
of the formulations. The purpose of this chapter is to provide a brief description for 
each of these four alternative approaches to plasticity. The interested reader is di­
rected to relevant references for further details. It is anticipated that further new in­
sights may be obtained by following these new approaches, which could serve as 
a useful guide for further refinement of classical theories of plasticity. 

9.2 THE MATHEMATICAL THEORY OF ENVELOPES 

In an important paper, Chandler (1985) presented a plasticity theory which starts 
with a dilatancy rule and a function of plastic strain rates which represents the en-
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ergy dissipated during plastic defonnation. Yield functions and flow rules are then 
derived from energy conservation and the mathematical theory of envelopes. To 
some extent, this approach is an extension of the energy approach adopted in critical 
state soil mechanics. In particular, unlike the critical state soil mechanics approach, 
the method proposed by Chandler does not assume the universal validity of the as­
sociated flow rule. The following presentation is based on the work of Chandler 
(1985). 

9.2,1 Stress and strain variables 

It is often convenient to divide stresses into the mean and deviatoric components, 
namely 

(^^ = ^ij+P^^ (9.1) 

where p = cr^^/3 is the mean pressure and Sy is the deviatoric stress tensor. 6y is 
the Kronecker delta (equal to 1 when i=j, or 0 otherwise). Similarly the strain rates 
can be divided into the mean and deviatoric components. For plastic strain rates, 
this means 

4 = 4 +14^'5, (9.2) 

where e^. denotes the deviatoric plastic strain rate tensor. 

For a granular material, the plastic strain rates may be further divided into those 
R R 

caused by the rearrangement of the particles {eij,e^_i^ and those resulting from the 

permanent deformation of the particles (6^,81^/^) (Chandler, 1985). That is 

e^j = e l + e^ (9.3) 

^Ik ^ ^kk + ^kk (9.4) 

for the deviatoric and volumetric strain rates respectively. 

Experimental results with rigid particles seem to support the assumption that for 
small amounts of plane deformation, the rate of volume change resulting from par­
ticle rearrangement is proportional to the shear strain rate. If we generalise this hy­
pothesis into a three-dimensional stress state, we have 

•R 

^kk 
R.R 

(9.5) 

where the constant d plays a role similar to that of the angle of dilation as used by 
Davis (1968) and Roscoe (1970). 
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9.2.2 Energy balance, yield function and flow rule 

It is assumed that the energy input in a system can be stored as an increase in elastic 
energy or dissipated. The energy dissipated or the dissipation function can be 
written as follows (Martin, 1975): 

D = o^j efj = Oij (4 + 4) (9-6) 

which can be further expressed in terms of the mean and deviatoric stresses and their 
corresponding plastic strain rates in the following way 

^ = ^ij i4 + 4) +P(^kk + ^kk) (9.7) 

with equation (9.5), the above dissipation function can be written as 

D = Sij (ef + e^)+piE^k + d Jefjcfj 1 (9.8) 

As stated by Chandler (1985), if any particular combination of strain rates is spe­
cified in (9.8), the stresses must lie on a surface in the stress space. An infinite 
number of other surfaces can be obtained by choosing other combinations of strain 
rates. By assuming a suitable dissipation function D, these surfaces will form an 
envelope enclosing a region in the stress space where no surfaces enter (Courant, 
1956). Plastic flow cannot occur inside this region. This envelope may be termed 
as a yield surface as in the classical theory of plasticity. When the stress state 

touches this envelope, plastic flow occurs in the direction in (£y,£y) space deter­
mined by which surface is touched. This defines a plastic flow rule. 

Chandler (1985) pointed out that this procedure is directly analogous to that used 
to obtain an interaction diagram for a steel frame structure (Baker et al., 1965). The 
failure mechanism has become the combination of strain rates, the loading param­
eters have become the stresses and the work dissipated at the plastic hinges has be­
come the dissipation function. 

9.2.3 Examples 

The theory outlined above can be applied to a range of dissipation functions. Some 
examples are given to illustrate its application to soil modelling. 

(a) Deformation without particle rearrangement 

It is instructive to consider a simple case where soil plastic deformation is purely 
due to particle deformation. In other words, the plastic strain due to particle rear­
rangement is zero. In this case, we may assume the following dissipation function 
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D, = /ic^efefTlHSf (9.9) 

where k and / are material constants with dimension of pressure. 

The energy balance equation (9.8) for the case without particle rearrangement 
can be written as 

<P=^s,^ef+psfk-D, = 0 (9.10) 

By following the procedure used in the theory of envelopes, we have 

l § = . , - ^ = 0 (9.11) 

_ M - = ^ _ i 4 M = o (9.12) 

These two equations provide a plastic flow rule 

4 = ( f ) ' '# (9-13) 

They can also be used in conjunction with equation (9.10) to eliminate the strain 
rates to give the yield function 

/ = ^ + ( f f - l = 0 (9.14) 

which reduces to the von Mises yield surface if/ is much larger than k. Also the flow 
rule (9.13) reduces to the incompressibility condition for this case. 

(b) Deformation without particle distortion 

Here we consider soils with effectively rigid particles so that any deformation can 
only be due to a rearrangement of the particles. Energy is assumed to be dissipated 
by friction alone. In this case, we may assume the following dissipation function 

D, = MpJelel (9.15) 

where M is a dimensionless parameter similar to a coefficient of friction. With 
equation (9.5) and energy balance (9.8), we have 

'P = s,j4+pE^k-D2 = 0 (9.16) 

= s,fl+p{d-M)J^ = Q (9.17) 
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The partial differentiation of <P with respect to efj gives 

i § = . , + ; , ( r f - M ) ^ = 0 (9.18) 

This equation, together with equation (9.5), fully defines the plastic flow rule. By 
combining equations (9.5), (9.17) and (9.18) to eliminate the strain rate, the yield 
function can be obtained as follows 

/ = v ^ + / j ( r f - M ) = 0 (9.19) 

which is equivalent to the yield function proposed by Drucker and Prager (1952). 
However the flow rule obtained here is generally of a non-associated type. 

(c) Deformation due to particle distortion and rearrangement 

For real granular materials, observed deformation would be due to both particle dis­
tortion and rearrangement. Their relative contributions depend on soil particle 
properties and applied stress conditions such as the ratio of shear stress to the mean 
stress. If we focus on cohesionless soils, then the following dissipation function, 
which combines the cases (a) and (b) discussed before, may be assumed to include 
the effects of particle distortion and rearrangement 

D3 = Jlc'e^e^ + /2(e^,)2 + Mpe^e^ (9.20) 

The energy balance is 

0 = s^^ + el) + p^e^uk + d y e p f j - D j = 0 (9.21) 

As usual, we have 

d£kk -^3 

deij 0^ 

= 0 

= 0 

jpd - M^p^g 

(9.22) 

(9.23) 

(9.24) 

where g is defined by 
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g = 

R R 

D, 
(9.25) 

Substitution of these equations into thie energy balance equation (9.21) gives the 
yield function 

After some rearrangement, g defined in equation (9.25) can also be expressed as a 
function of stresses 

^ = Wp\' 

2 \ 2 
(9.27) 

As noted by Chandler (1985), the above yield function can be simplified by using 
the following dimensionless stress variables 

r^-P s = 
J^ifij 

^ / ' k 

and the dimensionless numbers 

k k 

(9.28) 

(9.29) 

With the above new variables, the yield function (9.26) can be rewritten as 

f=s 
1 +Mp^ 

+ 
M" M M 

= 0 

which is only valid provided 

f+p'^< 1 

(9.30) 

(9.31) 

otherwise the term g becomes imaginary. If this occurs, the yield function is as­
sumed to be given by 

f = r+f- 1 = 0 

9.3 THE ENDOCHRONIC THEORY 

(9.32) 

The endochronic theory of plasticity is a special case of the theory of viscoplasticity 
originated by Valanis (1971, 1980, 1984) based on the concept of intrinsic time. 
When describing its initial development, Valanis and Read (1982) state: 
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"In the late 1960s, the formulation of constitutive theories of viscoelastic 
materials from concepts of irreversible thermodynamics and internal state 
variables reached an advanced level of development (Valanis, 1968). On the 
basis of this success, it was natural to inquire if a similar approach could 
be used to establish a theory of plasticity, and the attempt by Valanis to ex­
plore this question led to the development of the endochronic theory in 
1971." 

It is therefore clear that the endochronic theory builds on the principle of thermo­
dynamics and internal variables and is a direct extension of viscoelastic theories. 
Like many other theories of plasticity, the endochronic theory was initially devel­
oped for modelling metals where the volumetric behaviour was assumed to be pure­
ly elastic. This model may be used to model undrained clay in terms of total stress. 
Due to its initial success in modelling metal behaviour (Valanis, 1971, 1980), the 
theory has undergone development and modification with the aim of modelling soil 
stress-strain behaviour (e.g. Dungar and Nuh, 1980; Valanis and Reed, 1982). 

It is shown by Valanis (1971, 1980) and Watanabe and Aduri (1986) that the en­
dochronic theory is unifying in the sense that many existing theories of visoelastic-
ity, plasticity (e.g. perfect plasticity, theories with isotropic hardening, kinematic 
hardening, or combined hardening, bounding surface plasticity with two-surface 
or multi-surface plasticity) can be obtained from it as special cases by imposing 
suitable constraints on the material parameters involved. In addition, it does not 
make use of the idea of a yield surface to start off the model formulation. 

9.3.1 General formulation for cohesive soils under undrained conditions 

In this case, the plastic strain is of deviatoric nature so it is convenient to divide 
stresses into the mean and deviatoric components, namely 

a^^s.^+pd^ (9.33) 

where p = o^jTi is the mean pressure and s^j is the deviatoric stress tensor, b^j is 
the Kronecker delta (equal to 1 when i=:j, or 0 otherwise). Similarly the strain rates 
can be divided into the mean and deviatoric components. For plastic strain rates, 
this means 

Ŝ = 4 + YktPn (9-34) 

where ê . denotes the deviatoric plastic strain rate tensor. If the volumetric beha­

viour is assumed to be purely elastic then we have 

4 = 4 (9.35) 
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The endochronic theory of plasticity as derived by Valanis (1971, 1980) based 
on the irreversible thermodynamics consideration is 

dej p 

5,̂  = 2 G | Q{z-z'y^dz' (9.36) 
Jo 

where G is shear modulus and the kernel Q{Z) is a material function and z is the in­
trinsic time scale which is linked to the intrinsic time measure B, by 

'-'m "' ''\m <"'> 
where/is a function of the history of plastic strain, which is of thermodynamic ori­
gin and is related proportionally to the degree of internal friction in a material. If 
a material hardens, /(^) increases with ̂ . If a material softens, /(^) decreases with 
^. Otherwise if a material is a perfectly plastic then /(§) is a constant. 

For the deviatoric stress-strain relation (9.36), the intrinsic time measure may be 
defined as follows 

d^ = (de/de/y/' (9.38) 

Valanis (1971, 1980) proves that the kernel can be written in the following form 

Q(Z) = Q,d{z) + Q,iz) (9.39) 

in which pg is a material constant, d{z) is a Dirac delta function, and Q J(Z) is a non-
singular function. The use of equation (9.39) in equation (9.36) leads to 

Jo 

where 

If we set 

50 = 2G^o (9.41) 

JO 

def 
ay = 2 G | Q,{z-z')^dz' (9.42) 

'0 

then equation (9.40) can be written as 

de-P 
'ij "-ij ^y ^2 'ii-^ii = Sy-£~ (9-43) 
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The case of / (^) = 1 

In this case, we have 

dz = d^ (9.44) 

then equation (9.43) can be used to give 

(5,̂  - a^^is^j - a,^) = {S^yf (9.45) 

and 

deif = {Sij - a,j)^ (9.46) 

If the kernel is chosen so that a^j = 0, then the above equation reduces to 

de/ = 1 ^ , (9.47) 

which is the flow rule for an elastic perfectly plastic material obeying a von Mises 
yield criterion. However, if a^j is nonzero, then equation (9.46) represents a flow 
rule of a perfectly plastic material with kinematic hardening. The translation rule 
for the yield surface is governed by equations (9.39) and (9.42). 

It can be easily shown (Valanis, 1980) that Prager's rule of kinematic hardening 
is a particular case of the endochronic theory by setting g^iz) = constant in equa­
tion (9.39). By setting a different g, (z) function, a different translation rule of kin­
ematic hardening is obtained. It is of particular interest to note that Watanabe and 
Atluri (1986) demonstrate that both the theories of multi-surface and bounding sur­
face plasticity can also be obtained as special cases of the endochronic theory by 
choosing suitable kernel functions. 

The case when / (^) is monotonically increasing 

In this case, we can obtain 

x2 
(5^.-a^.)( .^.-a,^) = (/(^)50) (9.48) 

and 

^^/ = i^ii - %)j§sl (9-49) 

Thus the yield surface defined by equation (9.48) can translate as well as expand 
at the same time (i.e. combined isotropic and kinematic hardening). 

If the kernel is chosen so that a,-, = 0, then the above equations reduce to 
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(f(e) S'yf (9.50) 

^^/ = iM^o^iJ (9.51) 

^ifij 

P _ 6?g 

which corresponds to the flow rule for purely isotropic hardening plastic material 
obeying a von Mises yield criterion. 

9.3.2 Formulation for cohesionless soils 

For soils in general the volumetric behaviour is not entirely elastic. Also plastic de­
formation may occur once the load is applied on soils. To account for these two ob­
served effects, Valanis and Reed (1982) present a modified endochronic theory. 
This new theory can be described as follows. 

The intrinsic time measures for deviatoric and volumetric behaviours may be de­
fined as follows 

d^a = (defde/y/^ (9.52) 

d^H=\dHk'\ (9.53) 

and a general intrinsic time scale z may be assumed to be linked to the intrinsic time 
measures |o and §^ by 

dz = Jk,,id^o)' + KMHY (9-54) 

where UQQ and k^^ are constants. The endochronic theory of plasticity as derived by 
Valanis and Reed (1982) is expressed by 

h 

def 
Q(z-z')^dz' (9.55) 

0 

K(z-z')^dz' (9.56) 

where the kernel functions ^(0) = A'(0) = <x. 

Modelling of cohesionless soils under simple shear 

The behaviour of sand under simple shear may be described by the endochronic 
theory. To illustrate this, consider equation (9.55) 

I ^,= 1 Q(z - z')'4fdz' 
' 0 
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In order to account for the hardening-softening behaviour exhibited by dense cohe-
sionless soils, we assume the following intrinsic time scale 

dz = '^^ (9.57) 

Then the stress-strain relation (9.55) can be written as 

•{ 
de p 

s,j= I Q(z-z')f(z'y^dz' (9.58) 

It is found (Valanis and Reed, 1982) that the response of soils to simple shear can 
be described very well by the following forms of functions 

Q(^) = Qo'-0 (9-59) 

/(z) = l+y3*e-^i^ (9.60) 

where Qo,a,P *,k and k, are constants. The theory is found to be very capable of 
simulating unloading-reloading behaviour of soils. 

9.4 HYPOPLASTICITY 

Hypoplasticity is a term used to describe a class of incremental (or rate) approach 
to stress-strain relations originated by Green (1956a,b) and further developed in 
Germany (Kolymbas, 1991, Gudehus, 1996) and in France (Darve and Labanieh, 
1982; Desrues and Chambon, 1993). A comparative review of the German and 
French approaches was given by Tamagnini et al. (1999). The hypoplastic theory 
has its root in the hypoelasticity of Truesdell (1955) and assumes an incremental 
relation between stress and strain tensors. The theory does not distinguish between 
elastic and plastic strains. Whilst the literature on this type of theory is large (e.g. 
Kolymbas, 2000; Gudehus, 1996; Wu and Kolymbas, 2000), the following brief 
description is based on the work of Kolymbas (1994). 

9.4.1 The basic hypoplastic equation 

The hypoplasticity approach is to propose a rate equation between stress and strain. 
Such an approach generally requires trial and error procedures (e.g. Kolymbas, 
1991). The first useful rate equation was proposed by Kolymbas (1985) and has 
four terms 

+ (c'3^y + C 4 ^ ) y e ; ; ^ (9.61) 



CHAPTER 9 243 

where dy is the Kronecker delta (equal to I when i=j, or 0 otherwise). It is clear that 
the above equation is of a nonlinear nature. For application in numerical methods, 
it is often convenient to write equation (9.61) in the following form 

(9.62) On ^ijkfikl 

where 

-^kl 

y^ 
(9.63) 

It is noted that in this stress-strain relation the stiffness matrix depends on four ma­
terial constants, stresses, stress rates as well as the direction of strain rates. 

9.4.2 Determination of model constants 

The four constants, Cj, C2, C3, C4, used in the stress-strain rate equation can be ob­
tained from the results of a standard triaxial test, as shown in Figure 9.1. From the 
figure, we can obtain the following four parameters: 

(1) The initial slope of the stress strain curve, E^ 

(2) The angle of initial dilatancy, /SQ 

(3) The angle of friction at the limit state, ^ 

(4) The angle of dilatancy at the limit state, ^ 

^11 - ^33 
£11 + 2^33 

11 
"X^n s"" 

Figure 9.1: Results of a standard triaxial test 
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If we then define the following quantities 

1 + sinc^ 

h = 

1 - sin^ 

1 + tanySg 

_ l + tan^ 

= y i + 26 

c = h + 2b^ 

d = ^ - ^ [ 2 6 - a){2a + 1) + 3ac] 

f _ 26 — fl 
1 - 2 6 0 

the model coefficients can be obtained from the following equations 

' ^33(1 + ^o) 

b+fbo b + a 
C 4 _ C+/Co C(l - f l ) 

Ci a + i_fco/3 + c/(a + 2) 
fl + 2 

r - - -1-

C+fCo 

{b+fb,)C, + {^ + ,^)C, 

C - i 
^2 - 1 - 26, 

3 a-\-T 

(9.64) 

(9.65) 

(9.66) 

(9.67) 

(9.68) 

(9.69) 

(9.70) 

(9.71) 

(9.72) 

(9.73) 

(9.74) 

9.4.3 Improved hypoplastic equations 

The application of the rate equation (9.61) suggests that the following equation pro­
posed by Wu (1992) may give better prediction of soil behaviour 

<*«• = C l V s + <^T&<'ii 

+ 1 ^ 3 ^ + ^ / ^ ) ; ^ -pq^pq (9.75) 
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where *y is the deviatoric stress tensor and d^ is the Kronecker delta (equal to 1 

when i=j, or 0 otherwise). 

Wu (1992) further showed that by slightly modifying equation (9.75), the feature 
of critical states may also be included. One example is given below 

where 

/, = (l-aO/.~_'r +a, 
en min 

«i = ?i + ?2exp(-?30'/c/t) 

ecri=Pl+P2^M-P20,,,,) 

and e^i„, q\,q2, Q^^PvPi^P-i are an additional seven model parameters. In total, the 
model requires 11 material constants. 

Many further developments have been made which include the work of Gudehus 
(1996). Interested readers are referred to the book edited by Kolymbas (2000) for 
further details. 

9.5 HYPERPLASTICITY 

Hyperplasticity is a term sometime used to describe the class of plasticity theory 
derived from both specific free energy and specific dissipation function (e.g. 
Ziegler, 1977; Houlsby, 1982; Maugin, 1992; Collins and Houlsby, 1997; Collins 
and Kelly, 2002). This theory may be regarded as an extension of the method of 
deriving elastic behaviour from an elastic potential (i.e. hyperelasticity). The spe­
cific free energy V̂  is a function of state (i.e. of the kinematic variables) and the 
specific dissipation function (P is a non-negative function of the state and rate of 
change of the state (i.e. of the kinematic variables and their time derivatives). 
Therefore 

f^=¥^(£^, aW) (9.77) 

^ = 0(£^, aW, Emn, 4 ? ) (9.78) 

where a^"' are a set of internal kinematic variables (such as plastic strains). The sig­

nificance of these functions is fully explained in Ziegler (1977). To put it simply, 
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equation (9.77) ensures that the first law of thermodynamics is obeyed, and the po­
sitive dissipation function (9.78) ensures that the material complies with the second 
law. 

By using the orthogonality principle of Ziegler (1977), it can be shown that for 
a rate-independent material the following two equations are valid (Houlsby, 1982) 

where Q is the density. The above two equations are sufficient to determine the be­
haviour of a material once the functions Wand <P are given. 

9.5.1 Derivation of von Mises plasticity 

Houlsby (1982) shows that the formulation of an elastic-perfectly plastic material 
with a von Mises yield criterion and an associated flow rule can be derived by as­
suming the following free energy expression and dissipation function 

QW={\ + f^)E,e^j + ^(e,j - eP^ie,^ - ^ p (9.81) 

Q0 = JlkieP. £pi /2 (9.82) 

where A and ju are Lame's constants and k shear strength in pure shear. Here the 
role of kinematic internal variables is taken by the deviatoric plastic strain. By ap­
plying equations (9.79) and (9.80), we obtain 

ay = iX + f)e,,d^j + 2fi{e^j-ep (9.83) 

0= -2fi(e,j-eP)+ p I (9.84) 

It can be shown from equation (9.83) that the volumetric stress-strain relation is 
purely elastic 

^ = iX+^)e,, (9.85) 

and the deviatoric stress-strain relation is 

^ij = Meij - e p (9.86) 

The combination of equations (9.83) and (9.84) leads to the following well 
known plastic flow rule 
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4 = ^^Mfi}l!ls, (9.87) 

Furthermore, if the plastic strain rate is non-zero, then the above equation can be 
squared to give the von Mises yield function 

Sifij = 2k' (9.88) 

The above formulation is for an elastic-perfectly plastic model with the von 
Mises yield function. It is noted that the effect of work hardening may also be in­
cluded by introducing an additional term into the free energy expression 

QW^{^ + ^)£,£^^ + fiie^j - eP^ie,^ - e p + h eP^P. (9.89) 

which yields a new yield function 

{s^j - 2hep(s,j - 2hep = 2k' (9.90) 

This resulting yield function represents kinematic hardening with a hardening mo­
dulus h. As pointed out by Houlsby (1982), isotropic hardening may also be 
achieved by replacing the shear strength k in the dissipation function by a positive 
function of the plastic strain. 

9.5.2 Derivation of Cam clay plasticity 

Houlsby (1981) was the first to show that it is possible to derive critical state models 
using the thermo-mechanical approach, although a more general and extensive 
treatment has been recently given by Collins and Kelly (2002). For example, a criti­
cal state model, almost identical to modified Cam clay, can be obtained by assum­
ing the following specific free energy and dissipation functions: 

QW^p^txp^'" ~fp^ + |G(g, - ePy 

+ Pr{X -X )exp y—^ (9.91) 
A — X 

Q0 = |p.(A* -x')exp'"^^{^"^!'n[(^g)' + M2(4)2]i (9.92) 

where pr is a reference pressure (often taken as IkPa), that is necessary to establish 
dimensional consistency. A slight difference from the conventional Cam clay for­
mulations is that A*and x* used here are slopes of the critical state line and elastic 
swelling line in the (InV, In p) space. 
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Application of equation (9.79) to these specific free energy and dissipation func­
tions gives tiie equations for stresses: 

whose rate forms may be shown to be the same as the following incremental elastic 
laws: 

«P = ^ + ^P (9-95) 

£, = ^ + £? (9.96) 

On the other hand, application of equation (9.80) would lead to the following 
yield function and plastic flow rule: 

(9.97) 

(9.98) 

(9.99) 

It is readily shown that the flow rule defined by (9.98) is associated as the plastic 
strains are normal to the yield surface given by (9.97). It should be noted that the 
use of the consistency condition with the yield function (9.97) together with the 
flow rule (9.98) will fully define the plastic strains. 

9.5.3 Remarks 

Whilst having some important advantages the thermo-mechanical approach ap­
pears to be indirect in the sense that for a given material appropriate specific free 
energy and dissipation functions may be more difficult to determine than appropri­
ate yield surfaces. Houlsby (1981) noted that for simple models the thermo-me­
chanical approach may not offer any significant advantages over the conventional 
plasticity of assuming yield functions. 

( p -

^1. 

Px--

-p.f + 

q 
M^ip-

= PrQ.* -

(±)2 

-Px) 

= Px' 

-X )exp 
+ eP 

p 
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CHAPTER 10 

RIGOROUS ANALYSIS OF ELASTIC-PLASTIC PROBLEMS 

10.1 INTRODUCTION 

This chapter presents rigorous analytical solutions for a number of simple elastic-
plastic boundary value problems that may be relevant in geotechnical engineering. 
These selected problems include the expansion of cylindrical and spherical cavities 
in elastic-plastic soils, the two-dimensional loading of a plane strain elastic-plastic 
wedge, and the two-dimensional penetration of a cone into rigid plastic soils. 

The main purpose of this chapter is to use a few examples to illustrate various 
procedures for deriving rigorous solutions of stress and strain for elastic-plastic 
problems. Further analytical solutions of interest may be found in Hill (1950), Gib­
son and Anderson (1961), Salencon (1969), Carter et al. (1986), Sagaseta (1987), 
Norbury and Wheeler (1987), Bigoni and Laudiero (1989), Yu (1992, 1993,2000), 
Durban and Fleck (1991), Yu and Houlsby (1995), Collins and Yu (1996), Yu and 
Rowe (1999) and Hill (2000) for a variety of plasticity models. 

10.2 EXPANSION OF CAVITIES IN AN INFINITE MEDIUM 

This section is concerned with the expansion of cavities in an infinite soil mass. The 
solution presented here was derived by Yu (1990) and also presented by Yu and 
Houlsby (1991). A tension positive notation is adopted in this chapter. 

The soil properties are defined by Young's modulus E and Poisson's ratio v, co­
hesion C, angles of friction and dilation 0 and^. The initial stress (assumed to be 
isotropic) is PQ. TO simplify the presentation, it is possible to combine both the cy­
lindrical and spherical analyses. The parameter k can be used to indicate cylindrical 
analysis {k=l) or spherical analysis (k=2). To abbreviate the mathematics we define 
the following quantities, all of which are constants in any given analysis: 

^ = liTfV) ^''-'^ 

Y = ^f^ (10.3) 
1- sm (p 
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a = - . — ^ 10.4) 
l - s i n 0 

„ 1 + sinV 
^ = - j — ^ (10.5) 

(10.6) 

(10.7) 

fx = 

ajfi + k) 
k(a-l)l3 

Y+{a-l)Po 
2{k + a)G 

(1 + k)d[l - v2(2 - k)\ 

(1 + v)(a - l)y3 

X [ayS + A:(l-2v) + 2v-^^^^] (10.8) 

, - l(P + m-2v)il + {2-k)v)[Y + ia-l)p,]] 

^ ~ ^""^l E(a-l)P J ^̂ '̂̂ ^ 

At any time in any position in the soil around the cavity with cavity radius of a, 
the stresses must satisfy the following equation of equilibrium: 

( a ^ a , ) = | ^ (10.10) 

which is subject to two boundary conditions: 

Or\r=a=-p (10.11) 

Or\r^^ = - P o (10-12) 

With a tension positive notation, the Mohr-Coulomb yield condition is given by 

aog -Or = Y (10.13) 

(a) Elastic solution 

As the cavity pressure increases from its initial value, the deformation of the soil 
is at first purely elastic. Under conditions of radial symmetry, the elastic stress-
strain relationship can be expressed as: 
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^e = T = U-i-yl2-kf' + [l-H'̂  - 1)K] (10-15) 

The solution of equations (10.10), (10.14) and (10.15), subject to the stress 
boundary conditions (10.11) and (10.12), is shown to be: 

Or = -Po-ip-PQ){Yy*'' (10.16) 

Oe^-P.+^^iW (10.17) 

M = ' ^ ( f ) i + V (10.18) 

The initial yielding occurs at the inner cavity wall when the stresses satisfy the 
yield condition (10.13) and that happens when the cavity pressure reaches the fol­
lowing value: 

(b) Elastic-plastic stress analysis 

After initial yielding takes place at the cavity wall, a plastic zone will form around 
the inner cavity wall with an increase in the applied cavity pressure p. The outer 
radius of the plastic zone is denoted by c. 

Stresses in the plastic region 

The stress components in the plastic zone must satisfy the equilibrium equation 
and the yield condition, and are shown to be in the form: 

a, = -i--- + ^r—— (10.20) 
a-\ 

^̂  = ^ + 4 ' - " ^ (10-21) 

where A is a constant of integration. 
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Stresses in the elastic region 

The stress components in the elastic region can be obtained from the equihbrium 
equation and elastic stress-strain equations as follows: 

a, = - p o - B r - ( ! + ' = ) (10.22) 

Oa -Po + B.r<^+k) (10.23) 

where B is the second integration constant. 

The continuity of stress components at the elastic-plastic interface can be used 
to determine the constants A and B: 

^ _ ( l + ^ ) a [ y + ( a - l ) P o ] ^ M ^ (10.24) 
(a-l){k + a) 

k\Y + (a-l)Dnl i^j. 
B^-—H ^ ^ c i + ^ (10.25) 

k + a 

At the cavity wall Or\r=a — ~ P and this condition can be used, in conjunction 
with (10.20) and (10.24), to express the plastic radius c in terms of the current cavity 
radius and applied pressure 

I = f <*;":>'!:"'"-''"'p (,0,26) 
» [a(l+t)[y+(a-l)p„]J 

The stresses are now established in terms of a single unknown c. In the next sub­
section the displacements are examined, allowing for the determination of c and 
therefore the complete pressure-expansion relationship. 

(c) Elastic-plastic displacement analysis 

Substituting equations (10.22) and (10.23) into (10.15) gives the displacement in 
the elastic zone: 

u = (5(^)1+V (10.27) 

where d is defined at the beginning of this section. The determination of the dis­
placement field in the plastic zone requires the use of a plastic flow rule which indi­
cates the relative magnitude of plastic strains in different directions. 

For the expansion of cylindrical and spherical cavities, the non-associated Mohr-
Coulomb flow rule can be expressed as: 
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£r £r-^r k 

£^ £^£0 P 
(10.28) 

where /3 is a simple function of dilation angle given before. If (^ = a then the flow 
rule for the soil is said to be fully associated. 

Substituting elastic stress equations (10.14) and (10.15) into the plastic flow rule 
(10.28) results in: 

^'^ + ''^ = J ^ t ^ - l - v ( 2 - # -

+ i[A:(l-2v) + 2 v - . ^ K (10.29) 

where M is defined at the beginning of this subsection. The distributions of stress 
and strain in the soil at the initiation of plastic yield are obtained from equations 
(10.14)-(10.18) by putting p = p^y defined in equation (10.19). The integral of 
equation (10.29) subject to this initial condition is found to be: 

^£. + ke, = ^ [ ^ - i z ^ ] a , . 

k^v 
Af"- ^ ^ \-v{2-ky ' 

+ i [ ^ + ^(l-2v) + 2 v - ^ ^ ) ^ ] p o (10.30) 

To account for effects of large strain in the plastic zone the logarithmic strains 
are adopted, namely 

' ' ' ' " ( ; ^ ' 

£Q = Inp^ 
» '0 

Substituting the above large strain definitions and plastic stresses (10.20) and 
(10.21) into equation (10.30) leads to: 

l n [ Q ' | ^ ] = inx-Kj)^ (10.31) 
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where % and/< are defined at the start of this section. 

By means of transformation: 

k(a-l) 
Q = i^)-^ (10.32) 

^ = (i)-T (10.33) 

and use of equation (10.27), equation (10.31) can be integrated over the interval 
[c,r], leading to: 

•Q 
P + k Vn l) + k\ I . 

(\-b)—-{-f)—\ = ^•%:^{nQ)Q-y-^dQ (10.34) 

By putting r = randrQ = QQ and making use of equation (10.26), we find: 

| | (1_5)—_i?-r (^)—j = cxp(juQ)Q-y-'dQ (10.35) 

in which R is a function of the current cavity pressure given by: 

(k + a)[Y + ia-l)p] 
-f̂  = —r^ 7TTTJ 7 TT T (10.36) 

«(1 + k)[Y + (a-l)po] 

For the special case of a spherical cavity in Mohr-Coulomb materials with an 
associated flow rule (i.e. k = 2 and/3 = a), equation (10.35) reduces to the solu­
tion derived by Chadwick (1959). 

With the aid of the series expansion: 

cxpijUQ) = Y ^ (10.37) 
«=o 

the following explicit expression for the pressure-expansion relationship is ob­
tained: 

( £ ) ^ = ^ (10-38) 

n=Q 

in which A^ is defined by: 
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,-lni? if n = y 
n! 

M« (10.39) 
,7 ,(i?"-y-l) otherwise 

n\{n-Y) 

(d) Special cases 

When a cavity is expanded in a plastically deforming material the cavity pressure 
does not increase indefinitely, but a limit pressure is approached. By putting 
a/aQ ^^ 00 in equation (10.38), the limit cavity pressure pu^ can be obtained by 
finding Z?,,̂  from the following equation: 

00 

n = 0 

where A„ is related to /̂ um '̂y equation (10.39). Once /^ij^is obtained, the limit cav­
ity pressure pj;^ can be readily derived from the following equation: 

(k + a)[Y + {a-l)p,,J 

ail + k)[Y + {a-l)p,] ^lim = 1/1 , ,Ar.. . . „ \^T. (10.41) 

It is found that the cavity limit pressure depends strongly on the angles of friction 
and dilation, as well as the stiffness properties of the soil. 

Frictionless case 

The solution presented here can be applied to soils with friction and dilation. It does 
not reduce to the solution for a frictionless soil (i.e. Tresca soil) when friction angle 
0 = 0. This is because in this case a = 1 and the terms in a - 1 which frequendy 
appear in the denominator make the expressions indeterminate. However, it can be 
confirmed that at very small (p values the solution presented in this section ap­
proaches the solution for Tresca materials. 

Small strain case 

Large strain theory is complex and wherever possible, small strain theory is used 
to model cavity expansion. In small strain theory the fact that displacements modify 
the position of material points is ignored, so the theory is only valid for small expan­
sions. In particular, prediction of limit pressure is not possible with small strain as­
sumptions. It can be shown that if the small strain assumption is made it is possible 
to obtain the following closed form expression for displacement in the plastic zone: 
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+ ^ - ^ ' ' - 7 7 m o^. ,s(T)''^r (10.42) 
j8 + /c A:(a + ;8) + ap{\-k) ^^' ^ ' 

Equation (10.42) is only applicable to the situation in which the maximum value 
of the cavity pressure is sufficiently small for the squares and higher powers of 
strains included in the large strain definitions to be negligible. This small strain 
solution is also given by Carter et al. (1986). For the special case of spherical and 
cylindrical cavities with an associated flow rule, the solution (10.42) reduces to the 
small strain equations obtained by Chadwick (1959) and Florence and Schwer 
(1978) respectively. 

Neglecting elastic strain in the plastic zone 

A common assumption which considerably simplifies the analysis of plastic cavity 
expansion is to ignore the contribution of elastic strain within the plastic zone (e.g. 
Hughes et al, 1977). While this may at first seem to be a reasonable assumption, 
as the elastic strains are much smaller than the plastic strains, it does have a signifi­
cant effect on the predicted results. 

Neglecting the elastic deformation in the plastically deforming region results in 
a relatively simple expression for the relationship between the cavity pressure and 
cavity displacement: 

{k + a)[Y + {a-l)p] 
a{\+k)[Y+{a-\)p^] 

i-&)'n 
i - ( i - d ) ' 

(10.43) 

A comparison between the approximate large strain solution (10.43) and the ex­
act large strain solution (10.38) indicates that the effects of elastic strain in the plas­
tic zone are more important for soils with high friction and dilation angles and low 
elastic stiffness. By putting a/oo ~^ °° and ip = 0 and assuming 6 = 0, equation 
(10.43) reduces to the limit solution derived by Vesic (1972). 

10.3 CAVITY EXPANSION SOLUTION FOR TRESCA MATERIALS 

Before a closed form similarity solution is presented for cavity expansion in Mohr-
Coulomb materials, it is instructive to review the cavity expansion solution for 
Tresca materials obtained using Hill's incremental velocity method. 
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10.3.1 Expansion of a spherical cavity in a finite medium 

The large strain solution of stresses and displacements for the expansion of a spheri­
cal cavity in a Tresca material has been presented by Hill (1950). The following pre­
sentation includes non-zero external pressures (i.e. non-zero initial stresses before 
expansion) and therefore is a generalization of Hill's solution which was presented 
for zero initial stress conditions. 

Stress analysis 

Assume the current internal and external radii of a shell are denoted by a and b (see 
Figure 1). Initially the radii of the internal and external boundaries are AQ and ^o-
and a hydrostatic pressure p^ acts throughout the soil. An internal pressure is in­
creased monotonically from its initial value PQ on the internal surface. An essential 
task of the analysis is to determine the variation of internal and external radii with 
the internal pressure p. As the internal pressure increases from p^ihe, material will 
behave elastically, and the elastic solutions for both stresses and displacements can 
be shown to be: 

Figure 10.1: Expansion of a cavity in an elastic-plastic material 

Or= -P^(p-Pd^r~ (10.44) 
(£o)3_i 

1(^)3 + 1 
oe-o^^ -Po + (p-Po)^ (10.45) 

The radial displacement is 
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(p-p^)il-2v)r + ^ 
u=r-r, = ^ r ^ (10.46) 

The Tresca yield criterion is expressed by maximum and minimum principal 
stresses as follows: 

o^-o^ = Y (10.47) 

where Y = 2Su and 5« is known as the undrained shear strength. 

It is easily seen that the yield condition (10.47) is first satisfied at the internal 
boundary. Substituting the elastic stress equations (10.44) and (10.45) into equa­
tion (10.47) and knowing that aj = aganda3 = â , the internal pressure required 
to cause yielding at the internal boundary is: 

P=Pxy=Po+^[Hyf] (10.48) 

The displacements at both internal and external boundaries when plastic yielding 
commences at the internal boundary are: 

"l.=.. = ̂ [^^H^l (10.49) 

" 1 - / ^ 0 = — ^ ^ 2 - (10 -50) 
0 

If the internal pressure is further increased, a plastic region will spread into the 
shell; the radius of the plastic region at any moment is denoted by c. In the outer 
elastic region, the stresses are still of the form: 

o, =-A[i%'-1] - p, (10.51) 

b 
^ 0 = ^ [ | ( - r ) ' + l ] - P o (10.52) 

where A is a constant that can be determined by the condition that the material just 
on the elastic side of the plastic boundary must be on the point of yielding. Substitu­
tion of equations (10.51) and (10.52) in equation (10.47), A is found to be: 

. - 2Yc^ 
3b^ 

(10.53) 

The elastic stress distribution is therefore obtained by substituting (10.53) into 
(10.51) and (10.52): 
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•^{f-^f-n-P, (10.54) 

^<t> = ^§ri\f-F)' + n-p, (10.55) 

The displacement in the elastic region is given by: 

lYc^ u. .... , (1 + ̂ )^c 

From equations (10.54) to (10.56), it is seen that the solution in the elastic region 
is dependent only on the radius of the elastic-plastic boundary c. In the plastic re­
gion, we have the equilibrium equation: 

^ = ^ ( ^ (10.57) 

Substituting the yield condition (10.47) into the equilibrium equation (10.57) re­
sults in: 

Or = 2Y\nr + B (10.58) 

where B is another constant that can be determined using the condition that the ra­
dial stress must be continuous across the elastic-plastic boundary. Equating (10.54) 
and (10.58) at r = c leads to: 

B = -2Ylnc-^[l-if-n -Po (10.59) 

By substituting (10.59) into (10.58) and (10.47), the following solution for 
stresses in the plastic region can be obtained: 

Or = - 2 y i n ( f ) - ^ [ l - ( ^ ) 3 ] - p, (10.60) 

a, = Y-2YHJ)-^[l-if-)'] - p, (10.61) 

By substituting r = a in equation (10.60), the internal pressure needed to pro­
duce plastic flow to a radius c is found to be 

p = 2Yln(§) + ̂ [ l - ( f )3] 4- p, (10.62) 

Displacement analysis 

In calculating the displacement of any individual particle it is convenient to take 
the movement of the plastic boundary as the scale of 'time' or progress of the expan-
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sion, since the parameter c appears in tiie formulae for the stresses. We can speak 
of the velocity V of a particle, meaning that the particle is displaced by an amount 
Vdc when the plastic boundary moves outwards a further distance dc. Vcan be ex­
pressed directly in terms of the total displacement u, which is a function of both the 
current radius r and plastic radius c so that: 

du = ^dc + ^dr = ( |^ + V^)dc (10.63) 

where r and c are taken as the independent variables. Equating the above equation 
to Vdc we obtain the expression for the particle velocity: 

du 
V = - ^ (10.64) 

'- dr 
Now the compressibility equation in the plastic region is: 

der + dsg + de^ = ^^^{dOy + dog + da^) (10.65) 

To evaluate the increments of stress and strain, we must follow a given element. 
Thus: 

der='-^ = fdc (10.66) 

deg = de^ = ^ = ^ (10.67) 

dOr = ( ^ + V^)dc (10.68) 

dOn dOf. 

do, = do^ = ( I T + ^ir)^' (10-̂ )̂ 
Hence the compressibility condition can be written as follows: 

f + ? ^ = 1 ^ ( A + K|:)(a. + 2a,) (10.70) 

Substituting the expressions for stresses in the plastic region (10.60) and (10.61) 
into (10.70) leads to 

^ + ^ = 6 ( l - 2 v ) | [ ^ - i ( l - g ) ] (10.71) 
0 

It is noted that the velocity is known on the plastic boundary from the solution 
for the displacement in the elastic region. Thus from (10.56) and (10.64) we obtain 

1/.=, = | [ 2 ( l - 2 v ) ^ + ( l + v ) ] (10.72) 
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With the above boundary condition, equation (10.71) can be integrated to give 
the following solution for the velocity V: 

3(l-v)Yc^ 2(2-2v)y,, c3.r . . 
^ = ^ 2 ^-E^i^-'pVc (10-73) 

It should be noted that the above solution was obtained after second and higher 
powers of Y/E (which is typically very small for realistic values of Y and E) were 
ignored. For the cavity wall r=a, we have V=da/dc, so that 

da ^ Xl-v)Yc' 2i2-2v)Y ,3 
dc Ea^ E ^^ 63^ c ^^^-/^^ 

After integration, we can express the cavity expansion in terms of the radius of 
the plastic boundary: 

(^)3 = 1 + 3(i-v)yc3 2(i-2v)y 
o' Eal E 

x[31n(^) + l-(^)^] (10.75) 

10.3.2 Similarity solutions for cavity expansion in an infinite medium 

For the special case when a spherical cavity is expanded from zero radius in an infi­
nite medium, the stresses are functions of r/a only, and the ratio of plastic radius 
to the current cavity radius remains constant (Hill, 1950). As a result, equation 
(10.74) can be directly used to give the plastic radius: 

£ = r E 11/3 /IQ jgN 

Substituting the above solution into equation (10.62) leads to the following solu­
tion for the constant internal cavity pressure: 

Piim = f [ i + *"(3(iS;)y)J + P' (̂ -̂̂ ^̂  

10.4 SIMILARITY SOLUTIONS FOR MOHR-COULOMB MATERIALS 

This section deals with the special case of cavity expansion from zero initial radius 
in an infinite soil mass. As noted by Hill (1950), this problem has no characteristic 
length and hence will possess a similarity solution, in which the cavity pressure is 
constant and the continuing deformation is geometrically self-similar. As a result, 
the incremental velocity approach used by Hill (1950) to analyse cavity expansion 
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in Tresca materials may also be used to obtain a solution for limiting pressures of 
the cavity expansion in Mohr-Coulomb materials. One of the first attempts in ob­
taining an analytical solution for cavity limit pressure in Mohr-Coulomb materials 
was made by Carter et al. (1986). However, the solution of Carter et al. (1986) is 
approximate only, as the convected part of the stress rate was ignored in their der­
ivation. Later, by including the convected part of the stress rate, Collins and Wang 
(1990) derived rigorous solutions for purely frictional soils. The solution of Collins 
and Wang (1990) was however obtained by using numerical integration as their 
solution was not expressed in closed-form. 

By following Hill's solution procedure described in the previous section, a com­
plete analytical solution for the expansion of cavities from zero initial radius in an 
infinite cohesive-frictional soil mass is derived by Yu (2000) and Yu and Carter 
(2002). The solution procedure adopted by Yu and Carter (2002) is different from 
that used by Collins and Wang (1990) as the plastic radius c is used here as the time 
scale, and it is shown that by using a series expansion the solution can be expressed 
in closed form. 

10.4.1 Soil properties 

The soil properties are defined by Young's modulus E and Poisson's ratio v, and 
the cohesion C, and angles of friction and dilation (punAip. The initial stress (as­
sumed to be isotropic) is p^. To simplify the presentation, the parameter k is used 
to distinguish between cylindrical analysis (k=l) and spherical analysis (k=2). The 
analysis presented here is for cohesive-frictional soils under fully drained condi­
tions. All stress quantities are effective stresses. 

To abbreviate the mathematics, it is convenient to define the following quanti­
ties, all of which are constants in any given analysis. 

^ _ E 

M = 

Y = 

a 

f^ = 

2(1 + v) 

E 
l-v\2-k) 

2C cos (j) 
1- sin (j) 

1 -I- sin0 
1- sin ^ 

1 + sint/̂  
1- sin ip 



d 
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Y + (a-l)Po 
2(k + a)G 

At any time in any position in the soil around the cavity with radius of a, the 
stresses must satisfy the following equation of equilibrium: 

{Off-Or) = ̂  (10.78) 

subject to the following two boundary conditions: 

Or\r = a = "P (10.79) 

a, I,= 00 =-Po (10.80) 

The Mohr-Coulomb yield condition during cavity expansion is as follows: 

aOf) -Or = Y (10.81) 

10.4.2 Elastic solution in the outer elastic zone 

The stress-strain relations for soils in the outer elastic zone can be expressed as: 

The solution for the stresses and radial displacement can be shown to be: 

Or^-p,-iPxy-p,W^' (10.84) 

Oe--p,+'-^($r' (10.85) 

" = ^ 4 ) ^ " ' (10.86) 

where 

k[Y + (a-l)Po] , n,nx^ rinQ'7\ 

P^y " — T T ^ ^PQ = 2^<^^ + Po (10.87) 

is the cavity pressure at first yield. 

10.4.3 Stress solution in tlie plastic zone 
Stresses in the plastic region 
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The stress components which satisfy the equilibrium equation (10.78) and the yield 
condition (10.81) are found to be: 

Or = -^+Ar^^ (10.88) 

where A is a constant of integration. 

Stresses in the elastic region 

The stress components in the elastic region can be obtained from the equilibrium 
equation and elastic stress-strain equations as follows: 

(T, = - P o - 5 r - ( i + ^ ) (10.90) 

Oe^-P. + ^r-^^^'^ (10.91) 

where B is the second constant of integration. 

The continuity of stress components at the elastic-plastic interface can be used 
to determine the constants A and B: 

_ {l+k)a[Y+{a-l)p,]>±^ 
^ ~ {a-\){k + a) ' ^^"•^^'' 

k\Y + (a-\)p(.] ,^. 
K ~\~ (X 

At the cavity wall we have Or\r=a — ~ P and this condition can be used to ex­
press the plastic radius c in terms of the current cavity radius and applied pressure 

£ = I jk + a)[Y + ja-m ]'^^ 
« [ail + k)[Y + (a-l)po]l ^"-^^ 

The stresses are now established in terms of a single unknown c. In the next sub­
section the displacements are examined, allowing determination of c and therefore 
the cavity pressure. 

10.4.4 Elastic-plastic displacement analysis 

Substituting equations (10.87) into (10.86) gives the displacement in the elastic 
zone: 

u = dr(^y+'' (10.95) 
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with (5 as defined earlier in this section. The determination of the displacement field 
in the plastic zone requires the use of a plastic flow rule which indicates the relative 
magnitude of plastic strains in different directions. 

For the expansion of cavities, the non-associated Mohr-Coulomb flow rule can 
be expressed as: 

•p • e , 

££ ^ er-£r ^ _k 

^0 fie-fie P 

(10.96) 

where /3 is a simple function of dilation angle, defined previously. If /3 = a then 
the flow rule for the soil is associated. 

Substituting the elastic strain rate equations (10.82) and (10.83) into (10.96) the 
plastic flow rule results in: 

+ i[/c(l-2v) + 2 v - ^ - ^ ] ^ a , (10.97) 

with M as defined at the beginning of this section. In the plastic zone, from the yield 

equation we have dOg = ^dOr, and as a result equation (10.97) reduces to: 

dsr + ^d£Q = ^dor (10.98) 

where 

y = J-r/3 1^ 1 
^ M^ l-v(2-ky 

H-jL[«:(l-2v) + 2 v - j - ^ , (10.99) 

In calculating the displacement of any individual particle it is convenient to take 
the movement of the plastic boundary as the scale of 'time' or progress of the expan­
sion, since the parameter c appears in the formulae for the stresses. We can speak 
of the velocity V of a particle, meaning that the particle is displaced by an amount 
Vdc when the plastic boundary moves outwards a further distance dc. V can be ex­
pressed directly in terms of the total displacement u, which is a function of both the 
current radius r and plastic radius c so that: 

du = ^dc + ^dr = ( |^ + V^)dc (10.100) 
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where r and c are taken as the independent variables. Equating du to Vdc we obtain 
the expression for the particle velocity: 

du 

^ = 7 % (10-101) 
^ dr 

To evaluate the increments of stress and strain, we should follow a given material 
element and therefore: 

^^^ = ^ = f ^^ (10-102) 

j£0 = ^ = ^ (10.103) 

dOr = ( ^ + V^-lf)dc (10.104) 

Equation (10.98) can therefore be written in terms of velocity: 

Substituting the expressions for radial stress in the plastic zone (10.88) and 
(10.92) into equation (10.105) gives the following differential equation for the ve­
locity: 

^ + P{r)V=Q{r) (10.106) 

in which 

no = fr^^r^^^^r (10-107) 

2(0 = I (7)^^ (10-108) 
and q and s are defined by: 

(1 + k)a[Y + ia-l)p,] 
^ = (a-l)(k + a) (^'^•^'^^ 

yqk(a-l) 
s = _^ll-A^-2 (10.110) 

ap 
It is noted that the velocity is known on the plastic boundary from the solution 

for the displacement in the elastic region. Thus from (10.95) we have: 



CHAPTER 10 269 

Vr = c = (5(1 + k) (10.111) 

With the above boundary condition, equation (10.106) can be integrated to give 
the following solution for the velocity V: 

V = exp[-^(f)^] 
/t(a-l)(l+/>) 

Y^A^f^'^^ 
n = 0 

+ 

in which A„ is defined by: 

n = 0 

An = h^f-
a^s 

n! V ka-kl3{a-l){l + n) + a/i 

and n is an integer ranging from 0 to infinity. 

At the cavity wall r=a, we have V=da/dc, so that 

(10.112) 

(10.113) 

f = exp[-f(|)^]^ 
/S 

+ 

E^«(§) 
k(a-l){l+n) 

« = 0 

[c5(l+^)exp(f)-£A](f): 
«=o 

(10.114) 

For the problem of cavity expansion from zero initial radius, the deformation can 
be assumed to be geometrically similar in the plastic zone so that the ratio of the 
radius of the elastic-plastic boundary to that of the cavity wall is a constant. Hence: 

da _ a 
dc c (10.115) 

with the above relation, equation (10.114) reduces to a nonlinear equation in c/a: 

f = exp[-^(f)^] %?/C k{a-\) 

/3 
<=("-!)(!+") 

5:^»©==^' 
n = Q 

+ [(5(l+A:)exp(f)-2^„](f) (10.116) 

which can be easily solved for the value of c/a. Once c/a is determined, equation 
(10.94) can be used to calculate the limit pressure p. 
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10.4.5 Neglecting the convected part of stress rate 

If the convected part of the stress rate, V-j-^ , is ignored, the governing equation 

can be considerably simplified to: 

f + l^i-t CO-"') 
which can be further reduced to: 

^ + ^^=Qir) (10.118) 

in which Q(r) is given by equation (10.108). With the boundary condition (10.111), 
the above equation can be solved to give the following solution for velocity V: 

where 

y = 1—r^T^^T^ o (10.120) 

Following the same argument as used before, equation (10.119) can be applied 
at the cavity wall r=a to obtain a nonlinear equation on c/a: 

1 = y ( f ) ^ + m + k)-Y]i^y^l (10.121) 

The above equation is the same as that obtained by Carter et al. (1986). 

10.4.6 Results and discussion 

Numerical results for both plastic radius and cavity limit pressure have been pres­
ented in Yu and Carter (2002). Here only selected results on limit pressures are giv­
en to compare the complete rigorous similarity solutions, defined by equation 
(10.116) with the approximate solution of Carter er a/. (1986), as defined by equa­
tion (10.121). The results from Chadwick's total strain method are also compared 
with those from Hill's incremental velocity approach. 

Soil properties are defined by five parameters: Young's modulus E, Poisson's ra­
tio V, cohesion C, and angles of friction and dilation (j) and^. To cover a wide range 
of possible cases, the friction angle is varied from 20 to 50 degrees in Yu and Carter 
(2002), and the dilation angle is varied from zero to the value of the friction angle. 
A constant value of 0.3 is used for Poisson's ratio. E/p^ varies between 26 and 2600 
(i.e. 2G/PQ is between 20 and 2000). 
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Figure 10.2: Errors of limit pressure caused by ignoring the converted part of 
stress rate for cylindrical cavity expansion in purely frictional soils 
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Figure 10.3: Errors of limit pressure caused by ignoring the convected part of 
stress rate for spherical cavity expansion in purely frictional soils 
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Figure 10.4: Errors of limit pressure due to ignoring the convected part of stress 
rate for cylindrical cavity expansion in cohesive-frictional soils (C/po = 1) 
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Figure 10.5: Errors of limit pressure due to ignoring the convected part of stress 
rate for spherical cavity expansion in cohesive-frictional soils (C/po = 1) 
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First of all, we will focus on cavity expansion in purely frictional soils when soil 
cohesion C=0. For Tresca materials, Chadwick (1959) showed that the solution 
from his approach was identical to that obtained by Hill (1950) using an incremen­
tal velocity approach. However if the convected part of stress rate is neglected when 
following Hill's solution method (as is the case in Carter et al., 1986), errors would 
be introduced into the final cavity limit pressure solutions. The errors introduced 
on cavity limit pressures using this assumption are presented in Figure 10.2 and 
Figure 10.3 for both cylindrical and spherical cavities. It is clear that the resulting 
errors depend on the angles of friction and dilation as well as soil stiffness proper­
ties. While the resulting error increases with increasing angles of friction and dila­
tion, it tends to decrease with the soil stiffness. It is also noted that the error 
introduced by neglecting the convected part of the stress rate for a spherical cavity 
is significantly larger than that for a cylindrical cavity. For example, for all the soil 
properties considered, the maximum error is 11.25% for a cylindrical cavity and 
28.89% for a spherical cavity. 

In order to investigate the possible effect of soil cohesion on the similarity solu­
tions. Figure 10.4 and Figure 10.5 present results for the case of cohesive-frictional 
soils with C/PQ -I. Inspection of the results suggests that the general conclusions 
made earlier for purely frictional soils are also valid for cohesive-frictional soils. 
It is noted that the resulting errors for a cohesive-frictional soil are generally larger 
than those for a purely frictional soil. The difference is more significant for soils 
with low values of friction angle. When the friction angle is very large, the effect 
of cohesion on the resulting errors becomes very small. 

The following conclusions can be drawn from the results presented: 

(1) Cavity expansion from zero initial radius in an infinite Mohr-Coulomb material 
possesses a similarity solution, in which the cavity pressure remains a constant 
and the continuing deformation is geometrically self-similar. This constant cav­
ity pressure is equal to the limiting pressure achieved at very large strains for the 
expansion of a finite cavity. By following Hill's incremental velocity approach, 
a rigorous closed form similarity solution for cavity expansion from zero radius 
in cohesive frictional soils has been derived in this section. 

(2) The errors introduced by neglecting the convected part of the stress rate are 
small for low values of frictional and dilation angles but will increase to as much 
as 30% when friction and dilation angles become large. This difference is also 
dependent on cavity type and stiffness properties of the soil. It is important how­
ever to note that neglecting the convected part of the stress rate tends to give low­
er values of cavity limit pressures, and therefore would be conservative if used 
to estimate bearing capacity of deep foundations in practice. 
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(3) Numerical results suggest that the cavity limit solutions obtained by Yu (1990) 
and Yu and Houlsby (1991) using Chadwick's total strain method are practically 
identical to the solutions obtained in this book by following Hill's incremental 
velocity approach. However, the main advantage of Chadwick's total strain 
method is that it can be used to derive analytical solutions for cavity expansion 
curves, as shown in Yu and Houlsby (1991). 

10.5 ELASTIC-PLASTIC LOADING OF A PLANE STRAIN WEDGE 

Analytical solutions for two-dimensional problems considering elastic-plastic de­
formation are very difficult to obtain. A rare example is the loading of a plane strain 
wedge modelled by an elastic-perfectly plastic model obeying von Mises' criterion, 
for which the exact solution of stresses and displacements was derived by Naghdi 
(1957). The small strain formulation was used in this solution. 

innnin 

Figure 10.6: Elastic-plastic solution of a plane strain wedge 

10.5.1 The wedge problem and governing equations 

This section is concerned with the elastic, perfectly plastic solution of an incom­
pressible isotropic wedge in the state of plane strain, subjected to a uniform normal 
pressure on one boundary only (shown in Figure 10.6). The present analysis is 
mainly for the case when the wedge angle fi is less than 90 degrees. For this prob­
lem, Naghdi (1957) derived a complete solution for stresses and displacements for 
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a wedge region defined by 0 < /S < ^ (also see Maugin, 1992). Shown in 

Figure 10.6 is the wedge and boundary conditions. 

It is more convenient to use cylindrical coordinates (r, 6, z) for the wedge prob­
lem. The radial and tangential displacements M ând UQ are independent of z which 
is normal to the the cross section of the wedge. In plane strain, we have u^ = 0. The 
strains are given by 

^. = ^ (10.122) 

^. = T + 7 ^ (10-123) 

2^^ = 7 ^ + I T - F (10-124) 

and the condition of incompressibility and the plane strain condition in the z direc­
tion give 

£, = -fie (10.125) 

In the absence of body forces, the equations of equilibrium are 

^ + 1 ^ . 2 ^ + 1 ^ = 0 (mi27, 

where the deviator stresses are linked to the mean stress Om as follows 

Sr = O-Om (10.128) 

se = Of^Om (10.129) 

Sz = O^Om = -{Sr + SQ) (10.130) 

The von Mises criterion in plane strain takes the following form: 

5? + s,Sg + sl + a% = kl (10.131) 

where ^Q is the yield stress in pure shear. The elastic-plastic stress-strain relation­
ship based on von Mises' condition can be shown to be as follows (Prager and 
Hodge, 1951): 

2G[er,£e'^z'^re] = i^rJe^s^^o^f^ + X{Sr,s,j,s^,a^] (10.132) 

in which G is shear modulus and A is a scalar factor. 
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10.5.2 The fully elastic solutions 

The displacement field for an elastic, incompressible isotropic material in plane 
strain is governed by the following equations: 

G[VV4(^ + ? 5 ) ] + ^ = 0 (10.133) 

G[^'u, + i ( - ^ + 1 ^ ) ] + i % = 0 (10.134) 
de'^ r dr 

_ I ^ 
(ir + 7)"^ + 7 ^ = 0 (10-135) 

where 

72 _ ^2 , 1 3 , 1 32 
^ =-^ + T-r + - 7 ^ (10.136) 

The solution of the above equations for a plane strain wedge subjected to uniform 
tractions can be shown to be of the following form: 

Gur =-r(a cos 20 + c sin 20) (10.137) 

Gug = r(asm20 - coos261) - ^frlogr (10.138) 

On = 2(b + dd) (10.139) 

where a, b, c and d are constants of integration. The corresponding stresses are ob­
tained from the linear elastic Hooke's law as follows: 

Sr = -SQ = -2(flcos2e' -I- c sin 20) (10.140) 

o-̂ e =-6f-t-2(« sin 26'- c cos 261) (10.141) 

s, = 0 (10.142) 

Consider the boundary conditions that are defined as follows: 

Og = -p, Or = cr,0 = 0; at 6 = 0 (10.143) 

Og = Or = o^ = 0; at 6 = ^ (10.144) 

The constants of integration for the above boundary conditions can be shown to be 

a = -p'-^ (10.145) 

^ = -4 + ̂  (10.146) 

c = £ (10.147) 
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2a 
d = - ^ (10.148) 

in which 

a = tan/3 - /3 (10.149) 

10.5.3 The initial yield and the elastic-plastic boundary 

Since s^ = ~ SQ, the von Mises yield condition taices the following form 

.2 + a^ = kl (10.150) 

which can be rewritten as follows from the elastic stress expressions: 

{^ff{e) = kl (10.151) 

in which 

f{e) = tan^ 13 + 2(1 - cos 20) - 2tan;8sin20 (10.152) 

Therefore yielding begins at the values of 0 for which the function f(6) attains its 

maximum value. For the range of 0 < j3 < n/2 considered here, it can be shown 

that the function f(d) is a minimum at 0 = /S/2, and will reach its maximum simul­

taneously at 0 = 0 and 9 - fi.ln other words, when the pressure p is gradually 

increased, yielding will occur first on the outside boundaries when the pressure has 

reached the value 

For a pressure p > p , a portion of the wedge becomes plastic, and since the 
yield condition does not depend on the radius r, the elastic-plastic boundary should 
be a wedge bounded by 0 = 0, and 6 = 62 shown in Figure 10.6. 

10.5.4 Elastic-plastic solutions 

The solution is still of the same form as before in the elastic region defined by 
6^ < 9 < 02- However on the elastic-plastic boundaries, the stresses just satisfy 
the yield condition, namely 

4((^i) + oU^i) = kl (10.154) 

4((^2) + ol{92) = kl (10.155) 

As shown before, the elastic stress solution does not involve the radius r. There­
fore continuity of stresses across the elastic-plastic boundaries demands that these 
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stresses remain independent of r througiiout the wedge. It then follows that the 
equations of equilibrium can be written as follows: 

dd 
+ (sr - sg) = 0 (10.156) 

^ + 2a^ + ^ = 0 (10.157) 

which are valid in both elastic and plastic regions. 

Differentiating the first equilibrium equation, multiplying the result by A and 
making use of the elastic-plastic stress-strain relations, the following differential 
equation for the radial displacement in the plastic region may be derived 

l a V d^Ur ^dlir Ur _ ^red^. n^1S8^ 

Since no radial slip can occur along the elastic-plastic boundaries, u^ must also be 
a linear function of r in the plastic domain. In other words, we can write 

Ur = rer{0,4>) (10.159) 

with (p as an indication of time that could be identified as either 6, or 02-

Using the above equation, the differential equation of the radial displacement can 
be written as follows after integration 

f . 4 . . = ^ ! * (10.160) 

where, without loss of generality, an arbitrary function of 6 has been set equal to 
zero. X is proportional to the rate of performed work, which is given by 

^ " W^^"^' "̂  ^^^ "̂  '^"rffH)) (10.161) 

Invoking now the continuity of stresses aid = 6^ and G = 02^^ can be shown 
that Sr = — Sg at all points in the plastic regions. Therefore the first equation of 
equilibrium and the von Mises yield condition are combined to give 

do, 
^f = ±2jkl-o^^ (10.162) 

which can be integrated to conform to the following boundary conditions: 

Oe = -P^ 0-̂  = 0 for 0 = 0 and ^ = 0^ (10.163) 

Og = (7,0 = 0 iox 0 = p and <p = 02 (10.164) 
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The solution of stresses in the plastic regions can be derived as follows: 

Sr = -Sf) = kQCOsld, s^ = 0 (10.165) 

o^Q = -kosm2d (10.166) 

Om = h- P (10.167) 

for the plastic region defined by 0 < 0 < ^j and 

Sr = -SQ = -/cg cos 2(0 - /3), s^ = 0 (10.168) 

a,0 =/cosin2(6'-/3) (10.169) 

a„ = -kQ (10.170) 

for the plastic region defined by 62 ^ 0 < ^ . 

Now with the stress solution, the differential equation of radial displacement can 
be rewritten as 

^ + 2 t a n 2 0 ^ + 4(sec2 20)e, = 0 (10.171) 

which can be combined with the condition of incompressibility to produce the dis­
placement solution in the plastic region. It can also be shown that 

6^ + 02= P (10.172) 

When the wedge becomes completely plastic, then we have 

6^= $2= P/2 (10.173) 

In this special case, the stress solutions obtained here reduce to those of the rigid 
perfectly plastic solutions presented in Prager and Hodge (1951) using slip line 
analysis. 

10.6 PLASTIC FLOW PAST A SMOOTH CONE 

Spencer (1984) published an exact solution of the equations that govern the axially 
symmetric plastic flow, in the kinematically determined regime, of a rigid-perfectly 
plastic material obeying both Tresca and Mohr-Coulomb yield conditions. The 
solution was also applied to the problem of flow of an infinite medium past a 
smooth rigid infinite cone. By the superposition of an axial velocity, the solution 
also describes the penetration of an infinite body by a cone. 

The rigid-perfectly plastic solutions of axisymmetric stress and deformation 
have been obtained by Shield (1955) for Tresca's yield condition and Cox et al. 
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(1961) for Mohr-Coulomb's yield condition using slip line field theory. Various 
possibilities arise depending on the relative magnitude of the hoop stress a^ (which 
is a principal stress component) and the principal stresses o-^ and O2 that lie in the 
meridional planes. Most of these slip line solutions are for the Haar-von Karman 
states, in which o^ is assumed to be equal to either o^ or (72. In contrast, less atten­
tion has been given to other regimes. Lippmann (1962,1965) studied the case when 
o^ is either the greatest or the least of the principal stresses. These states have been 
termed 'kinematically determined', since for them the velocity equations are un­
coupled from the stress equations. In addition to the two exact solutions obtained 
by Lippmann for these situations, Spencer (1984) derived another large strain ana­
lytical solution which has application to cone penetration in soils. 

Figure 10.7: Streamlines for plastic flow past a rigid cone (after Spencer, 1984) 

10.6.1 Kinematically determined axially symmetric stress and 
deformation fields 

The stress and velocity fields are referred initially to cylindrical polar coordinates 
r, (p, z. For axially symmetric deformations, the velocity component in the hoop (^) 
direction is zero. The velocity components in r and z directions, termed as v̂  and 
Vj. respectively, are functions of the coordinates r and z. Therefore the strain rates 
are expressed as follows: 
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sr-'if (10.174) 

£0 = T (10.175) 

£. = ^ (10.176) 

The incompressibility condition takes the form 

er + e^ + s. = 0; or ^ + ^̂  + ^ = 0 (10.178) 

The corresponding stress components are Or, o^, o^ and Orz which are functions 
of the coordinates r and z- The stresses Or, o^ and 0^ are acting on the same plane. 
On this plane, the principal stresses can be calculated by the following well-known 
equations 

01 =\{Or + o,) + ^o^^ + ^{or-o,f (10.179) 

(72 = i ( a , + o,) - ^Or,^ + \{Or-a,f (10.180) 

Therefore 0^,02 and o^ form the three principal stresses. Which one is the major 
or minor principal stress depends on their relative values. For convenience let us 
denote the principal stresses by a/, On and Om in which Oj > On > Ojj]. 

In the plastically deforming region, the stresses must satisfy both yield condition 
and equations of equilibrium. Without body forces, the equations of equilibrium 
are 

f + ^ + ^ = 0 (10.181) 

^ + f̂  + ! ^ = 0 (10.182) 

For purely cohesive material, Tresca's yield condition is widely used. In terms 
of principal stresses, it takes the following simple form 

Oj - Oil, = ^Su (10.183) 

where 5„ is the undrained shear strength under the triaxial loading condition. In the 
solution derived by Spencer (1984), the hoop stress o^ was assumed to be either 
the greatest or least, namely 
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o^> a^> 02, 0^-02 = 2Su (10.184) 

Oi>02>o^; 0^-0^ = 2Su (10.185) 

The flow rule associated with Tresca's yield condition requires that the strain rate 
corresponding to the intermediate principal stress component is equal to zero. This 
gives 

^(er + ez) + I JeJ + l(e-£zf = 0 (10.186) 

or 

where / = + 1 for the case when o^ is the greatest principal stress and / = — 1 

for the case when o^ is the least principal stress. 

The above equation together with the incompressibility condition form two 
equations for the two velocities v̂  and v ,̂ which do not involve the stress. It is in 
this sense that the problem analysed is said to be kinematically determined. These 
two equations of velocities can be more easily solved by using an additional vari­
able, ip , which is the angle the principal stress a, makes with the radial direction 
defined by 

tan2t/; = ^ (10.188) 

For coaxial plasticity, we also have 

dr dz 

The condition of zero strain rate associated with the intermediate principal stress 
can then be rewritten as follows 

dr dz 
= 0 (10.190) 

Now the velocity equations can be replaced by the following simpler equivalent 
system in terms of v ,̂ v ,̂ ip 

^ + i ( l - / c o s 2 t / . ) ^ = 0 (10.191) 

^ + ^(1 +lcos2ip)^ = 0 (10.192) 
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0 (10.193) 
dz dr 

When the angle ip is determined then the stresses can be calculated by combining 
the yield condition, equations of equilibrium and the definition of the angle xp in 
terms of stresses, which provide four equations for four stress components. 

For an ideal granular material we can assume the Mohr-Coulomb yield criterion 
in the following form: 

Oj-Ojij = 2Cco?,Q - (o, + oIfj)sing (10.194) 

where the cohesion C and the angle of internal friction Q are constants. It is clear 
that Tresca's yield condition corresponds to the special case ^ = 0 and C = Su-
Here we consider the following two possible cases: 

0-^(1 + sin^) = 2Ccosei + 02(1-sing) (10.195) 

0^(1 + sing) = 2Ccosg + oJl-s'mg) (10.196) 

^ri. > cTi > o-,; 

The flow rule used by Spencer (1984) is for incompressible granular material 
derived from his double shear theory, which turns out to be the same as those from 
the Tresca yield criterion. 

10.6.2 Governing equations in spherical polar coordinates 

In this section we express the equations derived in the previous section in terms of 
spherical polar coordinates R,d,^ , where 

r = Rsine, z = Rcosd (10.197) 

In these coordinates we denote the the strain rates and stress components as 

(10.198) 

(10.199) 

(10.200) 

(10.201) 

^y = 

Oij = 

^R 

^Re 
-0 

'<^R 

(^Re 
n 

^Re 0 

ee 0 
0 0̂-1 

ORe 0 

oe 0 
n 0, 

where 

'^~ dR 

^0 ^ R ^ ^ R 
V R 
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£^ = ^ + c o t e ^ (10.202) 

'^e = l[h^ + -W-l^ (10-203) 

where V/j, Vg are velocity components in tlie R and 6 directions. The incompressibil-
ity condition is 

£R + eg + £^ = 0 (10.204) 

The principal stress components are given by 

o, = i ( a « + oe) + ^oj + \{oj,-Oef (10.205) 

02 = 5 K + oe) - Jo^'- + \{aj,-Oef (10.206) 

and the equations of equilibrium reduce to 

dR ^ R dd ^ R ^ {w.iu/) 

I F + ^ ^ + - ^ c o t e + - ^ - 0 (10.208) 

We denote by rj the angle between the direction of the principal axis of stress 
associated with o^ and the radial direction, measured in the direction of increasing 
d. Thus 

T] = ^n-d-tp (10.209) 

Then 

t a n 2 ; 7 = P ^ = ^ (10.210) 

The plastic flow rule becomes 

\{^R + H) + / y / e ^ / + !(£«-£,) ' = 0 (10.211) 

Therefore the incompressibility condition, the plastic flow rule and the defini­
tion of angle 77 form three equations in terms of v ,̂ Vg and ?/: 

^ + i ( l - /cos2^)[^ + co te^] = 0 (10.212) 
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i ^ + -i + \(^+^ cos2^)[-| + cote-^] = 0 (10.213) 

1 dVn dVn Vn V„ Vn 

10.6.3 A class of exact solutions 

The above equations have solutions of the form 

vj, = RPFpid); Ve = RPGp{d); r] = Hp{e) (10.215) 

where /? is a number. As pointed out by Spencer (1984), except for a few special 
cases, the resulting ordinary differential equations for Fp, Gp and Hp do not appear 
to have simple solutions. 

Spencer (1984) considered a class of solutions for which 

1 - Icoslf} = 0 (10.216) 

so that rj — 0 for the case when / = 1 and t] = JT/2 for the case when I — — I. 
In either case the principal axes of stress coincide with the radial (R) and tangential 
(6) directions. For this special case, the governing equations of velocity compo­
nents take the following simple form 

^ = 0 (10.217) 

- ^ + 2VR + Vgcote = 0 (10.218) 

1 dVn dVn Vn 

h ^ + a i - i = « (10-219) 

which can be solved to give the following solutions 

v/j = A(l + cos01ogtan|0) + Dcosd (10.220) 

Vg = BR cosec d + .4(cot (9-sin 61 log tan ̂ 0 ) - ^ sin 0 (10.221) 

and alternatively we have 

Vr = BRcote + A cosec 6 (10.222) 

Vz = -BR + A logtanie + D (10.223) 

where A, B, D are integration constants. 
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We now consider the stress. Since for either rj = 0 or rj = Ji/2, a^ and Og are 
principal stress components, o^g = 0, and so Tresca's yield condition reduces to 

o^-Og = 2lSu (10.224) 

The second equation of equilibrium then gives 

OQ = 2/5„ log sine + ^p\R) (10.225) 

where the arbitrary function p'(R)/R is expressed in this form for convenience. The 
first equation of equilibrium is then used to determine cr̂ j and then the complete 
solution for stresses is as follows 

a« = lSu(l + 2 log sin 6>) + 2p'{R)/R^ + q{d)/R^ (10.226) 

ag = 2/5„ log sine + ^p'{R) (10.227) 

o^ = lSu(l + log sine) +p'(R)/R (10.228) 

The functions p'(R) and q(0) are not completely arbitrary but must be such that 
Og is the intermediate principal stress in the deforming region. It is noted that this 
condition is satisfied if we set p '(^) = ER'^ and q(6) = 0, for any constant E. The 
condition for the rate of plastic work to be positive is 

(ficose + R-^C)lSu > 0 (10.229) 

For a granular material obeying the Mohr-Coulomb yield criterion, which takes 
the following form 

a^(l + hing) - (7^(1 - /sing)) = llCcosg (10.230) 

then from the second equation of equilibrium, we have 

Of) = Ccotg + „ , / , . , s in"e (10.231) 
" R(l - Ismg) 

and 

" • " C c o t . + ^ p i ^ s i n - O (10.232) 

in which 

n = -21 sing/(I + I sing) (10.233) 

Finally the first equation of equilibrium gives 

o-o = Cco to + ^ - ^ ^ s i n " e + ^ (10.234) 
^ ^ R^cos^g i?2 V ^ 
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Once again the functions p'(R) and q(d) are such that a^ is the intermediate princi­
pal stress component. The condition for positive plastic work-rate is 

-{Bcosd + R-^A)lp'{R) > 0 (10.235) 

10.6.4 Plastic flow past an infinite cone 

As an application of the solution given in equations (10.220) and (10.221), we con­
sider the problem of flow past the cone 0 = a {a < 7r/2). The region z < 0 is as­
sumed to move as a rigid body with speed V in the positive z direction. On the sur­
face of the cone, the normal velocity component Vg is zero. Hence the velocity 
boundary conditions for the region a < 6 < Ji/2 are 

Vg = 0, d = a (10.236) 

Ve = -V, 0 = 1 (10.237) 

The solution (10.220) and (10.221) which satisfies these conditions is 
n 

s ina ( l -I- cos 0 log tan §) 
Vr, = V p ^ + KCOS0 (10.238) 

cot a- sin a log tan y 
n 

sin ot (cot 6- sin 6 log tan 2) 
Vg = V ^ - Fs ine (10.239) 

cot a- sin a log tan y 

By superimposing on this solution a rigid body speed V in the negative z-direction, 
we obtain the solution to the problem of a rigid cone moving through an infinite 
rigid-plastic medium with speed V in the negative z-direction. This solution may 
have applications in penetration mechanics. 

If we introduce the stream function W such that 

For the velocity solutions, we can determine the stream function as follows 

W = ^R^VgSind 

= \R^V< 

n 

cos d- sin 2 d log tan ^ 
sin^ a jj- sin^ 6 

cos a- sin2 a log tan ^ 

(10.242) 
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The streamlines are the curves defined by "^ = constant. Some typical stream­
lines for a = 30" are shown in Figure 10.7. The streamlines are all similar curves 
with the origin as the centre of similarity. 

To determine the stress for a frictionless (or purely cohesive) material, we note 
that if V is positive, then A is positive and since B=0, the condition of positive plas­
tic work-rate requires Z = + 1. Now let's assume the stress component a^ = — P 
for z<0. In other words we have the following boundary conditions on z=0 

oe = -P, a^e = 0, 0 = 1 (10.243) 

The second condition is satisfied automatically. The first condition demands 

p'{R) = -RP (10.244) 

There we have the complete stress solution 

o-̂  = _p + 5„(i + 2 log sin 61) (10.245) 

Off =-P + ISulogsind (10.246) 

CT^ = _p + 2Su(l + log sin 0) (10.247) 

where the function q{d) was set to zero to ensure that CT^ is the intermediate princi­
pal stress. The normal pressure on the cone is 

P-2Su log sin a 

Similarly, for a frictional material, with the boundary conditions mentioned for 
the purely cohesive material, we can show that the stress solutions are 

On = C c o t p - ^ ~ ^ ' " ^ ( P + C cot Q) sin" 9 (10.248) 

Off = C cot Q-{P + CcotQ)sm"d (10.249) 

o„ = C c o t p - , ^ " ^ ^ " ^ (P + Ccot^)s in"0 (10.250) 

'̂  ^ 1 -h sm ^ ^ ^ ^ 
where 

2s in^ / i m ? i \ 
n = - . , . (10.251) 

1 -f smp ^ 

The pressure on the surface of the cone is now 

P sin" a-C cot p ( l - sin" a) 
It can be shown that for a special case of ^ = 0, the above solutions of a frictional 
material tend to the solution obtained before for a purely cohesive material. 
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CHAPTER 11 

SLIP LINE ANALYSIS 

11.1 INTRODUCTION 

A complete analysis of elastic-plastic problems is only possible for simple cases 
where loading and geometry are simple. Some of these examples (such as cavity 
expansion problems) are given in the previous chapter, where a complete elastic-
plastic solution can be derived. In reality, however, most practical problems are 
such that a complete elastic-plastic treatment is very complex. There are a class of 
problems of great practical interest for which the failure load is not very sensitive 
to the elastic component of strain (i.e. unrestricted plastic flow). Therefore the elas­
tic strain in the plastically deforming region may be disregarded. For consistency, 
we would also need to ignore the elastic strain in the non-plastic zone. In effect we 
are concerned with a rigid-plastic material that is rigid when the stress is below the 
yield stress and perfectly plastic when the stress reaches the yield stress. For rigid-
plastic materials, great simplicity may be achieved in solving both stress and ve­
locity governing equations for plane strain problems. In essence, the problem of 
plane strain plastic flow becomes statically determined in the sense that there will 
be three stress equations for three unknown stress components provided that the 
stresses are prescribed on the boundary. Once the solution of stress is obtained, the 
coaxiality assumption can be readily used to determine all the velocity components. 
In particular it turns out that the simplest way of solving these stress equations is 
to express them in terms of a coordinate system that is along potential slip (or fail­
ure) surfaces. It is for this reason that this type of analysis is termed slip line analysis 
or the theory of slip line fields in the literature (Hill, 1950). 

This chapter gives a brief presentation of slip line analysis and its application to 
geotechnical engineering. The theory of slip line fields is best explained and under­
stood for materials obeying an isotropic, mean pressure-independent yield condi­
tion (e.g. Tresca's yield criterion) for which simple slip lines exist. As a result, we 
will first present slip line analysis of cohesive materials. Its extension to frictional 
materials will be discussed later. While slip line analysis is more rigorous for plane 
strain problems, a similar treatment is possible for axisymmetric problems pro­
vided some additional assumptions about the magnitude of the hoop stress are made 
(Shield, 1955; Cox et at., 1961). Therefore the use and application of slip line ana­
lysis to axisymmetric problems will also be addressed. 
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11.2 STRESS FIELDS IN PLASTIC REGIONS 

In this section, we will present equations that stress fields must satisfy in the plastic 
region of a rigid plastic body that is modelled by the Mohr-Coulomb failure criteri­
on (that is suitable for modelling cohesive-frictional soils). The equations for the 
Tresca criterion (that is often used to model clay soils under undrained conditions) 
can be recovered simply by setting the angle of friction to zero. 

y 

Figure 11.1: The coordinate system and stress characteristics for plane strain problems 

11.2.1 Basic equations in terms of stresses 

Equilibrium equations 

Referring to the coordinate system shown in Figure 11.1, we have the following 
two equations of equilibrium under conditions of plane strain: 

ao-v . do. 
dx + 

xy 

dy 

dOv 

dx dy 

0 

Y 

(11.1) 

(11.2) 

where y is the unit weight of the material in the y direction. 

The Mohr-Coulomb failure criterion 

If a point is in the plastic state, then the stress Mohr circle touches the failure en­
velope as shown in Figure 11.2. This means that the stresses can be expressed as 
follows: 

Ox = p — R cos 26 (11.3) 
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Oy = p + R COS 26 

Oxy = R sin 26 

(11-4) 

(11-5) 

On 

Figure 11.2: Stress states at failure 

where/? and R are the mean stress and the radius of the Mohr stress circle, namely 

p = ^{o, + Oy) =l(o,+ o^) (11.6) 

R = (p + ccot^)sm(p (11.7) 

Therefore at the state of failure the stress components can be expressed as a function 
of the mean stress and the angle 6. 

By substituting equations (11.3)-( 11.5) into equilibrium equations (11.1)-(11.2), 
we obtain the following governing equations 

•^(1 + sin ^ cos 20) + -^sin.^sin20 
dy 

+ 2R(-f-sm26 + | f cos20) = 0 

^ sin ^ sin 20 + - ^ ( 1 - sin ^ cos 20) 
dy 

+ 2R{f-cos26 + ^s\n26) Y 

(11.8) 

(11.9) 

These are two simultaneous first order partial differential equations governing the 
variation of the stress state in terms of {p,d). For problems with stress boundary 
conditions, the above two equations can be used to determine two unknowns (p, 6), 
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which can then be used to derive the stress components {Ox, Oy, Oxy) using equations 
(11.3H11.5). 

11.2.2 Solution using the method of characteristics 

It is not difficult to note that the best way of solving the governing equations 
(11.8)-(11.9) is using the so-called method of characteristics (Hill, 1950). This is 
because the equations are hyperbolic. In this method, the equations are re-expressed 
along two characteristic directions so that integration can be readily carried out. 
Following the method outlined in Hill (1950) and Kachanov (1974), it can be 
shown that the two characteristics (a, /3) for the two equations (11.8)-( 11.9) are de­
fined by 

I = tan(e ± fi) (11.10) 

where ju = n/4 — (p/l as shown in Figure 11.1. It can be shown from 
Figure 11.2 that the two characteristics defined in (11.10) represent the two failure 
planes on which the failure criterion is satisfied. This is why they are also termed 
slip lines or shear lines which refer to two dimensions. 

Along the directions of (a,/S), the variation of stress state in a plastic region can 
be shown to be as follows: 

dp -^lip + c cot(p) tan(pde = ysin( -/x) ( H . n ) 
^ ^ -r/ v COS(p COS{6 + lU) ^ ' 

dp -2{p + ccotd>)tand)de = ysin( +N . (11.12) 
T-/ r COS(pCOS{9 - fi) 

11.2.3 Slip line solutions for simple cases 

In a general case, the solution of the governing equations (11.12)-(11.11) under cer­
tain stress boundary conditions requires numerical methods (e.g. finite difference 
approach). For some simple cases, however, the solution takes a very simple form 
and can be obtained analytically. 

Cohesive soils with self-weight ((p = 0) 

For a cohesive soil, the angle of friction is zero. In this case, the equations (11.12) 
and (11.11) reduce to the following simple form: 

dp + 2cdO = — ydy along an a-line (11.13) 

dp — 2cd0 = ydy along a y3-line (11.14) 
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The two slip lines are defined by 

^ = tan(0 ± | ) (1L15) 

from which it is clear that for cohesive soils the (a,^) lines are normal to each other 

Cohesive soils with no self-weight (^ = 0, y = 0) 

For a cohesive soil with no self-weight, the equations (11.12) and (11.11) reduce 
to an even simpler form given below: 

dp + 2cd6 = 0 along an a-line (1L16) 

dp - 2cde = 0 along a j8-line (1L17) 

which, through integration, give 

p + 2c9 = Ca along an a-line (1L18) 

p -2c6 = Cp along a yS-line (11.19) 

where Ca and Co are integration constants along (a,)8) lines. The above two equa­
tions are also known as the Hencky equations, which have been widely used to de­
termine plastic stress fields in metal plasticity as described in Hill (1950), Prager 
and Hodge (1951) and Kachanov (1974). 

Cohesive-frictional soils with no self-weight (y = 0) 

For a cohesive-frictional soil with no self-weight, the equations (11.12) and 
(11.11) reduce to the following: 

dp + 2(ptan(p + c)dd = 0 

dp - 2 (p t an^ -t- c)de = 0 

which, after integration, lead to 

p = Ca e-^etan,/. _ ^ ^ Q , - ^ 

P = Cfi e20tan«!r - cCOXcj) 

where CQ and C^are integration constants along (a,/3) lines. In other words, the two 

stress variables (p j , 0j) and (p2> ^2) ̂ ' two points along the same stress characterist­
ic are linked by the following equations 

PT -f- c cot<i> 
p +CC0UI) " ~ ^^^2 - ^1) tan0 along an a-line (11.24) 

along an a-line 

along a ;8-line 

along an a-line 

along a y3-line 

(11.20) 

(11.21) 

(11.22) 

(11.23) 
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Pi + ccotd) 
In^^ -̂Z 7^ = 2(^2 - e i) tan^ 

p^ + CCOt(p ^ ^ U -r 
11.2.4 Stress boundary conditions 

along a /3-line (11.25) 

The solution to the governing stress equations (11.12)-(11.11) requires sufficient 
stress boundary conditions in terms of the mean stress and the direction of the prin­
cipal stress (p,6). As shown in Figure 11.3, consider a boundary T whose normal 
forms an angle of d from the y direction. On the boundary, the normal and shear 
stresses are known as o„ and a„,. What we need to do is to determine the values of 
(p, d) from given values of (a„, a,,,). 

y 

Figure 11.3: The stress conditions on a boundary 

Given that the stresses at the boundary must be on the Mohr circle that touches 
the failure envelope as shown in Figure 11.4, from the geometry of the Mohr circle 
or equations (11.4)-(11.5), we have 

On = p + Rcos2(d - 6) (11.26) 

o„, = Rsm2(d - e) (11.27) 

where as before p is the mean stress and R is the radius of the Mohr circle defined 
by R = (p + cot0)sin0. 
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Figure 11.4; Stress states at failure 

From the above equations, we can solve (p, 9) in terms of the given values of 
(On,Ont) and the direction of the boundary d. It can be shown that the mean stress 
p can be solved from the following equation 

(o-„ - pf + oil = (p + ccot^fsm^(p (n.28) 

once the mean stress is determined, either of equations (11.26) or (11.27) can be 
used to obtain the value of 0. 

An important special case is that the shear stress acting on the boundary is zero. 
In this case, equation (11.27) can be used to give the angle of 0 as follows: 

0 = ( - 1)" n 1 + 6 (11.29) 

where n is either 1 or 2 depending on a given problem (determining whether a„ is 
the major principal stress). As for the mean stress, equation (11.28) can be used 
to give 

_ cr„ =F ccos^ 
1 ± sin(^ 

(11.30) 

with the first sign for the case when a„ is the major principal stress and the second 
for the case when a„ is the minor principal stress. 
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(a) (b) 

Figure 11.5: Slip line fields containing straight slip lines 

11.2.5 Simple slip line fields 

For the most general case (i.e. cohesi ve-frictional soils with self-weight), a rigorous 
solution of a practical problem using the slip line theory would require numerical 
construction of slip line fields and this will be covered in the next section. This sec­
tion gives some simple slip line fields that have proved to be very useful in giving 
solutions for many simplified practical problems of great interest. In particular 
there is a class of slip line fields that contain straight slip lines. It can be shown easi­
ly that if one slip line of a given family is straight, then all slip lines of that family 
must be straight. 

As shown in Figure 11.5, there are two most common stress fields that contain 
straight slip (or shear) lines and they are (a) constant stress states where slip lines 
are parallel to each other (b) transitional stress states where one family of slip lines 
meet at a point. 

Constant stress states 

If all the slip lines of one family are straight and parallel, then those of the other 
family must be likewise, as shown Figure 11.5(a). Since the value of 0is constant 
it follows from equations (11.16)-(11.17) or (11.20)-(11.21) that for weightless 
soils the mean stress p is also constant. Therefore the stress field {Ox,Oy,Oxy) re­
mains constant. 

Transitional stress states 

If the slip lines of one family are straight and meet at a point, those of the other fami­
ly should be logarithmic arcs as shown in Figure 11.5(b). This system of slip lines 
is also called a centred fan. It will be shown later in this chapter that a number of 
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important problems can be solved by inserting a centred fan between two constant 
stress regions. 

11.2.6 Boundary value problems and construction of slip line fields 

The process of solving a boundary value problem using slip line analysis involves 
the construction of a complete slip line field from known boundary conditions for 
the stresses. For the case when soil self-weight can be ignored, analytical methods 
are possible in such a process. However, a numerical method (such as the finite dif­
ference method) would need to be used in order to include the effect of gravity 
(Booker and Davis, 1977; Walker, 2004; Martin, 2005). Collins (1982) presented 
a detailed description of alternative numerical methods of solution. 

As discussed by Hill (1950), Booker (1970) and Booker and Davis (1977), sever­
al distinct types of slip line field construction are found to occur repeatedly in the 
problem solving process, often in the same problem in different parts of the plastic 
regions. Given below are the three most widely used boundary value problems. 

Initial characteristics or Riemann problem 

If two intersecting characteristics are known, then the slip line field between them 
is determined uniquely. Refer to Figure 11.6(a), the slip line field can be determined 
once we know the position and stress variables for OA and OB. The same proced­
ure applies if the radius of curvature of one of the given slip lines, say OB, is al­
lowed to become indefinitely small. In this special case, O is a singularity through 
which all a lines pass, Figure 11.6(b). 

(b) 

Figure 11.6: Initial characteristics orRiemman problem 

Cauchy problem 
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If two stresses are known on an arc AC of a non-characteristic curve, then the slip 
line field is determined in the influence domain between the intersecting character­
istics through A and C. A common example is when AB is a stress-free surface. 
Refer to Figure 11.7, the slip line field can be determined once we know the normal 
and shear stresses acting on OC. 

Os 

^UO^., 

Figure 11.7: Cauchy problem 

Mixed or Goursat problem 

If one characteristic is given and one condition of stress (such as the direction of 
principal stress, 6) is specified on a non-characteristic curve, then the slip line field 
between these two curves is determined uniquely. A common example is the con­
struction of the slip line field between a given slip line and a frictionless rigid boun­
dary. Refer to Figure 11.8, the slip line field can be determined once we know the 
slip line OA and the direction of the principal stress on OC (i.e. the 6 value is given). 

Figure 11.8: Mixed or Goursat problem 
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n . 3 VELOCITY FIELDS IN PLASTIC REGIONS 

For a rigid plastic material, there will be a constant distribution of velocities in the 
plastic regions at the onset of plastic collapse or failure. It is therefore necessary to 
determine such velocity fields for an exact solution to a given problem as it must 
also satisfy displacement boundary conditions apart from stress boundary condi­
tions. Published slip line solutions of problems of interest to geomechanics have 
been almost exclusively for material obeying an associated flow rule, with an im­
portant exception in Cox (1963) where the effect of non-associated flow rules on 
failure loads was studied. For clarity, the governing equations of velocity fields for 
associated and non-associated flow rules will be presented separately. 

11.3.1 Velocity fields for associated flow rules 

Governing equations of velocity fields 

Let Ux and Uy be the velocity components in the x and y directions. The strain rates 
will be given by 

y ^ ^ + ?^^XJL (11.33) 
'^^ dy dx dOxy ^ ' 

where A is a positive plastic scalar and/denotes a yield function. 

The Mohr-Coulomb yield function takes the following form 

^ " V 4^^>' ~ "^^ -^ °%~ \i°y^ + (^y)sin?i - c c o s ^ = 0 (1L34) 

which can be substituted into equations (11.31)-(11.33) to give 

ix= - | A ( s i n ^ + cos 20) (11.35) 

^y= - 4A(sin0 - cos 20) (11.36) 

y^ = ±Umie (11.37) 

By adding equations (11.35) and (11.36), we obtain the following expression for 
the volumetric strain rate 
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£v = £% + £y = -XsiiKp (11.38) 

from which it can seen that for any friction angle greater than zero the plastic volu­
metric strain rate will be negative and therefore leads to dilation. Evidence suggests 
that the dilation predicted using this equation based on an associated flow rule is 
excessive. This is why we will study in the next section the velocity fields derived 
from the use of a non-associated flow rule. 

The equations (11.35)-(11.37) can also be used to derive 

£x + £y = ~ yxySini^ cosec 26 (11.39) 

£y - ^x = Y^cotie (11.40) 

Then by the use of equations (11.31)-(11.33), we obtain the following governing 
equations for velocities: 

^ + c o t 2 e ^ + c o t 2 0 ^ -'-? = 0 (11.41) 

dx oy dx dy ^ ^ 

^ + sin0 cosec 2 9 ^ + sin<^ cosec 26 ^ + ^ = 0 (11.42) 

Solutions by the method of characteristics 

As for the stress field equations( 11.8)-(l 1.9), the above equations governing the ve­
locity fields cannot be solved easily without changing the coordinate system. Since 
they are hyperbolic, the best approach to solution is again by the use of the method 
of characteristics. Following a standard procedure it can be shown that the the char­
acteristics of the velocity equations are the same as those for stress equations. The 
slopes of the velocity characteristics are defined by 

I = tan(0 ± fi) (11.43) 

where ^ = n/4 — (f)j2 . As shown in Figure 11.1., the velocity (or stress) charac­
teristics are equally disposed about the major principal stress direction. 

To obtain the equations governing the variation in velocity along a velocity char­

acteristic, we find it convenient to define two new velocities Ua, Ug which are the 

components of the sum velocity projected along the two characteristics: 

UaCOS(6 + ju) — UaCOS(0 - ju) 

— sin 2/1 
(11.44) 

UQsm{6 + ju) — UaSin(6 — pC) 
^y = ^^^ ("-4^) 
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By substituting the above equations into (II.41)-(11.42), we can obtain the follow­
ing equations giving variation of velocity along velocity characteristics (a,/S) 

cos^dua + (up — UaSm(p)d9 = 0 along an a-line (11.46) 

cos^dup + (upsin^ — Ua)d6 = 0 along a ^-line (11.47) 

For a cohesive soil, the above velocity equations reduce to Geiringer's (1930) 
equations in metal plasticity 

dua + Updd = 0 along an a-line (11.48) 

dup — UadO = 0 along a/S-line (11.49) 

that implies that the rate of extension along any slip line is zero. 

It is instructive to compare the nature of the velocity equations with that of stress 
equations. With the stress equations, we have two equations and two stress vari­
ables p and 6. So the system is statically determinate in the sense that the stress 
fields in the plastic region can be determined as long as the stress boundary condi­
tions are known. The velocity equations, as defined in (11.46) and (II.47), are dif­
ferent. Now we have two equations but with three variables Ua, up and 6. Therefore 
in general the velocity solutions are possible only after the stress solutions (and 
therefore 6) are determined. 

11.3.2 Velocity fields for non-associated flow rules 

Governing equations of velocity fields 

Let Ux and Uy be the velocity components in the x and y directions. The strain rates 
will be given by 

(11.50) 

(11.51) 

(11.52) 

where A is a positive plastic scalar and g denotes a plastic potential which is differ­
ent from the yield function. 

For the non-associated Mohr-Coulomb plasticity, we often assume a plastic po­
tential in the following form 

^ ^ aw^ ^ ^ dg 
•̂  dx dOx 

• ^ " y ,• dg 

^y ~ dy ^ dOy 

. _ dUx 5"y _ 
'^xy ~ dy dx dOxy 
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g = J-^i(^y - (^xf + o% - ^{Ox + Oy)simp = constant (11.53) 

where ip is the angle of dilation that ranges between zero and the angle of friction. 
By substituting the above plastic potential into equations (11.50)-(11.52) we have 

£;( = - ^X(simp + cos 26) (11.54) 

Ey = - ^iisin^ - cos20) (11.55) 

Y^=±i.sm2e (11.56) 

By adding equations (11.54) and (11.55), we obtain the following expression for 
the volumetric strain rate 

•^x 
+ £y =-^.sintp (11.57) 

from which it can seen that for any dilation angle greater than zero the plastic volu­
metric strain rate will be negative and therefore lead to dilation. By setting a suitable 
dilation angle, the above equation can give prediction that is consistent with meas­
urement. This is why the non-associated Mohr-Coulomb plasticity has found a 
wide application in geomechanics (Davis, 1968). 

The equations (11.54)-(11.56) can also be used to derive 

Ex + £y = - Y^sinip cosec 26 (11.58) 

^y-^x = 7;̂ , cot 20 (11.59) 

Then by the use of equations (11.50)-(11.52), we obtain the following governing 
equations for velocities: 

^ + c o t 2 0 ^ + c o t 2 0 ^ - ^ = 0 (11.60) 
dx dy dx dy ^ ^ 

^ 4- sinV cosec 29 -^ + s in^ cosec 261 ^ -h - ^ = 0 (11.61) 

Solutions by the method of characteristics 

As for the stress field equations( 11.8)-( 11.9), the above equations governing the ve­
locity fields cannot be solved easily without changing the coordinate system. Since 
they are hyperbolic, the best approach to solution is again by the use of the method 
of characteristics. Following a standard procedure it can be shown that the the char­
acteristics of the velocity equations are not the same as those for stress equations. 
The slopes of the velocity characteristics are defined by 
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dx 
dy 

= tan(0 ± jx') (n.62) 

where ̂ ' = n/A - ip/2. As shown in Figure 11.9, the velocity characteristics are 
equally disposed about the major principal stress direction. 

— A<0 _ Z. fi' = 45' 

Figure 11.9: The velocity characteristics for non-associated flow rules 

To obtain the equations governing the variation in velocity along a velocity char­
acteristic, we find it convenient to define two new velocities u^,, Un, which are the 

components of the sum velocity projected along the two characteristics a' and /3' 

(n.63) 

Uy = 

Ua,cos{6 + fi') - u^,cos{d 

— sin 2/1' 

Ug,sm{6 + ju') - u^.sm{d -

- / . ' ) 

-fi') 

sin 2fi' 
(n.64) 

By substituting the above equations into (11.41)-(11.42), we can obtain the follow­
ing equations giving variation of velocity along velocity characteristics (a',/3') 

cosTpdu^, + {un, — u^,smtp)dO = 0 

co^xpdug, + (uo.s'mip - u^,)dd = 0 

11.3.3 Discontinuities in velocity 

along an a'-line 

along a yS'-line 

(11.65) 

(11.66) 

A line across which there is a change in velocity field is termed a velocity discon­
tinuity. In treating specific plastic problems, it proves essential to use the fact that 
the line separating a region in which plastic flow occurs from a region which re­
mains at rest must be a velocity characteristic. Prager and Hodge (1951) prove this 



308 CHAPTER 11 

for a cohesive material. We now follow Davis (1968) in proving that this is indeed 
the case for a general cohesive-frictional material. 

Figure 11.10: Velocity discontinuity for non-associated flow rules 

For simplicity, we assume that the change (or jump) in normal and tangential ve­
locities across a velocity discontinuity be du and dv. Without losing generality, we 
take the x direction tangential to the discontinuity and the y direction normal to it. 
Given the velocities on the rigid side of the discontinuity are zero, it then follows 
that the velocities on the plastically deforming side should be du and dv. We now 
use equations (11.60) and (11.61) to obtain the following two equations 

ducoiW - dv = Q (11.67) 

dus'm^cosec28 + dv = 0 (11.68) 

which can be combined to give 

0 = ± ( | + | ) (11.69) 

£ = T tanV ' (11.70) 

From the above two equations, it is an easy matter to conclude that the discon­
tinuity must be a velocity characteristic and the resultant jump in velocity must be 
in a direction at ip to the discontinuity. This is shown in Figure 11.10. It should be 
mentioned that the above discussion is for a non-associated flow rule. In the case 
of an associated flow rule, the conclusion should be modified as: the discontinuity 
must be a velocity characteristic and the resultant jump in velocity must be in a 
direction that forms an angle of 0 to the discontinuity. 
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11.3.4 Stress conditions on velocity characteristics 

It should be noted that only velocity characteristics can be termed 'slip lines' as ve­
locity discontinuities can occur across them. For materials with an associated flow 
rule, the stress and velocity characteristics are the same so the stress characteristics 
may also be termed 'slip lines'. However this is not the case with materials with 
a non-associated flow rule where the velocity characteristics are different from the 
stress characteristics. In other words, the stress characteristics for a non-associated 
material cannot be termed 'slip line'. 

T., = c + (T.,tan(̂  j^ = c' + CT,tan^ 

Associated flow rules Non-associated flow rules 

Figure 11.11: Stress conditions on velocity characteristics (i.e. slip lines) 

Now let us consider the stress condition along velocity characteristics. 
Figure 11.11. We assume the shear and normal stresses acting on a velocity charac­
teristic (i.e. a slip line) be denoted by T,V and o,^. If the material obeys an associated 
flow rule, then the velocity characteristic or a slip line is also a stress characteristic 
on which by definition the stresses satisfy the Mohr-Coulomb yield criterion, 
namely 

Ts = c + Os tan ^ (11.71) 

where c and (p are soil cohesion and friction angle. If the material obeys a non-asso­
ciated flow rule, however, we know from a simple Mohr circle construction that the 
stresses on a velocity characteristic or a slip line do not satisfy the yield criterion, 
but are linked by the following equation 

Tj = c' -f- CT^tan^' (11.72) 

in which 
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^, ^ ccost/;cos.^ 
1 - sin V'sin 0 <> • / 

cos^sin^ 
tan(/)' = Tj -̂  , -̂  , (11.74) 

Therefore we should use c'and ^'as measures of 'cohesion' and 'friction angle' on 
slip hnes (Davis, 1968; Drescher and Detoumay, 1993). 

11.4 GEOTECHNICAL STABILITY EXAMPLES 

In this section we present a few important examples that allow for analytical solu­
tions of both stress and velocity fields at the state of plastic failure. In an analytical 
treatment, the effect of self-weight of soil has to be ignored. However the self-
weight can be taken into account easily using a numerical integration method (e.g. 
Sokolovskii, 1965; Booker and Davis, 1977; Salencon, 1977). 

11.4.1 Bearing capacity of embankments — stress fields 

Figure 11.12 shows an embankment of cohesive-frictional soil subjected to a uni­
form surcharge on the slope. The slope makes an angle of a> from the vertical direc­
tion. We are interested in the bearing capacity of the embankment if it is subjected 
to an uniform vertical load as shown in the figure. 

Due to the symmetrical nature of the problem, we only need to consider half of 
the embankment. An inspection of the boundary conditions suggests that the slip 
line fields for this problem can be divided into three distinct zones: 

Zone I —Passive zone ACD 

Within zone ACD, the stress state is uniform. The boundary stress (surcharge q) 
must be the minor principal stress due to its passive nature. Therefore the direction 
of the major principal stress is tangential to AD and this gives 

6 = 0) (11.75) 

Then from equation (11.30) we obtain the mean stress within Zone I as 

= 1 ± ^ (11.76) 
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Figure 11.12: Plastic stress fields of embankments with surcharge on the slope 

Zone III —Active zoneAA'B 

Within zone AA'B, the stress state is uniform. The boundary stress (the applied ver­
tical load) must be the major principal stress. Therefore the direction of the major 
principal stress is tangential to the vertical (y) direction and this gives 

0 = 0 (11.77) 

Again from equation (11.30) we obtain the mean stress within Zone III as 

_ qt - c c o s ^ 
^ ~ 1 + s in^ 

Zone II — Transitional zone ABC 

(11.78) 

Within zone II, the stress state is not uniform but varies from the uniform zone III 
to zone I. The nature of this variation, for example, along the a line is governed 
by equation (11.24). By substituting the values of (p, d) for zones I and III into equa­
tion (11.24), we readily obtain the value of vertical load at plastic collapse 

qt = {q + c c o t ^ ) t a n 2 ( | + ty2ajun,j, - ccoicj) 

11.4.2 Bearing capacity of embankments - velocity fields 

(11.79) 

Before the stress field obtained can be acceptable, we need to derive a kinematically 
admissible velocity field. 

Zone III —Active zone AA 'B 



312 CHAPTER 11 

Now let us consider the velocity fields in the plastic zone, Figure 11.13. In the ac­
tive zone AA'B, assume the vertical velocity is Uy = u„. It is therefore easy to de­
rive that within this zone the velocities along a and ^ lines should be 

Ua = Up = " o S i n ( | + | ) (11.80) 

Figure 11.13: Velocity fields of embankments with surcharge on the slope 

Zone II — Transitional zone ABC 

Within the transitional zone, we know that at point B, the velocity along the a line 
should be 

a« = a « s i n ( | + | ) (11.81) 

If we consider the a line, EC, that separates the plastic zone from the rigid one. The 
velocity along the y3 line must be zero. Therefore from equation (11.46), we obtain 

dua = UataxKpdd (11.82) 

which can be integrated to give 

Ua = Cae'^''"^ (11.83) 

the integration constant Ca can be determined from the boundary condition at point 
B where 
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Ua\B = MoSin(| + | ) for 0 = 0 (n.84) 

The constant Ca is found to be 

C„ = MoSin(| + | ) (n.85) 

As a result the velocity variation along BC is governed by 

Ma = WoSin(| + |)e'^t^"^ (11.86) 

Zone I —Passive zone ACD 

Within zone ACD, the stress state is uniform and so is the velocity field. From the 
velocity variation along BC derived above we know that at point C the velocity 
along the a line can be obtained by using 6 = m 

M„|c = "oSin(| + | K ' ^ " ^ (11.87) 

From the discussion previously on discontinuities in velocity we know that CD 
must be a discontinuity in velocity. The actual resultant velocity along CD forms 
an angle of (p from CD. The magnitude can be derived from the following expres­
sion: 

w I ^ sin(f + -) 

' COS^ COS0 ^ ^ 

11.4.3 Bearing capacity of embanlonents - Hill's mechanism 

The stress and velocity solutions presented above are based on Prandtl's failure 
mechanism. Now we will study the same problem but by using a different failure 
mechanism as suggested by Hill (1950). 

Plastic stress fields 

The stress characteristics network for an embankment based on Hill's mechanism 
is shown in Figure 11.14. It is then an easy matter to show that the bearing capacity 
for the embankment using Hill's mechanism is the same as that derived previously 
using Prandtl's mechanism. 

Plastic velocity fields 

Although Hill's mechanism gives the same collapse load as that by Prandtl's 
mechanism, they lead to very different velocity fields. The velocity field from 
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Prandtl's mechanism has been described previously. Now we consider in detail the 
velocity field with Hill's failure mechanism. 

Zone III —Active zoneAOB 

Now let us consider the velocity fields in the plastic zone, Figure 11.14. Assume 
the vertical velocity of OA with loading q, is Uy = Ug- It is therefore easy to derive 
that within this zone the total velocity within the active zone AOB should be 

<P^ ^^ Ujii = Uo/ cos(^ + ^) = Mo sec( | + 2-) (11.89) 

Figure 11.14: Stress and velocity fields of embankments based on Hill's mechanism 

Zone II — Transitional zone ABC 

Within the transitional zone, we know that at point B, the velocity along the a line 
should be 

Malg = UijjCOS(p = MoCOS^Sec(j + y ) (11.90) 

If we consider the a line, BC, that separates the plastic zone from the rigid one. The 
velocity along the f5 line must be zero. Therefore from equation (11.46), we obtain 

dua = Uatan(j)d9 (11.91) 
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which can be integrated to give 

Ua = Cae^'^""^ (1L92) 

the integration constant Ca can be determined from the boundary condition at point 
B where 

Malg = Mocos0sec( | + | ) for 0 = 0 (1L93) 

The constant Ca is found to be 

C„ = MoCOS<^sec(| + | ) (1L94) 

As a result the velocity variation along BC is governed by 

Ua = MoCOS^sec(| + |)e' ' '«"'^ (1L95) 

Zone I —Passive zone ACD 

Within zone ACD, the stress state is uniform and so is the velocity field. From the 
velocity variation along BC derived above we know that at point C the velocity 
along the a line can be obtained by using 6 = 0) 

Ua\c = MoCOS(^sec(| + |)e"'ta"^ (1L96) 

From the discussion previously on discontinuities in velocity we know that CD 
must be a discontinuity in velocity. The actual resultant velocity along CD forms 
an angle of (/> from CD. The magnitude can be derived from the following expres­
sion: 

= i l ^ k = MoSec(f + t)e'"'^"'^ (1L97) 

This suggests that Hill's mechanism gives a different value for velocity fields from 
that predicted using Prandtl's mechanism. 

11.4.4 Shallow foundations on a cohesive-frictional soil 

When the angle to = Jt/2, the embankment problem we have just considered be­
comes a shallow foundation problem. This is shown in Figure 11.15. 

Plastic stress fields in the plastic zone 

The bearing capacity of a surface footing with a surcharge can then be obtained from 
equation (11.79) by using to = jr/2 
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qt= {q + c c o t 0 ) t a n 2 ( | + pg'ftan^ _ ^^.Q,.^ (11.98) 

This solution for a surface footing is known as Prandtl's solution. The above solu­
tion can be further expressed in terms of contributions from cohesion and surcharge 
as follows 

qt = Nc c + Nq q 

where 

Â ^ = t a n 2 ( | + |)e'^t^"0 

Nc = (Nq- l ) c o t 0 

(11.99) 

(11.100) 

(11.101) 

^AHlLkUiH ili_ D 

Figure 11.15: Bearing capacity of surface foundations with surcharge 

Velocity fields in the plastic zone 

The velocity fields in the plastic zone for a shallow foundation based on Prandtl's 
mechanism are derived from the solutions for the embankment by putting 
0) = Jt/2. The velocity diagram is shown in Figure 11.15. 

Complete solution by extending stresses into the rigid region 

The plastic stress solutions obtained so far may not be regarded as an exact (or com­
plete) solution (Bishop, 1953). This is because these stresses have only been shown 
to satisfy the yield condition and equilibrium equations in the plastic zone. Nothing 
has been said as to whether such a stress field can be extended into the rigid region 
without violating the yield condition. 
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In the terminology of Bishop (1953), these stresses are termed a partial stress 
field or an incomplete solution. In addition to meeting the equilibrium equations 
and yield condition, if a satisfactory velocity field can be found that is associated 
with such a stress field and also satisfies the displacement boundary conditions, 
then such an incomplete solution may be regarded as an upper bound solution. 

Suppose, however, that the partial stress field can be extended to the entire body, 
satisfying the equilibrium equations, yield criterion and the stress boundary condi­
tions. It can be regarded as a lower bound solution. The solution obtained should 
then be treated as an exact or actual solution since it is proved to be both an upper 
bound and a lower bound solution. The uniqueness of the stress field is confirmed 
by Hill (1951) who proved that where deformation is actually occurring in any 
mode, the stress found is the actual state. 

Shield (1954) first extended the incomplete stress solution into the rigid region 
in a statically admissible manner for cohesive-frictional materials, and as a result 
the collapse load defined by (11.99) is also a lower bound and therefore the true 
value of the average pressure at failure. Details of such a stress extension procedure 
can be found in Phillips (1956) and Randolph and Houlsby (1984). 

Figure 11.16: Plastic stress fields of passive loading of a retaining wall 

11.4.5 Retaining walls on a cohesive-frictional soil 

It is worth noting that the solution derived earlier for the vertical loading of an em­
bankment on a cohesive-frictional soil can also be used to give solutions for prob-
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lems of retaining walls such as that shown in Figure 11.16. For example the pres­
sure for passive loading of a retaining wall is 

qt = {q-^ cco t9 i ) t an2( | + |)e2a.tan^ - c c o t ^ (11.102) 

where a) is defined in Figure 11.16. 

11.4.6 Pseudo-steady wedge penetration into a cohesive-frictional soil 

We now consider a pseudo-steady wedge penetration into a semi-infinite mass of 
cohesive-frictional soil, Figure 11.17. With pseudo-steady plastic flow, the slip line 
pattern, while not remaining fixed as in the problem of steady flow, retains its shape 
and changes only in size. The solution for this problem in a purely cohesive soil 
with the Tresca model was first derived by Hill et al. (1947). The extension to a 
cohesive-frictional soil was later made by Shield (1953). In this section we will 
follow Shield closely and present the cohesive-frictional solution. The solution for 
the special case of a purely cohesive soil, as described by Hill (1950) and Prager 
and Hodge (1951), will be given briefly in a later section. 

Figure 11.17: Steady wedge penetration into cohesive-frictional soils 

As the wedge is pushed into the soil, the displaced soil will form a raised lip at 
each side of the wedge, and the shape of the lip has to be determined as part of the 
solution to the problem. Following Hill (1950), Shield (1953) assumes that the sur­
faces of the lips are straight and shows a solution exists that satisfies this assump­
tion. The pattern of the stress characteristics, and therefore slip lines for associated 
flow rules, are plotted in Figure 11.17. 
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We denote by / the length AB of the lip, by b the distance of O from AB, and by 
h the elevation of A above OB. The depth of the penetration of the wedge is denoted 
by t and if the downward velocity of the wedge is assumed as the unit of velocity, 
we may take t to be the time variable. The lip AB makes an angle of d - CD with 
the undisturbed level OB and it is easily shown that we have the following expres­
sions for /, b, h in terms of t, 6,0): 

I = -^ (11.103) 
g-(utan^tan(|- - |)cos(5 - sin(d - CD) 

h = t^n{6-o.) ^^^^^^^ 

g-«tan0tan(| - |)cos(5 - sin((5 - w) 

fsin((5 - («)[£-'»'an0tan(f - %)smd + cos((5 - w)] 
b = •£• (11.105) 

g-<«tan0tan(|. _ |)cos(5 - sin(<5 - a>) 

In the active zone of ADE, Ua is a constant and is linked to the the velocity of 
ADE 

Ua = U^jj^COS<p (11.106) 

The boundary condition along AE requires that the velocity of the wedge and that 
of the soil in contact with it must have the same projection on the normal to AE, 
and based on this we can obtain 

a^o^ = sindsec( | + | ) (1L107) 

noting the downward velocity of the wedge is assumed to be a unit. 

In the zone of radial shear, the velocity increases exponentially along each a line. 
It can be shown that along AC the velocity vector has the constant value 

u^c = sin(5sec(| + |)e'"t^"^ (11.108) 

Given the passive zone ABC has a state of uniform stress and is therefore moving 
as a rigid body with velocity M^^ in the direction that is normal to AC, the projection 
of the velocity of the lip AB on the normal to AB is 

M^cCos(| - f ) = sind t an ( | + ^)e"''^'"t' (11.109) 

while the projection of the velocity of the vertex E, that is moving downward with 
unit velocity, on the normal to AB is cos((5 — <w). Hence the distance of E from AB 
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increases at a constant rate which is the sum of these two projections. At a time t, 
the distance of E from AB has therefore reached the following value 

4 s i n 5 t a n ( | + |)e'»t^"<* + cos((3 - co)] (11.110) 

From the geometry of Figure 11.17, we can see that this distance is also equal to 

b + tcos(d - (o) (11.111) 

By equating expressions (11.110) and (11.111), we have 

b = ?s in(5tan( | + |)e'»'^"?> (11.112) 

By substituting equation (11.112) into equation (11.105), we can obtain 

cos(w[e«"»"*tan(f + t) + e-<»"'"*tan(f - ^))] 
cos(2(5 -0)) = 5 ^ 5 ^ (11.113) 

2sincy + e'""'"*tan(j + %) + e~""<"">'tan(^ - j) 

which determines how the angle of CD would vary with the wedge half angle d and 
the angle of friction <p. 

Once the slip line network (w) is determined, it is a relatively easy matter to de­
rive the vertical pressure acting on the wedge. This is found to be 

qi = c cotcp [e2«'tan0tan2(| + | ) - 1] (11.114) 

11.4.7 Solutions accounting for non-associated flow rules 

For all the solutions presented so far, we assume that the soil obeys an associated 
flow rule. In this case, the stress characteristics coincide with the velocity charac­
teristics. However in reality the flow rule of a cohesive-frictional material is non-as­
sociated which means that the angle of dilation is not the same but much less than 
the angle of friction. In this case, the velocity characteristics are governed by equa­
tion (11.62), and are different from the stress characteristics defined by equation 
(11.43). 

Cox (1963) appears to have been the first to study the velocity characteristics of 
a non-associated flow rule by considering the angle of dilation as zero. In this spe­
cial case (which is reasonable for loose frictional soils), the plastic volumetric strain 
is zero according equation (11.57). 

For zero dilation (ip = 0), the velocity equations are 

^ + c o t 2 0 ^ + c o t 2 e ^ - ^ = 0 (11.115) 
dx dy dx dy ^ ' 
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du dUv 
^ + ^ = 0 dx dy (n.ii6) 

for which there are the following two velocity characteristics, a ' and /? ' lines, as 
defined below 

I = tan(̂  ± f) (11.117) 

which are now orthogonal, depending only on the direction of the major principal 
stress, which is known from the solution for the stress field. 

In the usual way, we can obtain the following equations giving variation of ve­
locity along velocity characteristics (a',yS') 

du^, + Uo,dd = 0 

dua, — u„,dd = 0 

along an a'-line 

along a y3'-line 

(11.118) 

(11.119) 

Following the study of Cox (1963), we can plot for the case of zero dilation angle 
both the stress characteristics and velocity characteristics for a footing with Hill's 
failure mechanism in Figure 11.18. It can be seen that the velocity characteristics 
are more complex than the stress characteristics. 

D 

Velocity characteristics Stress characteristics 

Figure 11.18: Velocity characteristics for a non-associated flow rule 
(adopted from Cox, 1963) 

For the case of Prandtl's failure mechanism, the slip line network is similar to 
that shown in Figure 11.18. Examples are also given in Davis (1968) and Salencon 
(1977). 
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11.4.8 Special solutions for a purely cohesive soil 

For purely cohesive soils where the angle of friction is zero, the solutions are well 
known as they are the same as those obtained in metal plasticity by Hill (1950), 
Prager and Hodge (1951) and Bishop (1953). In this case, the slip line field is 
simpler as in Zones I and III, the a and ^ lines are normal to each other. In the tran­
sitional zone II, the a line is part of a circle. 

Embankment made of cohesive soils 

The solution for the vertical load on an embankment with a surcharge can be shown 
to be 

qt== q + l{l+ (o)c (11.120) 

Shallow foundations on cohesive soils 

The bearing capacity of a shallow foundation can be obtained from equation 
(11.120) and ai = n/2 . The solution is well-known 

qt = q + {2 + 7i)c (11.121) 

It should be noted that it was Bishop (1953) who first extended the stress field into 
the rigid region in a statically admissible manner for cohesive materials and there­
fore established the solution (11.121) as the exact solution for foundation problems 
in cohesive materials. 

Wedge penetration into cohesive soils 

The solution for this problem was derived by Hill et al. (1947) and also presented 
in detail by Prager and Hodge (1951). The procedure used was the same as that used 
earlier for solving the same problem in cohesive-frictional soils. It is found that the 
angle o) is linked to the wedge angle d 

Id = (D + c o s - i t a n ( | - | ) (11.122) 

Once the angle o) is determined the pressure acting on the wedge can be calculated 
by 

q, = 2c(l + 0)) (11.123) 

11.5 PLASTIC ANISOTROPY 

The governing equations and plastic solutions described so far are only valid for 
an isotropic yield criterion. The Mohr-Coulomb yield function is defined as follows 
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f(Ox, Oy, Oxy) = R - (p + ccot(^)sin^ = 0 

where 

R 
.Or - O. 

' ( -

Ox + Oy 

'-? + Oxy" 

( n . i 2 4 ) 

( n . i 2 5 ) 

( n . i 2 6 ) 

The cross section of the yield criterion (IL124) with a constant Z is a circle in 
the space of(X,Y,Z) with X = {Ox- Oy)/2, Y = Oxy and Z = (Ox + Oy)/2 = p. 
This is because the yield criterion can also be expressed in the following form: 

X^ + Y^ = [(Z + ccot(p)sm4)f ( n . l 27 ) 

which is plotted in Figure 11.19, where the radius of the circle depends on the value 
of mean pressure Z. 

Isotropic yield function 

Q X 

Anisotropic yield function 

Figure 11.19: The isotropic and anisotropic Mohr-Coulomb yield surfaces in X-Y stress 
space 

11.5.1 Solution for a general anisotropic cohesive-frictional material 

In a significant paper, Booker and Davis (1972) presented an extension of the slip 
line equations for the isotropic Mohr-Coulomb condition to a general anisotropic 
criterion, which contains Hill's (1950) earlier treatment as a special case. In Booker 
and Davis (1972), the yield condition considered is of the following general form: 

f(Ox, Oy, Oxy) ^ R - F(p,e) = 0 ( n . l 2 8 ) 

or in terms of X, Y, Z it takes the form 

X^ + Y^ = (F(Z,0)f ( n . l 2 9 ) 



324 CHAPTER 11 

where F is a known function of the mean pressure Z and the direction of principal 
stress 

2a xy tan(20) = 5 - ^ (11.130) 

Figure 11.20: The coordinate system and stress characteristics for anisotropic plasticity 

Referring to the coordinate system shown in Figure 11.20, the equations of equi­
librium are 

So. . dO; 

dx + 
xy 

dy 

dOxy dOy 

= y 

0 

(11.131) 

(11.132) 
dx dy 

Note that X is used to denote the direction of gravity. It proves useful to use Mohr's 
stress representation 

Ox=p+Rcos20 (11.133) 

Oy = p - Rcos20 

a-xy R sin 20 

(11.134) 

(11.135) 

If we substitute the above three equations into the equations of equilibrium 
(11.131) and (11.132), it is found that the resultant equations are hyperbolic. To 
simplify the mathematics, we now introduce the following variables m and v de­
fined by 

tan(2m) = ^ | | 

cos(2v) = cos(2m) aF 
3p 

(11.136) 

(11.137) 
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Booker and Davis (1972) show that the characteristics of (11.131)-(11.135) are 

^ = tan(^a) = t an (0 - m - v) (11.138) 

^ = tan(^^) = tan(6> - m + v) (11.139) 

Integrals of (11.138) and (11.139) are called a and /3 lines. The equilibrium equa­
tions may be written as follows 

sin[2(m - v)]^ + 2 F | f + rcos(2m)[sin(2v)g + cos(2r)^] = 0 (11.140) 

sin[2(m +v)]^+ 2F^ + ycos(2m)[- sin(2v)0 + cos(2v)^] = 0 (11.141) 

which are hyperbolic if the characteristics (11.138) and (11.139) are real and dis­
tinct. It is noted that the angle m defined by (11.136) has a simple geometric inter­
pretation, which is shown in Figure 11.19, where C is the intersection of the three-
dimensional yield surface with the plane Z=p=constant. 

11.5.2 Solution for a purely cohesive material 

If the yield function is independent of mean pressure, that is F = F{0), therefore 
from equations (11.136) and (11.137), we have m = m(0) and v = 7c/4. Equa­
tions (11.140) and (11.141) can be reduced to 

- - ^ + 2 F s e c ( 2 m ) | ^ = 0 (11.142) 

g + 2 F s e c ( 2 m ) ^ = 0 (11.143) 

where p = p — yx. Referring to Figure 11.19, we denote by S{r]) the arc length of 
the curve C starting from point Q. It can be shown that 

^ = i?sec(2m) (11.144) 

with which equations (11.142) and (11.143) can be rewritten as follows 

- | + i = 0 (11.145) 

1 + 1 = 0 (11.146) 

and therefore 
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p - S(20) = constant on ana-line (11.147) 

p + S(20) = constant on a ^-line (11.148) 

It is noted that the solutions (11.147) and (11.148) have also been derived by Rice 
(1972) independently. 

Both Booker and Davis (1972) and Rice (1972) have applied the above solutions 
to derive the bearing capacity of a smooth strip footing in clay modelled by a gener­
al anisotropic yield surface. The bearing capacity solution is simply expressed as 
follows 

q=PQ + S (11.149) 

where S is the minimum arc length between points P and Q, shown in Figure 11.19. 
This solution reduces to the special solutions of Hill (1950) and Davis and Christian 
(1971) when their special yield surfaces are used. In addition, for the special case 
of an isotropic Tresca model, the solution (11.149) leads to the following well-
known solution 

q = PQ + S = 2c + TIC = (2 + n)c (11.150) 

11.6 AXISYMMETRIC PROBLEMS 

Slip line analysis was initially developed for plane strain problems. Its successful 
application to the analysis of axisymmetric problems was made by Shield (1955) 
for Tresca materials and later by Cox et al. (1961) for Mohr-Coulomb materials. 
For axisymmetric problems, there is a need to make the assumption (Haar and von 
Karman, 1909) that the hoop stress is either the major or minor principal stress. 

n <P 

Figure 11.21: The coordinate system and stress characteristics for axisymmetric 
problems 
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11.6.1 Basic equations in terms of stresses 

Equilibrium equations 

Referring to the axisymmetric coordinate system shown in Figure 1L2L we have 
the following two equations of equilibrium under axisymmetric conditions: 

f + ^ = - ^ ^ (11-151) 

^ + ^ = y - ^ (11.152) 

where y is the unit weight of the material in the z direction and O/^ is the hoop stress 
(which is assumed to be equal to either the major or minor principal stress). 

By substituting equations (11.3)-(11.5) into equilibrium equations 
(11.151)-(11.152), we obtain the following governing equations 

y - ( l + sin0cos20) + -^sin0sin20 

+ 2R(--| |sin2ei + |^cos20) = y'sina (1L153) 

-^ sin 0 sin 20 + -^(1 - sin ̂  cos 20) 

+ 2/?(||cos20 + 1^ sin 20) = y'cosa (1L154) 

where p and R are mean stress and the radius of the Mohr stress circle, namely 

p = ^iOr + o,) = | ( a i + o,) (n.l55) 

R = (p + ccot^)sin^ (1L156) 

and y' is an equivalent bulk unit weight at an orientation a, which accounts for the 
effects of the additional terms in the axial symmetry equilibrium equations when 
compared with plane strain cases (Houlsby and Wroth, 1982). It is easily shown 

y'sina = -"'''"'' (ILISV) 

y ' c o s a = y - ^ (n.l58) 

Asnotedby Houlsby and Wroth (1982), by setting y' = y, a = 0, the governing 
equations (11.153) and (11.154) in axisymmetry reduce to those for plane strain 
problems. 

Equations (U. 153) and (11.154) are two simultaneous first order partial differen­
tial equations governing the variation of the stress state in terms of (p, 0). For prob-
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lems with known stress boundary conditions, the above two equations can be used 
to determine two unknowns (p, 0), which can then be used to derive the stress com­
ponents (Or,0^,Orz)-

11.6.2 Solution using the method of characteristics 

The best way of solving the governing equations (11.153)-(11.154)is using the so-
called method of characteristics (Hill, 1950). This is because the equations are hy­
perbolic. In this method, the equations are re-expressed along two characteristic 
directions so that integration can be readily carried out. Following the method out­
lined in Cox et a/. (1961) and Kachanov (1974), it can be shown that the two charac­
teristics (a,j8) for the two equations (11.153)-(11.154) are defined by 

^ = tm{9 ± ju) (11.159) 

where ju = Jt/4 — (p/2 as shown in Figure 11.21. It can be shown that the two 
characteristics defined in (11.159) represent the two failure planes on which the 
failure criterion is satisfied. This is why they are also termed slip lines or shear lines 
which refer to two dimensions. 

Along the directions of ia,/3), the variation of stress state in a plastic region can 
be shown to be as follows: 

dpcoscj) + 2(ccos(p + psin(p)d6 = y'sin(a - <p)dr + y'cos(a — (j))dz (11.160) 

dpcos(j) — 2(ccos0 + psin<p)d6 = y'sin(a + (j))dr + y' cos{a + (p)dz (11.161) 

which can be solved for given boundary conditions. Detailed applications can be 
found in Shield (1955), Cox etal. (1961), Lockett (1962), Houlsby (1982), Bolton 
and Lau (1993) and Walker (2004) among others. 
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CHAPTER 12 

LIMIT ANALYSIS 

12.1 INTRODUCTION 

The purpose of stability analysis is to determine the maximum load that a soil struc­
ture can sustain before it failures. The soil collapse load is primarily a function of 
the soil strength which can be measured from either laboratory or in-situ tests. Two 
main methods can be used to determine the soil collapse load. They are indirect 
load-path analysis and direct limit analysis. 

With load-path analysis, a complete load-displacement response has to be com­
puted before the soil collapse load can be estimated. Examples of this type of pro­
cedure, using the finite element method, can be found in Nagtegaal et al. (1974), 
Chen (1975), Sloan and Randolph (1982), Alehossein etal. (1992), Yu etal. (1993) 
and Potts and Zdravkovic (1999) among many others. This approach, although 
powerful, is often too cumbersome to use in practice since it requires a complete 
specification of the stress-strain relations and material properties for each soil and 
structural component. This information is not only difficult to measure accurately 
but also very expensive to obtain. 

As an alternative, by assuming that soil strengths are independent of the de­
formation, it is possible to use the bound theorems of limit analysis to estimate the 
soil collapse load directly (Chen, 1975; Chen and Liu, 1999). Theoretically, the di­
rect method of limit analysis allows the collapse load of soil structures to be ob­
tained in a relatively simple manner. In practice, however, the application of this 
direct approach poses a number of challenging computational problems which have 
only been partially resolved recently. The first major advantage of using the bound 
theorems for stability analysis is that they automatically provide an upper bound 
and a lower bound on the true collapse load. This means that the engineer can auto­
matically estimate the accuracy of the solutions obtained. The second advantage is 
that the bound theorems only require the strength properties for each material con­
cerned. In general these are much easier to measure than the deformation properties 
which are needed for load-path analysis. 

By using finite elements and a suitable linear approximation of the yield surface, 
the lower and upper bound theorems lead to large linear programming problems 
(e.g. Lysmer, 1970; Anderheggen and Knopfel, 1972; Bottero et al, 1980; Sloan, 
1988a,b, 1989; Sloan and Kleeman, 1995; Yu and Sloan, 1991a,b, 1994a,b,c, 1995; 
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1997; Yu et at, 1994, 1998; Merifield et al., 1999, 2001; Maier et al, 2000). On 
the other hand, nonlinear programming problems can be formulated if nonlinear 
yield functions are not linearized (e.g. Gao, 1988; Zouain et al, 1993; Liu et al, 
1995; Lyamin and Sloan, 2002a,b; Li and Yu, 2005,2006a,b). In addition, an itera­
tive linear matching method has also been used by Ponter and Boulbibane (2006) 
for limit analysis. A key advantage of using a numerical formulation of the bound 
theorems is that it can deal with complex loading, complicated geometries and a 
variety of material failure conditions. 

12.2 BASIC PROCEDURES OF LIMIT ANALYSIS 

In this section, a brief description of the basic procedures for both upper and lower 
bound limit analysis is given. For this purpose, simple problems are considered so 
that analytical solutions are possible. Although choices are many, we will use the 
passive loading of a vertical retaining wall behind a cohesive-frictional soil mass 
(shown in Figure 12.1) as the example to illustrate the basic steps for performing 
both upper bound and lower bound limit analysis. 

Mohr-Coulomb soils 

Figure 12.1: Problem of passive loading of a vertical retaining wall 

12.2.1 Lower bound method of limit analysis 

The lower bound theorem 

As stated in Chapter 4, the limit load that is calculated from an equilibrium distribu­
tion of stresses that is also everywhere below yield will be lower than the true col-
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lapse load. This is the so-called lower bound theorem. In lower bound analysis, the 
main task is to devise a stress field that must satisfy both equilibrium and yield 
condition. The resulting stress field is also known as a statically admissible stress 
field. It proves to be useful to employ stress discontinuities in the construction of 
statically admissible stress fields (Prager and Hodge, 1951; Shield, 1954). 

Stress fields for a loaded wedge 

As an example, we now consider a wedge that is under uniform pressure on one of 
its boundaries, as shown in Figure 12.2. 

(a) Slip line field 

(b) Stress fields with one discontinuity 

Figure 12.2: Statically admissible stress fields for a loaded wedge (after Shield, 1954) 

From the discussion in Chapter 11, we can easily show that a slip line network can 
be drawn for this wedge problem. The pressure p required to produce plastic flow 
with this pattern of failure lines is given as a function of friction angle 0: 

<t>^ p = ccot$i]exp[(2/3 - 7r)tan0]tan^(f + ^ ) - 1 (12.1) 

By using a stress discontinuity. Shield (1954) shows that a statically admissible 
stress field, as shown in Figure 12.2(b), can be constructed. In particular, we have 
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>' = 2 + I 
where jj, is given by 

sin/i = sin^sin^, 0 < /i < ^ 

(12.2) 

(12.3) 

The stress jump condition can also be used to determine the lower bound solution 
to the pressure, p, as follows: 

p = ccot<p 
sm(y3 + /i) M 2' 

(12.4) 

For the special case of purely cohesive materials with 0 = 0, we have ^ = 0 
and equation (12.4) takes the form 

p = 2c{l- cos;8) (12.5) 

Figure 12.3: A lower bound solution for passive loading of a vertical retaining wall 

Lower bound solution for a retaining wall 

For the passive loading of a retaining wall problem shown in Figure 12.3, a lower 
bound solution to the horizontal pressure using a stress discontinuity can be taken 
from the lower bound solution (12.4) for a wedge. 

For example, let us take j3 = 120*̂  and (p — 30° as used in Davis (1968). We 
obtain fi = 25.66" and y = 72.8° from equations (12.2) and (12.3). Equation 
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(12.4) can be used to obtain a lower bound solution p = 7.45c, which compares 
very well with the exact solution, p = 7.7c, derived from slip line analysis (12.1). 

12.2.2 Upper bound method of limit analysis 

The upper bound theorem 

The upper bound theorem has been described and proved in Chapter 4. In simple 
terms, it means that an upper bound to the true collapse load can be derived from 
an energy equation between the external work and the internal plastic power dis­
sipation with any kinematically admissible failure mechanism. 

An upper bound solution to passive loading of the retaining wall problem 

To use the upper bound theorem to perform limit analysis, a few steps need to be 
followed. First a kinematic failure mechanism is assumed; second a relevant veloci­
ty field diagram is drawn to give the relationship between various velocity compo­
nents; third, work out external work and internal (or plastic) power dissipation and 
equate them, which leads to an expression for the upper bound solution. 

Figure 12.4: A rigid block failure mechanism for passive loading of a retaining wall 

In addition, it is a common practice to assume that plastic dissipation occurs en­
tirely in velocity discontinuities. This means that no plastic deformation has taken 
placed in the continuum. This assumption has been used mainly to lend simplicity 
to the analyses. In this regard, the rate of plastic power dissipation for a velocity 
discontinuity within the Mohr-Coulomb material can be expressed as the following 
simple form (Davis, 1968): 
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D = cAu (12.6) 

where c is cohesion and Au\& the tangential velocity along a velocity discontinuity. 

For the retaining wall example shown in Figure 12.4, we assume that a failure 
surface is planar plotted as AB in the figure which forms an angle of 9 from the 
horizontal direction, so that at failure the soil mass will be assumed to move as a 
rigid block ABC. Hence plastic power dissipation will occur along AB only. From 
the velocity diagram shown in Figure 12.4, we have the following relationship be­
tween the tangential velocity jump along AB and the horizontal velocity exper­
ienced by the retaining wall AB: 

Au = ,. ; .sOUjc (12.7) 

Hence the energy equation of the upper bound theorem can be written as follows: 

p/i X (5̂ (̂  = CZIM X Afi (12.8) 

The consideration of geometry indicates 

AB = jf^ h (12.9) 
s i n ( | -^ + 9) 

By substituting equations (12.7) and (12.9) into the work equation (12.8), we ob­
tain a general upper bound expression for horizontal pressure p: 

P 5= c (12.10) 
s i n ( | - ^ + 6) )cos(0+0) 

The best upper bound for the assumed failure plane can be obtained by setting 

% = 0 (12.11) 

which gives a critical angle 6 at which the upper bound becomes the best (i.e. 
lowest). 

For example, let us take ;8 = 120'̂ and(?!> = 30^ as used in Davis (1968). It can 

be shown that the upper bound is the smallest when 9 = 45". The best upper bound 

is obtained by putting 9 = 45" into equation (12.10). The resulting upper bound 

value is p = 11.2c, which is considerably greater than the exact solution. 

However this difference can be reduced dramatically by using a two rigid-block 
failure mechanism, as shown in Figure 12.5. In this two rigid block failure mecha­
nism, the velocity discontinuity BC coincides with the stress discontinuity shown 
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in Figure 12.3. Also the velocity discontinuities AB and BD follow the direction 
of slip lines. This revised failure mechanism leads to an upper bound of ;? = 8.02c 
(Davis, 1968), which is much closer to the exact solution of 7.7c. 

Figure 12.5: Two rigid block failure mechanism for passive loading of a retaining wall 
(after Davis, 1968) 

12.2.3 Upper bound limit analysis and limit equilibrium analysis 

Coulomb's analysis of retaining wall problems was based on the equilibrium of 
forces acting on a wedge of soil isolated behind the retaining wall. This method is 
known as limit equilibrium analysis (Terzaghi, 1943). As noted by Collins (1973), 
it gives exactly the same result as the energy balance method used in the upper 
bound limit analysis as long as a rigid failure mechanism is used. This equivalence 
was proved by Michalowski (1989) and also discussed by Drescher and Detoumay 
(1993) and Davis and Selvadurai (2002). 

Following Davis and Selvadurai (2002), we consider a rigid triangular element 
1 surrounded by three elements 2, 3, and 4 (see Figure 12.6). The velocities of each 
element with some common stationary point 0 are denoted as VQJ, VQJ, VQ3 and V04. 

The relative velocities as shown in Figure 12.6 are V] ,v 12' ^13' "14 V, If we denote the 
three sides of the element 1 as Ljj, ^13, L,4 and the traction vectors which act on 
those sides as r ,2 , T^^, T^^, the work done by the external forces associated with 
element 1 can be written as follows: 
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We. = v„2 T,2dL + v„3 T^,dL + Vo4 T,4L - v „ J bdA (12.12) 
Ji-ij Jiij Jz-H J JA 

where b is the body force vector and A is the area of element 1. 

Figure 12.6: A triangular rigid element with velocities of surrounding elements 
(after Davis and Selvadurai, 2002) 

On the other hand the power dissipation associated with element 1 in the absence 
of volume change of the element can be expressed as follows: 

W,„ = V,, I T,,dL + y,3 I T,,dL + v,, T,4L (12.13) 

•'^12 •''•13 -^^14 

The upper bound theorem requires Wex = M̂ ,„- In addition we can also obtain 
the following from Figure 12.6: 

V\2 = ^02 - ^Oi; ^13 = '̂03 - ^Oi; '̂14 = '̂04 " ^01 (12-14) 

The above equations together with the upper bound theorem lead to 

0 = v„, T.^L + Vo, T,,dL + Vo, T,4L - v,A bdA (12.15) 
Jz.,2 JLJ3 JLJ, J h 

which is equivalent to the following given Vgi is arbitrary: 

Jz.12 Jz.,3 J L I , J JA 

bdA (12.16) 

It is evident that the above equation is a statement of equilibrium of forces for 
the triangular element 1. Hence we have proved that, for a rigid failure mechanism, 
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the energy balance equation of the upper bound limit analysis is equivalent to the 
equations of equilibrium used in the limit equilibrium analysis. 

12.2.4 General remarks 

The discussion presented in the previous subsections indicates that the bound theo­
rems of limit analysis can be very powerful for estimating collapse loads. Their ap­
plications by hand are however restricted to simple problems where it is possible 
to assume good failure mechanisms or stress discontinuities. It is also true that the 
upper bound method is easier to apply than the lower bound method, as the engineer 
tends to be less familiar with properties of statically admissible stress fields. More 
importantly, such simple approaches, as outlined above, may not be possible for 
most practical problems with complex geometry, loading and material failure 
conditions. 

Therefore there is a need to develop general numerical methods that can be ap­
plied by the practising engineer to obtain accurate upper and lower bound solutions 
for real geotechnical stability problems. As a result, much progress has been made 
over the last two decades on the development of numerical limit analysis techniques 
using finite elements and mathematical programming. The remaining sections of 
this chapter will present some of the key developments in this exciting field. 

(a) (b) (C) 

Figure 12.7: Elements used in lower bound analyses, (a) 4-noded rectangular 
extension element, (b) 3-noded triangular extension element, and 

(c) 3-noded triangular element 

12.3 LOWER BOUND ANALYSIS USING LINEAR PROGRAMMING 

The development of finite element formulations of the lower bound theorem for soil 
mechanics problems appears to be first carried out by Lysmer (1970). In this ap­
proach, three-noded triangular stress elements are used to model static stress fields. 



340 CHAPTER 12 

The task of finding the best lower bound collapse loads reduces to solving a large 
linear programming problem. This type of approach has later been followed by 
many others including Sloan (1988a,b) for plane strain problems and Yu and Sloan 
(1991a) for axisymmetric problems. The formulations have also been extended to 
analyse problems related to reinforced soils (Yu and Sloan, 1994b) and jointed rock 
(Yu and Sloan, 1994c; Sutcliffe et al, 2004). 

12.3.1 Plane strain finite element formulations 

According to the lower bound limit theorem, any statically admissible stress field 
will result in a lower bound estimate of the true collapse load. A statically admis­
sible stress field is one which satisfies equilibrium and stress boundary conditions 
and does not violate the yield criterion. 

The lower bound finite element formulation to be presented uses three types of 
elements (as shown in Figure 12.7)(e.g.Botteroe?a/., 1980 and Sloan, 1995). Each 
node is associated with three stresses, a^,Oy and Oy^y (Figure 12.8) with the vari­
ation of stresses throughout each element assumed to be linear. The inclusion of 
triangular and rectangular extension elements extends the solution over a semi-infi­
nite domain and therefore provides a complete statically admissible stress field. 

y 

ip, x\ ' '^y\ (^xyl) 
K 2 ' (^y2 %2) 

Figure 12.8: Three-noded linear stress triangle with 3 unknown stresses 
at each node 

Unlike the elements used in displacement finite element analysis, several nodes 
may share the same coordinate and each node is associated with only one element. 
In this way statically admissible stress discontinuities can occur at all edges be­
tween adjoining triangles. By ensuring the equations of equilibrium are satisfied, 
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and that the stress boundary conditions and the yield criteria are not violated, a rig­
orous lower bound on the collapse load is obtained. 

Element equilibrium 

The stresses throughout each element must satisfy the following two equilibrium 
equations : 

dx 

dOy 

+ 

+ 

dy 

dOxy 
dx 

= 0 

= y 

(12.17) 

(12.18) 

where tensile stresses are taken as positive, a right handed Cartesian coordinate sys­
tem is adopted and y is the unit weight of the material. This results in two equality 
constraints on nodal stresses for each element. 

y ' 

Figure 12.9: Stress transformation for plane strain problems 

Discontinuity equilibrium 

It is necessary to impose additional constraints on the nodal stresses at the edges 
of adjacent triangles in order to permit admissible discontinuities. For a discon­
tinuity to be statically admissible only the normal stress parallel to the discontinuity 
may be discontinuous, with continuity of the corresponding shear stresses and nor­
mal stresses perpendicular to the discontinuity maintained. With reference to 
Figure 12.9, the normal and shear stresses acting on a plane inclined at angle 9 to 
the X-axis (positive anti-clockwise) are given by 

o„ = OySin^O + Oy cos-•e Oxy sin W (12.19) 



342 CHAPTER 12 

r = - l^y •;rOx%vi\lQ + 77(Jvsin 2^ + axvCos20 • 'xy' (12.20) 

y 

(<^;t:l ' ^y\ > 

/ 
/^ e 

Figure 12.10: Statically admissible stress discontinuity between adjacent triangles 

Looking at Figure 12.10, for triangles a and b, equilibrium along the discontinui­
ty (or common side) requires that at every point along this side: 

07, = o 
b . t" = t'' (12.21) 

Since stresses are confined to varying linearly along any element edge, an equiva­
lent condition is achieved by enforcing the constraints: 

= ^6 
'nl 'n2 ' O' «3 X\ = T'' 2 ' 

rU ^ rb (12.22) 

As such, each statically admissible discontinuity along an element edge results in 
four equality constraints on the nodal stresses. 

Boundary conditions 

In order to enforce prescribed boundary conditions it is necessary to impose addi­
tional constraints on the nodal stresses. The problem of the bearing capacity of a 
footing has boundary conditions in the form of: 

On = q = constant ; T = f = constant (12.23) 
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n 

Zk 
Figure 12.11: Stress boundary conditions 

Given a linear variation of the stress components Ox, Oy and o^y along the edge 
of each triangle, a more general boundary condition may be imposed, in the form 
of (see Figure 12.11): 

?1 + (?2 - ? l ) t ; r'n = t^ + (t2 - f i)^ (12.24) 

where 

I = edge of triangle e where boundary tractions are specified 

^ = local coordinate along / 

qi ,q2 = normal stresses specified at nodes 1 and 2 (tension positive) 

t\ ,t2 = shear stresses specified at nodes 1 and 2 (clockwise shears positive) 

The boundary conditions of equation (12.24) are then satisfied by requiring 

< i = 9i ; < 2 = ^2 ; A = h ' ^2 = h (12-25) 

So for each edge where a boundary traction is specified, a maximum of four equality 
constraints on the nodal stresses are generated. 

Yield condition 

Under conditions of plane strain, the Mohr-Coulomb yield criterion may be written 
as 
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F = (Ox — Oy)^ + 4o^ — (2ccos^ - (Ox + Oy)sin^) 2 _ 0 (12.26) 

where c is the cohesion and 0 is the friction angle. In terms of the quantities 
(Ox - Oy) and 20xy, this yield function plots as a circle, as shown in Figure 12.12. 

A key feature of formulating limit analysis as a linear programming problem is 
the use of a linearized yield surface. With reference to Figure 12.12, if p is the 
number of sides used to approximate the yield function (12.26), then the linearized 
yield function can be shown to be (Sloan, 1988b): 

A/^Ox + B^Oy + C^Oxy £ E , 

where 

A,^ = c o s | ^ | + sin^icosfp-

B^= - c o s [ ^ ] + sin(?icos(|^ 

C, = 2 s i n ( ^ ) 

E = 2ccoS(?!)COs(^ 

k = l ,2 , . . . ,p (12.27) 

Z^ + y2 , i? 

LinearizedMohr-CoulombYield 
Function (p=6) 

(Tv 

Figure 12.12: Linearized Mohr-Coulomb yield function (p=6) 

Thus the linearized yield condition imposes p inequality constraints on the 
stresses at each node. 
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By using a linearized failure surface it is sufficient to enforce the linear constraint 
(12.27) at each nodal point to ensure that the stresses satisfy the yield conditions 
everywhere. 

Objective function 

For many geotechnical problems, we seek a statically admissible stress field which 
maximises the integral of the normal stress over some part of the boundary. If the 
out-of-plane length of the footing is denoted by h, then the integral to be maximised 
is in the form of: 

On 

JS 

P == h I Onds (12.28) 
'5 

where P represents the collapse load. Due to the linear variation of stresses along 
any boundary it is possible to perform the integration analytically as: 

^ = | 2 K I + ^«2)/i2 (12.29) 
edges 

where I12 is the length of the segment over which the force is to be optimized, de­
fined by the nodes (1,2) and (CT„/, On2) are the normal stresses at the segment ends. 

Lower bound linear programing problem 

By assembling the various constraints and objective functions the problem of find­
ing a statically admissible stress field which maximises the collapse load may be 
written as: 

Minimize - C^X (12.30) 

Subject to A iX = S1 

A-^X < J?2 
where A^ B^ represent the coefficients due to equilibrium and stress boundary 
conditions; i42, B2 represent the coefficients for the yield conditions; C is the vector 
of objective function coefficients and X is the global vector of unknown stresses. 
An active set algorithm is used to solve the above linear programming problem, the 
details of which can be found in Sloan (1988a). The solution for the unknown 
stresses X from (12.30) define a statically admissable stress field and, as such, the 
corresponding collapse load defines a rigorous lower bound on the true collapse 
load. 

12.3.2 Axisymtnetric finite element formulations 

A finite element formulation of the lower bound theorem for axisymmetric prob­
lems has been developed by Yu and Sloan (1991). The axisymmetric formulation 
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is based on a different set of stress variables to that for plane strain problems as de­
scribed in the previous section. 

(a) Numerical formulations 

The assumed stress fields 

Figure 12.13 shows the three-noded triangular element used for the lower bound 
limit analysis. The stresses are assumed to vary linearly throughout each triangle 
according to 

Or = c'l + c'2 r + c'3 z 

Oz = c\ + c'5 r + c'g z 

OQ = c'y + c'g /• + c'9 z 

where c' 1, c'2, c'3, ...c' ,2 are constants for the triangular element. 

(12.31) 

(12.32) 

(12.33) 

(12.34) 

Ci,C2, ...Cg 

Figure 12.13: Three-noded linear stress triangle with 6 unknown coefficients for 
each triangular element 

In order to use the lower bound theorem, the stress field must satisfy the follow­
ing equilibrium equations: 

do, . dtr Or, 

dz 

dOr 
dr 

+ ^^i^ + -^ = y 

+ 

dr 

dz + 

r 

Or CTfl 
= 0 

(12.35) 

(12.36) 
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where y denotes the unit-weight of the material. By substituting equations 
(12.31)-(12.34) into equations (12.35)-(12.36), we obtain a stress field that satisfies 
equilibrium according to 

(12.37) 

LyJ 
where c,, Cj, C3, ...c^ are unknown variables for each triangular element. Note that 
six unknowns, rather than twelve, are generated for each element. The above equa­
tion may also be written in the following compact form 

a = LxX^ (12.38) 

'Or' 
Oz 
OB 

Przl 

"1 z r 0 
0 0 0 1 
1 z 2r 0 

Lo 0 0 0 

0 0 0 " 
z r 0 
0 0 0 

-0.5r 0 0.5r. 

z , 

Figure 12.14: Stress transformation for axisymmetric problems 

Discontinuity equilibrium 

In order to permit statically admissible discontinuities at the edges of adjacent 
triangles, it is necessary to enforce additional constraints on the nodal stresses. A 
statically admissible discontinuity permits the tangential stress to be discontinu­
ous, but requires that continuity of the corresponding shear and normal components 
is retained. With reference to Figure 12.14, the normal and shear stresses acting on 
a plane inclined at an angle of 0 to the r-axis (measured anticlockwise) are given 
by 

On = OrSin^O + Ozcos^e - Or^sinlO (12.39) 

T = - ^OrSinie + ^0:,sm2e + Orzcosie (12.40) 
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Figure 12.15 shows two triangles, (a) and (b), which share a side defined by the 
nodal pairs (1,2) and (3,4). Equilibrium of the discontinuity requires that at every 
point along the discontinuity 

< = oi ; r« = r* (12.41) 

Since stresses are confined to varying linearly along any element edge, an equiva­
lent condition is achieved by enforcing the constraints: 

^ „ l = ^nl ^^3 = ^n4 ; 
rb . 1 - 2̂ ' A ^ A (12-42) 

As such, each statically admissible discontinuity along an element edge results in 
four equality constraints on the unknown element coefficients. 

(ĉ ri . ^. n ' "zi ' 

t^;z3) 

r4 » °'z4 . OrzA) 

/ M 

Figure 12.15: Statically admissible stress discontinuity between adjacent triangles 

Boundary conditions 

In order to satisfy the stress boundary conditions, the normal and shear stresses 
must be equal to their prescribed values on the boundary of the mesh. The general 
form of this constraint for a particular edge defined by nodes 1 and 2 takes the form 

< i = ?i ; < 2 = ?2 ; •^\ = h^ ^2 = h (12-43) 

where {qi,t\) and (^2/2) ^^^ the prescribed normal and shear stresses at nodes 1 
and 2 respectively. So for each edge where a boundary traction is specified, a maxi­
mum of four equality constraints on the element coefficients are generated. 

Yield condition 
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Under conditions of axisymmetric loading, the Mohr-Coulomb yield criterion 
needs to be written in the following three possible cases 

F j = (or - o^f + 4ol - {2ccos<p - (Or + o,)sm(pf = 0 (12.44) 

^2 = (Or - o,f + Aal 

- {-. r ^ + Or + a^- TJOQ-. T^y = 0 (12.45) 

u - s in0 ^ \ - sin<p' ^ ' 

F3 = {pr - a,f + 4^2 

,4CCOS0 - 1 - Sinc^ 2 n / n ^/;\ 
~ (1 , • . - Or- a^- 2ag-——T-^y = 0 (12.46) 

where c is the cohesion and (p is the friction angle. To ensure that the stresses do 
not violate the yield condition, and hence fulfil the requirements of the lower bound 
theorem, it is necessary that F, < 0, F2 — 0 ̂ '^'^ F3 < 0 throughout each triangle. 
To preserve linearity, the yield surfaces are linearized in such a way that the linear­
ized yield surfaces lie inside the Mohr-Coulomb yield surfaces in stress space. This 
ensures that the solutions obtained are rigorous lower bounds on the true limit load. 

The p-sided linearized yield condition at any point may be expressed as 

T^a < Dj (12.47) 

T20 < D2 (12.48) 

T20 S D2 (12.49) 

where 

a = [0r,0^,0g,0rzf (12.50) 

Ti = [ c o s ^ - s i n ^ c o s ^ , - ( c o s ^ + s i n 0 c o s | ) , O , 2 s i n ^ ] (12.51) 

D j = 2 c c o s ^ c o s ^ (12.52) 

T, = [ c o s ^ - cosf, - ( c o s ^ + c o s f ) , 2 | ~ ' ' " t c o s f 2 s i n % ^ ] (12.53) 
^ *• P P ^ P P^ I + sm(p P' P ' ^ ' 

^ 2 = . ^ . , c o s f (12.54) 
^ \ -\- sin0 P ^ ' 

T, = [ c o s ^ + cosf, - (cos%^ - c o s f ) , 2 f " / r ] c o s ^ 2 s i n g g ^ ] (12.55) 
' ^ p P ^ P P' 1 + sin^ P' P ' ^ ' 

^ 4ccos0 Tj- , ,„ ^, . 
D. = -. r - ^ c o s ^ (12.56) 

^ 1 - sm0 P ^ ' 
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in which k=l,2,...p. 

Given that the stresses are assumed to vary linearly across each triangle, it is suf­
ficient to enforce these constraints at each nodal point to ensure they are satisfied 
throughout the mesh. The constraints (12.47)-( 12.49) for a node may also be ex­
pressed in the following form in terms of unknown element coefficients 

(T^ X L)X' < Dj (12.57) 

(7-2 X L)X^ < D2 (12.58) 

(Jg X L)X' < D3 (12.59) 

Objective function 

For many axisymmetric problems, we seek a statically admissible stress field 
which maximises the integral of the normal stress over some part of the boundary 
in the form of: 

On 
Js 

P = 271 \ On r ds (12.60) 
Js 

where P represents the collapse load which is to be maximised to achieve the best 
lower bound. Due to the linear variation of stresses along any boundary it is pos­
sible to perform the integration analytically (Yu and Sloan, 1991a). 

Lower bound linear programing problem 

By assembling the various constraints and objective functions the problem of find­
ing a statically admissible stress field which maximises the collapse load (12.60) 
may be written as: 

Minimize - C^X (12.61) 

Subject to A\X = B^ 

A2X < B2 

where A i_ B\ represent the coefficients due to equilibrium and stress boundary 
conditions; A2, B2 represent the coefficients for the yield conditions; C is the vector 
of objective function coefficients and X is the global vector of unknown 
coefficients. The solution for the unknown vector X from (12.61) defines a 
statically admissable stress field and, as such, the corresponding collapse load 
defines a rigorous lower bound on the true collapse load. 
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(b) Numerical examples 

A numerical analysis of the stability of a vertical cut in both cohesive and cohesive-
frictional soils is presented here to demonstrate the application of the proposed nu­
merical procedure. 

Stability of a vertical cut in a purely cohesive soil 

Figure 12.16(a) shows the finite element mesh used in the lower bound calculation 
for the vertical cut with H/a = 1. The stability number for an axisymmetric verti­
cal cut may be represented by the quantity yf^/c, where H is the height of the cut 
and c is the undrained shear strength of the cohesive soil. 

Different values of p are used in the analysis so that the sensitivity of the results 
to the linearization of the yield surface can be studied. Figure 12.16(b) summarises 
the results for the analysis of a vertical cut in undrained soil, where n and m repre­
sent the numbers of variables and constraints in the linear programming problem 
respectively. The quantities / and t are the number of total iterations required and 
the CPU time (in seconds) for an Apollo 3500 (Yu and Sloan, 1991a). The results 
suggest that the lower bound solution is relatively insensitive to the number of sides 
used in the linearized yield polygon. A 12-sided linearization of the yield surface 
gives a reasonably good solution for this particular problem. 

Stability of a vertical cut in a cohesive-frictional soil 

The stability of a cohesive-frictional vertical cut is also investigated. In the calcula­
tion, the angle of soil friction is assumed to be (/) = 30". The mesh used is the same 
as for a cohesive soil and the results are given in Figure 12.16(c). The results 
suggest that the lower bound solution is more sensitive to the number of sides used 
in the linearized yield polygon. To obtain a good solution for a cohesive-frictional 
material, at least a 24-sided linearization of the yield surface is necessary. 

12.3.3 Plane strain finite element formulations for jointed media 

It is well recognised that discontinuities in rock masses often have much lower 
strength properties than the intact material. If the joint sets are reasonably constant 
in orientation and closely spaced, the rock mass may be considered to be homoge­
neous but anisotropic. The overall properties of the jointed rock are therefore deter­
mined by the strength of intact material and the strength and orientation of rock 
joints. A finite element formulation for lower bound limit analysis of jointed media 
has been developed by Yu and Sloan (1994c). Further applications of this formula­
tion to masonry and jointed rock are presented by Sutcliffe et al. (2001, 2004). 
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(a) A lower bound finite element mesh 
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(b) Results for a cohesive cut 
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(c) Results for a cohesive-frictional cut 

Figure 12.16: Lower bound mesh and numerical results for stability of a vertical cut 
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(a) Numerical formulations 

Failure surface for the intact rock material 

For simplicity it is assumed that the intact rock material is isotropic, homogenous 
and obeys the Mohr-Coulomb failure criterion. If tensile stresses are positive, the 
Mohr-Coulomb criterion for plane problems may be expressed as: 

Fr = (Ox - Oy)^ + {20xyf - (2c cos0 - {o^ + Oy)?,m.(l)f = 0 (12.62) 

where CT^, oy are normal stresses in the horizontal and vertical directions respective­
ly, Oxy is the shear stress, and c, (|) denote the cohesion and friction angle of the intact 
rock material. 

Failure surface for discontinuities 

Following Davis (1980), a cohesive-frictional Mohr-Coulomb failure criterion is 
also used to describe the limiting strength of the rock joints. 

For any joint set / the linearized Mohr-Coulomb failure surface may be expressed 
as: 

F. = | r | - c,- + cr„tan0,- = 0 (12.63) 

where T is the shear stress and a„ is the normal stress on the joint. This failure cri­
terion can be expressed in terms of 0 ,̂ oy and o^y using the following relations: 

a„ = Cjcsin^^; + a^cos^^,- - a;tysin20,- (12.64) 

T = -iCT;cSin2^, + iaysin20,- + axyCOs26i,- (12.65) 

where ,̂- is the angle of the joint set / from the horizontal axis (positive anti-clock­
wise, refer Figure 12.9). 

Using the relations (12.64) and (12.65) the failure criterion expressed in (12.63) 
may be re-written as: 

-1 

F^ = ^\ {Oy - Ox) sin 26 + 2 Oxy cos 26 \ 

- Cf + (Ox sin^6 + Oy cos'^6 - â y sin 20) tan ,̂. = 0 (12.66) 

Linearized yield condition 

As described previously, joints in the rock mass modify the nature of the yield cri­
terion. The effect of discontinuities is incorporated by including distinct failure sur-
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faces for the intact rock material and for each of the joint sets. In this fashion the 
jointed rock mass is represented as a homogeneous but anisotropic material. 

For the jointed rock material, the overall failure criterion is expressed by equa­
tions (12.62) and (12.66). In order to satisfy the yield conditions it is necessary to 
impose the constraints F^ < 0 and F, < 0. It is readily seen that for a joint set / the 
requirement that F, < 0 results in two linear constraints on the nodal stresses. If 
however, the inequality constraint F^ < 0 is applied directly, non-linear constraints 
result since F,- is quadratic in the unknown stresses. Since the lower bound theorem 
is to be formulated as a linear programming problem, it is necessary to approximate 
(12.62) using a yield condition which is a linear function of the unknown stress va­
riables. For the solution to be a rigorous lower bound the linear approximation to 
the failure surface must lie inside the generalized Mohr-Coulomb failure surface. 

With reference to Figure 12.12, if p is the number of sides used to approximate 
the yield function (12.62), then the linearized yield function can be shown to be: 

A,^o^ + B/^Oy + Cf^o^ <E , k ^ 1,2,...,P (12.67) 

where 

A,^ = c o s f ^ j 4- sin0cos|^ 

B^ = - c o s ( ^ ] + sin<?icos(^ 

C^ = 2 sin 2jtk\ 
P I 

E = 2c cos 0 cos (1̂ 1 

Thus the linearized yield condition for the intact rock mass imposes p inequality 
constraints on the stresses at each node. In addition, the failure condition (12.66) 
for the joint leads to two linear inequality constraints on the unknown stresses: 

AiPx + BiPy + Cjfxy ^ c, , /c = /7 -t- 2/ - 1 , p + 2i (12.68) 

where 

^p+2i-i = sin2 0,.tan</>,- - isin20,. 

Bp+2,_i = I sin 20,. + cos^e^tan^i,. 

Cp+2i-i = cos20; - sin20,.tan^,. 
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Ap^2i = sin^0,tan0,- + ^sinlOi 

1 9 

^p+2i = ~ ^sin20,- + cos^j tan^j-

^p+2i ~ ~ cos 20,- - sin 20,-tan 0,-

By using a linearized failure surface it is sufficient to enforce the linear constraints 
(12.67) and (12.68) at each nodal point to ensure that the stresses satisfy the yield 
conditions everywhere. 

(b) Numerical examples 

To illustrate the effectiveness of the procedure described above, a few examples in­
volving rock joints are analysed in this section. The results are compared with avail­
able solutions obtained from the literature. Further details can be found in Yu and 
Sloan (1994c) and Sutcliffe et al. (2004). 

Figure 12.17: A strip footing resting on a rock mass with one joint set 

Bearing capacity of a strip footing on rock with one joint set 

The problem of the bearing capacity of a rigid footing on a rock mass with one set 
of joints (Figure 12.17) was also analysed. The lower bound mesh shown in 
Figure 12.18 is used. Ignoring the self weight of the material, the bearing capacity 
of the rock mass depends upon the cohesion and friction angle of the intact material 
and of the joint interfaces. Further, the orientation of the joint set plays a significant 
role in the determination of the collapse load. 
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lAk'll>-i(lM l-.L-llKMlls 

Figure 12.18: Lower bound finite element mesh for a strip footing on a joint rock mass 

Figure 12.19 represents a comparison between the numerical lower bound solu­
tion and the displacement finite element solution of Alehossein et al. (1992) for 
a perfectly smooth rock-footing interface. The results are presented as normalised 
bearing capacity against the orientation of the joint set and represent the solution 
for the case where (p = <pi = 35° and cjc = 0.1. As expected, the displacement 
finite element solutions of Alehossein et al. (1992) tend to give higher results than 
those of the numerical lower bound method. The slip-line solution of Davis (1980) 
also results in a slightly higher result due mainly to the fact that a slip-line solution 
is not necessarily a rigorous lower bound. 
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Figure 12.19: Bearing capacity versus angle of rock joints - one joint set 
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It is noted from Figure 12.19 that the minimum bearing capacity for this particu­
lar case occurs in the vicinity of joint orientations of around 10° and 40°. The two 
minimum bearing capacities are approximately half the maximum bearing capacity 
which occurs when the joint set is aligned vertically. 

Figure 12.20: A strip footing on a rock mass with two joint sets 
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Figure 12.21: Bearing capacity versus angle of rock joints - two normal joint sets 
{dd = 90°) 
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Figure 12.22: A strip footing on a rock mass with three joint sets 
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Figure 12.23: Bearing capacity versus angle of rock joints - two normal joint sets plus 
a vertical joint set 

Bearing capacity of a strip footing on rock with two joint sets 

The second problem to be analysed is that of the bearing capacity of a strip footing 
on a rock mass with two joint sets as shown in Figure 12.20. Figure 16 shows the 
comparison between the normaUsed bearing capacity for current lower bound solu-
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tion and the displacement finite element solution of Alehossein et al. (1992) for the 
case where the joint sets are orthogonal and (f) = (p^ — 35°, cjc = 0.1. As with 
the first example, the lower bound solution produces results less than that of the 
displacement finite element method. It can be seen that the minimum bearing ca­
pacities occur in the vicinity of joint orientations of 20°, 110° and 70°, 160°. The 
maximum bearing capacity is achieved when the joint sets are orientated vertically 
and horizontally. 

Bearing capacity of a strip footing on rock with three joint sets 

The final example is a simple extension of the second example above. Analyses 
were performed on a strip footing on a jointed rock mass with two joints sets at vary­
ing orientations and a third joint set aligned vertically (Figure 12.22). 

Figure 12.23 presents the bearing capacity versus the orientation of joint sets. It 
is evident from these results that the inclusion of a third, vertically aligned joint set 
results in a further reduction in overall bearing capacity. The value of this reduction 
in capacity is again dependant on both the joint orientation and the relative orienta­
tion between the joint sets. 

12.3.4 Plane strain finite element formulations for anisotropic soils 

It is generally accepted that the strength parameters of natural soils are anisotropic. 
Measurements of the fabric of clays have shown that the particles tend to become 
orientated in the horizontal direction during one dimensional deposition and subse­
quent loading. This preferred particle orientation causes an inherent anisotropy 
which can lead to changes in soil properties as the direction of the major principal 
stress varies during shear. Yu and Sloan (1995) were among the first to extend the 
finite element formulation of the collapse bound theorems to account for the aniso­
tropic failure surfaces. The main changes lie in the detailed expression of the aniso­
tropic failure criterion and its linear approximation, which are given below. 

Proposed anisotropic strength theory 

Based on the earlier studies of Lo (1965), the cohesive strength is assumed to vary 
with direction according to the following equation 

Ce = Ch + icv-Ch)smH (12.69) 

where Cf^, Cy denote the limiting values of cohesion on the horizontal and vertical 
planes respectively and 0 is the angle between the direction of a plane where the 
limiting cohesion Cg is measured and the horizontal direction. 
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Because of the anisotropic nature of cohesion, the conventional isotropic Mohr-
Coulomb failure criterion is no longer valid. The shear strength that can be devel­
oped on a plane that defines an angle of 6 from the horizontal direction is: 

s = CQ- Ontan<p = Cfj + (cy - C;j)sin^0 - o-„tan^ (12.70) 

where the normal and shear stress components on the plane are 

On = Ox sin^^ + Oy cos'^d - Oxy sin 20 (12.71) 

r = - ^ Oxsinie + ^ Oy sin 20 + a^y cos 20 (12.72) 

There will be a critical plane on which the available shear strength s will first be 
reached as the shear stress increases namely: 

r -s = 0 (12.73) 

The orientation of this critical plane can be obtained by solving for 

'-^ = 0 (12.74) 

Solving for the critical orientation angle from (12.74) and substituting into (12.73) 
gives the following anisotropic strength criterion: 

F =X^ + Y^ -R^ = 0 (12.75) 

where 

X = Oy - Ox - lOxytancp 

Y = Cy - Cfj + 2oxy - Oxtan^ + Oytancp 

R = Cy + Cf^ — a^ tan^ - Oytan^ 

Internal linearized yield criterion 

lip is the number of sides used to approximate the yield function (12.75), then the 
internal linearized yield function can be shown to be (Yu and Sloan, 1995): 

A^Ox + B^Oy + Cjpxy ^D,, k=l,2,-.-,P (12.76) 

where 

Ai^= - c o s ^ - t a n ^ s i n ^ + t a n ^ c o s ^ 

B/^ = c o s ^ + t a n ^ s i n ^ + tan^cos |^ 

C^ = - 2 t a n . ^ c o s ^ + 2 s i n ^ 
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D^ = (c, + C; , )cos | + (c/^ - C v ) s i n ^ 

12.3.5 Plane strain finite element formulations for reinforced soils 

The increasing use of reinforced soils in geotechnical engineering requires tiie de­
velopment of reliable and practical yield design methods for reinforced earth struc­
tures. For this reason, Yu and Sloan (1997) developed a finite element formulation 
for performing both lower and upper bound limit analyses. In their formulation, the 
conventional isotropic Mohr-Coulomb yield criterion is modified to include the ef­
fect of anisotropy Vi'hich is caused by the presence of reinforcement. The influence 
of the soil-reinforcement failure conditions on the overall behaviour is taken into 
account by assuming that the shear and normal stresses at the interface are governed 
by a general Mohr-Coulomb criterion. 

Failure conditions for reinforced soils 

In Yu and Sloan (1997), the reinforced soil is treated as a macroscopically homoge­
neous but anisotropic material. The soil is assumed to be reinforced uni-directional-
ly, which is the situation in most practical applications, and three stress tensors are 
defined at every point in the homogenised continuum as detailed in Yu and Sloan 
(1994c). The first tensor defines the macrostress, Oy, while the other tensors, 0'\j 
and o''ij, describe the microstresses which act on the soil and reinforcement respec­
tively. In the x-y plane, the reinforcement is assumed to be of thickness d and of 
equal normal spacing h. For cases where the proportion of the reinforcement is very 
small so that d/h < 1, these three stress tensors are related in the following way 
(e.g. de Buhan et al, 1989): 

(fx = Ox- (fcos^d (12.77) 

o'y = Oy- o'sin^e (12.78) 

o^xy = Oxy — o''sin 0 COS 6 (12.79) 

where o'' is the actual tensile stress acting in the reinforcement times d/h and d rep­
resents the angle between the direction of the reinforcement and the horizontal 
X-axis. 

Following de Buhan et al. (1989), it is assumed that the reinforcing inclusions 
inside the soil act merely as tensile load carrying elements, and offer no resistance 
to shear, bending or compression. The constraint 

0 < cr'' < o-Q (12.80) 

is therefore imposed on o'', where OQ = {d/h)o -i^ and cr -̂ ^̂  denotes the actual ten­

sile yield strength of the reinforcement. It should be noted that if required the for-
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mulation can be easily modified to permit the reinforcement to carry a finite load 
in compression. 

If the soil mass is assumed to obey the Mohr-Coulomb failure condition, we have 

F, = ((fj, - cfyf + (2cf^f - (2ccos(^ - ((f^ + (fy)sm(pf = 0 (12.81) 

which can be written in terms of the microstresses as follows 

Fs = {Ox - Oy- o'cosie)^ + (2o^ - o'sinief 

- (2ccos^ - (Ox + Oy- o')sm(pf = 0 (12.82) 

Apart from considering the failure condition for the soil mass, we also need to 
ensure that the soil-reinforcement interface does not violate the yield criterion, 
namely 

Fi= \T\ - Ci + On tan^i = 0 (12.83) 

where T is the shear stress and a„ is the normal stress on the interface, and c, and 
<Pi denote the interface cohesion and interface friction angle respectively. The 
above failure condition can be expressed in terms of the macrostress tensor 

i 
2 

F,- = i I sin 20 (Oy - a^) + 2 cos 29 Oxy \ 

- c,- + (sin^ Q Ox-V cos^ Q Oy - sin 2Q Oxy) tan ,̂- = 0 (12.84) 

Linearization of failure conditions for reinforced soils 

With reference to Figure 12.24, the linearized form of Fv (equation (12.82)) can be 
shown to be: 

Ai^Ox + B^Oy + C^Oxy + D^(f < 2 c c o s ^ c o s ^ , k = l,2,...,p (12.85) 

where 

A^ = c o s ( ^ ) + sin^icosfp { ^ \ + sin ^ cos ( 

B^ = - c o s ( ^ ) + sin^cosf^ 

D.= - cos 261 c o s ^ - sin 261 s i n ^ - sin0 cos f 
" P P P 

Thus the linearized yield condition for the homogenised soil imposes p inequali­
ty constraints on the macrostresses at any given point. Similarly the failure criterion 
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for the soil-reinforcement interface (12.84) leads to two linear inequality con­
straints in the unknown macrostresses: 

Aj^Oj, + Bj^Oy + C,pxy ^ c , , k = p + 1 , p + 2 

where 

^ „ + i = sin^^tan^,- - ^ sin 20 

•S„ + i = 4sin20 + cos^^tan^, 

Q + j = cos 20 - sin 20 tan ^, 

Ap+2 ~ sin^0tan^,- + i sin 20 

Bp+2 = - i s i n 2 0 + cos^0tan0, 

C ^ 2 = ~ cos 20 - sin 20 tan 0,-

Y = 2oxy — o''sm26 

(12.86) 

X^ + Y^ = R 

Linearized Mohr-Coulomb Yield 
Function (p=6) 

X = Oy - Ov - cr''cos20 

Figure 12.24: Linearized Mohr-Coulomb yield function (p=6) 

Since the reinforcement is assumed to carry negligible load in compression and 
a finite load in tension, we also need to impose the additional restriction (12.80). 
It is sufficient to enforce the inequalities (12.80), (12.85) and (12.86) on each set 
of nodal stresses in order that they are satisfied throughout the mesh. 
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12.4 UPPER BOUND ANALYSIS USING LINEAR PROGRAMMING 

12.4.1 Formulation based on constant strain finite elements 

(a) Numerical formulation 

For upper bound analysis, Sloan and Kleeman (1995) developed an effective finite 
element formulation that allows for velocity discontinuities everywhere in the 
mesh. This method is based on the linear three-noded triangle but a velocity discon­
tinuity may occur at any edge that is shared by a pair of adjacent triangles, and the 
sign of shearing is chosen automatically during the optimisation process to give the 
least amount of dissipated power. 

y,v ("3.^3) 
(Ai,A2, •••, ^p) 

(MI,VI) 
("2'^2) 

x,u 

Figure 12.25: Three-noded linear triangle for upper bound analysis 

The three-noded triangle used in the upper bound formulation is shown in 
Figure 12.25. Each node has two velocity components and each element has p plas­
tic multiplier rates (where p is the number of planes in the linearized yield criterion). 
Within a triangle, the velocities are assumed to vary linearly according to 

1 = 3 

u = YN,U, (12.87) 
1 = 1 

; = 3 

V = Y^N^v (12.88) 
( = 1 

where (M,-, V,) are nodal velocities in the x and y directions respectively and N^ are 
linear shape functions. 
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Constraints from plastic flow in continuum 

The upper bound theorem demands that the velocity field must satisfy the set of 
constraints imposed by an associated flow rule. For plane strain deformation, the 
associated flow rule is of the form 

du 
dx 

dF 
' dOy 

i - ^ - i M-
^y~ dy'^ dOy 

(12.89) 

(12.90) 

(12.91) • = 3v I 5M = i dF 
'^^ dx dy dT-^ 

where A > 0 is a plastic multiplier rate and tensile strains are taken as positive. 

Y = 20: xy A 
Linearized Mohr-Coulomb 
Yield Function (p = 6) 

X = {Ox- Oy) 

k ^ 4 ^ — : ? 

Figure 12.26: Linearized Mohr-Coulomb yield function (p = 6) for upper bound 
analysis 

To remove the stress terms from the flow rule equations, and thus provide a linear 
relationship between the unknown velocities and plastic multiplier rates, a linear 
approximation to the Mohr-Coulomb yield criterion is employed. Unlike a lower 
bound formulation, an external surface must be used for upper bound analysis to 
ensure its upper bound nature. 

For an external linearisation with p planes as shown in Figure 12.26, the equa­
tions of the ^th plane of the Mohr-Coulomb criterion can be written as follows: 
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F^ =Aip^ + B^Oy + C^o^2ccos(p = 0, k = l,2,--.,p (12.92) 

where 

A^ = c o s ( ^ ) + sixKp 

B^= - c o s ( ^ ) + sin0 

q = 2 sin(^) 

The flow rule imposes three equality constraints on the nodal velocities and plas­
tic multiplier rates for each element. For the linearized yield criterion defined by 
(12.92), the plastic strain rates are given by 

k=p ^p k=p 

''" dx Z^ '"I" do Z^^S=SV. (12.93) 
/c = l '^ k = \ 

^y = %= 1'^'^ = I ^ A (12.94) 

r. = l + f=I^*l| = 'iV. (12.95) 
•^ k=\ -^ k=l 

where Â;. > 0 is the plastic multiplier rate associated with the ^h plane of the yield 
surface. 

By using equations (12.87) and (12.88), the flow rule constraints for each 
triangle may be written as follows 

1 = 3 . w k=p 

S^"<-ZV. = 0 (12.96) 
i = l k=l 

! = 3 . > r k=p 

1 - ^ ' i - l ^ ^ ^ - ^ (12.97) 
1=1 k=l 

&+Zf"--lV. = 0 02,98) 
i = l i = l k=l 

Constraints from plastic shearing in velocity discontinuities 

A typical velocity discontinuity in the upper bound mesh is shown in Figure 12.27. 
The discontinuity occurs at the common edge between two adjacent triangles, de­
fined by the nodal pairs (1,2) and (3,4) and is of zero thickness. 
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With the Mohr-Coulomb criterion with the associated flow rule, the normal and 
tangential velocity jumps across the discontinuity must satisfy the following equa­
tion: 

Av 
\Au\ 

tan^ (12.99) 

where /Iv is the normal velocity jump and ZIM is the tangential velocity jump. The 
absolute sign on the tangential velocity jump is consistent with the fact that the dila­
tion occurs regardless of the sign of tangential shearing. 

x,u 

Figure 12.27: A velocity discontinuity between adjacent triangles 

For any pair of nodes on the discontinuity (i,j), it can be shown that the tangential 
and normal velocity jumps can be defined as the velocities of the nodes i and j : 

AUij = (uj - M,)cos0 + (vj - v,)sin0 (12.100) 

Avij = (M,. - Uj)smd + (vj - v,)cos0 (12.101) 

where 9 is the angle of the discontinuity to the x-axis as shown in Figure 12.27. 

To cast the upper bound formulation as a linear programming problem, it is ne­
cessary to remove the absolute sign in the flow rule (12.99). Bottero et al. (1980) 
and Sloan (1989) specified a sign condition so that sAu replaces \Au\ where s is 
either equal to 1 or -1 (and this needs to be specified for a velocity before the cal­
culation starts). This method enables the linear programming formulation to be pre­
served, but has the disadvantage that it requires additional constraints of the form 
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sAUfj > 0 (12.102) 

to be imposed at each nodal pair (i,j) on the discontinuity. 

In the woric of Sloan and Kleeman (1995), a better formulation was developed 

to permit an arbitrary number of velocity discontinuities with un-prescribed signs. 

In this formulation, each nodal pair (i,j) on a discontinuity is associated with two 

nonnegative variables M t and ulf, which give rise to two additional unknowns. The 

tangential velocity jump at each nodal pair Auy is defined as the difference between 

these two quantities according to 

Auij = Mt - u,f (12.103) 

with 

wt > 0 (12.104) 

Mf > 0 (12.105) 

By comparing equations (12.100) and (12.103), we have 

M.t — UiJ = (uj — Ui)cos9 + (vj — V;)sin^ (12.106) 

In order to be compatible with the velocity expansions in the triangles, the quanti­

ties u^, Mjjare assumed to vary linearly along the discontinuity. 

To avoid the need for absolute value signs in the flow rule relations, Sloan and 

Kleeman (1995) assumed that \u'^ - M " | can be replaced by M ^ + M "" in equation 

(12.99) so that the normal velocity jump is given by 

zlv = (M+ +u-)tan(p (12.107) 

which needs to be imposed at both nodal pairs on the discontinuity. The above sub­
stitution is clearly inexact if M •*" and H "are both positive simultaneously. Thus the 
correct flow rule is satisfied only if either w "*" or M ~ is equal to zero at both nodes 
of the discontinuity. If this is not the case, Sloan and Kleeman (1995) proved that 
the discontinuity behaves as though it were in a soil of greater strength. This key 
result ensures that the formulation of making use of a revised flow rule (12.107) 
will yield a rigorous upper bound on the true collapse load. 

Constraints from velocity boundary conditions 

To be kinematically admissible, the velocity field must satisfy the boundary condi­
tions. Consider a node i on a boundary that is inclined at angle of 6to the x-axis. 
For a general case, where the boundary is subject to a prescribed tangential velocity 
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MQ and a prescribed normal velocity VQ, the nodal velocity components (M,, V,) must 
satisfy the following constraints: 

cos 6 sin 8 
- sin 6 cos 6 (12.108) 

Power dissipation in the continuum 

In the proposed upper bound formulation, plastic flow may occur in both the con­
tinuum and the velocity discontinuities. The total power dissipated in these shear­
ing modes forms the objective function and is expressed in terms of the unknowns. 
Within each triangle, the power dissipation by the stresses is given by 

Pc = (o^£x + ofy + a^y^)dA (12.109) 

A 

By making use of the flow rules and the yield condition, the above equation reduces 
to 

Pc = 2.4COS0 2 4 ^'^ (12.110) 
k=l J JA 

It is noted that a linear variation of the cohesion can also be taken into account using 
the above equation. 

Power dissipation in velocity discontinuities 

The power dissipated by plastic shearing along a velocity discontinuity is given by 
an integral of the form 

Pj= c\Au\dl (12.111) 

As previously discussed it was necessary to replace |M "*" — M ~ | by M "*" -I- M ~ in the 
velocity flow rule. Therefore the power dissipation (12.111) should also be re­
placed by the following equation 

P ^ = c(u+ +u-)dl (12.112) \c(u + 

Upper bound linear programming problem 

The objective function coefficients for each triangle and discontinuity, which de­
scribe the internal power dissipation, are summarised by equations (12.110) and 
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(12.112). All of these node and element coefficients may be assembled in the usual 
manner to give the following linear programming problem 

Minimize ClX^ + CfJj (12.113) 

Subject to A u Z j + A 

^ 2 1 ^ 1 + 

^ 3 1 ^ 1 

A^jXj 

'^sA 

12^2 

^ 2 

= 0 

^^23^3 ~ 0 

= ^ 3 

= B, 

= Bs 

> 0 

Z , > 0 

where X^ is a global vector of nodal velocities, X2 is a global vector of element plas­
tic multiplier rates and X^ is a global vector of discontinuity parameters. 

(b) Numerical application to limit analysis of slopes 

we now apply the lower bound formulation presented in Section 12.3 and the upper 
bound formulation presented in this section to perform stability analysis of slopes. 
The presentation is based on the work of Yu et al. (1998). 

Problem of stability of simple slopes 

The slope geometry analysed by Yu et al. (1998) is shown in Figure 12.28. Two 
types of analysis are considered: undrained stability analysis of purely cohesive 
slopes and drained stability analysis of cohesive-frictional slopes. The purely cohe­
sive soil under undrained loading conditions is modelled by a rigid perfectly-plastic 
Tresca yield criterion with an associated flow rule. The strength of the cohesive soil 
is determined by the undrained shear strength Su which may increase linearly with 
depth as is the case in normally consolidated clays (Gibson and Morgenstem, 1962; 
Hunter and Schuster, 1968). Under drained loading conditions, a perfectly-plastic 
Mohr-Coulomb model is used to describe the soil behaviour. For this case, the 
strength parameters are the effective cohesion c' and the effective friction angle (p'. 
Both of these quantities are assumed to be constant throughout the slope. For sim­
plicity, the effect of seepage (or pore pressures) on the stability of cohesive-fric­
tional slopes has not been included in this study. The solutions obtained are there­
fore only relevant for fully drained loading conditions where the effect of pore 
pressures can be neglected. Recent work by Miller and Hamilton (1989) and Micha-
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lowski (1994) suggests that it is also possible to incorporate the effect of pore pres­
sures in limit analysis. Such an extension has been made by Kim et al. (1999). 

The solutions for the simple slopes considered here are relevant to excavations 
and man-made fills built on soil or rock (Taylor, 1948; Gibson and Morgenstern, 
1962; Hunter and Schuster, 1968; Duncan et al, 1987). Duncan et al. (1987) have 
showed that stability charts for simple slopes can also be used to obtain reasonably 
accurate answers for more complex problems if irregular slopes are approximated 
by simple slopes and carefully determined averaged values of unit weight, cohe­
sion, and friction angles are used. 

In the analyses considered in this section, three-noded stress and velocity trian­
gular elements with stress and velocity discontinuities are used for lower and upper 
bound analyses respectively. Typical lower bound and upper bound meshes for a 
simple slope are shown in Figure 12.29(a) and (b). Relevant boundary conditions 
are also shown in the figures. 

f'irni M;isc 

Figure 12.28: Stability of a simple slope 
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stress discontinuity 
(7,, = r = 0 

^W^lM^rt^i?.^/! 

CT„ = r = 0 V \ 

\ 
/ 

extension elements extension elements 

(a) A typical lower bound mesh for slope analysis 

(« w ,w« velocity discontinuity 

1 "*v,# 1/^ 
1 «r*s^*^» /̂v 'J 

(b) A typical upper bound mesh for slope analysis 

Figure 12.29: Typical lower and upper bound meshes for slope analysis 
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Results for undrained stability of slopes 

The results of undrained slope stability calculations using the upper and lower 
bound methods of limit analysis and Bishop's limit equilibrium method are pres­
ented in Figure 12.30 to Figure 12.33 for slope angles of /S = 75°, 60°, 45°, IS^re-
spectively. Note that the top and bottom solid lines are used to represent numerical 
upper and lower bound solutions. The solutions from the limit equilibrium com­
puter code, STABL, are plotted as the dashed lines. For each slope angle, the results 
for four different depth factors of D= 1,1.5, 2,4 are given. To account for the effect 
of increasing strength with depth, the results are presented in terms of the stability 
number Np = yH/S'S,, = yHF/Suo against a dimensionless parameter 
^cg = QH/S'"O = QHF/SUO, where y is the unit weight of the soil, Q denotes the 
rate of increase of the undrained shear strength with depth (Figure 12.28), and Suo 
and 5™o denote, respectively, the actual (or available) shear strength and the mobil­
ized strength of the soil. Note that for undrained cases, the factor of safety is defined 
as F = Suo/S'^ uo-

In the undrained limit analyses, for given Q and slope geometry parameters of 
H, D, yS, and mobilized shear strength 5'"„ , the upper and lower bound programs 
are used to obtain the best upper and lower bounds on the unit weight y. Once this 
is known, the stability number Â ^ = yH/SZ) - yHF/Suo and the dimensionless 
parameter Xcg = QH/S'SO = {QHF)/SUO can be calculated. On the other hand, 
when the limit equilibrium code is used, we first set the values of H, D, y, p. Sua 
and Q and then determine the safety factor F. As a result, the stability number 
Np = (yHF)/Suo and the dimensionless parameter X^g = (QHF}/Sut> can be cal­
culated. 

For almost all the cases considered, the exact solutions are bracketed within 
5-10% by the upper and lower bound solutions. The comparison of the bounding 
solutions with the limit equilibrium results can best be considered separately for 
soils with a constant undrained shear strength profile and those with increasing 
strength with depth. If the undrained shear strength of the soil is constant 
(ACQ = 0), Bishop's limit equilibrium solutions are found to be in good agreement 
with the rigorous upper and lower bounds. On the other hand, if the undrained shear 
strength of the soil increases linearly with depth (Xcg > 0), the limit equilibrium 
results are generally close to the upper bound solutions for steep slopes. When the 
slope angle is less than 30 degrees, the limit equilibrium analysis tends to underesti­
mate the true stability number. This underestimation is particularly significant 
when /3 = 15° and Xcg > 0.5. For example. Figure 12.33 shows that when 



374 CHAPTER 12 

D = 4, y3 = 15'^andAce = 1.0, the limit equilibrium method underestimates the 
true stability number by as much as 35%. 

'-cp 

'•CQ 

Figure 12.30: Effect of increasing strength with depth on stability number 
for slope angle of 75 degrees 

In summary, the Bishop limit equilibrium method produces reasonably accurate 
solutions for the stability of homogeneous slopes. For slopes in soils whose 
strength increases with depth, significant underestimation of the stability number 
can be obtained from the limit equilibrium analysis for slopes with a low slope 
angle and a high X^g value. 
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'•CQ ^ce 

yH 

'•CQ ^CQ 

Figure 12.31: Effect of increasing strength with depth on stability number 
for slope angle of 60 degrees 

As far as the effect of increasing strength with depth is concerned, it is most inter­
esting to note that the bounding solutions suggest that the stability number in­
creases approximately linearly with the value of Xcg- Figure 12.34 presents the ef­
fect of slope angle on the stability number for slopes with two different Xcg values 
and two different depth factors. As expected, for all the cases considered the stabili­
ty number decreases with increasing value of the slope angle. The effect of slope 
angle on the stability number is found to be more significant for the slopes with a 
low value of depth factor and a high A(.g value. 
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T — I — I — I — I — I — I — I — r 

0 0.2 0.4 0.6 0.8 1.0 

^CQ 

0 0.2 0.4 0.6 0.8 1.0 

^CQ 

Figure 12.32: Effect of increasing strength with depth on stability number 
for slope angle of 45 degrees 
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0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 

^CQ '•eg 

Figure 12.33: Effect of increasing strength with depth on stability number 
for slope angle of 15 degrees 
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^cg = 1.0 

y3 (degrees) 

( a )D=l 
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(b) D = 2 

Figure 12.34; Effect of slope angle on stability number 

Example of Application for undrained stability analysis 

We now illustrate how the results presented in Figure 12.30 to Figure 12.33 can be 
used to determine the factor of safety for a clay slope. 

Problem: A cut slope is to be excavated in a normally consolidated clay. The slope 
has the following parameters: the slope angle /? = 60*̂ , the height of the slope is 
H = 12 m, the depth factor is D = 1.5, the soil unit weight is y = lS.5kN/m^. 

The undrained shear strength of the soil on the top of the slope surface is 
•̂ uo ~ 40kN/m^ and the rate of increase of the undrained shear strength with depth 
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is estimated as ^ = 1.5kN/m^. What is the factor of safety of this soil slope against 
undrained failure? 

A procedure for using the results of the present study to solve the above slope 
stability problem can be summarized as follows: 

(1) From the values of y, H, 5„Q and g>, we can calculate the dimensionless param­

eters: ^ = (18.5 X 12)/40 = 5.55; 

(2) Determine the ratio of ^ = ( ^ F ) / | ^ F ) = ^ = ^ = 12.33; 
ACQ ^UO •'MO y 1.5 

(3) With /3 = 60*̂  and D = 1.5 , it follows that the results presented in 
Figure 12.31 should be used to determine the safety factor; 

(4) In Figure 12.31, draw a straight line passing through the origin with a gradient 
of Y/Q = 12.33. This straight line will intersect with the three curves represent­
ing the lower bound, upper bound and Bishop's limit equilibrium solutions; 

(5) From these three intersection points, we can back-figure the following stability 
numbers A'̂  = 6.8,7.8 and 8.0, from which the lower bound, upper bound and 
Bishop's hmit equilibrium solutions of the factor of safety can be calculated as 

F = Np/i^) = 1.23,1.41 and 1.44. 

Results for drained stability of slopes 

Drained slope stability calculations using the upper and lower bound methods of 
limit analysis and Bishop's limit equilibrium method have been carried out with 
four values of the depth factor D=l, 1.5,2,4. As in the undrained cases, the drained 
results suggest that the effect of the depth factor on the stability of cohesive-fric-
tional slopes is very small once the depth factor exceeds about 2. This is because 
for most cases (except for slopes with a very low slope angle and an unrealistically 
low friction angle) the critical failure surface tends to pass through the toe for cohe-
sive-frictional slopes (Taylor, 1948; Chen, 1975). 

In order to compare the present bounding solutions with the limit equilibrium 
results, the solutions for the drained stability of slopes are presented in terms of the 
stability number Â -̂ = yH/c',„ = (yHF)/c' against a dimensionless parameter 
A 0̂ = yHt&ncf)'m/c'm = (y/ / tan^ ' ) /c ' , where c', 0 ' and c'^ , 0'm denote, re­
spectively, the actual soil cohesion and friction angle and mobilized cohesion and 
friction angle. For drained stability, the factor of safety is defined as 
F = c'/c'm = tan0 ' / tan^ '„ , . The dimensionless parameter X^.^ was introduced 
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by Janbu (1954) and later used by Cousins (1978) among many others to develop 
stability charts for cohesive-frictional slopes. A major advantage of using Janbu's 
parameter to develop a stability chart is that for a given slope with known soil 
strength parameters, slope angle, unit weight, slope height and depth factor, the 
safety factor can be obtained without resorting to an iterative procedure. This is so 
because, with the assumption of the safety factors for both cohesion and friction 
angle being equal, the parameter X^^ is no longer a function of the safety factor F. 

In the present drained limit analyses, for given values of H, D, ^, c'm and 0 ' ^ , 
the upper and lower bound programs are used to determine the best upper and lower 
bound solutions of the unit weight y from which the stability number 
Np = yH/c' m = (yHF)/c' and Janbu's dimensionless parameter 
^cd> ~ y^tan^'m/c'm = (y//tan0')/c'Can be calculated. In the limit equilibrium 
analysis, we first set the values of H, D, y, fi, c' and 0 ' and therefore the dimen­
sionless parameter A,.j, = (y// tan0')/c ' , and then determine the safety factor F 
from which the stability number Np = (yHFj/c' is calculated. 

The results from the upper and lower bound calculations and the limit equilib­
rium analyses are presented in terms of the stability number Np = {yHF)/c' 
against X^^ in Figure 12.35 to Figure 12.38 for four slope angles and four depth fac­
tors. The results indicate that the upper and lower bound solutions are generally 
close together and converge rapidly when the slope angle decreases. Again, it is ob­
served that the difference between the upper and lower bound solutions increases 
slightly as the depth factor is increased. This is due to the effect of the mesh den­
sities on the results of the numerical limit analyses. When the slope angle /? < 45**, 
a remarkably good agreement is observed between the upper and lower bound solu­
tions with a maximum difference being less than 5%. It is evident from these figures 
that the limit equilibrium analysis produces accurate stability numbers for homoge­
neous cohesive-frictional slopes, although they are generally closer to the lower 
bound solutions. 

Example of application for drained stability analysis 

We now demonstrate how the results presented in Figure 12.35 to Figure 12.38 can 
be used to determine the factor of safety for a given soil slope with known geometry 
and actual soil strength. 

Problem: A simple soil slope has the following properties: the slope angle 

^ = 45", the height of the slope is / / = 9 m , the depth factor is D = 2 , the soil 

unit weight is y = l9kN/m^, the soil strength is defined by c' = 20kN/m^ and 

<p' — 35 . What is the factor of safety of this soil slope against failure? 
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A simple procedure for using the results of the present study to solve the above 
slope stability problem may be summarized as follows: 

(1) From the values of y, H, c' and0 ' , we can calculate Janbu's dimensionless pa­

rameter: A,.̂  = iyHtan(j)')/c' = (19 x 9 x tan35'')/20 = 5.99; 

(2) With y3 = 45° and D = 2 , it follows that the results presented in 
Figure 12.37(c) should be used to determine the safety factor; 

(3) From X^.^ = 5.99 as calculated in (1), Figure 12.37(c) can be used to give the 

stability numbers of Â ^ = yHF/c' = 15.4,16.3 and 17.5 corresponding to 

lower bound, limit equilibrium and upper bound solutions respectively; 

(4) With Y = l9kN/m^, H = 9 m, c' = 20kN/m^ and the derived values of 
Janbu's parameter Â ^ = 15.4,16.3 and 17.5 from (3), the lower bound, limit 
equilibrium and upper bound solutions of the factor of safety are calculated as 
F = cNp/iyH) = 1.8,1.91 and2.05. 

Concluding remarks 

The following conclusions can be drawn from the results presented in this section: 

(1) For most cases considered in this study, it is found that the exact stability solu­
tion for both drained and undrained slopes can be predicted to within 5-10% by 
the numerical upper and lower bound solutions presented. 

(2) For the special case of homogeneous slopes, the numerical upper bound solu­
tions obtained for slopes with a large depth factor are slightly higher (i.e. worse) 
than Chen's upper bounds for slopes in an infinitely deep layer with a failure sur­
face passing below the toe (Chen, 1975). The lower bound solutions obtained in 
this section are most valuable for two reasons: (i) few rigorous lower bound solu­
tions exist for slope stability problems in the literature, and (ii) the lower bound 
solutions can be used in practice to give a safe design. 

(3) A detailed comparison of the bounding solutions presented with those from the 
Bishop limit equilibrium method suggests that while the limit equilibrium analy­
sis gives reasonable solutions for homogeneous slopes, it tends to underestimate 
the true stability solution significantly for inhomogeneous slopes with a low 
slope angle. 

(4) For undrained slopes, the increasing strength with depth has a significant effect 
on the stability number. It is interesting to note that the stability number increases 
approximately linearly with the values of the dimensionless parameter Acg . 
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Figure 12.35: Stability number versus A,,j, for cohesive frictional slopes 
with slope angle of 75 degrees 
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(a) 

"•0(1) 

(c) (d) 

Figure 12.36: Stability number versus A ĵ, for cohesive frictional slopes 
with slope angle of 60 degrees 
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Figure 12.37: Stability number versus A,,̂  for cohesive frictional slopes 
with slope angle of 45 degrees 
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Figure 12.38: Stability number versus A .̂j, for cohesive frictional slopes 
with slope angle of 30 degrees 
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12.4.2 Formulat ion based on l inear strain finite e lements 

This section describes an upper bound formulation based on the six-noded triangu­
lar e lements developed by Yu et al. (1994). This quadratic e lement gives a better 
performance than the constant strain element particularly when used to carry out 
limit analysis for incompressible materials. 

(a) Numer ica l formulat ion 

The assumed velocity field 

Figure 12.39 shows a quadratic element with six nodes. Each e lement is associated 
with 12 nodal velocities and 3p plastic multiplier rates (where p is the number of 
sides in the linearized yield surface). The velocities are assumed to vary throughout 
each triangle according to 

1 = 6 

u = Y^N^u, (12.114) 

( = 6 

V = 2;7V,v, (12.115) 
! = 1 

where {up v,) are nodal velocities in the x and y directions respectively and Ni are 
quadratic shape functions. The latter are defined as 

A^i = a(2a - 1) 

N^ = p{2^ - 1) 

N^ = y(2y - 1) 

A 4̂ = 4ayS 

A 5̂ = 4j8y 

A/'g = 4ay 

with 

(12.116) 

(12.117) 

(12.118) 

(12.119) 

(12.120) 

(12.121) 

k b. 

Ci 

0 

aj = x^^ fc, = 

= >'2 - r s ; 

= > ' 3 - > ' i ; Ci, — X^ X'l 

(12.122) 

(12.123) 

(12.124) 
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«A = ^ i > ' 2 - ^ 2 y i ; b^=y^-y2, q = X 2 - ^ i 

where A is the element area and a + l3 + y = 1. 

387 

(12.125) 

y,v ("3'^3) • (''•31''' '32'-' ^3p) 

(«1,V 

("6.1^6) 

(^21,^22, •", Ajp) 

Figure 12.39: Six-noded linear triangle for upper bound analysis 

Flow rule constraints for triangles 

To use the upper bound theorem, a rigid-perfectly plastic material model with an 
associated flow rule is assumed. The plastic strain rates vary linearly throughout 
each triangle. For the Tresca criterion, it can be shown that the plastic flow rule will 
be satisfied everywhere within an element if we impose the flow rule at each comer 
of the element. The plastic flow rule at each corner node / can be expressed as fol­
lows: 

F = (^\ = i (M.\ 
"iy ^dy^' '^do/' 

V = C ^ 4- ^^ = i ( ^^ \ 
lixv \^Y a^'i '^dOy.'' ' ixy ^dx dy' Jxy 

(12.126) 

(12.127) 

(12.128) 

where A, > 0 is a plastic multiplier rate, F is the yield function and tensile strains 
are taken as positive. 

When a linearization with p sides is used, each side of the Tresca yield criterion 
may be expressed as a linear function of the stresses according to 

F, = A,a, + B,ay + Qa^ - 2c = 0 , k = \,2,...,p (12.129) 
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where c is the cohesive strength and 

A, = cos(^) 

B, = - cos(^) 

C, = 2 s i n ( ^ ) 

The flow rule imposes three equality constraints on the nodal velocities and plas­
tic multiplier rates for each comer node. For the linearized yield criterion defined 
by (12.129), the plastic strain rates are given by 

k=i k=\ 

'iy = ^%)i = l^i^'^ = f ^A (12.131) 

where i = 1 - ^ 3 , ^ = 1 -* p. 

Thus the flow rule imposes nine equality constraints on the nodal velocities and 
plastic multiplier rates for each triangle. Each plastic multiplier rate is also subject 
to a non-negativity constraint. 

Flow rule constraints for discontinuities 

In addition to allowing plastic deformation throughout each triangle, the upper 
bound finite element formulation also permits localised plastic deformation along 
velocity discontinuities. A typical segment of a velocity discontinuity, defined by 
the nodal pairs (1,2), (3,4) and (5,6) is shown in Figure 12.40. For this arrangement, 
the jumps in tangential and normal velocities at the nodal pair (i,j) are given by 

Auj- = (M- - M,)cos0 + (v - v,)sin0 (12.133) 

Avij = (M,- - My) sin ̂  + (vj - v,)cos6' (12.134) 

where 6 is the angle of the discontinuity to the x-axis as shown in Figure 12.40, and 
ij stands for (1,2), (3,4) or (5,6). 
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Figure 12.40: A velocity discontinuity between adjacent 6-noded triangles 
To preserve a linear constraint matrix in the formulation, it is necessary to specify 

the sign s of the tangential velocity jump such that |Z1M| = sAu and s is equal to 
either 1 or - 1 . In order to ensure sAu > 0 along the discontinuity, we need to linear­
ize the quadratic curve defined by sA u so that a linear programming problem can 
be obtained. If a 5-sided linearization is used (which is sufficiently accurate), it may 
be shown that the following six linear constraints are optimum in the sense that they 
constrain the velocity by the least amount: 

(12.135) sAu^2 — 0 
1 

sAu^^ > j{sAu^f^ - SsAu^j) 

sAu^^ > ^(i/dMjg - sAu^2) 

1 

sAuj^ > 4 

sAu 56 > 0 

(12.136) 

(12.137) 

(12.138) 

(12.139) 

(12.140) 

Also, the assumption of a Tresca yield criterion implies that slip along a velocity 
discontinuity produces no dilation. This condition is satisfied if we enforce it at 
each of the three nodal pairs, namely 
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ZiVy = (M, - Uj)sme + {vj - v,)cose = 0 (12.141) 

where (i,j) stands for (1,2), (3,4) or (5,6). 

Velocity boundary condition constraints 

The last type of constraint to be imposed on the unknowns arises from the velocity 
boundary conditions. Consider a node i on a boundary that is inclined at an angle 
of 0to the X-axis. For a general case, where the boundary is subject to a prescribed 
tangential velocity MQ and a prescribed normal velocity VQ, the nodal velocity com­
ponents (M;, V,) must satisfy the following constraints: 

cos 6 sin 0 
— sin0 COS0 V/ 

(12.142) 

Power dissipation in the continuum 

The plastic flow may occur in both the continuum and the velocity discontinuities. 
The total power dissipated in these shearing modes forms the objective function and 
is expressed in terms of the unknowns. Within each triangle, the power dissipation 
by the stresses is given by 

^c = (P^x + OyEy + o^Y^)dA (12.143) 

A 

By making use of the flow rules and the yield condition, the above equation gives 

Pc = ^J^{h,+X^+X,,) (12.144) 

k = \ 

when the cohesion strength c is uniform across the element. 
Power dissipation in velocity discontinuities 
The power dissipated by plastic shearing along a velocity discontinuity is given by 
an integral of the form 

P^= \c\Au\dl = sc\Audl (12.145) 

where s is either +1 or - 1 according to the specified sign of the discontinuity. For 
the velocity discontinuity shown in Figure 12.40, the above integration may be per­
formed analytically to give 

P, = '-fiAu,2 + 4Au,, + Au,,) (12.146) 
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Upper bound linear programming problem 

The objective function coefficients for each triangle and discontinuity, which de­
scribe the internal power dissipation, are summarised by equations (12.144) and 
(12.146). All of these node and element coefficients may be assembled in the usual 
manner to give the following linear programming problem 

Minimize 

Subject to 

clx. 
^ 1 1 ^ 1 

A,X^ 

A3Z1 

A4X1 

+ C[Z2 

+ A 12-^2 

^ 2 

= « 1 

<B^ 

= « 3 

= « 4 

> 0 

where X^ is a global vector of nodal velocities and Zj is a global vector of element 
plastic multiplier rates. 

The above linear programming problem can be solved efficiently by adopting an 
active set algorithm that was developed by Best and Ritter (1985) and later modi­
fied by Sloan (1988a). 

(b) Numerical example 

In this section, we present a simple example of upper bound analysis of a smooth 
strip footing on undrained clay using the numerical formulation that has just been 
outlined. Figure 12.41(a) shows a relatively coarse upper bound mesh with 
6-noded elements. The numerical results are given in Figure 12.41(b), where n and 
m represent the numbers of variables and constraints in the linear programming 
problem. The quantity i is the number of total iterations required in solving the lin­
ear programming problem. Three different values of p are used in the analysis so 
that the sensitivity of the results to the linearization of the yield surface can be stu­
died. It is evident that the upper bound solutions are reasonably sensitive to the 
number of sides used to linearize the yield surface. It should also be noted that the 
bearing capacity solution {Nc = q/c) will approach the exact solution (i.e. 
Nc — 5.14) when a finer upper bound mesh and a larger p value are used in the ana­
lysis. 



392 CHAPTER 12 

M = 0 

xox 

(a) Upper bound mesh with 6-noded elements 
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2193 

3921 
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1000 

1650 

Nc - q/c 

5.49 

5.34 

5.29 

(b) Results for a smooth strip footing on clay 

Figure 12.41: Upper bound mesh and bearing capacity for a smooth strip footing 
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12.5 LIMIT ANALYSIS USING NONLINEAR PROGRAMMING 

Apart from the linear programming techniques presented so far, nonlinear program­
ming has also been used in conjunction with finite elements to perform limit analy­
sis. The advantage of using nonlinear programming is that there will be no need to 
linearize yield functions which may prove to be difficult for some general yield cri­
teria. In geotechnical engineering, we can use two finite element formulations for 
nonlinear programming limit analysis. The first procedure was developed by Lya-
min and Sloan (2002a,b) whose formulations are based on the original work of 
Zouain et al. (1993). In this approach, the collapse load is determined by solving 
a nonlinear programming problem subject to a large number of equality and in­
equality constraints. The formulation is of a mixed nature as it makes use of both 
stresses and velocities. Application of the formulation is more difficult as it is rather 
complex and also requires special finite elements. The second nonlinear program­
ming approach has been developed by Li and Yu (2005) by extending the earlier 
work of Zhang etal. (1991) and Liu et al. (1995) for metal plasticity. The main ad­
vantage of this second approach is that it makes use of the standard displacement-
based finite elements and is therefore easier to apply in practice. For this reason, 
the second approach will be presented in this section. 

12.5.1 Limit analysis for a general yield criterion 

A general yield criterion 

Many widely used yield criteria for cohesive-frictional materials can be expressed 
in a general form as follows 

F{a) = a'^Pa + a^g - 1 = 0 (12.147) 

where a is the stress vector, P and Q are the coefficient matrix and vector that are 
related to strength properties of the material (i.e. cohesion and frictional angle). 

Equation (12.147) is a general yield function for frictional materials. For exam­
ple, the Mohr-Coulomb criterion in plane strain can be expressed as 

F(ay) = {o^Oyyf + {2a^f-{2cco&(t)-{Oxx + % ) s i n ^ ) 2 = 0 (12.148) 

where c and <p are cohesion and frictional angle respectively. It can be shown that 
the above function can be expressed in the form of (12.147) with the following co­
efficient matrix and vector: 



394 CHAPTER 12 

P = 
4c2 

-l-sin^^ 

Q = 

4c2cos20 
. 0 

sin0 

- l -s in^^ 
4c2cos2(^ 

JL 
4c2 
0 

0 
1 

C^COS^(p' 2rh-' 

(12.149) 

CCOS(p 

sin(p 
ccos<p 
. 0 . 

(12.150) 

Taking tensile stresses as positive, the Drucker-Prager criterion is written as fol­
lows: 

F(oij) = a / i + JJ2-k 0 (12.151) 

where /, is the first invariant of the stress tensor, / j is the second invariant of the 
deviatoric stress tensor, a and k are material strength parameters. 

It can be shown that for a three-dimensional stress state, the Drucker-Prager yield 
function (12.151) can also be expressed in the form of (12.147) provided we set 

P = 

e = 

[P\ P2 Pi 0 0 0' 
P2 Pi P2 0 0 0 
P2 P2 P\ 0 0 0 
0 0 0 /'s 0 0 
0 0 0 0 /'3 0 

.0 0 0 0 0 P3, 

0 
0 

.OJ 

(12.152) 

(12.153) 

where 

P\ = 
_ l-3a2 

P2 

P3 

1o 

3k^ 

1 + 6a2 
6A:2 

J_ 
yt2 

2a 
A: 

(12.154) 

(12.155) 

(12.156) 

(12.157) 
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The kinematic theorem of limit analysis 

In theory, an upper bound to the true collapse load of a structure can be obtained 
by using the kinematic theorem of limit analysis. As detailed in Chapter 4, the kin­
ematic theorem states: among all kinematically admissible velocity fields, the real 
one yields the lowest rate of plastic dissipation power. Mathematically, the upper 
bound theorem can be formulated as follows 

j j r,w, ^5^ < j j j a,̂ e,̂  ^ ^ - j f f / ' " ' ^ ^ (12.158) 

where m is the collapse load multiplier, T, is the basic load of surface tractions (may 
be set as a unit value), /, is the body force, M, and £y are kinematically admissible 
velocity and strain rate fields, 57. denotes the traction boundary and V represents 
the space domain of the structure. 

It is noted that the rate of plastic dissipation power is defined by 

D{eij) = cr,̂ £,y (12.159) 

According to the mathematical programming theory, the kinematic theorem 
(12.158) can be formulated as follows in the absence of body force: 

m = min (^ij^ijdy = min D{E-^ dV (12.160) 

Subject to TiU^dS = 1 (12.161) 

'a i(M,̂ . + M̂ .,) in V (12.162) 

Ui = 0 on Su (12.163) 

where Su denotes the displacement boundary. Hence the kinematic limit analysis 
of a structure has been reduced to the calculation of the smallest limit load multipli­
er m, as the collapse load is equal to mT,. 

Dissipation power for a general yield criterion 

From equation (12.159), it is clear that the plastic dissipation power depends on 
both stress and strain fields. It should be noted that the stress field is linked to the 
strain rate field through the associated plastic flow rule, namely 

'ij = ^ ^ ^ (12.164) 
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which is reduced to the following by using the general yield equation (12.147) 

£ = TiPa + XQ (12.165) 

from which we can express the stress field in terms of strain field 

a = - L p - i f - i p - ^ e (12.166) 

If the matrix P is non-singular, i*" ' can be determined uniquely. However for the 
case of a singular P matrix, we can use P + y to replace P, where y is a very small 
real value. 

Given that the stress field is on the yield surface, equations (12.166) and (12.147) 

can be combined to determine the plastic multiplier rate X: 

Now we can express the rate of plastic dissipation power purely in terms of the 
strain rate field: 

= yiE^p-h).(i + Q^P-^Q)-^E^P-^Q (12.168) 

Therefore once the kinematically admissible velocity field is obtained, the plastic 
dissipation power can also be calculated. The key result is that there is no need to 
evaluate stress fields in kinematic limit analysis which simplifies the numerical 
procedure considerably. 

The nonlinear programming problem 

Based on the above expression for the rate of plastic dissipation power, the kinemat­
ic limit analysis of frictional materials can be formulated as the following math­
ematical programming problem: 

m = min iy(£^p-i£).(4 + Q^p-^Q) - y^p-^Q dV (12.169) 

Subject to I I T^udS = 1 (12.170) 

£ = i(VM -h MV) in V (12.171) 
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M = 0 on Sy (12.172) 

where T is the basic load column vector of surface tractions and u is the velocity 
column vector. 

12.5.2 Finite element approximation of velocity fields 

To describe the variation of kinematically admissible velocity fields, the standard 
displacement-based finite elements are used. In the finite element method, the 
structure is divided into a large number of small elements, in which the velocity (or 
displacement increments) is assumed to vary in a certain manner (e.g. linear or 
quadratic variations). 

The velocity field u within an element, e, is linked to its nodal velocity vector 
(5 through shape functions N, namely 

Ue = Ne de (12.173) 

from which we can determine the strain rate field from the velocity field as follows 

ee = Lu = LNe de = Be <5e (12.174) 

in which 

(12.175) ^e - {Bi,B2,-;B„] 

and 

Bi 

•dN, 

dx 0 0 

0 0 dz 

dy dx 

0 

dz 

dNj dN-
dz dy 

0 ^ 
dx 

{i = 1,2,...,n) (12.176) 

where n is the number of nodes in each element. 

By using the Gaussian integration technique, the objective function in equation 
(12.169) can be further reduced to 

i y (£^p - i£ ) . ( 4 + Q^P-^Q) - h'^P-^Q dV 
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N NG 
= Y^T^SeWli Uid/(K,),de).(4 + Q^P-'Q) - Ue\Ge)i 

e=li=\ 

(12.177) 

where (g)̂ ); is the Gaussian integral weight at the i-th Gaussian integration point 
within the element, e, |7|, is the determinant of the Jacobian matrix at the i-th Gaus­
sian integration point, and NG is the number of integration points within each ele­
ment. We also have 

Ke — Bg P~ Be (12.178) 

Ge = Bl P-^Q (12.179) 

If we introduce a transformation matrix for each element, Cg, then we can ex­
press the nodal velocity vector dg in terms of the global velocity vector, d 

de = Cey-d (12.180) 

with which the objective function (12.177) can be further expressed in terms of the 
global nodal velocity vector 

I I y(e^P-h).(4 + Q^P-^Q) - ^E^P-^Q 
'V 

N NG 

dV 

= Y Y^Qe)i\J\, \J{d/{Ke)ide).{A + Q^P-^Q) - i 5 / ( G e ) , 

NGxe 

= 2 p,|/|, y{d%m^ + Q^p-'Q) - WG^ 
i = l 

in which 

f^i — Ce{Ke)iCe 

Gj = Ce{Ge)i 

(12.181) 

(12.182) 

(12.183) 

(12.184) 

In addition, the normalization condition (12.170) can be expressed in terms of 
the global nodal velocity vector as follows 

F^ = 1 

in which F is the basic column vector of equivalent nodal loads. 

(12.185) 

After the velocity boundary condition (12.172) is imposed by means of the stan­
dard finite element method, the nonlinear programming problem can be solved to 
obtain the lowest load multiplier m. 
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NGxe 
m = min J^ Q,\J\i \J{.d%d).{A + Q^p-^Q) - Ud^G,) 

i = \ 

Subject to F^d = 1 

12.5.3 The iterative solution algorithm 

(12.186) 

(12.187) 

The kinematic (i.e. upper bound) limit analysis defined by equations 
(12.186)-(12.187) is a minimum optimization problem with a single equality con­
straint. The objective function is nonlinear, continuous but may be nondifferenti-
able. For a continuous and differentiable quadratic mathematical programming 
problem under Kuhn-Tucker's conditions, several effective methods can be used 
to solve it (Himmelblau, 1972). 

For the mathematical programming problem (12.186), there is a calculation of 
square root which could make the objective function unsmooth and nondifferenti-
able. This would cause difficulties in solving the programming problem. The nonli­
near objective function becomes nondifferentiable in rigid areas (where the strain 
fields are zero) for limit analysis. This difficulty can be overcome by using an itera­
tive algorithm used by Zhang etal. (1991) and Liu et al. (1995) for purely cohesive 
materials and by Li and Yu (2005) for cohesive-frictional materials. This technique 
is concerned with how to distinguish rigid and deforming plastic areas. A similar 
technique was also used by Huh and Yang (1991) for solving nonlinear program­
ming problems. 

By using the Lagrangian method (Himmelblau, 1972), the equality constraint 
can be removed so that the equations (12.186) and (12.187) can be combined to give 
an unconstrained minimum optimization problem with the following new objec­
tive function: 

L{6,q) = Y^ Q,\J\, y(d'K,d).{A + Q^P^Q) - Ud^Gd + q{l - F^) (12.188) 

where q is the Lagrangian multiplier. 

In order to perform an iterative technique for solving the nonlinear program­
ming, it is better to re-write the objective function (12.188) in the following form 

NGxe 

L{d,q) = 2] e,| 
( = 1 

l^^idTK^dUA + grp-^Q) i^^r, 
CO ICP - WG,) 

+ q{l - F^d) (12.189) 

in which 
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0)"^'' = J(d%d).(4 + Q^P'^Q) (12.190) 

which serves as an iteration control parameter. 

To overcome the difficulties which may arise from an unsmooth objective func­
tion, all the nondifferentiable areas need to be identified where the first part of the 
objective function becomes zero (i.e. o)"^'' = 0). In order to find all nondifferenti­
able regions, an iterative technique is needed. The iteration begins with the assump­
tion that the strain rate is non-zero everywhere and therefore the nondifferentiable 
region does not exist at the first iteration step. However from the second step, the 
strain rate will be updated and the nondifferentiable areas can be identified by 
checking if CO'*̂^ = 0. 

Once a nondifferentiable area is identified at an iteration step, the condition 
^icp _ Q ^jjj jjg introduced as a constraint into the nonlinear programming prob­
lem using the penalty method. Hence the objective function will be modified at 
each iteration step until the limit load multiplier is determined. 

In view of the above discussion, an iterative solution algorithm for calculating 
the limit multiplier is proposed as follows: 

Step 0: initializing the nonlinear objective function 

As shown in Huh and Yang (1991) and Liu et al. (1995), the selection of the in­
itial nodal velocity field does not affect the convergence of iteration. It may be 
proved that from any initial trial solution, the subsequent iterations are locked in 
a certain convex hull that contains the exact solution of the problem (Huh and Yang, 
1991). For simplicity, we can begin the iteration by setting a*"''' = 1 in the objec­
tive function (12.189). Then the initial nodal velocity vector d^ can be estimated 
by solving the mathematical programming problem with the following objective 
function: 

L{d,q) = X Qi\ni \i^%d)-{^ + Q'P'^Q) - i(^^G,) 

+ q{l - F^d) (12.191) 

Using the minimum optimization theory, a system of linear equations can be ob­
tained by applying 

as follows 
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NGxe r. 

F^d = 1 

= qF (12.193) 

(12.194) 

By solving the above system of linear equations, we can obtain the initial nodal 
velocity vector ^Q, from which the initial load multiplier can be derived by using 
the following equation 

NGxe 

i = \ 

'"o = Z Qi\ni Ud,%d,).{A + Q^P-^Q) - kd/G,) (12.195) 

Step k+1 (k=0,l,2..): identifying the rigid regions to modify objective function 

At step k, the value of a>'^'' needs to be calculated at every integration point in 
order to check if it is in a nondifferentiable area. Then the integration point set I will 
be subdivided into two subsets: (a) the subset (//j)̂ + j where the objective function 
is not differentiable and, (b) the subset (Ip)(^+1 where the objective function is dif-
ferentiable. Therefore 

/ = ( / A + i U ( / A + i (12.196) 

(/«), + ! = ^•e/,«>'^^ = 0) (12.197) 

iIp),^, = {iel,co'^P>0] (12.198) 

It should be noted that in actual calculations, the integration point is regarded as in 
the rigid region as long as o)'^^ is smaller than a certain small value say ^ (which 
may range from 10"^ to 10"'^). 

The value of nodal velocity vector at step k, dj^, can then be determined by solv­
ing the following revised mathematical programming problem: 

m mm 
d 

2 ^ ^Tcp 2^^ ̂ i> 

Subject to F^d = 1 

co'^^ = Jid%d).{4 + Q^P-'Q) = 0 i f / e ( / « ) , ^ i 

which is equivalent to the following minimum optimization problem 

(12.199) 

(12.200) 

lidrK,d).(4 + Qrp-iQ) 1 
2 (ftj^cp)^ 2*^" "^'^ 
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+ ri Y. Qi\J\{i.^%m^ + Q'P~'Q)\ + q{'^-F^^) (12.201) 

where ?; is a penalty factor and its value may vary from 10'* to lO'l 

Finally, the above minimum optimization problem can be transformed into the 
following system of linear equations by applying (12.192): 

I Qi\ni 2 (ft;/CF)^ 2^^ ' - ' 

+ r, 2 Q,\J\{{K^d).{A + Q''p-'Q)\^qF 
'^UR)k+l 

F^d = 1 

(12.202) 

(12.203) 

By solving the linear system of equations defined by (12.202) and (12.203), we 
can obtain the nodal velocity vector ^^.j. j at step k. The limit load multiplier at this 
step can then be determined by 

'"fc + i = YQi\J\\^(»k + /KA^i)-(^ + e^P-^0 - i ( ^ , + /G, ) 

It is noted that the above iteration is repeated until the solution satisfies the fol­
lowing convergence criteria 

(12.204) 

m k + l 
< ERRl (12.205) 

\^k + \ ^id<ERR2 (12.206) 
\\^k + \\\ 

where ERRl and ERR2 are error tolerances given by the user. 

Li and Yu (2005) present a number of numerical examples indicating that the pro­
cedure outlined here is very robust and can be used confidently to give accurate sta­
bility solutions for geotechnical problems involving complex loading conditions. 
The formulation has also been extended by Li and Yu (2006a) to composite materi­
als. A major advantage of this nonlinear programming method is that it can be readi­
ly applied to three-dimensional problems because standard displacement finite ele­
ments are used in the formulation. This has been demonstrated by Liu et al. (1995) 
and Li and Yu (2006b) using three-dimensional numerical examples. 
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CHAPTER 13 

SHAKEDOWN ANALYSIS 

13.1 INTRODUCTION 

In the previous chapter, we were concerned with direct methods of determining 
plastic collapse loads of geotechnical structures under static loading conditions. In 
particular, two fundamental theorems have been found extremely useful. These are 
the lower and upper bound theorems of plastic collapse for perfectly plastic materi­
als (Gvozdev, 1936; Hill, 1951; Drucker et al, 1952). These theorems allow the 
collapse load to be determined directly without using an incremental analysis. 

This chapter is concerned with a more general case involving structures that are 
subjected to variable loads. In particular we are interested in the direct methods that 
can be used to assess the stability of structures under variable loads. When an elas­
tic-plastic structure is subjected to a cyclic load, three distinctive situations may 
occur (Yu, 2005). First, if the load magnitude applied is so low (i.e. lower than the 
elastic limit of the structure) that nowhere in the structure is deforming plastically, 
then the behaviour will be entirely elastic. Second, if the load is larger than the elas­
tic limit (or the first yield limit) so that some part of the structure is deforming plas­
tically but is less than a critical limit, then the plastic deformation will cease to 
occur after a number of load cycles. In other words, after a number of cycles with 
plastic deformation, the whole structure will respond purely elastically to the re­
maining load cycles. If this happens, then we consider the structure to have 'shaken 
down', and the critical limit (below which shakedown can occur) is termed a 'sha­
kedown (or elastic shakedown) limit'. Third, if the applied load is greater than the 
shakedown limit, then the structure will continue to exhibit plastic strains for how­
ever long the load cycles are applied. If this occurs, then the structure would even­
tually fail owing to fatigue or excessive plastic deformation. Therefore for struc­
tures under variable loads, the shakedown limit provides a rational criterion for 
design (Kachanov, 1974; Konig, 1987; Johnson, 1985, 1992; Maier et al, 2000). 

Over the last two decades, there has been growing interest in the application of 
the fundamental shakedown theorems of Bleich (1932), Melan (1938), Symonds 
and Neal (1951) and Koiter (1960) to study the behaviour of elastic-plastic struc­
tures subjected to repeated or cyclic loading conditions (e.g. Johnson, 1985; Konig, 
1987). In the field of geotechnical engineering, the theory of shakedown is particu­
larly useful for solving problems in the design of foundations under cyclic loads 
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(Aboustit and Reddy, 1980; Pande, 1982) and pavements under moving traffic 
loads (Sharp, 1983; Sharp and Booker, 1984; Collins and Cliffe, 1987; Collins et 
al, 1993; Raad et al, 1988; Yu and Hossain, 1998; Shiau and Yu, 2000a,b; Yu, 
2005; Boulbibane and Ponter, 2006; Li and Yu, 2006a, b, c). 

13.2 THE CONCEPT AND THEOREMS OF SHAKEDOWN 

13.2.1 Simple illustration of the concept of shakedown 

To provide a simple illustration of the basic concept of shakedown, we follow Hill 
(1950) and Calladine (1985) in considering the behaviour of loading-unloading-re-
loading in a simple one-dimensional cavity expansion problem in a Tresca material. 

For simplicity let us consider a spherical shell with internal and external radii of 
a and b. The shell is subjected to an internal pressure p and the external boundary 
is stress-free. This is a special case of the problem considered in section 10.3 of 
Chapter 10. The solutions for this problem using the Tresca yield criterion can also 
be found in Hill (1950). 

The loading stage - elastic limit and plastic limit 

When the internal pressure p is increased from zero, the shell is initially elastic until 
the pressure reaches the following elastic limit 

Pe = f (1 - Cf?) (13.1) 

where Y = 25„ and 5„ is known as the undrained shear strength. 

The elastic stress field is obtained as follows 

Or = - P ^ ^ (13.2) 

(i:)^-l 

1(^)3 + 1 
Oe = o^= P—E (13-3) 

C£2)3_i 

Once the internal pressure exceeds pe , a plastic region will be formed starting 
from the internal boundary. As detailed in Chapter 10, the following solution for 
stresses in the plastic region {a < r < c) can be obtained: 

Or = -2Yln( f ) -^ [ l - (^ )3] (13.4) 
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a, = a^ = Y-2Y\n{^)-f[l-(f-)'] (13.5) 

where c is the radius of the plastic zone. The stresses in the outer elastic region 
(c < r < Z?) are 

o =a = ^ ^ [ ^ ^ 3 + 11 
• ^ 0 

(13.6) 

(13.7) 

By substituting r = a in equation (13.4), the internal pressure needed to produce 
plastic flow to a radius c is found to be 

2Yr p = 2Y\n{^) + f[l-{f-y] (13.8) 

As a special case, when the whole shell becomes plastic (i.e. c=b), then the internal 
pressure reaches a true maximum (i.e. plastic limit), which can be obtained simply 
from equation (13.8): 

PP = 2i'ln(|) (13.9) 

which would decrease during the subsequent expansion due to the geometry 
change. 

^ purely elastic unloading 

P s p. 

unloading with reverse plasticity 

(a) Shakedown (b) Non-Shaicedown 

Figure 13.1: The behaviour of shakedown for cavity loading-unloading-reloading 
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The unloading stage - residual stresses and shakedown limit 

If a pressure p > pe is applied to the internal boundary of the shell and then re­
duced to zero, the unloading process is purely elastic if p is not too great (see 
Figure 13.1a). The resulting field of residual stresses is obtained by subtracting 
from (13.4)-(13.7) the elastic stresses (13.2)-(13.3) due to the removal of the inter­
nal pressure. The residual stress field in the outer elastic region (c < r < fe) is 

and the residual stress field in the inner plastic region (a < r < c) is 

^^=-f[^(l-?f)-31"(4)] (13-12) 

a, = f [ | + 31n(4)-^(l+^)] (13.13) 

where 

p = 2yin(|) + f [l-(f)^] 
-"0 

.. - f (1 - (̂ )') 
As stated in Hill (1950), the contraction of the outer layers of the shell compres­

ses the inner layers, and leaves the internal surface in a state of tangential compres­
sion of magnitude F(p/po - 1)- A subsequent application ofpressure (i.e. reload­
ing to a pressure less than the original maximum) only strains the shell elastically, 
as shown in Figure 13.1a. In this way, the shell is strengthened by pre-stressing (as 
reloading from a stress-free state will follow the stress path marked by the dashed 
line). This simple example illustrates that certain residual stresses (in this case 
caused by prior pressurisation of the shell) raises the load to cause first yield. 

It is noted that the behaviour shown in Figure 13.1a is only possible if the un­
loading process is purely elastic. In other words, no elements of the shell are un­
loaded and stressed to yield in the reverse direction during the removal of the ap­
plied load. For the Tresca yield condition, it is the quantity OQ — Oy that governs 
yielding. The largest difference occurs on the internal boundary, where it equals 
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a , - a , = y ( l - ^ ) (13.14) 

For reverse yielding to occur we have 

aQ-Or= -Y (13.15) 

and by combining equations (13.14) and (13.15) we know that the condition for 
reverse yielding to occur during unloading is evidently 

p = p , < 2 p e = f ^ ( l - ^ ) (13.16) 

The unloading is accordingly purely elastic if the pressure is less than two times 
the elastic limit, and this occurs for all pressures p up to the plastic limit 

p=p,<Pp = 2Y\n^^^ (13.17) 

We may define the shakedown limit as p^ = mmipp, 2pe), and for p < p^ both 
the initial unloading and any subsequent reloading will be purely elastic, which is 
shown in Figure 13.1a. It is easy to work out that the shakedown condition (13.16) 
controls as long as Z^Q/OQ > 4.92. The analysis we have done shows that a single 
application of pressure p (that is less than p v) induces residual stresses which enable 
the shell to respond to repeated pressure application up to this level by purely elastic 
action. We say the structure will shake down to elastic behaviour for repeated pres-
surisation between 0 < p < ps-

Finally we note that for pressure p > ps, yielding and therefore plastic deforma­
tion will occur during both unloading and reloading processes as shown in 
Figure 13.1b. If this occurs, the structure will not shake down to elastic behaviour 
As stressed by Calladine (1985), these conclusions depend critically on our as­
sumption that there is no hysteresis and there is no Bauschinger effect. 

13.2.2 The lower and upper bound theorems of shakedown 

It should be acknowledged that the preceding example of shakedown has been ex­
tremely simple: a simple structure subject to only one kind of loading whose sign 
never changed. In reality, however, shakedown problems of practical interest would 
be much more complicated, particularly involving two- or three- dimensional for­
mulations. In these cases, it is hardly possible to derive the exact shakedown limits. 

To overcome the potential difficulties of applying the shakedown concept to en­
gineering design, we can make use of two fundamental shakedown theorems (simi­
lar to the lower and upper bound theorems of plastic collapse) developed by Melan 
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(1938) and Koiter (1960). These theorems, presented and proved in Section 4.6 of 
Chapter 4, enable the shakedown limit of a general elastic-plastic structure to be 
estimated in a direct manner. 

The lower bound shakedown theorem (Melon, 1938) 

Melan's static or lower bound shakedown theorem states that if any self-equilib­
rated residual stress field Qg can be found, which, when combined with the elastic 
stress field produced by the apphed loads, does not violate the yield condition any­
where, then shakedown will occur. If the applied load is denoted by Apg (where PQ 
may be conveniently set as the unit pressure in the actual calculation), and A is a 
dimensionless scale parameter, then ail the induced elastic stress components are 
also proportional to A. Melan's shakedown theorem hence demands 

/(Aa|. + g,j) < 0 (13.18) 

where a'j is the elastic stress field due to the applied pressure PQ, and f{Ou) = 0 
is the yield condition for the material. The largest value of A obtained by searching 
all possible self-equilibrated residual stress fields, p,;, will give the actual shake­
down limit Ps — ^sPo-

The upper bound shakedown theorem (Koiter, 1960) 

Koiter's kinematic or upper bound theorem can be stated as follows; an elastic-per-
fectly plastic structure will not shakedown for given extreme load values (i.e. it will 
fail ultimately due to progressive plastic flow) if any kinematically admissible plas­
tic strain rate cycle £y and any external loads TQ,- within the prescribed limits can 
be found so that 

\ dtl I To,, wf d5 > L / H ol Eij dV (13.19) 
'0 J JSr JQ J J Jy 

which provides an upper bound for the shakedown limit. 

Alternatively, Koiter (1960) pointed out that the upper bound theorem can be 
stated as follows: the structure will shakedown if the inequality sign in (13.19) is 
reversed for all kinematically admissible strain rate cycles 

^ M M Poi uf dS < I dtl \ I ofj 4j dV (13.20) 

which provides an upper bound to the shakedown load multiplier A, 
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oi". 4 dV 
I] y 

(13.21) 

Poi Ui dS 

13.3 SHAKEDOWN OF ROLLING AND SLIDING LINE CONTACTS 

Shakedown involving a repeated rolling and sliding contact proves to be funda­
mental to the analysis and design of several engineering problems. In particular, it 
has applications to the simulation of railway foundations, roads and pavements 
under moving traffic loads (e.g. Johnson, 1962, 1985; Sharp and Booker, 1984; 
Collins and Cliffe, 1987; Radovsky and Murashina, 1996; Yu and Hossain, 1998; 
Yu, 2005). 

Figure 13.2: Rolling/sliding contact of a cylinder with an elastic-plastic half space 

13.3.1 Elastic stress fields 

The contact tractions due to a rolling and sliding cylinder 

In order to use the lower bound shakedown theorem, we need to evaluate the elastic 
stress distribution due to the surface tractions. Therefore we have to assume a form 
of surface pressure distribution. According to Johnson (1985), the contact stresses 
due to a moving cylinder may be assumed to consist of a normal and a tangential 
traction for rolling and sliding contact. If the normal load per unit length in the y-
direction is denoted as P and its tangential counterpart as Q, we may define a sur­
face friction coefficient 

H = 
Q (13.22) 
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If we assume that the contact pressure is hmited to a width of 2a in the x-direction, 
the Hertz theory leads to the following normal and tangential contact tractions 

o. 

Ox2 = -

IP 
no?-

2nP 

jta^ 

(fl2 - x^) 

/ ( « ' - x^) 

(13.23) 

(13.24) 

As shown in Figure 13.2, the maximum vertical stress occurs at JC=Z=0, which is 
obtained from equation (13.23) as follows 

Po 
2P 
Tta 

On the other hand, the mean or average vertical stress is 

^ - P 
P = 2a 

(13.25) 

(13.26) 

The width of loading is also linked to the normal load P as follows (Johnson, 
1985): 

APR 
TlE* 

(13.27) 

in which \/R — l//?j + l//?2 and £*depends on material properties. 

By combining equations (13.25)-(13.27), we may obtain the direct expression 
for the maximum pressure from the normal load P: 

PQ 
2P 
7ta y PE* 

jiR 
(13.28) 

which indicates that the normal load P is proportional to (Po)̂ . 

The elastic stress fields due to contact pressures 

The elastic stresses in the half-space due to the normal load P can be expressed in 
closed form as follows (Johnson, 1985): 

\Pxx)p a 

(Ozz)p = - § m ( l 

m(l + 4 + 4 ) 

z^ + n^ 

2z 

m^ + n^ ) 

where m and n are defined by 

(13.29) 

(13.30) 

(13.31) 
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,2 _ 1 
m 2 

n̂  = i 
" 2 

y(fl2 _ ;t2 + z2)2 + 4 x V + (fl2 _ ;j:2 + 22J (13.32) 

y(fl2 - x2 + z2)2 + 4̂ .̂222 _ (^2 _ ^2 + ^2)1 (j^ggg) 

in which the signs of m and n are the same as the signs of z and x respectively. 

Now we present the elastic stresses due to the tangential traction 

\Pxx)q - a n{2 - 4 ^ ) - ^ 

{Ozz)q {Oxz)p 

Go Po 

{Oxz)q _ {Oxx)p 

(13.34) 

(13.35) 

(13.36) 
% Po 

where QQ = jupQ is the maximum shear stress at x=z=0. 

The total elastic stresses due to both the normal and tangential loads are the sum 
of those given in equations (13.29)-(13.31) and those given in equations 
(13.34)-(13.36). 

13.3.2 Shakedown solutions in Tresca materials 

Johnson (1962) took the first step in deriving the shakedown limit for a half space 
with an infinitely long cylinder rolling and/or sliding on the surface as shown in 
Figure 13.2. The material is assumed to be cohesive in nature and the Tresca yield 
criterion was used. 

(a) The lower bound approach 

The residual stress field and shakedown condition 

To use Melan's lower bound theorem, we need to search for possible residual stress 
fields. For the case of an elastic cylinder rolling or sliding on an elastic-perfectly 
plastic half-space, Johnson (1962) was the first to study its residual stress fields. 

A possible residual stress field is such that can remain in the half-space after the 
load has passed. It must also satisfy the equations of stress equilibrium. The as­
sumption of plane deformation in the y-direction eliminates Qj^y and Qy^, and makes 
the remaining components independent of y. As noted by Johnson (1985), if the 
plastic deformation is assumed to be steady and continuous, the surface of the half-
space must remain flat and the residual stresses must be independent of x. Finally 
for the residual stresses to be in equilibrium with a traction free surface, g^^ and QXZ 
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must be zero. After these considerations, the only possible system of residual 
stresses is defined by 

Qxx = f{z); Qyy = g(z); Qzz = Qxy = Qyz = Qzx = 0 (13.37) 

According to Melan's lower bound shakedown theorem, we can choose the re­
sidual stresses to have any value at any depth to avoid violating the yield condition. 
We can then choose Qyy to ensure that the total stress in the y-direction is the inter­
mediate principal stress. If the yield condition of the material is assumed to obey 
the Tresca criterion, which is expressed in terms of the total stresses (including both 
the elastic stresses and residual stresses) as follows: 

^(Aa^ + Qxx- Aay2 + (Aay2 < (Suf (13.38) 

from which, we can conclude that the yield condition cannot be satisfied if Aajj. 
exceeds the undrained shear strength. Therefore the best lower bound would be to 
determine the following load multiplier 

X, = min ^/ , = % 7 — r (13.39) 
(x^) o'^,(x,z) maxo-|,(x,z) 

In other words, the shakedown limit is controlled by the maximum elastic shear 
stress Oxr For example for the case of normal loads only (i.e. pure rolling), equation 
(13.31) can be used to give the maximum shear stress as m&xa'i^^{x,z) = 0.25po 
at points (0.87a, 0.5a) and (-0.87a, 0.5a). Hence the shakedown limit can be repre­
sented by the following normalised form 

Influence of tangential traction 

The same analysis can be performed for cases with both normal and tangential trac­
tions (i.e. /J, > 0). This type of analysis was first considered by Johnson and Jef-
feries (1963). It is important to note that in this case the residual stress field defined 
by equation (13.37) is still valid, and therefore the shakedown limit is also deter­
mined by the maximum elastic shear stress o^p as defined in equation (13.39). The 
only difference is that in calculating the elastic stress, the contribution due to the 
tangential traction must be added. It is found that the point of maximum o^^ lies 
below the surface as long as ^ = Q/P < 0.367. At larger values of tangential trac­
tion, the point of maximum shear stress lies in the surface layer. Figure 13.3 shows 
the shakedown limits obtained by Yu (2005) for a range of ju values. It is evident 
that the shakedown limit tends to reduce with increasing value of tangential trac­
tion. 
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Su 

M =j 

Figure 13.3: Shakedown solutions for line contact in Tresca materials (Yu, 2005) 

(b) The upper bound approach 

As stated by Johnson (1992), the first attempt appears to be made by Belyakov (see 
Gokhfeld and Cherniavski, 1980) for the preceding shakedown problem. To apply 
Koiter's upper bound shakedown theorem, we may assume a mechanism of incre­
mental collapse comprising simple plastic shear along a plane z - ZQ = constant. 
If the increment of plastic tangential displacement is Zl M^ , the work done by the 
elastic stresses is o^z X ^ u^^ and the internal dissipation is given by 5„ X zj u^^. 
From Koiter's upper bound theorem we have 

o^. £ii dV 

Su_ (13.41) 

Poi "<• dS 

The optimum upper bound may be obtained by searching ZQ a depth where the elas­
tic shear stress o^z becomes maximum. This is clearly the same as the lower bound 
solution defined by (13.39). Therefore the shakedown solutions presented in 
Figure 13.3 may be regarded as the true shakedown solutions for the problem con­
sidered (Johnson, 1992). 
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13.3.3 Shakedown solutions in Mohr-Coulomb materials 

In this subsection, we will derive the shakedown limits for a half-space that is made 
of cohesive-frictional materials obeying the Mohr-Coulomb yield condition. As for 
cohesive materials we will make use of both the lower bound and upper bound ap­
proaches. 

(a) The lower bound approach 

The residual stress field and shakedown condition 

A possible residual stress field is such that can remain in the half-space after the 
load has passed. It must also satisfy the equations of stress equilibrium. The as­
sumption of plane deformation in the y-direction eliminates Qxy and Qy^, and makes 
the remaining components independent of y. As noted by Johnson (1985), if the 
plastic deformation is assumed to be steady and continuous, the surface of the half-
space must remain flat and the residual stresses must be independent of ;c. Finally 
for the residual stresses to be in equilibrium with a traction free surface, Q^^ and Q^Z 
must be zero. After these considerations, the only possible system of residual 
stresses is defined by 

Qxx = / ( z ) ; Qyy = g(z); Qzz = Qxy =^ Qyz = Qzx = 0 (13.42) 

According to Melan's lower bound shakedown theorem, we can choose the re­
sidual stresses to have any value at any depth to avoid violating the yield condition. 
We can then choose Qyy to ensure that the total stress in the y-direction is the inter­
mediate principal stress. If the yield condition of the material is assumed to obey 
the Mohr-Coulomb criterion, which is expressed in terms of the total stresses (in­
cluding both the elastic stresses and residual stresses) as follows: 

/ (AoS. + Qxx- Aay2 + 4(AaJ,)2 + 

(Xo%c + Qxx + Ao-y sin^ < 2c cos0 (13.43) 

which can be satisfied only if the following condition is met (Yu, 2005; Radovsky 
and Murashina, 1996): 

A < -j ,— (13.44) 

\o^J + ol,tan(P ^ ' 

Therefore the best lower bound would be to determine a load multiplier so that 

h = min-; i—^ = -i r-̂  r (13.45) 
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In other words, the shakedown limit is controlled by the maximum elastic stress 
function ICT̂ ]̂ + erf̂  tan 0. 

Whilst some results are given by Radovsky and Murashina (1996) for the case 
of pure rolling, a complete set of results has been obtained by Yu (2005) for cases 
with both normal and tangential tractions. Figure 13.4 shows the shakedown limits 
for the cases of 0 = 0°, 15'',30'',45''.Itisfoundthattheshakedownlimitincreases 
with internal friction angle but decreases with the surface friction coefficient fx 

^sPo 

Figure 13.4: Shakedown solutions for line contact in Mohr-Coulomb materials for fric­
tion angle ranges from zero to 45 degrees (Yu, 2005) 

(b) The upper bound approach 

To apply Koiter's upper bound shakedown theorem, we may assume a mechanism 
of incremental collapse comprising simple plastic shear along a plane 
z = ZQ = con.smnr. As pointed out by Collins and Cliffe( 1987), due to the dilatant 
nature of the associated flow rule of a Mohr-Coulomb material, a shear velocity 
must be accompanied by a normal component, such that the resultant velocity vec­
tor is inclined at an angle (p to the slip line. The rate of plastic work per unit length 
on such a slip line is the product of the cohesion c with the tangential velocity jump 
Vcos^. The work done by the elastic stresses is \a% 
From Koiter's upper bound theorem we have 

X Vcos^ + o"^ X Vsingi. 
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Poi 4 dS 

c X Kcos0 
|c7^| X Fcos^ + ol^ X V?,in4> 

mz\ +af , tan(^ 
(13.46) 

The optimum upper bound may be obtained by searching ZQ at a depth where the 
elastic shear stress function {a^^ + cr̂ j tan (^becomes maximum. This is clearly the 
same as the lower bound solution defined by (13.44). As a result, the shakedown 
solutions presented in Figure 13.4 for Mohr-Coulomb materials can be regarded 
as the true shakedown solutions. 

13.4 SHAKEDOWN OF ROLLING AND SLIDING POINT CONTACTS 

In the previous section, we considered the shakedown of a half-space under a rolling 
and sliding line load, as shown in Figure 13.2. Because of its two-dimensional na­
ture (i.e. plane strain), it can only be considered as an approximate solution to pave­
ment or railway foundations under moving traffic loads. A better approximation of 
the traffic loading would be to use a surface contact loading limited to a circle (Yu, 
2005; Collins and Cliffe, 1987). With this assumption, however, the problem be­
comes three-dimensional and as a consequence it is much more difficult to derive 
relevant shakedown solutions. 

Figure 13.5: Rolling/sliding point contact with an elastic-plastic half space 
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13.4.1 Problem definition of a point contact 

We now follow Yu (2005) to consider a cohesive-frictional half-space that is sub­
jected to a surface contact loading limited to a circle of radius, a, (i.e. 
x'^ + y^ < a^), as shown in Figure 13.5. If the tensile stresses are treated as posi­
tive, then the boundary stresses on the surface are given as follows: 

^^•Jia^-x^-y^) (13.47) Ozz = -

Or, 
32 

2^,3 y ( « ^ - - ^ - ^ ^ ) (13.48) 

Oy, = 0 (13.49) 

where P is the total normal load applied in the z-direction (i.e. the vertical direc­
tion), and Q is the total shear force applied in the x-direction (i.e. the moving load 
direction). All the boundary stresses outside the circle of contact are assumed to be 
zero. It is also common to link the normal and shear loads by a friction coefficient 
^ = QlP-

The stress distribution defined by equations (13.47)-(13.49), often referred to as 
the three-dimensional Hertz load distribution (Johnson, 1985; Collins and Cliffe, 
1987), is found to model the loaded region between a tyre and a pavement reasona­
bly well (Sharp and Booker, 1984). If the circular load moves along the x-direction, 
then we wish to determine the load condition (i.e. the value of P for a given pC) at 
which shakedown of cohesive-frictional materials can occur. 

13.4.2 The elastic stress field caused by a Hertz stress distribution 

The analytical solutions for elastic stress fields at any point (x,y,z) in the half-space, 
due to the three-dimensional Hertz stress distribution, defined in equations 
(13.47)-(13.49), were given by Hamilton (1983). The stress expressions that are 
relevant to this study are given below. 

The stresses due to the normal load 

The elastic stresses due to the normal load P are given as follows: 

3P 
Or. 

Ox. 

2na^ 

3P 

ivr , azM 

2na^ 

(13.50) 

xN xzH 
S G2 + / /2 (13.51) 

The stresses due to the shear load 
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The elastic stresses due to the shear load Q are given as follows: 

O,: 
32 

2na~ 
xzN 
2r2 

r^ + z^ + fl2 
(13.52) 

Orz = 
3G 

2na^ 
?>z<P _|_ azM 1 + ^ -

+ 
3 2 N 

Tjta^r^ 
-|(5 + 24)+z2-|«4r2 + f ( i - ^ ) (13.53) 

where the quantities A, S, M,N,G,H, r and <P in equations (13.50)-(13.53) are de­
fined below: 

A = r^ + z^ - a^, S = (A^ + 4flV)^/2, r'^ = x^ + y^ 

M = {^A^fl\ i V = ( ^ ) i / 2 , $ = t an - i ( f ) 

G =^ M^ -N^ + zM - aN 

H = 2MN + aM + zM 

13.4.3 The residual stress field and static shakedown condition 

(13.54) 

(13.55) 

(13.56) 

(13.57) 

To determine a lower bound shakedown limit, we need to consider a residual stress 
field. Any residual stress fields must satisfy the equations of equilibrium and stress 
boundary conditions upon removal of applied surface loads. A general material 
point may have all the six components of residual stresses, but symmetry and other 
considerations impose some constraints. This has been discussed in detail by Sharp 
(1983), Hills and Sackfield (1984), Johnson (1985) and Kapoor and Johnson 
(1992). As noted by Hills and Sackfield (1984), it is also useful to remember that, 
in some cases, one can conceive of alternative sets of residual stresses that result 
in the same shakedown limit, although some will be more physically reasonable 
than others. The closeness of a lower bound solution to the true shakedown limit 
depends on our ability to propose a residual stress field as close as possible to the 
true one. 

For the problem considered here, in which the material is assumed to be isotropic 
and homogenous, the resulting permanent deformation and therefore the residual 
stress field will be independent of the travel (x) direction. It is reasonable to assume 
that under a moving three-dimensional Hertz pressure distribution, the most critical 
plane is one of the xz planes defined by y=constant. On these planes, the only non­
zero residual stress that may increase the shakedown limit would be QXX- This is 
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because for the case of normal loading, the shear stress o^z is antisymmetric in x, 
as it has peaks that are equal in magnitude but opposite in sign on either side of x-0. 
It is therefore not possible to increase the shakedown limit by introducing a residual 
shear stress distribution g^z, which must be independent of x (Johnson, 1985; Ka-
poor and Johnson, 1992). Of course, in they-direction, a non-zero normal residual 
stress Qyy may well exist. Given that the residual stress field must be independent 
of the travel (x) direction, the equations of equilibrium would require that 

Qxx = fiy,z); Qyy == g(z); ps = Qxy = Qyz = Qzx = ^ (13.58) 

This assumed residual stress field has been proved valid by a numerical study of 
Shiau (2001) supervised by the author. 

Therefore the total stress field due to a moving Hertz load distribution for an ele­
ment on any xz plane (i.e. y=constant plane) at any given moment can be defined 
as the sum of elastic stresses and residual stresses 

o,, = Xol, (13.59) 

Oxx = Xo%, -I- Q„ (13.60) 

Oxz = Xo^xz (13.61) 

According to Melan's lower bound shakedown theorem, the material shakes 
down if the total stress field does not violate the yield condition anywhere. If we 
assume that the yield condition for the half-space can be described by the Mohr-
Coulomb criterion, and the normal stress in the y-direction, then (Tyy = XOyy + Qyy, 
is the intermediate stress (which is possible as the residual stress Qyy is an arbitrary 
function of z), then the necessary condition for shakedown to occur is that the stress 
field defined by equations (13.59)-(13.61) satisfies the following inequality 

J^c W^ + Q^- Xcf^f + 4(Ao ,̂)2 + 

(Aa|t + £>« + Aay sin^ < Iczo^cp (13.62) 

which may be rewritten as follows: 

(Z + y)2 + Z < 0 (13.63) 

with 

X = \{ko%, ^Q^- Ay (13.64) 

Y = {c - Acr|^tan0)tan9i (13.65) 

Z = (1 + tanV)[(Aa|z)^ - (c - ACTl̂ tan )̂̂ ] (13.66) 
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It then follows that in order to satisfy the shakedown condition (13.63), the follow­
ing must be met 

Z < 0 => X < -. •.—^ (13.67) 

The best possible lower bound would be to determine a load multiplier so that 

A, = min^ ,—^ = ^^ (13.68) 
(^^/) b ^ l + o-fztan^ max[|a^J + af^tan^] 

The shakedown condition (13.63) cannot be satisfied if the condition (13.67) is 
violated, but can simply be satisfied with Z=0 if the residual stress Q^X were chosen 
to make the first term of (13.63) vanish (i.e. X+Y=0; which should be possible as 
the residual stress g^x is an arbitrary function of y and z). The limiting condition 
for shakedown occurs at the point in the half-space where \Oxz\ + crf^tan^ is a 
maximum. By using the elastic stress solutions (13.50)-(13.53), it is a simple 
matter to search for the most critical plane (defined by the y coordinate) on which 
\(^xz\ + erf J tan 0 is a maximum at a critical point (defined by the x and z coordi­
nates). Because the elastic stresses are symmetric along the central plane (y=0), it 
is sufficient only to search for either y < Oory > 0 for the most critical plane (i.e. 
the critical y value). 

The procedure outlined above satisfies all the requirements of Melan's shake­
down theorem and therefore is a rigorous lower bound analysis for cohesive-fric-
tional materials. By making an a priori assumption that shakedown is controlled 
by the stress condition on the central plane (y=0), some shakedown solutions were 
obtained previously by Johnson and Jefferies (1963) and Johnson (1985) for three-
dimensional rolling/sliding contact problems in a purely cohesive material. It is 
stressed that no such assumption is needed in the analysis developed by Yu (2005), 
which is valid for a more general cohesive-fricdonal material. 

13.4.4 Numerical results and discussion 

For a Hertz stress distribution, the maximum compressive pressure occurs at the 
centre of the loading area (x=y=z=0), and is obtained from equation (13.47) as 
Po = 3P/27ta^. The shakedown limit determined by the condition (13.68) may be 
represented by a dimensionless shakedown limit parameter r̂nax = ^sPo/c- Alter­
natively, the shakedown limits may also be defined in terms of the mean or average 
pressure acting on the circular area, p = P/na^. In the latter case, the dimension-
less shakedown limit parameter is kijif^dij — XsP/c — (2./3)kji[^-^. These dimension-
less shakedown limit parameters are dependent on material properties including the 
angle of internal soil friction ^ and the surface shear coefficient fi. 
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^SPQ 

Figure 13.6: Shakedown solutions for point contact in Mohr-Coulomb materials for 
friction angle ranges from zero to 45 degrees (Yu, 2005) 

Figure 13.6 presents the numerical results demonstrating the dependence of the 
shakedown limit on both the angle of internal friction and tangential frictional co­
efficient. It is evident that the shakedown limit of a cohesive-frictional half-space 
increases with increasing friction angle. In addition, the presence of surface shear 
stress tends to reduce the vertical shakedown load significantly. This effect is im­
portant as a real traffic load generally has a non-zero tangential (shear) component. 
It is noted that for the special case of zero friction angle (i.e. purely cohesive materi­
als with the Tresca yield criterion), the solutions presented here are identical to the 
well-known solutions presented by Johnson and Jefferies (1963) and Johnson 
(1985). In particular, the shakedown limit parameter for the case of normal loading 
only is found to be m̂ax = ^SPQ/C = 4.68. This analytical shakedown limit is al­
most identical to an upper bound solution of m̂ax = 4.7 derived by Ponter et al. 
(1985). This closeness would suggest that the lower bound solutions obtained by 
Yu (2005) for frictional materials may be very close to the true shakedown limits. 

A most interesting and useful conclusion obtained by Yu (2005) is that the nu­
merical search for the most critical point throughout the half-space that controls the 
yield condition suggests that it always lies on the central plane y=0. In fact, this 
condition was assumed previously by Johnson and Jefferies (1963) and Johnson 
(1985), without rigorous proof, in deriving lower bound solutions for rolling/slid­
ing contact problems in purely cohesive materials. 
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To illustrate the need to ensure that the yield condition is not violated anywhere 
in the half-space in shakedown analysis, Figure 13.7 presents shakedown limit re­
sults for two different cases: 

(1) The yield condition is satisfied everywhere in the half-space 
— 00 < yja < 00 ; 

(2) The yield condition is satisfied in a large part of the half-space defined by 
- 00 < yja < - 0.1 and -I- 0.1 < yja < oo. 

where a is the radius of the surface contact loading area. As expected, Figure 13.7 
shows that the shakedown limits for case 1 are generally smaller than the results 
for case 2 in which the yield criterion is violated in the region 
— 0.1 < yja < -H 0.1. Obviously the difference will increase if the region where 
the yield condition is violated becomes larger. For situations where the critical 
stress location lies on the loading surface z-Q (i.e. for a case when fi is close to 1.0), 
the difference becomes very small. 
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Figure 13.7: Effect of partial violation of the yield condition on shakedown limit 
XSPQ/C for two values of friction angle 

It is noted that the analytical shakedown solution of Yu (2005) for a single layer 
material has been extended by Li and Yu (2006c) to obtain solutions for a layered 
material with the aid of numerical solutions for elastic stress fields. 

13.5 SHAKEDOWN ANALYSIS USING LINEAR PROGRAMMING 

As in limit analysis, numerical procedures have been developed for many years for 
performing shakedown analysis involving complex geometry and loading condi­
tions. These numerical methods are based on mathematical programming and finite 
elements (e.g. Maier, 1969; Belytschko, 1972; Raad et al., 1988; Yu and Hossain, 
1998). In this section we present the linear programming formulation developed by 
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Yu and Hossain (1998) for lower bound shakedown analysis using finite elements 
and discontinuous stress fields. 

13.5.1 Finite element formulation 

Melan's lower bound shakedown theorem states that 'if the combination of a time 
independent, self-equilibrated residual stress field, QJJ , and the elastic stresses a,; 
can be found which does not violate the yield condition anywhere in the region, the 
material will shakedown'. Hence the main task of a lower bound shakedown analy­
sis is to search for a residual stress field that would lead to a maximum possible 
applied load. 

y 

(QXXI ' Qyyl ' Qxy\) 

(QXX2 > Qyyl ' Gxyl) 

X 

Figure 13.8: Three-noded linear stress triangle with 3 unknown residual stresses at 
each node. 

The finite element formulation of the lower bound theorem of Yu and Hossain 
(1998) makes use of three-noded triangular elements to model the variation of re­
sidual stress fields. Figure 13.8. Each node is associated with three residual 
stresses, Qxx, Qyy, Qxy and with the variation of stresses throughout each element 
assumed to be linear, namely: 

3 

Qxx = X^i Qxxi (13-69) 

Qyy = £ ^ < Qyyi (13.70) 
( = 1 
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3 

Qxy = X ^ ' 6^i (13-71) 
( = 1 

where p^ ,̂-, Qy^^, g^y, are the nodal residual stresses and Â,- are linear shape func­

tions. These shape functions are 

N, = (̂ 1 +ri, + g,)/i2A) (13.72) 

^2 = (h + V2 + ?2)/(2^) (13.73) 

^ 3 = (^3 + V3 + ? 3 ) / ( ^ ) (13.74) 

in which 

^1 = ^2y3 - ^3)'2; Vi =y2- ^3; ?i = -̂ 3 - .̂ 2 (13.75) 

h = ^3^1 - ^1>'3; '?2 = ^3 - y^ ?2 = .̂ 1 - ^3 (13.76) 

^3 = ^i>'2 - •^2^1; V3 =y\- yi, ?3 = .̂ 2 - ^1 (13.77) 

and 2A = |»71̂ 2 ~" '72? 11 î  twice the area of the element. Unlike the elements used 
in displacement finite element analysis, several nodes may share the same coordi­
nate and each node is associated with only one element. In this way statically admis­
sible stress discontinuities can occur at all edges between adjoining triangles. If E 
is the number of triangular elements in a mesh, then there are 3E nodes and 9E un­
known residual stresses. By ensuring the equations of equilibrium and the stress 
boundary conditions are satisfied by the residual stresses and the yield condition 
is not violated by the total stresses, a rigorous lower bound on the shakedown load 
may be obtained. 

Element equilibrium by the residual stresses 

To ensure that the residual stresses satisfy equilibrium, the residual stresses 
throughout each triangle must obey the following equations: 

% + % = 0 (13.78) 

'-^-'-^-y (».79) 

where tensile stresses are taken positive, a right handed Cartesian coordinate sys­
tem is adopted and y is the unit weight of the material. This results in two equality 
constraints on nodal residual stresses for each element. 

Discontinuity equilibrium 



430 CHAPTER 13 

It is necessary to impose additional constraints on the nodal residual stresses at the 
edges of adjacent triangles in order to permit admissible discontinuities. For a dis­
continuity to be statically admissible only the normal stress parallel to the discon­
tinuity may be discontinuous, with continuity of the corresponding shear stresses 
and normal stresses perpendicular to the discontinuity maintained. 

iQxx3 ' Qyy3 ' Qxyi) 

^"'m (QXX4 . Qyy4 ' Qxyd 

4" 

(6xx\ ' 6yyl ) Qxyl) 

Figure 13.9: Statically admissible residual stress discontinuity between adjacent 
triangles 

Looking at Figure 13.9, for triangles a and b, equilibrium along the discontinuity 
(or common side) requires that at every point along this side: 

Qnn ~ Qnn o'' 
ifnt 

(13.80) 

Since stresses are confined to varying linearly along any element edge, an equiva­
lent condition is achieved by enforcing the constraints: 

n" = n * • 

n" = n^ • 

^nn3 

(nt3 

(13.81) 

(13.82) 

As such, each statically admissible discontinuity along an element edge results in 
four equality constraints on the nodal stresses (Yu and Hossain, 1998). 

Boundary conditions by residual stresses 

Residual stresses also need to satisfy certain boundary conditions, which typically 
take the following form: 
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Qnn = ? = constant ; Qnt = ^ ~ constant (13.83) 

y, 

/ \ . 

?2 t. 

/ XSide/ \ 

: ^ — — — ^ 

X 

Figure 13.10: Residual stress boundary conditions 

Given a linear variation of the residual stress components along the edge of each 
triangle, a more general boundary condition may be imposed, in the form of (see 
Figure 13.10): 

Qnn = ?l + (?2 - ? l)^ ; Qnt = h + [h ' ^l)^ (13-84) 

where 

/ = edge of triangle e where boundary tractions are specified 

^ = local coordinate along / 

q\,q2 = normal stresses specified at nodes 1 and 2 (tension positive) 

f J, ?2 = shear stresses specified at nodes 1 and 2 (clockwise shears positive) 

The boundary conditions of equation (13.84) are satisfied then by requiring 

Qlni = ^1 ; Qlni = 12 ; Qla = h ' Ql,2 = h (13.85) 

So for each edge where a boundary traction is specified, a maximum of four equality 
constraints on the nodal stresses are generated. 

Yield condition 

Under conditions of plane strain, the Mohr-Coulomb yield criterion may be written 
as 
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F = (o^- Oyyf + Aa% - {Iccoscp - {a^ + Oyy)?.m(t>f = 0 (13.86) 

where c is the cohesion and (p is the friction angle. In terms of the quantities 
{Oxx — Oyy) and Txjxy, this yield function plots as a circle, as shown in Figure 13.11. 

A key feature of formulating limit analysis as a linear programming problem is 
the use of a linearized yield surface. With reference to Figure 13.11, if p is the 
number of sides used to approximate the yield function (13.86), then the linearized 
yield function can be shown to be: 

A^Ojoc + B^Oyy + C^o^ <E , k = l,2,...,p (13.87) 

where 

A^ = c o s f ^ j + sixKpcosI^] 

B^= - c o s f ^ ] + s in0cos (^ ] 

C, = 2 s i n ( ^ ) 

E = 2ccos0cos(^) 

The yield condition (13.87) must be satisfied by the total stresses which may be 
written as follows 

o,j = A(7|. + Q,j (13.88) 

where A is the shakedown factor and a | is the elastic stress field resulting from the 

application of a unit load distribution, which can be determined either analytically 
or numerically. 

By using equation (13.88), the yield condition (13.87) can be rewritten as fol­
lows: 

A^Q^ + Bifiyy + Ci^Q^ + k{A^o%, + Bip'yy + C^o%) < E (13.89) 

It is noted that although the residual stress field varies linearly across the element, 
the elastic stresses may not. As a result, it may not be sufficient to enforce the yield 
condition (13.89) at three corner nodes. To ensure that the yield condition is satis­
fied across the element, the yield condition may need to be enforced at many sam­
pling points within the element. Numerical studies by Yu and Hossain (1998) indi­
cate, however, that the use of three corner nodes plus three middle points of the 
triangle arms is satisfactory, as a further increase in number of points used for en­
forcing the yield criterion does not have a significant effect on the derived shake­
down results. 
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Y = 2o^i 

^ 2 + y2 ^ ^ 2 

linearized Mohr-Coulomb Yield 

Function (p=6) 

X = [axx- Oyy) 

Figure 13.11: Linearized Mohr-Coulomb yield function (p=6) 

Apart from ensuring the total stresses are within the yield surface, it is also neces­
sary to ensure that the residual stresses alone do not violate the yield criterion (Yu 
and Hossain, 1998). This condition is given below: 

A/^Q^ + B^yy + C^Q^ < E (13.90) 

Because the residual stress field varies linearly across the element, the yield condi­
tion (13.90) is exactly satisfied across the whole element provided it is enforced at 
three comer nodes. 

Objective function and linear programing problem 

We aim to find a residual stress distribution with a maximum possible load factor, 
X, which with the elastic stresses will satisfy yield criterion all over the mesh. The 
problem can then be stated as: 

Minimize - X (13.91) 

Subject to 

A^X < B^ 

where A^ B\ represent the coefficients due to equilibrium and stress boundary 
conditions; A^ B2 represent the coefficients for the yield conditions; X is the global 
vector of unknown stresses and the shakedown factor An active set algorithm is 
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used to solve the above linear programming problem, the details of which can be 
found in Sloan (1988). The solution for the unicnown stresses X from (13.91) 
defines a statically admissable residual stress field that gives the best lower bound 
shakedown load. 

13.5.2 Numerical application to shakedown analysis of pavements 

The purpose of pavement shakedown analysis is to derive the shakedown limit for 
layered pavements under traffic loading. Pavements operating at loads below this 
shakedown limit would behave elastically after some initial permanent deforma­
tion. To provide an example, we present some of the numerical work carried out 
by Yu and Hossain (1998) and Shiau and Yu (1999,2000a,b) on a parametric study 
of shakedown of pavements under moving surface loads. 

Plane strain pavement model 

Following Sharp and Booker (1984), a trapezoidal traffic load distribution is as­
sumed in a vertical plane along the travel direction. It is further assumed that the 
resulting deformation is plane strain by replacing the wheel load as an infinite wide 
roller (Figure 13.12(a)). The normal stress (Pv) and longitudinal shear stress (PH) 
are related by a surface friction parameter ^=PH/PV- For simplicity, this coefficient 
is assumed to be constant so that the longitudinal shear stresses are also trapezoidal 
(Figure 13.12(b)). 

Contact length 

B 

4 - ^ B/a=2 
Travel direction 

(a) Idealized pavement model 
(b) Trapezoidal load distribution for 

plane strain model 

Figure 13.12: Pavements under traffic loads 

Melan 's static shakedown theorem 

Melan's static (i.e. lower bound) shakedown theorem states that "If the combina­
tion of a time independent, self-equilibrated residual stress field Q^ and the elastic 
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stresses Xcf- can be found which doesn't violate the yield condition anywhere in the 

region, then the material will shakedown". 

A Shakedown load factor 

Elastk z stre 

\ 

ss fields 

Compatibility 

+ Residual stress fields 

X 
Discontinuity 

Xalj + Qij are to satisfy the Mohr-Coulomb yield criterion 

Figure 13.13: Shakedown condition in terms of stresses 

Referring to Figure 13.13 and supposing that the elastic stresses are proportional 
to a load factor A, the total stresses are therefore a'- = Acrf,. + p,-,, where A. is the 
shakedown load factor, of,- are the elastic stresses and p,-, are the residual stresses. 

By insisting that both the total stresses and the residual stresses do not violate a li­
nearized Mohr-Coulomb yield condition in the mesh, Melan's static shakedown 
theorem can be implemented using finite elements and linear programming tech­
niques. 

Finite elements for elastic stresses and residual stress fields 

The displacement finite element method is used to determine the elastic stress field. 
In this section, the 6-noded triangular displacement elements are utilised so that the 
elastic stress field is assumed to be linear across each element as shown in 
Figure 13.14(a). On the other hand, the residual stress field is modelled by the 
3-noded triangular stress finite elements described earlier. Statically admissible 
stress discontinuities are permitted at shared edges between adjacent stress 
triangles. Unlike the usual form of the displacement finite element, each node is 
unique to a particular element and more than one node share the same coordinates 
as shown in Figure 13.14. If E denotes the number of triangles in the mesh, then 
there are 3E nodes and 9E unknown residual stresses. 
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LPv 
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Number of elements = 576 
Number of discontinuities = 840 

ev = 0 

(a) Displacement finite element mesh (b) Stress finite element mesh 

Figure 13.14: Finite element meshes for elastic stress and residual stress fields 

The Mohr-Coulomb yield criterion 

The Mohr-Coulomb yield criterion for plane strain condition can be approximated 
as a linear function of the unknown stresses and details of this linearization can be 
found in Yu and Hossain (1998). The linearized yield surface must be internal to 
the original Mohr-Coulomb yield circle to ensure that the solutions obtained are rig­
orous lower bounds. In each element, both the elastic and residual stress variations 
are linearly distributed across the mesh. The yield conditions in terms of both resid­
ual and total stresses will be satisfied everywhere within an element as long as the 
yield criterion is enforced at corner nodes. As a result, the condition of not violating 
the yield criterion in the mesh can be replaced by enforcing the following inequality 
constraints: (a) yield criterion at corner nodes by the residual stresses, (b) yield cri­
terion at comer nodes by the total stresses. This differs slightly from the formula­
tion by Yu and Hossain (1998) where the total stresses are enforced at several sam­
pling points within each element. 

Verification of the numerical formulation for a single-layered pavement 

For the purpose of verification, only the vertical load is considered. The results of 
dimensionless shakedown limits with the variation of soil internal friction angle 
from 0 ° to 30 ° are presented in Figure 13.15. It is shown that the values of APy/c 
derived here are very close to those obtained by Sharp and Booker (1984) and this 
is particularly true for the case of a purely cohesive clay which gives a value of 
3.696. 
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Figure 13.15: Effects of friction angle on dimensionless shakedown limit 
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Coefficient of surface friction \x = PH/PV 

Figure 13.16: Effects of surface friction on dimensionless shakedown limit 

As shown in Figure 13.16, the dimensionless shakedown limit decreases drama­
tically with the coefficient of surface friction ju. This is due to the existence of high 
elastic shear stresses in the top layer which will result in a type of shear failure of 
that layer when the value of fi is high. In this figure, it is also found that the results 
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from this formulation yield smaller values than that in Sharp and Booker (1984) at 
higher frictional angle of soil. The present formulation uses many more elements 
to model both the elastic and residual stress fields and therefore should give more 
accurate shakedown loads. 
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Figure 13.17: Numerical residual stress fields 

Figure 13.17(a) shows the distribution of horizontal residual stresses with depth 
for the case of ^ = 0, fi = 0. The value of £)x*;/c reaches a maximum at D/B=0.21 
with Qxx — 0.9c. This value converges to zero at a depth of D/B=0.8. This result 
is in good agreement with the experimental data presented in Radovsky and Mura-
shina (1996) on the residual stress field. Figure 13.17(b) presents the principal re­
sidual stress vectors beneath the loaded area and shows that only Q^X exists in the 
medium under the traffic load. As expected, for the plane strain assumption used 
here residual stresses vary only with the depth and are uniform over any horizontal 
plane (i.e. travel direction). 

Parametric study on shakedown of three-layered pavements 

Figure 13.18 shows the problem notation of a three layered pavement. A purely 
cohesive subgrade ((/)3 = 0) is considered in this section and the internal friction 
angles for the first and second layers are assumed to be 50 and 20 degrees respec­
tively. The influence of relative stiffness ratio (E1/E2) on the dimensionless shake­
down limit for different values of relative cohesive strength ratio (C1/C2) for both 
soft and stiff subgrades is presented in Figure 13.19. It is clear from the figure that, 
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at a given value of relative strength ratio, there exists an optimum relative stiffness 
ratio at which the resistance to incremental collapse is maximised. Further increase 
in relative stiffness ratio does not contribute to an increase in the shakedown limit. 
Results for the case of a stiff subgrade are higher than those from a soft subgrade. 
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Figure 13.18: Problem definition of three-layered pavements 
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Figure 13.19: Effects of relative stiffness and cohesion on dimensionless 
shakedown limit 
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Figure 13.20: Effects of relative cohesion on dimensionless 
shakedown limit for a given stiffness ratio {E^jE^ = 10) 
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Figure 13.21: Effects of relative stiffness on dimensionless 
shakedown limit for a given cohesion ratio {CxlC2 = 2) 

As shown in Figure 13.20, it is important to note that for a lower value of E1/E2 
the dimensionless shakedown limit ceases to increase at a particular value of C1/C2 
for both soft and stiff subgrades. This may indicate a transfer of failure mode from 
the top layer to the bottom layer when the value of E1/E2 is low. Thus further in-
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crease in basecourse strength will not improve the shakedown capacity. In 
Figure 13.21, the dimensionless shakedown limit increases with the increase in 
surface layer thickness (hi/B) for both soft and stiff subgrades. 

Shakedown charts for pavement thickness design 

For a given layered pavement with known material parameters, the shakedown 
limit can be determined from shakedown analysis and compared against the design 
traffic load. The design traffic load has to be less than the shakedown load to ensure 
that accumulation of permanent strains will not occur. In the case that the design 
traffic load is much smaller than the shakedown load, the design of the pavement 
is conservative and the adjustment of basecourse thickness should be made. 

For a given design traffic load and various material properties for the surface 
course, base course and subgrade, shakedown-based design charts (either for two 
or three-layered pavements) can be developed (e.g. Shiau and Yu, 1999, 2000a, b; 
Li and Yu, 2006c) for use to determine the minimum thickness for basecourse so 
that the pavement designed would 'shake down' under the given design traffic load. 

13.6 SHAKEDOWN ANALYSIS USING NONLINEAR PROGRAMMING 

In this section, we present a nonlinear programming approach developed most re­
cently by Li and Yu (2006a) for performing shakedown analysis based on Koiter's 
upper bound theorem. This is an extension of the limit analysis procedure devel­
oped by Li and Yu (2005). The main advantage of this approach over other nonli­
near programming procedures is that it makes use of the standard displacement fi­
nite elements and is therefore easier to apply in practice. 

13.6.1 Shakedown analysis for a general yield criterion 

A general yield criterion 

Many widely used yield criteria for cohesive-frictional materials can be expressed 
in a general form as follows 

F(a) = a'^Pa + a^Q - 1 = 0 (13.92) 

where a is the stress vector, P and Q are coefficient matrix and vector that are re­
lated to strength properties of the material (i.e. cohesion and frictional angle). 

As shown in the previous chapter (Section 12.5.1), the Mohr-Coulomb criterion 
in plane strain can be expressed in the form of (13.92) with the following coeffici­
ent matrix and vector: 
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4c2 
- 1 - sin^^ 

e = 

0 

s in^ 

— 1 — sin^cp 
4c^cos^(p 

J_ 
4c2 
0 

0 
1 

c^cos^^" 

(13.93) 

CCOS(p 

s in^ 

ccos<p 
L 0 . 

(13.94) 

where c and (p are cohesion and frictional angle respectively. Taking tensile stresses 
as positive, the Drucker-Prager criterion is written as follows: 

F(o-y) = ali + JT2- k = 0 (13.95) 

where /[ is the first invariant of stress tensor, J2 is the second invariant of the devia-
toric stress tensor, a and k are material strength parameters. 

It can be shown that for a three-dimensional stress state, the Drucker-Prager yield 
function (13.95) can also be expressed in the form of (13.92) provided we set 

P = 

[Pi 
P2 
Pi 
0 
0 

LO 

Pi Pi 
P\ Pi 
Pi P\ 
0 0 
0 0 
0 0 

0 
0 
0 

P3 
0 
0 

0 
0 
0 
0 

P3 
0 

0 
0 
0 
0 
0 

Px 

Q = [^0. ^0' ?0' 0, 0, 0] 

where 

1 - 3 a 2 
Pi Pi 

1 + 6a2 
P^ ?o 

2a 
k 

(13.96) 

(13.97) 

(13.98) 
3k^ ' ^ ' 6A:2 

The kinematic theorem of shakedown analysis 

An upper bound to the shakedown limit of a structure can be obtained using Koiter's 
kinematic shakedown theorem. The kinematic shakedown theorem states that sha­
kedown will occur only if 

m,A j j r,M, dSjdt < I j I j 0̂ £̂  dVdt-\ j I j /;«, dVdt (13.99) 

where m^^ is the shakedown load multiplier, 7, is the basic load of surface tractions 
(may be set as a unit value), / , is the body force, M,- and £y are kinematically admis-
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sible displacement increment and strain rate fields, Sj- denotes the traction boun­
dary and V denotes the space domain of the structure. The basic load of surface trac­
tions r , is cycled over a time interval t=[0,T], amplified by the load multiplier m^^ 
to form a load domain i2. 

As shown by Li and Yu (2006a), the integral on the left hand side of (13.99) can 
be re-expressed using the virtual work equation as follows 

r,M,- dSjdt = (^j^ij dVdt (13.100) 

where o'jj is the linear elastic stress field in the structure caused by the external sur­

face traction 7,. 

With equation (13.100), the shakedown expression (13.99) can be reduced to 

msA I \ ols, dVdt<\ I I I a,̂ £,j dVdt-\ j j j f,u, dVdt (13.101) 

According to the mathematical programming theory, the kinematic theorem 
(13.101) can be formulated as follows in the absence of body force /,: 

m,^ = min 1 1 1 1 OijSijdVdt = = ||[z.(.)«. 

Subject to (^fij^^ = 1 

Jey = e^jdt = 

Aui = Ujdt 
Jo 

Aui = 0 

where 

D{eij) = Oijs^j 

• ^(Auij + Auj^^) in V 

in V 

on Su 

(13.102) 

(13.103) 

(13.104) 

(13.105) 

(13.106) 

(13.107) 

is the rate of plastic dissipation power in terms of the admissible strain rate 
Ey and Asy and Auj denote the cumulative plastic strain and displacement fields 
at the end of one loading cycle over the time cycle [0,T] respectively. S^, denotes 
the displacement boundary. 
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Hence the kinematic shakedown analysis of a structure has been reduced to the 
calculation of the smallest shakedown load multiplier m^^, as the shakedown load 
is equal to m^JTi. 

Dissipation power for a general yield criterion 

From equation (13.107), it is clear that the plastic dissipation power depends on 
both stress and strain rate fields. It should be noted that the stress field is linked to 
the plastic strain rate field through the associated flow rule, namely 

e, = X - ^ (13.108) 

which is reduced to the following by using the general yield equation (12.147) 

£ = TXPa + XQ (13.109) 

from which we can express the stress field in terms of the strain field 

a = Ap-^£ - ^P~^Q (13.110) 
2X ^ 

If the matrix P is non-singular, P~'can be determined uniquely. However for the 
case of a singular P matrix, we can use P + yto replace P, where y is a very small 
real value. 

Given that the stress field is on the yield surface, equations (13.110) and (13.92) 

can be combined to determine the plastic multiplier rate X: 

4 + e ' - p - e < " • " ' > 

Now we can express the rate of plastic dissipation power purely in terms of the 
plastic strain rate field: 

= yie^p-^).(4 + Q^P-^Q) - y^P-^Q (13.112) 

Therefore once the kinematically admissible velocity field is obtained, the plastic 
dissipation power can also be calculated. The key result is that there is no need to 
evaluate plastic stress fields in kinematic shakedown analysis which simplifies the 
numerical procedure considerably. 
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The nonlinear programming problem 

Based on the above expression for the rate of plastic dissipation power, the kinemat­
ic shakedown analysis of frictional materials can be formulated as the following 
mathematical programming problem: 

m,a = mm 

Subject to {oY^ dV = 1 

gy = Eijdt = i(zl«,•_,. + AUjJ) in V 
Jo 

Ui = UjC 

Jo 
:;dt 

Jo 

Aui = 0 

The removal of the time integration 

in V 

on S u 

(13.113) 

(13.114) 

(13.115) 

(13.116) 

(13.117) 

To apply the mathemtical programming formulations (13.113)-(13.117) to a real 
structure, the time integration must be removed as it will be difficult to calculate 
the intergration along a deformation path. To overcome this potential difficulty, we 
may follow the technique proposed by Konig (1987). 

Due to cyclic loading, a load domain Q can be regarded as a load space and the 
shape of which is a hyper polyhedron defined by a convex linear combination of 
load vertices P/^ik = 1,2,3..., /). It is assumed that if a structure reaches a state of 
shakedown under any load vertices, then it will shakedown under the whole load 

domain Q. The cyclic loading remains constant over a time interval ?̂  ( V f̂  = 7) 

on each vertex, and the admissible plastic strain cycles on these vertices can gener­
ate a plastic strain increment: 

• 1 £^ = I e dt (k= 1,2,3,...J) (13.118) 

Then the cumulative plastic strain at the end of one load cycle over the time interval 
[0,T] can be derived as follows: 
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Ae=Y' (13.119) 

k = i 

Finally the kinematic shakedown analysis of a structure subject to repeated loads 
can be expressed as the following nonlinear mathematical programming problem: 

m,rf = min ^ 
k = l 

Subject to V 
i_ 

k~\ 

^j(Bip-\).(4 + Q'p-'Q) - \ti p - ' e 

{a'Yt^ dV = 1 

/ 
-de = V Zf^dt = M'^^ij + '^'^i,i) '" V 

k = \ 

AU: = 0 on S, 

13.6.2 Finite element approximation of velocity fields 

dV (13.120) 

(13.121) 

(13.122) 

(13.123) 

To describe the variation of kinematically admissible velocity (or displacement in­
crement) fields, the standard displacement-based finite elements are used. In the 
finite element method, the structure is divided into a large number of small ele­
ments, in which the velocity (or displacement increments) is assumed to vary in a 
certain manner (e.g. linear or quadratic variations). 

The velocity field A u within an element, e, is linked to its nodal velocity vector 

Ad through shape functions N, namely 

AUe = Ne Ade (13.124) 

from which we can determine the strain field from the velocity field as follows 

AEe = LAu = = LNe Ade = Be Ade (13.125) 

in which 

Be - [Bi,B2,....,Bm] (13.126) 

and 
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5 , = 

a/v, 
dx 

'- 0 0 

0 ^ 0 

0 0 IF 
(/ = l,2,...,m) (13.127) aM aM „ 

— t — t 0 
5y bx 
0 ^ ^ 

^ 0 ^ 
5z ax 

where m is the number of nodes in each element. 

By using the Gaussian integration technique, the objective function in equation 
(13.113) can be further reduced to 

dV X f [ f [ y (£. î'-'£;t).(4 + Q'P-^Q) - Ul P-'Q 

I N NO ^ 

k=\ e=\ 1=1 

/ n 

Y^t.Q^\J\r y{eJP-%M^ + Q'P-'Q) - \{ej' P-'Q (13.128) 

where, with reference to the r-th Gaussian integral point, Q^is the Gaussian integral 
weight, \J\r is the determinant of the Jacobian matrix, NG is the number of integra­
tion points within each element and n is the total number of Gaussian integral points 
of the whole finite element mesh. We also have 

After the discretization, the normalization condition in (13.121) can be rewritten 
as follows: 

k = \ J J Jy *=i <!=i 

1 N NG 

k=le=li=l 

io:,)\.,dv (13.129) 

(13.130) 

(13.131) 
A: = l r = l 
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In addition, the geometric compatibility condition of tiie cumulative plastic strains 
in equation (13.122) can be written as 

/ 

ASr = Y.^kr = ^>^^ ('• = 1> 2,...,«) (13.132) 
k = \ 

where Ad is a gloabal nodal cumulative velocity vector over a loading cycle and 
Br is the strain-velocity matrix at the r-th Gaussian integral point and 

Br = BeX Ce (13.133) 

in which C^ is a transformation matrix. 

With the above finite element formulations, the kinematic shakedown analysis 
may be expressed as the following nonlinear programming problem: 

' " ri r———————— 
m„, = m i n ^ ^ £ . , | / | iy(£,/P^'£j.(4 + Q'P'Q) - UE.^ P'Q 

k=l r=i 
(13.134) 

Subject to ^ 2 ] e , | / | > y ^ £ ^ , = 1 (13.135) 
1 n 

A: = l r = l 

/ 

k = l 

AEr= Y,e,^^ = B/id (r = l,2,...,n) (13.136) 

where a^^ is the elastic stress field due to the specific surface traction T, which may 
take a unit value. After the displacement boundary condition is imposed by means 
of the standard finite element method, the above nonlinear programming problem 
can be solved to obtain the lowest load multiplier m^^. The shakedown limit of the 
structure is then given by m^^Tf. 

13.6.3 The iterative solution algorithm 

The kinematic shakedown analysis defined by equations (13.134)-(13.136) is a 
minimum optimisation problem with a single equality constraint. The objective 
function is nonlinear, continuous but may be nondifferentiable. For a continuous 
and differentiable quadratic mathematical programming problem, several effective 
methods can be used to solve it (Himmelblau, 1972). 

For the mathematical programming problem (13.134), there is a calculation of 
square root which could make the objective function unsmooth and nondifferenti­
able. This would cause difficulties in solving the programming problem. The nonli­
near objective function becomes nondifferentiable in rigid areas (where the strain 
fields are zero) for shakedown analysis. This difficulty can be overcome by using 
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an iterative algoritiim that lias been developed by Li and Yu (2005) for limit analysis 
of cohesive-frictional materials. This technique is concerned with how to distin­
guish rigid and deforming plastic areas. 

Minimum optimization strategy 

By using the Lagrangian method (Himmelblau, 1972), the equality constraint can 
be removed so that the equations (13.135) and (13.136) can be combined to give 
an unconstrained minimum optimization problem with the following new objec­
tive function: 

L(e,^^,Ad,q,Lr) 

= X Z^rl/I Jiy(%"P-'£j.(4 + Q'P-'Q) - kej' P-'Q 
k=l r=i '-

k=lr=\ 

n I 

+ Y^LjCZe^-B/id ) (13.137) 
r = l k=l 

where q and Lr are the Lagrangian multipliers. 

According to the Kuhn-Tucker conditions, the shakedown analysis problem 
(13.134) can be solved by applying the following conditons to equation (13.137): 

1 ^ = 0 (13.138) 

^ = 0 (13.139) 

1 ^ = 0 (13.140) 

which can be shown to be as follows: 

{k=l, 2, ...., l;r^l,2,..., n) (13.142) 
n 

^(Bj"L,) = 0 (13.143) 
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YY^\nr{ol)%,-\ (13.144) 

I 

Y^E^^-B,A5 = Q (r = 1,2,...,«) (13.145) 
k = \ 

The above set of equations are difficult to solve it is nonlinear and also nondiffer-
entiable. However, an iterative technique can be used to find solutions for the above 
equations. In order to perform this iterative technique, we will re-express the above 
equations in the following form: 

K \ r - ^Kr + (Qr \J\r)-%- " ̂ P'Q = 0 

(k=l, 2, ...., I; r=l,2,..., n) (13.146) 
n 

Y,{BjLr) = 0 (13.147) 

(13.148) 

(13.149) 

(13.150) 

^kr = J(4^~\r)-(^ + Q'P-'Q) (13.151) 

and the supscrip TCP' indicates that the variable is an iterative control paramater. 

Once the equations (13.146)-(13.149) are solved for the variables £̂ ,̂ the shake­
down load multiplier can be determined by 

r = \ 

J.f.\J\rW\r = 
k=\r=\ 

I 

k = \ 

in which we have 

Hf; = \p-\A 

1 

+ 

(r = 

Q^P' 

-- 1,2,..., 

-'Q){Zkr) 

n) 

- 1 

^^0 = X Ee^l-^lliy^^*''^"'^*')-^^ + Q'P'Q) - i(^*.)' P'Q 

Iterative strategy 

(13.152) 

To overcome the difficulties which may arise from an unsmooth objective func­
tion, all the nondifferentiable areas need to be identified where the first part of the 
objective function becomes zero (i.e. ẑ ^ = 0). In order to find all nondifferentiable 
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regions, an iterative technique is needed. The iteration begins with the assumption 
that the plastic strain field is non-zero everywhere and therefore the nondifferenti-
able region does not exist at the first iteration step. However from the second step, 
the plastic strain field will be updated and the nondifferentiable areas can be identi­
fied by checking if ẑ ^ = 0. 

Once a nondifferentiable area is identified at an iteration step, the condition 
^kr ~ 0 ^'1^ ^^ introduced as a constraint into the nonlinear programming problem 
using the penalty method. Hence the objective function will be modified at each 
iteration step until the limit load multiplier is determined. 

As discussed in Li and Yu (2006a), an iterative solution algorithm for calculating 
the shakedown multiplier is proposed as follows: 

Step 0: initializing the nonlinear objective function 

It may be proved that from any initial trial solution, the subsequent iterations are 
locked in a certain convex hull that contains the exact solution of the problem (Huh 
and Yang, 1991). For simplicity, we can begin the iteration by setting (Z^^)Q = 1. 
Then we can obtain 

(//,,)o = \P-\A + Q'P-'Q) (13.153) 

By solving the system of linear equations (13.146)-(13.149), we can obtain the 
initial plastic strain vector {S^^Q, at this step, from which the initial shakedown load 
multiplier can be derived by using the following equation 

(13.154) < = X £ e . | / | . y((£jo>- ' (£j«) .(4 + Q'P-'Q) - \{e^)l P-'Q 

Steph+1 (h=0,l,2..): identifying the rigid regions to modify objective function 

At step h, the value of ẑ ^ needs to be calculated at every integration point in order 
to check if it is in a nondifferentiable area. Then the integration point set I will be 
subdivided into two subsets: (a) the subset (/«)/, + ! where the objective function is 
not differentiable and, (b) the subset (/p),̂  _̂  j where the objective function is differ-
entiable. Therefore 

^ = a A + iU(/p), + i (13.155) 

(I„),^, = {rEl,z,, = 0] (13.156) 

(/p), + i = { r e / , z , , > 0 ) (13.157) 

It should be noted that in actual calculations, the integration point is regarded as in 
the rigid region as long as Zj^^ is smaller than a certain small value say ^ (which may 
range from 10~*to IC '̂̂ ). 
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Once a nondifferentiable region is found, tiie objective function (13.134) will be 
modified by removing it from the calculation. The constraint that ẑ ^ = 0 can be 
introduced into the progranmiing problem by a penalization function. Hence the 
coefficient matrix i/^^ at this iteration step will be updated as follows: 

(^J/, + 1 = ^^~H4 + Q''P-'Q)iz„r' r G {Ip),^, (13.158) 

{H,X-,x-^P^' r^{lR)H^x (13.159) 

where /? is a penalization factor which is used to introduce the nondifferentiable 
area (i.e. rigid region) as a constraint into the programming problem. In practice it 
is satisfactory to choose a value for /S between 10** and lO'l 

By solving the linear system of equations defined by (13.146)-( 13.149) using the 
procedure outlined in Li and Yu (2006a), we can obtain the plastic strain vector 
(̂ ytr)/j +1 '̂- '̂•®P h'^1- The shakedown load multiplier at this step can then be deter­
mined by 

/ n 

k=\r=\ 

-lY^Y^g,\Jl{^^y^^^p-^Q (13.160) 
A: = l r = l 

It is noted that the above iteration is repeated until the solution satisfies the fol­
lowing convergence criteria 
l ^ / l + l- _ jy^h \ 
' sd M ' 

^h + 1 
sd 

< ERRl (13.161) 

11^^^ + ̂  ,̂̂ '̂1 < ERR2 (13.162) 

where ERRl and ERR2 are error tolerances given by the user 

The numerical procedure outlined above has been shown by Li and Yu (2006a) 
to give accurate shakedown load multipliers through a monotonically decreasing 
convergence sequence. This numerical procedure has been further extended by Li 
and Yu (2006b) to carry out shakedown analysis of composite materials. 
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CHAPTER 14 

FINITE ELEMENT ANALYSIS 

14.1 INTRODUCTION 

Over the last forty years, the finite element method has been developed as the most 
powerful and general numerical method for the analysis of nonlinear engineering 
problems. Its use and application to geotechnical engineering is now very wide­
spread. Whilst the use of finite elements for linear, elastic analysis of geotechnical 
problems is relatively trouble-free, its application to nonlinear, plastic geotechnical 
analysis is not very straightforward as several difficult issues still cause potential 
numerical problems that may lead to significant errors in solutions (e.g. Sloan and 
Randolph, 1982; Naylor et a/., 1981; Crisfield, 1991, 1997; Yu et al, 1993; Zien-
kiewicz et al, 1998; Potts and Zdravicovic, 1999; Carter et al., 2000). 

In the present chapter, we will first present the basic procedures of nonlinear fi­
nite element analysis involving elastic-plastic stress-strain relations. Then we will 
focus on addressing the following issues that are essential for accurate finite ele­
ment analysis of geotechnical applications but have not yet been fully covered in 
the geotechnical literature: 

(1) Accurate finite elements for modelling incompressible and dilatant plastic ma­
terial behaviour (e.g. Nagtegaal et al., 1974; Naylor, 1974; Sloan, 1981; Yu, 
1990, 1991; Yu ef al., 1993; Yu and Netherton, 2000); 

(2) Solutions schemes for nonlinear load-displacement and stress-strain relations 
(e.g. Crisfield, 1991; Sloan, 1987; Abbo, 1997; Simo and Hughes, 1998); 

(3) Finite element formulations for problems involving large deformation (e.g. 
Hibbitte?a/., 1970; McMeeking and Rice, 1975; Carter era/., 1977;Burd, 1986; 
Teh, 1987; Yu, 1990; Chen and Mizuno, 1990). 

Finally we will present some numerical examples where finite elements and plas­
ticity models (as described in this book) are applied in geotechnical analysis (e.g. 
Yu, 1990; Khong, 2004; Yuan, 2005; Tan, 2006; Xu, 2006; Walker and Yu, 2006; 
Yang and Yu, 2006a,b). 

14.2 PROCEDURES OF NONLINEAR FINITE ELEMENT ANALYSIS 

In this section, we give a brief introduction on the basic elements of nonlinear finite 
element analysis particularly involving plasticity. Nonliner finite elements deal 
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with either nonHnear material behaviour (i.e. stress-strain relations) or geometric 
(e.g. large deformation formulations) behaviour or their combined effects. 

When plasticity is used to describe material behaviour, non-linearity occurs at 
two different levels. First of all, it occurs at the element level when stresses at the 
integration points need to be updated after the strain rates are calculated from the 
nodal displacement increments. The stress update is obtained by solving a nonli­
near incremental stress-strain equation. Secondly it occurs at the structural level 
when the nonlinear incremental nodal load-displacement equation needs to be 
solved subject to given boundary conditions. These two sets of nonlinear relations 
are shown in Figure 14.1. 

dg ' Strain E 

(a) Element level 

jTj Displacement U 

(b) Structural level 

Figure 14.1: Nonlinear relations in finite element analysis 

In a nonlinear finite element analysis, we may follow the essential steps given 
below: 

(1) To select a finite element type and discretize the domain of interest into a large 
number of elements; 

(2) To use the virtual work equation to formulate incremental nodal load-displace­
ment equations at the element level. The elemental stiffness matrix can then be 
obtained; 

(3) To assemble the global stiffness matrix so that the incremental load-displace­
ment equations are obtained; 

(4) To use an incremental or iterative strategy to solve the resulting nonlinear incre­
mental load-displacement equations subject to given boundary conditions; 
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(5) With the solutions of displacement increments at all nodes obtained from the 
last step, the stresses at integration points are updated using given stress-strain 
relations of the material. 

(6) For the next load or displacement increment, repeat steps (1 )-(5) with new initial 
values of all relevant quantities (e.g. nodal forces, nodal displacements, stresses 
and strains at integration points). 

14.3 ACCURATE FINITE ELEMENTS FOR SOIL PLASTICITY 

It is well known that severe numerical difficulties may arise when displacement fi­
nite elements are used to model the behaviour of incompressible or nearly incom­
pressible materials (e.g. undrained or critical state soil behaviour) and this is par­
ticularly true for axisymmetric problems. These numerical difficulties are caused 
by excessive kinematic constraints (due to incompressible plastic flow rules) and 
are reflected by strong oscillations in the calculated stress distribution and overes-
timations of plastic collapse loads. As noted by Sloan (1981) and Yu (1990), the 
same numerical difficulties exist when finite elements are used to analyse frictional 
materials with constant dilation. The purpose of this section is to present a new dis­
placement finite element formulation which is particularly suitable for axisymmet­
ric analysis of incompressible or nearly incompressible behaviour. 

14.3.1 Introduction 

Finite element analysis of undrained geotechnical problems has encountered severe 
numerical difficulties over the years. One notable example is that the conventional 
displacement finite element method suffers from the disadvantages that the accura­
cy of the calculated stresses reduces dramatically as the compressibility approaches 
zero. This phenomenon, which is widely known as 'locking', has been reported in 
the literature by many researchers (see, for example, Herrmann, 1965; Christian, 
1968; Naylor, 1974; Nagtegaal et al, 1974; Zienkiewicz et al, 1971; Burd and 
Houlsby, 1990). 

In 1974, Nagtegaal et al. published a landmark paper on the theoretical analysis 
of the difficulties associated with finite element calculations in the fully plastic 
range involving incompressible behaviour. By considering the limiting case of a 
very fine mesh, they proved that most displacement finite elements which employ 
low order polynomials to model the displacement field are not suitable for incom-
pressibility computations, and this is particularly true for axisymmetric problems. 
This is because the incremental incompressibility condition typically imposes a 
large number of constraints on the nodal velocities which, effectively, reduces the 
available number of degrees of freedom. Since these constraints may multiply at 
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a faster rate than the new degrees of freedom as the mesh is refined, it may not be 
possible to ensure that there are sufficient degrees of freedom available to accom­
modate the constant volume condition, regardless of how many elements are used 
in the grid. 

One of the earlier approaches used to overcome this problem is the reduced inte­
gration rule suggested by Zienkiewicz etal. (1971). The typical element used in this 
type of approach is the 8-noded rectangle with 4-point integration. As discussed by 
Naylor (1974) and Sloan and Randolph (1982), reduced integration has the benefi­
cial effect of decreasing the total number of incompressibility constraints on the 
nodal degrees of freedom. This is clearly seen by noting that the maximum number 
of constraints per element must be less than, or equal to, the total number of integra­
tion points used in the calculation of the element stiffness matrices. A theoretical 
justification of using reduced integration in analysing incompressible materials has 
been given by Malkus and Hughes (1978). They proved that displacement formula­
tions with reduced integration are, in certain cases, equivalent to mixed formula­
tions where both stresses and displacements are treated as variables. This equiva­
lence typically holds in plane strain and three-dimensional analysis. However, the 
equivalence breaks down for the case of axisymmetric loading. 

Although it was once widely used in the finite element community, the reduced 
integration method can produce spurious stress and displacement oscillations and 
this is caused by the formation of zero-energy modes. To illustrate the limitations 
of the reduced integration method, Sloan and Randolph (1983) presented a number 
of numerical examples on footings and vertical cuts in which the reduced integra­
tion approach leads to incorrect or unacceptable deformation predictions. In par­
ticular, the initial and deformed meshes shown in Sloan and Randolph (1983) for 
a rigid circular footing that were obtained using the reduced integration method in­
dicate that the finite elements in the vicinity of the footing deform in a bulging mode 
and numerical problems are clearly evident. Recently, Naylor (1994) also demon­
strated that even a high order element (cubic triangles), when used with 6 integra­
tion points (reduced integration), produces a zero-energy mechanism. These short­
comings are relatively well known in the area of computational geomechanics and 
a number of other important cases have also been discussed by Sloan (1981) and 
de Borst & Vermmer (1984) among others. At a more fundamental level, the major 
limitation of using the reduced integration technique is that the incompressibility 
condition is satisfied only at a limited number of integration points, rather than 
everywhere within the element. In other words, even though the reduced integration 
may give reasonably accurate stress prediction at a limited number of integration 
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points within an element, the numerical stress field in the remaining part of the ele­
ment would be highly incorrect. 

Another method for the analysis of incompressible materials, which does not 
have the drawbacks associated with reduced integration, is to use a high order ele­
ment as suggested by Sloan and Randolph (1982). Using the analysis of Nagtegaal 
et al. (1974), they proved that high order elements can provide a sufficient number 
of degrees of freedom to satisfy the constant volume condition. This is so because 
the number of degrees of freedom per element increases faster than the number of 
incompressibility constraints when the order of an element increases. According 
to Sloan (1981), the lowest order of triangular element for axisymmetric problems 
suitable for this approach is a 15-noded cubic strain element. Although this ap­
proach works well, it suffers from the drawback that the high order elements cause 
a large bandwidth in the stiffness matrix, which may require some sophisticated 
equation solvers. 

Yu (1990, 1991) later proved that the number of incompressibility constraints 
may also be reduced by choosing appropriate displacement interpolation functions. 
In particular, Yu (1990, 1991) proposed a modified displacement interpolation 
function which can be used to develop suitable displacement finite elements for axi­
symmetric analysis of incompressible materials. The application of this new dis­
placement interpolation function to a 6-noded triangular element presented by Yu 
et al. (1993) suggests that this novel approach permits low order elements to be suc­
cessfully used for axisymmetric analysis of incompressible materials. Yu's new for­
mulation is also simple to implement in a standard finite element program. Since 
Yu's approach employs full integration to evaluate the element stiffness matrices, 
the numerical examples (including footing problems) presented in Yu (1990,1991) 
and Yu et al. (1993) show that no problems are experienced with barrelling or zero-
energy mechanisms. It is noted that Yu's displacement interpolation function has 
also been used successfully by linka and Lewis (1994) to develop a modified mixed 
and penalty formulation for axisymmetric analysis of incompressible materials. 

A major objective of this section is to present a general finite element formula­
tion which can be used to implement Yu's displacement interpolation function in 
any type of displacement finite elements. The presentation is based on the work of 
Yu and Netherton (2000). Further, in this study, we have also detailed the way by 
which the new formulations of 3, 6, 10, 15-noded triangular elements and 4, 
8-noded quadrilateral elements can be implemented in a standard displacement fi­
nite element program. The performance of these new elements will be investigated 
by comparing the numerical results with exact solutions. 
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Figure 14.2: An eight-noded rectangle in plane strain 

14,3.2 Theory 

Plane strain loading conditions 

To illustrate the difficulties associated with the analysis of incompressible materi­
als, consider the 8-noded rectangle shown in Figure 14.2. The conventional dis­
placement interpolation function for this element is given by: 

u = c^ + c-^ + c-^ + c^x^ + Cjxy + c^^ + c-fc^ + c^'^ (14.1) 

i> = C9 -I- Cjo^ + Cjiy + Cj2t^ + c^^ + c-^iy"^ + c-^^^ + c-^^^ (14.2) 

where u and v are the velocities in the x- and y-directions, and Cj, C2..., c,g are un­
known coefficients which are functions of the nodal velocities and the nodal coordi­
nates. 

Under the conditions of plane strain, the incremental constant volume condition 
may be written as: 

| i + 1^ = 0 (14.3) 
dx dy ^ ' 

Substituting (14.1) and (14.2) into (14.3) gives anotherform of the incompressi-
bility condition: 

(C2 + Cii) + (2C4 + Ci3>C 

-I- (C5 -I- 2c^^)y + (2c-j + 2cif,)xy + c^^x^ + c^ = 0 (14.4) 

In the displacement finite element method, the element stiffness matrices and 
stresses are normally evaluated at a discrete number of integration points. The 
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number of integration points used in each element is denoted by Â .̂ For the 
8-noded rectangle a 9-point integration rule (i.e. A'̂  = 9), which is generally re­
garded as 'full integration', should be employed. This means that equation (14.4) 
must be satisfied at 9 independent locations within the element. Using the method 
suggested by Sloan (1981), it may easily be shown that satisfaction of (14.4) at 9 
independent locations imposes 6 incompressibility constraints on the nodal degrees 
of freedom. These constraints are: 

(C2 + Cll) = (2C4 + C13) = (C5 + 2Ci4) = (2Cj + 2Ci6) 

(14.5) 

Plane strain 

Axisymmetry 

Lagrangian 

Rectangles 

NiN + 2) 

N{N + 3) + 1 

Lagrangian 

Triangles 

0.5N(N + 1) 

0.5(N + 1)(N + 2) 

Figure 14.3: Formulae for the number of incompressibility constraints per element Cg 

The above analysis, which is valid for the 8-noded rectangle under conditions 
of plane strain, may be extended to axisymmetric loading and other types of ele­
ments. For the Lagrange family of elements, Sloan (1981) has derived formulae 
which give the maximum number of constraints per element, Cg, arising from the 
incompressibility condition. These are shown in Figure 14.3 and are expressed in 
terms of N, the order of the highest complete polynomial in the velocity expansion. 
Unfortunately, similar formulae for the serendipity family of elements are not 
readily apparent due to the ad hoc nature in which the high order terms are accumu­
lated as the element order is increased. 

For an element to be suitable for modelling incompressible behaviour, it must 
have a sufficient number of degrees of freedom to satisfy the incompressibility con­
straints. Following Nagtegaal etal. (1974), the suitability of a particular type of ele­
ment may be determined by considering the limiting case of a very fine mesh to find 
the number of degrees of freedom per constraint. This ratio, which must be greater 
than or equal to 1 for good performance, is given as fe/Cf,, where /^ is the limiting 
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value of degrees of freedom per element. The quantity f^ is defined uniquely for 
each type of element, regardless of the mesh arrangement, according to: 

(14.6) 
i = l 

where di represents the internal angle for node / of element e and n is the number 
of nodes per element. 

For the 8-noded rectangle, from (14.5) and (14.6) we can see that c^ = 6 and 
fe = 6. Hence the number of degrees of freedom per constraint in the limiting case 
of a very fine mesh is equal to fe/ce = 6/6 = 1. Since this value is not less than 
1, the 8-noded rectangle is deemed to be suitable for analysis of incompressible be­
haviour under plane strain conditions. 

Z,V 

r,u 

Figure 14.4: An eight-noded rectangle in axisymmetry 

Axisymmetric loading conditions 

For axisynrunetri loading, let us consider the 8-noded rectangle shown in 
Figure 14.4. Following the usual convention of using (r,z) to denote the coordinates 
of axisymmetric problems, the conventional displacement interpolation function 
for the axisymmetric version of this element is as follows: 

u = Ci + C2r + c^z + c^r^ + c^rz + c^'^ + c^r^z + c^rz^ (14.7) 

V = Cg -f Ci(f + CuZ + Ci2''^ + c^Tp: 4- Ci4Z^ + c-^f^z + Cjg^^ (14.8) 
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where u and v are the velocities in the r- and z-directions, and Cj, C2..., Cĵ ; are un-
itnown coefficients which are functions of the nodal velocities and the nodal coordi­
nates. 

Under the conditions of axisymmetry, the incremental constant volume condi­
tion may be written as follows: 

f + | + f = 0 (14.9) 

By substituting (14.7) and (14.8) into (14.9), we obtain the following incom-
pressibility condition: 

(2c2 + Cji) -I- (3C4 -I- Ci^y + (2C5 -t- 2ci4)z -f-

+ (3cj + 2ci6)72 -I- c^f^ + 2cgZ^ -I- Cji -h Cjf -I- Cg^ = 0 (14.10) 

If 9-point integration is used to evaluate the element stiffness, then equation 
(14.10) imposes the following constraints on the nodal velocities: 

(2C2 + Cji) = (3C4 + C13) = (2C5 + 2Ci4) = 

(SCy -I- 2Ci6) = Ci5 = 2C8 = Ci = C3 = Cg = 0 (14.11) 

This gives 9 constraints for each element, i.e. c^ = 9. On the other hand, the 
number of degrees of freedom per element is fe = 6. Hence the limiting number 
of degrees of freedom per constraint, with a 9-point integration (i.e. full integra­
tion), is equal to the unacceptable low value of fe/ce = 6/9 = 0.67. According 
to the criterion of Nagtegaal etal. (1974), the 8-noded rectangle with a full integra­
tion is not suitable for analysis of incompressible materials under axisymmetric 
loading conditions. 

The above analysis can be applied to all types of displacement elements to assess 
their suitability for modelling incompressible materials. Figure 14.5 presents the 
results derived by Sloan (1981) on the suitability of some triangular and rectangular 
elements under both plane strain and axisymmetric conditions. 

As the number of incompressibility constants per element must be less than or 
equal to the number of integration points used to evaluate the element stiffness ma­
trices, the integration rule has a direct effect on the limiting ratio of degrees of free­
dom to constraints. In Figure 14.5, the integration rules have been selected so that 
the stiffness for an elastic element with straight sides is evaluated exactly under 
conditions of plane strain. This is generally referred to as 'full integration' rather 
than 'exact integration', since it is generally not possible to compute the stiffness 
exactly for an element with curved sides. Due to the presence of hoop strain terms. 
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none of the schemes can evaluate the element stiffness exactly for axisymmetric 
problems. To ensure that the element stiffness can be calculated accurately, most 
finite element codes use the same order or a slightly higher order of integration rule 
than that for plane strain (e.g. Larsen and Gellert, 1978). 
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Figure 14.5: Suitability of plane strain and axisymmetric elements for incompressible 
analysis with full-integration (after Sloan, 1981) 

14.3.3 The use of new displacement interpolation functions 

The results presented in Figure 14.5 indicate that although all the displacement ele­
ments (with exception of the 4-noded rectangle) are suitable for plane strain prob­
lems, they are generally not suited for analysis of axisymmetric problems. There 
is only one element that is found to be suitable for axisymmetric incompressible 
analysis and that is the 15-noded cubic triangular element. This has led Sloan and 
Randolph (1982) to propose the use of high order elements for analysis of incom­
pressible materials under both plane strain and axisymmetric loading conditions. 

As an alternative to using high order elements, Yu (1990,1991) has proposed the 
use of a new interpolation function. This reduces the number of incompressibility 
constraints on the nodal degrees of freedom and permits low order elements to be 
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used successfully. To illustrate this approach, once again we will consider the axi-
symmetric 8-noded rectangle shown in Figure 14.4. 

Comparing the incompressibility condition (14.3) for plane strain conditions, 
and (14.9) for axisymmetric conditions, it may be seen that the three additional con­
straints imposed in the axisymmetric formulation are caused by the additional hoop 
strain term. As shown in Yu (1990, 1991), these additional constraints may be re­
moved if the formulation is based on the generalized radial coordinate R and its 
velocities R, which satisfy the following condition: 

i = f + 7 = | + f = 0 (14.12) 

The incompressibility condition for axisymmetric cases, equation (14.12), may 
now be cast in the same form as the incompressibility condition for plane strain: 

| 4 + # = 0 (14.13) 
BR dz ^ ^ 

If the formulation is based on the use of a 8-noded rectangular element, then the 
expansion for the velocities should be: 

if = R = Ci + C2R + cy: + c^R^ + CjjRz + Cf;z^ + CjR^z + c^Rz^ (14.14) 

i> = i = C9 -f c^gR + CiiZ -I- Cij/?̂  -I- Cjj/fe -I- Ci4Ẑ  -1- c^^^z + CiJRz^ (14.15) 

By substituting (14.14)-(14.15) into the incompressibility condition (14.13), it 
may easily be shown that the number of incompressibility constraints is Ce = 6, 
rather than 9 that is obtained if the conventional displacement interpolation func­
tion is used. Equation (14.12) can be solved to give solutions for the generalized 

radial coordinate R and its velocity R as follows: 

R = r^ ; R = U = 2rr = 2ur (14.16) 

Following the above analysis for other displacement finite elements, we can de­
rive a new set of values of the limiting ratio of degrees of freedom per constraint 
when the new displacement interpolation functions are used. The results of such an 
analysis are summarized in Figure 14.6. It is found that all the elements (with ex­
ception of the 4-noded rectangle) are suitable for axisymmetric analysis of incom­
pressible materials provided the new displacement interpolation functions are used. 

In summary, it has been found that if the 'full integration' is used most displace­
ment finite elements (with the exception of the 15-noded triangular element) fail 
to satisfy the suitability criterion of Nagtegaal et al. (1974) for axisymmetric load­
ing conditions, and therefore are not suitable for axisymmetric analysis of incom­
pressible materials. Using the 8-noded rectangle as an example, it has been demon-
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strated that the problem can be removed by using the generahzed radial coordinate 
and its velocities in the finite element formulation. 
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Figure 14.6: Suitability of modified and conventional axisymmetric elements for in­
compressible analysis with full-integration 

14.3.4 Finite element formulations 

Yu (1990) and Yu et al. (1993) have proposed two alternative formulations of 
6-noded triangular elements that can be used to implement the new displacement 
interpolation function into a standard finite element code. To minimise the modi­
fications to the standard finite element code, we will focus on the procedure in 
which the conventional displacement variables are retained but modifications are 
made to the shape functions. Figure 14.7 shows an example element (e.g. 3-noded 
triangular element) plotted in the original coordinates (r,z), the generalised coordi­
nates (R,z) and the area coordinates (a,/3). 

The strain rate - velocity relationship 

The velocity field vector, u, is defined in the conventional way: 

u = Yr,zY = {u,vY 

The strain rate vector, £, is written in terms of the velocity vector: 

(14.17) 
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where the linear operator matrix L„ is 

L„ = 

The strain rate - nodal velocity relationship 

The conventional nodal velocity vector, a ,̂ is retained: 

where nd= the number of nodes per element. 

ra 
dr 
n 

a 
dz 
1 
r 

0 

a 
6z 
d 
dr 

0 

(14.18) 

(14.19) 

(14.20) 

Original coordinates 

R = r^ 

Generalized coordinates 

Gauss integration point 

Area coordinates 

Figure 14.7: Mapping of a 3-noded triangular element 
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The proposed new displacement interpolation function can be used to relate the 
velocity field vector u to the nodal velocity vector a^ as follows: 

u=N„a' (14.21) 

where the general new shape function matrix Â „ , which is valid for all element 
types, can be derived as: 

N„ = 
Ni 0 ... N^, 0 
0 A î ... 0 iV, nd 

and 

— Nr-

(14.22) 

(14.23) 

where 
Â ,- = conventional shape function at node i; 

Ni = modified shape function at node i; 
r,- = radius of node i; 
r = radius of integration points. 

Substituting equations (14.21) in (14.18) results in: 

E =LnU=- L„N„a' = B„a' (14.24) 

where the general new strain rate-nodal velocity matrix B„ which is valid for all 
element types is as follows: 

Bn = 

dr 0 

~dz 

dN nd 

dr 

0 

dN 

0 

dN. nd 
dz 

nd dN. nd 

N, 
dr 

0 

dz 
N nd 

r 

dr 

0 

(14.25) 

and 

r r-—-
'R 

dNi _ r,. dNj 

dz r dz 

dN: N: ^ dN: 
'- = — r - + Ir-

dr ''R ^'' dR 

(14.26) 

(14.27) 

(14.28) 
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The nodal force - nodal velocity relationship 

The application of the principle of virtual displacement to an element in the original 
coordinates (r,z) can be used to give the following nodal force-nodal velocity rela­
tionship, which may be expressed in terms of the variables in the generalised coor­
dinates (R,z) as follows: 

P" = TT BJO dRdz = K„a' (14.29) 

where the nodal force vector is defined by 

P' = [(2jirp^\, (27trp,)„..., (2jtrp,)^„ (2jtrp,)J^ (14.30) 

in which Pf^ and Pv represent nodal force increments per unit length in radial and 
axial directions respectively. The element stiffness matrix Kn is given by 

^„ = ;r BJ D'P Bn det/ dad/S (14.31) 

where D"'' is the elastic-plastic stress strain matrix and J is the Jacobian of the trans­
formation from (R, z) to (a,^) coordinates. 

The nodal force vectors 

Following the procedure of Yu (1990) and Yu et al. (1993) for the 6-noded triangle, 
we can derive the general expressions for the following three types of nodal force 
vectors that are valid for all axisymmetric displacement elements. 

(a) Residual Stresses 

By using equation (14.29), the element nodal force vector due to a residual stress 
vector WQ is: 

P \ = ^ ^n\ det/ dadj3 (14.32) 

(b) Body Forces 

The body forces per unit volume in the radial and axial directions are defined by 
^^and bz respectively. The corresponding nodal force vector is obtained by apply­
ing the virtual work principle to an element: 

P' j = :T: NJ b detJ dadp (14.33) 
J J(av3) 
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where the body force vector b = [br, ^J . 

(c) Surface Tractions 

Applying the virtual displacement principle to an element such as the one shown 
in Figure 14.8, the equivalent nodal force vector may be shown to be: 

2ji [..• n^ + P-dR d^ (14.34) 

where the shape function matrix N„ depends on element types and the number of 
nodes per side for the element upon which the surface traction is applied. ^ is the 
one-dimensional coordinate along the loaded element side whose values are zero 
at the middle point of the element side, and -1 and +1 at two end points. 

Figure 14.8: Calculation of nodal force vectors due to distributed surface 
tractions 

14.3.5 Implementation in a standard finite element code 

This section details the way by which the new finite element formulations described 
in the previous section can be implemented in a standard finite element program. 
Specific examples of where the modification is needed to the conventional finite 
element code are given below. 

Discretization of region and transformation of coordinates 

The new finite element formulations presented here are based on the use of the gen­
eralized coordinates (R,z), where R = r^. Thus, any mesh to be analysed with the 
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new displacement interpolation functions must first be transformed into the genera­
lised coordinates. Although two alternatives exist (e.g. Yu et al., 1993), the follow­
ing method, that has been found to be entirely satisfactory and also very easy to im­
plement, will be presented here: 

(1) For each element, the corner nodes are directly transformed into (r,z) space to 
(R,z) space; 

(2) The remaining boundaries are then positioned in (R,z) coordinates so that they 
are linearly equidistant between corner nodes; 

(3) Any remaining internal nodes are positioned so that they are linearly equidistant 
between relevant boundary nodes. 

The effect of this transformation is to generate straight sided triangular or rectan­
gular elements, rather than curved sided elements in the generalised (R,z) space. 
This is desirable as the element stiffness matrix, as defined by equation (14.31), 
should be calculated using an element geometry defined in the generalised coordi­
nates (R,z). 

Modifications to element stiffness matrix calculation 

(a) Conventional Element Stiffness Matrix 

For axisymmetric loading, the element stiffness is calculated by the following 
equation: 

K = 2n r B^ D'P B de t / dad/S (14.35) 

'(«^) 

where the conventional strain-displacement matrix B is of the form: 

B = 

dr 
dN^ nd 

dr 
dN, nd 

0 

dz 

dz 

dz 
N. nd 

r 

dr 

0 

(14.36) 

The calculations are performed based on the element geometries in the original 
coordinates (r,z). 

(b) New Element Stiffness Matrix 

The new element stiffness is calculated by equation (14.31): 
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D'P B„ de t / dadP 

where the new strain-displacement matrix B„ is given by equation (14.25): 

B„ = 

dN, 
dr 

0 

dN^ 
dz 
N, 

u 

~dz' 
dN^ 
dr 

0 

dN. 

dr 

0 

nd Q 

nd 
dz 

dz 
N. nd 

r 

dr 

0 

It should be stressed that the calculations for the element stiffness in the new for­
mulations are performed based on the element geometries in the generalised coordi­
nates (R,z). 

Modifications to nodal force vector calculation 

The expressions for calculating nodal forces due to residual stresses, body forces 
and surface tractions are given by equations (14.32)-(14.34) respectively. Since the 
surface tractions will often be used, the modifications required to calculate the 
nodal forces due to the surface tractions are given here. 

For an application of distributed loads on an element edge, it is necessary to de­
termine the components of the applied forces at each of the nodes along that edge 
and then assemble each load into the global nodal force vector. 

(a) Conventional Formulation of Nodal Force Vector Due to Surface Tractions 

In the conventional formulation of the nodal force vector due to distributed 
loads, the nodal force vector due to the surface shear and normal tractions of q and 
p is given by: 

= 2jt\ N^ r 

h 

dr 

Q^ + p^ 
d^ (14.37) 

Note that the nodal force vector in the left hand side of the above equation is de­
fined by equation (14.30), and the shape function matrix N contains the conven­
tional shape functions. 

(b) New Formulation of Nodal Force Vector Due to Surface Tractions 
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In the new formulation of the nodal force vector due to distributed loads, the nodal 
force vector due to the surface tractions (q,p) is given by equation (14.34): 

P*. = 2jt \ N, 1- ^dz _^ P_dR 
d^ 2r d^ 

d^ 

where the shape function matrix A'̂ „ contains the modified shape functions. For 
simplicity, the above equation may also be expressed in terms of the conventional 
shape functions and in a similar form as (14.37): 

P's = In \ N'^ r I, ^d^ 2rd^ 
k (14.38) 

where / denotes the node number along the element side with applied surface shear 
and normal tractions of q and p. 

Summary of the necessary modifications 

To implement the new finite element formulations into a standard displacement fi­
nite element program, the following changes are required: 

(1) Discretization of meshes into the generalized coordinates (R,z); 

(2) Modification to the expression for calculating element stiffness matrix; 

(3) Modification to the expression for calculating nodal force vectors. 

As can be seen in this section, the overall changes to a standard finite element 
program are not extensive and numerical implementation of the new formulations 
is therefore relatively straight forward. 

14.3.6 Numerical examples 

In this section, some numerical results are presented to illustrate the performance 
of the conventional and Yu's modified displacement finite elements for axisymmet-
ric stress analysis of incompressible elastic-plastic materials. A thick-walled cylin­
der subject to a uniform internal pressure has been used as the test problem because 
exact solutions are available for stress distributions which can be used to compare 
with the finite element results. The solutions for both purely elastic and elastic-plas­
tic materials are given by Yu and Netherton (2000). Here only elastic-plastic solu­
tions are presented. 
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Figure 14.9: Finite element meshes 1 and 2 (with 3-noded and 6-noded triangles) 
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Figure 14.10: Finite element meshes 3 and 4 (with 11-noded and 15-noded 
triangles) 
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Figure 14.11: Finite element meshes 5 and 6 (with 4-noded and 8-noded 
rectangles) 
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Elastic-plastic expansion of a thick cylinder 

This example is concerned with the detailed analysis of the stresses within an elas­
tic-plastic thick-walled cylinder subject to internal pressure. The numerical stresses 
from both conventional and modified formulations will be compared with the 
closed form solutions given by Hill (1950). The Tresca yield criterion is used to 
define the onset of plastic yielding. For a cylinder with the ratio of external to inter­
nal radii of 2, the value of internal pressure at initial yielding is 0.75c, where c is 
the cohesion of the material. The entire cylinder becomes plastic when the internal 
pressure is equal to 1.38c. In this study, the stresses at each Gauss point when the 
internal pressure is equal to 0.95c are used to compare with the exact solutions. 

Six meshes of different element types with the same or similar number of degrees 
of freedom as shown in Figure 14.9, Figure 14.10 and Figure 14.11 are used in the 
analysis so that the performance of different elements can be compared. The ge­
ometry of the cylinder is defined by a value of the ratio of external to internal radii 
of 2. Specifically, Meshes 1-4 consist of 3,6, 10 and 15-noded triangular elements 
respectively and have the same number of degrees of freedom of 169. Meshes 5 and 
6 are arranged with the 4 and 8-noded rectangular elements and the number of de­
grees of freedom for Meshes 5 and 6 is equal to 176. Analyses have been carried 
out for Meshes 1-6 with both the conventional and Yu's modified displacement in­
terpolation functions. In the elastic-plastic analyses, three different values of Pois-
son's ratio fi are used to illustrate the behaviour of the different elements as material 
incompressibility is approached. For each of the element types, different integra­
tion rules are again used to observe the effect of reduced integration. 

In order to assess the quality of the calculated stresses, an error is calculated for 
each analysis. The percentage errors, for both radial and hoop stresses, are defined 
as: 

e, = 100 X [ i g ( ^ ^ i l Z ^ ) 2 ]i/2 (14.39) 
1 = 1 

ee = 100 X [ hf.C-^'^p-^f ] ' / ' (14-40) 
i = \ 

where p,„ is the applied internal pressure; a„ * and a ,̂ * are the radial and hoop 
stresses obtained from the finite element solution at Gauss point;'; CT„ and a ,̂ are 
the exact values of the radial and hoop stresses at Gauss point i and n is the total 
number of Gauss points in the mesh. 

Elastic-plastic results in terms of the percentage errors for Meshes 1-6 with both 
conventional and modified displacement interpolation functions are presented in 
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Figure 14.12, Figure 14.13 and Figure 14.14. Generally spealiing, the following 
conclusions can be made: 

(a) Effect of Incompressibility and Element Types 

For the elements based on the conventional displacement interpolation functions, 
the errors increase rapidly as the value of Poisson's ratio approaches 0.5. When 
Poisson's ratio is equal to 0.499995, the errors from the 3,6 and 10-noded triangular 
elements and the 4 and 8-noded rectangular elements are in the order of 
1000%-10000%. In contrast, the 15-noded triangular element performs significant­
ly better with typical errors of 300% when the 'full integration' is used. 

On the other hand, when Yu's modified displacement interpolation functions are 
used, the errors are largely independent of the value of Poisson's ratio (i.e. incom­
pressibility). The values of the error obtained from all the analyses are less than a 
few percent when the 'full integration' is used with the 4-noded triangle giving the 
highest error (around 10%). 

(b) Effect of Integration Schemes 

For the meshes using the conventional displacement interpolation functions, the 
errors increase when the number of Gauss integration points increases. For exam­
ple, when Poisson's ratio is equal to 0.499995, the errors from the 8-noded rectan­
gular elements, when a 4-point integration (i.e. reduced integration) is used, are less 
than 7%. In contrast, when a 9-point integration (i.e. full integration) is used, the 
errors are over 6000%. The errors increase with the number of Gauss points used 
in the calculation of the element stiffness matrix. This suggests that although the 
reduced integration may be used to improve the stresses at a fewer number of points 
within the element, it fails to satisfy the incompressibility condition everywhere in 
the element. 

Although the errors for all the elements based on the modified displacement in­
terpolation functions are very small, it is interesting to note that they tend to de­
crease slightly when the number of Gauss points increases. This is because as the 
order of integration is increased, the element stiffness matrix is calculated increas­
ingly more accurately without introducing additional incompressibility con­
straints. This indicates that the incompressibility condition is satisfied everywhere 
in the element when the new displacement interpolation functions are used. 

14.3.7 Conclusions 

The theoretical criterion originally developed by Nagtegaal et al. (1974) has been 
used to assess the suitability of displacement finite elements when used to analyse 
incompressible materials. It was found that the 3, 6, 10, 15-noded triangular ele-
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ments and the 8-noded rectangle are able to satisfy the Nagtegaal criterion under 
axisymmetric loading conditions provided that the new displacement interpolation 
functions proposed by Yu (1990,1991) are used. Yu's new displacement interpola­
tion functions can be used in conjunction with various triangular and rectangular 
displacement elements. It has been shown that the new formulations can be readily 
implemented in an existing displacement-based finite element code, with only few 
changes to expressions for the shape function matrix and nodal force vectors. The 
results of the numerical analyses of elastic-plastic incompressible behaviour con­
firm the theoretical predictions. A detailed comparison between the numerical and 
analytical stresses indicates that when the incompressibility condition is ap­
proached, most conventional displacement finite elements failed completely in pre­
dicting the stresses, while the new finite element formulations give a very high ac­
curacy in the calculated stresses. 
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Figure 14.13: Errors of finite element analysis of elastic-plastic 
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14.4 SOLUTION SCHEMES FOR LOAD-DISPLACEMENT EQUATIONS 

As discussed in an earlier section, there are two systems of nonlinear equations that 
need to be solved in a nonlinear finite element analysis. They include the load-dis­
placement equation at the structural level and stress-strain relations at the element 
level (i.e. at the integration points). The methods that have been used to solve the 
nonlinear governing load-displacement equation may be broadly classified as 
either iterative or incremental (e.g. Crisfield, 1991; Abbo and Sloan, 1996). Itera­
tive schemes solve the governing equation by applying unbalanced forces, comput­
ing the corresponding displacement increments and iterating until the drift from 
equilibrium is tolerable. Examples of iterative schemes are Newton-Raphson, mo­
dified Newton-Raphson, and initial stress methods. Incremental schemes treat the 
governing equations as a system of ordinary differential equations and involve no 
iteration as the solution is generated using a series of piece-wise linear steps which 
approximate the nonlinear load-displacement curve of the structure. 

14.4.1 Incremental solution strategy 

Assume that the governing load-displacement equation is written as follows 

P = K(U) U = (^) U (14.41) 

where K is the global stiffness matrix that depends on the level of displacement for 
a nonlinear problem. As shown in Figure 14.15, an incremental solution to the gov­
erning equation involves applying a large number of small load increments and re­
peated application of the following equation 

Zif/, = ( | ^ ) - y P , (14.42) 

As can be clearly seen from Figure 14.15, the incremental solution strategy is 
accurate only if the number of load increments is sufficiently large. In other words, 
the load increments used must be small enough for the piece-wise approximation 
to be sufficiently close to the real load-displacement curve. 

14.4.2 Iterative solution strategy 

To use an iterative solution strategy, the governing load-displacement equation is 
rewritten as follows 

g(U) = K(U) t/ - P = 0 (14.43) 

where K is the global stiffness matrix that depends on the level of displacement for 
a nonlinear program. As shown in Figure 14.16, an iterative solution to the govern-
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ing equation involves finding a displacement solution that would satisfy equation 
(14.43) using the well-known Newton-Raphson iterative technique. For a given 
load level, the procedure is used to determine a better solution t/,.,. j from an earlier 
estimate f/j- for displacements 

^i^i = ^i-(%y'sim (14.44) 

AP 

Displacement U 

Figure 14.15: An incremental solution to nonlinear load-displacement equations 
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Figure 14.16: An iterative solution to nonlinear load-displacement equations 
(Newton-Raphson scheme) 
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The Newton-Raphson procedure is generally robust but is relatively expensive 
as at each estimate for the displacement field, the stiffness matrix dgJdV needs to 
be calculated. To reduce the computational cost, a modified Newton-Raphson pro­
cedure, shown in Figure 14.17, may be used. 

I/o t/, U, Displacement fj 

Figure 14.17: An iterative solution to nonlinear load-displacement equations 
(modified Newton-Raphson scheme) 

It is noted that it is possible that the Newton-Raphson type of solution procedures 
may also not converge, particularly when the behaviour is strongly nonlinear. If this 
happens, some stabilising measures, such as line searches or arc length control, will 
have to be used (e.g. Crisfield, 1991, 1997). 

14.4.3 Incremental solution strategy with automatic step size control 

Explicit Incremental Methods 

As discussed earlier, the load step size must be very small for the incremental solu­
tion procedure to be accurate. However selecting a suitable step size does provide 
a challenge particularly to those who are not very experienced in nonlinear analysis. 
To help overcome this potential problem, Abbo and Sloan (1996) proposed an in­
cremental solution procedure with automatic step size control. The integration pro­
cess selects each step so that the local truncation error in the computed displace­
ments is below a prescribed value. The attractive feature of this revised strategy is 
that by automatically controlling the load path, the load path error in the resulting 
final displacements can be constrained to be close to a user-specified tolerance. 

For each load increment the system of differential equations to be solved may 
be expressed in rate form as follows 
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U = iK[U)]-'P = iK[U)r'^ (14.45) 

where K is the global tangential stiffness matrix that depends on the level of dis­
placement for a nonlinear problem. If we introduce a dimensionless time T, such 
that 

t - tn 
T = - ^ (14.46) 

where f Q and t^ + At are the time at the start and end of the current load increment 
and it is clear 0 < T< 1. Using (14.46), equation (14.45) can be re-written as fol­
lows: 

^=[K(U)]-^AP (14.47) 

which is of the form of a classical initial value problem since AP is known. The 
simplest method for solving such a system of equations is the first-order forward 
Euler scheme. For a given displacement vector UQ at the start of the increment, the 
forward Euler scheme gives the displacement at the end of an increment as follows 

U = Uo + [KiUo)]-'AP (14.48) 

This simple approach is however only accurate when the load step is very small. 
As noted by Sloan (1981), the accuracy of this simple approach can be improved 
greatly by computing the unbalanced forces at the end of each load increment and 
adding to the applied load for the next load increment according to 

U=Uo + [K(Uo)] -'[AP + P"«*(f/o)] (14.49) 

Of course, the accuracy of the above procedure can be further improved by divid­
ing the applied load increment into A' subincrements of equal size. In this case. 
Equation (14.49) is replaced by the recurrence relationship with j = l,2...N: 

[/, = f/,_i + [KiU,_,)]-' [AP, + P""*((/,_i)] (14.50) 

in which AP, = APAT, and AT, = 1/A'. 

Modified Euler scheme with adaptive load substepping 

As discussed by Abbo (1997) and Abbo and Sloan (1996), an even better procedure 
than what is described by (14.50) is to use an adaptive integration scheme, where 
the load subincrement size is automatically chosen to ensure that the local trunca­
tion error is near a specified tolerance. The key idea behind this type of scheme is 
to use two integration schemes, whose order of accuracy differs by one, to predict 
the solution at the end of each step. The difference between these two solutions pro­
vides an estimate of the local truncation error for the current load step size. 
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Abbo (1997) and Abbo and Sloan (1996) described a modified Euler scheme 
with adaptive load substepping. The essence of this scheme is given here as an ex­
ample of substepping methods. For clarity, the presentation ignores the effect of un­
balanced loads in this example although it can also be included. 

For a load increment AP, we will divide it into N substeps (not equal size) for 
integration so that 

APi = APAT- (14.51) 

N 

'Y^ATi = 1 (14.52) 
; = 1 

We now use the Euler and modified Euler formulae to estimate the displacements 
as follows 

AU, = [KiU,_,)r'AP, (14.53) 

AU^ = [K(U,_, + AU,)]-' AP, (14.54) 

and therefore 

U, = U,_,+AU, (14.55) 

U, = U,_,+^{AU,+AU2) (14.56) 

If we define the following difference between the two displacement solutions 

\\E,\\=^\\(AU2-AU,)\\ (14.57) 

where any convenient norm may be used, this difference represents the absolute 

truncation error, that can be normalised by dividing || U, ||, so that we have a dimen-

sionless relative error measure 

The current load substep A T, will be accepted if the relative error measure is less 
than a user-specified tolerance, TOL, and rejected otherwise. In both cases, the size 
of the next time step is given by 

AT,^, =mAT, (14.59) 

and the factor m is estimated using the following equation (Abbo and Sloan, 1996): 

m = 0.7 7 ^ ¥ ^ and 0.1 < m < 1.1 (14.60) 
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14.5 INTEGRATION OF STRESS-STRAIN EQUATIONS 

14.5.1 Elastic-plastic stress-strain relationship 

In finite element analysis of plastic materials, a key step is to update the stress state 
at each Gauss point. At the end of each load increment, the corresponding strain 
increments at each Gauss point can be determined. If such strain increments cause 
no plastic yielding, the stress increments can be determined by the following simple 
(often linear) elastic stress-strain relationship: 

a = DeE (14.61) 

On the other hand, if such strain increments cause plastic yielding, the stress in­
crements can be expressed by the following elastic-plastic stress-strain relation­
ship: 

a = Dep £ (14.62) 

If we introduce a pseudo time, T, as defined by (14.46), the following initial value 
problem will be obtained 

^ = D,p As (14.63) 

which is in the same form as the load-displacement relation (14.47). In the above 
equation, the strain increments Ae are known and the elastic-plastic stiffness ma­
trix Dep is a function of stresses and also the hardening parameter for a hardening 
plasticity. The above equation can be further written as follows 

^ = Dep Ae = [De - -^f^^W = ^<'e - ^^Deb (14.64) 

in which Dg is the elastic stress-strain stiffness matrix, and a = df/do, b = dg/da 
where/and g represent the yield function and plastic potential respectively. The 
plastic multiplier zlA is given by 

M = /'^i' = 7 ^ ^ (14.65) 

If the hardening parameter is denoted by a, the hardening modulus h in (14.64) and 
(14.65) can be obtained as shown in Chapter 3: 

" — 1 ^ 1 ("•«) 
Two classes of methods have been used to integrate the nonlinear elastic-plastic 

stress-strain relationship (14.63). They are explicit methods (e.g. Sloan, 1987; 
Abbo, 1997) and implicit methods (e.g. Crisfield, 1991; Simo and Hughes, 1998). 
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stress state with elastic update 

AOe = DeAe 

initial stress state 

Oe = Oo + AOf 

Otr = Oo + PAOe 

0 < ^ < 1 

/ = o 

Stress space 

Figure 14.18: Yield surface intersection when material makes an elastic to plastic 
transition 

14.5.2 Explicit integration method 

Determination of initial yielding - yield surface intersection 

In using the explicit integration methods, it is necessary to locate the yield surface 
intersection when materials make a transition from a purely elastic behaviour to an 
elastic-plastic behaviour during the current load increment. In other words, the ma­
terial is elastic at the start of the increment and the stress update based on the elastic 
stiffness matrix will give a stress state that lies outside of the yield surface. There­
fore we need to find the portion of the strain increments that only causes elastic be­
haviour and the remaining portion of the strain increments will cause elastic-plastic 
deformation, see Figure 14.18. It is noted that only for the portion of the strain in­
crements that causes elastic-plastic behaviour we can use (14.63) to update stresses. 

The transition from elastic loading to plastic loading occurs as long as 

/ K . « o ) < 0 (14.67) 

/(ff„ao) > 0 (14.68) 

The problem of locating the stress state at the intersection point, Otr, is to find 
the scalar quantity ^ that satisfies the following nonlinear equation 

f{a^+pAoe,a^) = 0 (14.69) 

which can be solved by using the Newton-Raphson method (Sloan, 1987). Once 
the scalar quantity fi is determined, the portion of the strain increment that causes 
plastic deformation is Atp = (1 - ^)AE. 
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stress state with elastic update 

0 < /S < 1 

initial stress state 

stress state 

/« = 0 

/o = 0 

Stress space 

Figure 14.19: Explicit stress update with substepping 

Modified Euler method with substepping 

The substepping method to be described here is based on the scheme of Sloan 
(1987) and Abbo (1997). This approach is attractive because it controls the errors 
in the stresses and hardening parameter in the numerical integration of stress-strain 
relations. For an isotropic work-hardening material, the elastic-plastic stress-strain 
relationship is defined by 

do 
dT 

= Dep(o,a) ASp = Dep{a,a) (1 - P)AE (14.70) 

where the hardening parameter a = Wp and its evolution with time can be shown 
to be of the following form 

dT 

in which the plastic multiplier AX is given by (14.65). Therefore 

aTDe{l - ^)Ae a^(l - ^)Ao, 
AX = 

h + aT^DJ} h + aT^DJ) 

(14.71) 

(14.72) 

For a plastic strain increment Asp, we will divide it into Â  substeps (not equal 
size) for integration (Figure 14.19) so that 

Ae], =AepAT^ 

N 

J^AT, = 1 

(14.73) 

(14.74) 

/ = ! 
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We now use the first order Euler method to estimate the stresses and hardening 
parameter 

Oi = ai_-^+ Aa^ (14.75) 

a,- = a ,_ i + / ) « ! (14.76) 

where 

zlffj =Z>,p(<7,._i,a,._i)zl4 (14.77) 

Aa^ = Al(ai_^,ai_^,AE'p) aj_^b{ai_^) (14.78) 

A more accurate estimate of the stresses and hardening parameter can be ob­
tained using the modified Euler method that gives 

o^ = a^_,+\{Aa,+Aa^) (14.79) 

a,- = a,._i + ^{Aa^ + Aa2) (14.80) 

in which 

Ao2^Dep{ai,a^Ae^p (14.81) 

Aa2 = A?i(ai,ai,Ae'p) ajbia^) (14.82) 

If we define the following difference between the two stress solutions 

\\ei\\=\\\{Ao2-Aa,)\\ (14.83) 

where any convenient norm may be used, this difference represents the absolute 
truncation error, that can be normalised by dividing || a, ||, so that we have a dimen-
sionless relative error measure 

Rr = | ? 4 (14-84) 
II Oi II 

The current load substep J 7, will be accepted if the relative error measure is less 
than a user-specified tolerance, TOL, and rejected otherwise. In both cases, the size 
of the next time step is given by 

^ r , + i = m z i r , (14.85) 

and the factor m is estimated using the following equation (Abbo, 1997): 

m = 0.9 7 ^ ^ and 0.1 < m < 1.1 (14.86) 
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14.5.3 Implicit integration method 

Crisfield (1991) describes a number of implicit methods for integrating stress-
strain relations. In this section, a very simple scheme of this kind is presented. 

Elastic stress predictor 

As discussed before, the transition from elastic loading to plastic loading occurs as 
long as 

/ K . « o ) < 0 (14.87) 

/ K , a o ) > 0 (14.88) 

The stress state obtained using an elastic stress update will lie outside of the yield 
surface, as shown in Figure 14.20. 

Single step backward Euler method 

A single step backward Euler method may be used to return the stress state from 
the point reached by the elastic stress update. To derive the backward Euler return, 
the yield function/is expanded in a truncated Taylor series about o^, to give 

/ = A + a'^Aa + ^Aa (14.89) 

The stress increment can be determined from the usual equation 

Aa = DeAe - AXDJb (14.90) 

Given the strain increment has all be applied to arrive at the elastic stress predictor, 
the backward Euler return will involve zero strain increment. Hence from (14.90), 
we obtain 

Ao = - AXDJ) (14.91) 

and 

Aa = AXaJb (14.92) 

If we insist that the yield function (14.89) is zero and by using equations 
(14.90)-(14.91) we have 

and the updated stresses and hardening parameter can then be calculated using the 
following equations 

o^= Oe- AXDeb (14.94) 
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a J = UQ + AXaJb (14.95) 

AOe = D,AE 

^ " " ^ ^ • ^ , 

ffo/ 

initial stress state 

stress state with elastic update 
. -A Oe — Og + AOe 

/ / \ / L \ 

y / \ 
\ ^%^nal stress statt\ 

/o = 0 

Stress space 

Figure 14.20: Implicit stress update with single step backward Euler method 

14.6 LARGE DEFORMATION ANALYSIS 

14.6.1 Introduction 

In recent years, there has been growing interest in finite element analysis of large 
deformation involving soil plasticity. This is because many practical problems in 
geotechnical engineering are concerned with large deformations. Examples include 
embankments on soft ground and deep penetration problems (e.g. Burd, 1986; Teh, 
1987; Yu, 1990; Walker and Yu, 2006). It is well known that the analysis of large 
strain soil plasticity problems is much more difficult than small strain analysis. The 
first difficulty lies in the choice of the appropriate definition for stresses and strains. 
In the infinitesimal theory of elastic-plastic deformations, it is possible to define 
strains in a unique and unambiguous way. This is not possible when the deforma­
tion becomes large since a variety of coordinate systems may be used which will 
inevitably lead to different strain definitions. In continuum mechanics, the de­
formation of a body subject to large displacements is usually described by either 
a Lagrangian (material) reference system or an Eulerian (spatial) reference system 
(Malvern, 1969). In some applications, the Lagrangian approach would be more 
advantageous than an Eulerian formulation since, in the former, the boundary 
conditions and configuration are well defined. In the latter, the geometric variables 
are not known a priori. In geotechnical engineering, however, the loading proced-
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ure often takes the form of addition or removal of material, thus making the defini­
tion of the undeformed configuration in the Lagrangian approach less useful. 

Indeed in many previous finite deformation studies of geomaterials, an Eulerian 
approach, based on a mesh representing the current state of deformation, has been 
preferred (e.g. Carter etal, 1977; Burd, 1986; Teh, 1987; Yu, 1990). This is partly 
due to the fact that an Eulerian description is well suited to the analysis of material 
for which the constitutive laws are conveniently expressed in terms of stress and 
strain rates, as is often the case in geotechnical engineering. An Eulerian approach, 
however, poses considerable difficulties with moving boundaries and stress boun­
daries whilst it simplifies the equilibrium equations. It is therefore necessary for an 
Eulerian approach to make some assumptions regarding configuration changes 
during each increment. 

The method which perhaps gives the most advantages is the updated Lagrangian 
method in which, after each increment of a calculation, new coordinates of the 
nodal points and the reference state are updated from the nodal displacements. 

For a mathematical description of material behaviour to be consistent within the 
framework of continuum mechanics, it is necessary that the stress rate used in the 
constitutive equation is 'objective'. This condition requires that the stress rate must 
banish under conditions of rigid body motion. It was shown by Prager (1961) that 
the definition of 'objectivity' is not sufficiently restrictive to give a unique defini­
tion of stress rate. As a result, several different objective stress rates have been pro­
posed (Jaumann, 1911; Truesdell, 1953; Oldroyd, 1950). Amongst these, the Jau-
mann definition has been more widely used in large deformation computations. 
This popularity stems from the desirable feature of the Jaumann definition that van­
ishing of the stress rate implies stationary behaviour of the stress invariants. It 
should also be noted that some drawbacks for the use of the Jaumann stress rate 
have been reported. In particular, it is found that the Jaumann stress rate may give 
rise to physically unrealistic solutions to problems where shear strains are very 
large (e.g. Dienes, 1979). 

14.6.2 Finite element formulations for large deformation 

Two key papers on finite element analysis of large deformation are those by Hibbitt 
et al. (1971) and McMeeking and Rice (1975). The first paper is concerned with 
the Lagrangian formulation and the latter is concerned with either a Lagrangian or 
an Eulerian formulation. In this section we closely follow McMeeking and Rice 
(1975) and present a general procedure for deriving finite element equations from 
the virtual work equation using either Lagrangian or Eulerian formulation. A more 
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detailed treatment of large deformation finite elements can be found in Bathe 
(1982), Chen and Mizuno (1990) and Crisfield (1991, 1997) among others. 

If we denote a material strain tensor by e (or e^) that is defined on a coordinate 
system X in the adopted reference state such that the principal directions of e co­
incide with fibres of principal stretch from that state (Malvern, 1969). Any strain 
measure so defined accords with the small strain E at small displacement gradients 
and e is equal to the rate of deformation tensor. 

The most widely used material strain tensor is Green strain defined as follows 

ef = |(",v + «;V + "^."/i/) (14-96) 

where M = x — X is the displacement from the reference state and M,J = duJdXj. 

Following Hill (1968), we may define a corresponding family of symmetric con­
jugate stress measures s (or s^p so that s^pe^j is the stress working per unit volume 
of reference state for arbitrary virtual deformations de {or <5e,-,)- It is well known 
that the second Piola-Kirchhoff stress s^:'^ is the conjugate to Green strain ef where 

To derive incremental finite element formulations, either Lagrangian or Euler-
ian, we can start from a virtual work equation in conjugate deformation variables: 

de'^s dV^ = du^b dV^ + du'^f dS^ (14.98) 
'y» J J J y» J J S° 

where du and de are associated virtual displacements and strains, the forces are 
nominal and s and e are any conjugate measures. Assuming that the vector of nodal 
displacements is denoted by 5M„ , we have 

du = N 6un (14.99) 

in which Â  is known as the shape function matrix. Hence the virtual strain vector 
can be expressed in terms of the nodal displacement vector 

de = L du ^ LN du = B dun (14.100) 

in which B is a matrix linking the nodal displacements to the strains within ele­
ments. It is noted that this matrix is now a function of du/dX that varies with the 
strain measure adopted. However it becomes identical when the current and refer­
ence states coincide. Therefore, in the usual manner, the virtual work equation 
(14.98) becomes 
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P = B'^S dV^ (14.101) 

where 

P = Â Â JI/« + N'^fdS^ (14.102) 

The incremental form of the virtual work equation (14.101) can be shown to be 
as follows: 

P = [B^s + B^s] dV^ (14.103) 

in which 

> = Â Â JP* + N'^fdS^ (14.104) 

It is then easy to show that the incremental finite element equilibrium equations 
are given below 

P = [Kc+ K,] un (14.105) 

where the usual incremental stiffness K^ is defined by 

ifc = B^Ofi d\^ (14.106) 

and D defines the incremental relationship between conjugate stress and strain 
measures, namely 

s = De (14.107) 

The second stiffness matrix K^ in equation (14.105) depends on initial stress 
states. If we choose Green strain and second Piola-Kirchhoff stress as measures, 
then the initial stress stiffness takes a simple form 

which would be the most suitable basis for a Lagrangian method. 

Eulerian finite element formulations 

As shown in McMeeking and Rice (1975), an Eulerian finite element formulation 
can be obtained for any choice of measure by taking the reference state to coincide 
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instantaneously with the current state. In this case, s = a and e = E and e is the rate 
of deformation tensor (i.e. strain rate). The matrix B is therefore the same as for the 
case of small deformation 

[Bij\ = ^mj + ^[Njli (14.109) 

and the finite element equilibrium equation (14.101) becomes 

B^a dV (14.110) 
V 

The incremental form of the virtual work equation (14.110) can be obtained as 
follows: 

P = [B'^a + B^a] dV (14.111) 

As an example, let us adopt the objective Jaumann stress rate given below 

Oy = Oy - Oikf^jk - ('jk^ik (14.112) 

where co ,•= is the skew-symmetric spin tensor. The constitutive equation is then used 
to link the Jaumann stress rate and the rate of deformation tensor, namely 

/ = D'H (14.113) 

The objective Jaumann stress rate defined by (14.112) can also be expressed as 
follows 

/ = ff - /?£ (14.114) 

wherei? is a simple matrix. By comparing equations (14.113) and (14.114) we ob­
tain 

o = (D'P + R)E (14.115) 

By using the above equation and the usual procedure, the rate form of the virtual 
work equation (14.111) can be written in the following form 

P=lKc+ K,] M„ (14.116) 

where the usual incremental stiffness Kf. and the initial stress stiffness are defined 
by 

-̂ c = B'^iD'P + R)B dV (14.117) 
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Ks = \ \ I C dV (14.118) 

and the matrix C can be determined from tlie following equation 

Cu„ = B^o (14.119) 

The Eulerian finite element formulation presented here has been applied suc­
cessfully by Burd (1986) to analyse plane strain unpaved road problems and by Teh 
(1987) and Yu (1990,1991) to analyse axisymmetric cone penetration and pressur-
emeter problems. The reader is referred to these references for further details. 

14.7 NUMERICAL EXAMPLES 

In this section, some examples are given on the application of finite elements and 
advanced plasticity models to the solution of some of the common geotechnical 
boundary value problems. 

14.7.1 Finite element analysis of critical state geomaterials 

In Chapter 6, we described the critical state concept and a unified model CASM for 
clay and sand (Yu, 1995, 1998) and its variants. Yu and Khong (2002), Khong and 
Yu (2002), Khong (2004) and Tan (2006) present a detailed treatment of finite ele­
ment implementation of CASM into the finite element code CRISP (Britto and 
Gunn, 1987) together with its application to the analysis of footings, pressur-
emeters, anchors and pavements (Khong, 2004; Yu, 2004) and bonded geomater­
ials (Tan, 2006). The model CASM has also been implemented into the commercial 
finite element code ABAQUS using its material subroutine UMAT with applica­
tion to the analysis of wellbore stability (Xu, 2006) and non-coaxial materials 
(Yang and Yu, 2006b). Here we only present a few results to illustrate the capability 
of the CASM models when used in finite element analysis. 

(a) Analysis of horizontal strip anchors in clay and sand 

In this sub-section, a finite element study of horizontal anchors subject to uplift 
forces is presented. The soil is modelled by CASM. The effects of the depth to 
width ratio of the anchor and the stress history of the soil are examined. The ana­
lyses are displacement-controlled and the applied vertical load is calculated from 
the nodal reaction forces. 

A general layout of the anchor problem is shown Figure 14.21. The ultimate 
pullout capacity of an anchor depends on factors such as initial stresses, soil stress 
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history (i.e. OCR for clay and state parameter for sand), soil strength and the depth 
to width ratio (H/B). 

Load P = q^B 

H 

B 

Figure 14.21: A strip plate anchor subject to an uplift force 

16J? 

A I ^ 

\QB 

V :• 

Figure 14.22: A finite element mesh for anchor analysis 
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For simplicity, the anchor is assumed to be very thin and rigid. The initial stress 
state is assumed to be isotropic with a value of OQ. The finite element mesh used 
in the calculation for the case of H/B=10 is shown in Figure 14.22. 

Solutions for plate anchors in London clay under undrained conditions 

For London clay, the model constants for CASM are given below 

M = 0.89; 1 = 0.161; x = 0.062; fi = 0.3; F = 2.759; n = 2; r = 2.718 

The finite element analyses have been performed using various embedment ra­
tios (H/B=l to 12) and soil stress histories (0CR=1 to 20). The uplift load-dis­
placement curves for various cases are shown in Figure 14.23. It is evident that the 
anchor behaviour (both deformation and stability aspects) depends on both anchor 
embedment ratio H/B and soil stress history OCR. 

Solutions for plate anchors in Ticino sand under drained conditions 

For Ticino sand, the model constants for CASM are given below 

M = 1.3; A = 0.04; x = 0.01; fx = 0.3; F = 1.986; « = 2; r = 4 

The finite element analyses for anchors embedded in Ticino sand have been per­
formed using various embedment ratios {WB-l to 12) and initial state parameters 
(^0 = 0.02,0,-0.02,-0.04,-9.06,-0.08). The uplift load-displacement curves for 
various cases are shown in Figure 14.24. It is evident that the anchor behaviour 
(both deformation and stability aspects) depends on both anchor embedment ratio 
H/B and soil initial state parameter ^Q. 

A summary of the anchor pull-out capacity in sand is shown in Figure 14.25. The 
normalised pull-out limit load has been plotted as a function of the embedment ratio 
and initial state parameter. It is clear that for a given initial state parameter, the pull-
out capacity increases approximately linearly with the embedment ratio. On the 
other hand, for a given embedment ratio, the pull-out capacity decreases with the 
initial state parameter. 
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Figure 14.23: Uplift load-displacement curves for strip anchors in London clay 
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Figure 14.24: Uplift load-displacement curves for strip anchors in Ticino sand 
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Figure 14.25: Pull-out capacity factor versus embedment ratio and initial state 
parameter for anchors in Ticino sand 
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(b) Analysis of pressuremeter tests in clay and sand 

In this sub-section, a finite element study of pressuremeter tests in soils is pres­
ented. The soil is modelled by CASM. The effects of the pressuremeter geometry 
and the stress history of the soil are examined. 

The finite element mesh used was made up of 15-noded triangular elements as 
this element was shown earlier in this chapter to be able to give accurate results for 
axisymmetric problems. Due to symmetry, only half of the soil mass needs to be 
modelled. A schematic diagram of a typical mesh is plotted in Figure 14.26. The 
radius of the pressuremeter was set to one unit, with the length of the mesh in both 
the radial and axial directions being 200 units. 

200 X Qo 

200 X Qo 

Figure 14.26: Finite element mesh for pressuremeter analysis 

Pressuremeter tests in undrained London clay 

To study the effect of two-dimensional geometry of the pressuremeter, four pressur­
emeter length to diameter ratios of 20, 15, 10 and 5 were used. One-dimensional 
cylindrical cavity expansions were used to model pressuremeter tests with an infi­
nitely large length to diameter ratio. 
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Figure 14.27: Pressuremeter geometry effects on derived undrained strength from tests 
in London clay (after Yu et ai, 2005) 

Figure 14.27 shows the effect of pressuremeter length to diameter ratio (L/D) on 
derived undrained shear strength (Su) as a function of stress history OCR value. It 
is expected that the geometry effect is larger for a smaller pressuremter length to 
diameter ratio. The results also suggest that for heavily overconsolidated clays with 
a large OCR value the pressuremeter geometry effect becomes much smaller. 

Drained pressuremeter tests in Ticino sand 

For sand, the effect of spacing ratio r was also investigated in detail for purposes 
of comparison. This is because the yield surface of CASM would be similar to the 
Mohr-Coulomb or Matsuoka-Nakai type when the spacing ratio takes a very large 
value, see Figure 14.28. 

To illustrate the effect of the yield surface, we present the numerical correlations 
between the initial state parameter and pressuremeter loading slope for the case 
when the pressuremeter is infinitely long. For this case, Yu (1994) presented a nu­
merical correlation using a Matsuoka-Nakai type of yield surface, indicating that 
there is a linear relationship between the initial soil state parameter (^g) and pressur­
emeter loading slope {S^. 
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<? 4 r = 10000 

Figure 14.28: CASM yield surfaces with three different spacing ratios 

£ , (%) 

Figure 14.29: Effect of spacing ratios on pressuremeter curves in soils with the initial 
state parameter of lo = " 006 
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Figure 14.30: Effect of spacing ratios on pressuremeter curves in soils with the initial 
state parameter of lo = 0.02 
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Figure 14.31: Effect of spacing ratios on pressuremeter slope correlations 



508 CHAPTER 14 

Figure 14.29 and Figure 14.30 show the effect of the spacing ratio on pressur-
emeter curves for dense and loose sand respectively (where p is cavity pressure, 
PQ is the initial soil stress and £^• is cavity strain). Figure 14.31 shows the numerical 
correlations for three different spacing ratios (r=4,10,10000). For comparison, the 
numerical correlation derived by Yu (1994) for a hardening plasticity model based 
on the Matsuoka-Nakai yield surface (where the consolidation hardening is not 
taken into account) is also plotted in the figure. There are two points that should 
be noted. First, it is evident from these figures that the inclusion of consolidation 
hardening (i.e. with a smaller value of the spacing ratio r) has a considerable effect 
on the derived numerical results. It is also shown that the solutions from CASM 
with a very large spacing ratio (i.e. r= 10000) is similar to that obtained by Yu (1994) 
using the Matsuoka-Nakai yield surface. In particular. Figure 14.31 shows that the 
slope for the numerical correlation between the pressuremeter slope S^ and initial 
soil state parameter ^Q is almost the same for the two models used. 

14.7.2 Finite element analysis of non-coaxial geomaterials 

Most recently Yu and Yuan (2005, 2006), Yu et al. (2005), Yuan (2005) and Yang 
and Yu (2006a,b) have applied the non-coaxial plasticity models described in 
Chapter 8 to analyse a number of soil-structure interaction problems. The explicit 
substepping scheme with error control, as described in Section 14.5.2, has been 
used to update stresses. Here one of these examples is given. 

Surface strip footings under a vertical load 

The load-deformation response of a surface footing under a vertical load is one of 
the most important boundary value problems in geotechnical engineering. It is di­
rectly related to the design of shallow foundations on soils. The solution to the prob­
lem with the coaxial Mohr-Coulomb model is well known. However, geotechnical 
solutions that account for non-coaxial soil behaviour are very rare. 

Yu and Yuan (2005) have analysed the rigid footing problem using the non-co­
axial plasticity theory developed by Yu and Yuan (2006) (also presented in Chapter 
8). The footing loading is simulated by prescribing the vertical displacement at 
nodes beneath the footing to ensure that all the nodes move vertically by the same 
amount. Soil is idealised in the analysis as an elastic perfectly plastic material obey­
ing the Mohr-Coulomb criterion. Typical elastic constants are assumed: Young's 
modulus £• = 8 X lO'^kN/m^, Poisson's ratio ju = 0.3, and soil cohesion 
c = lOkN/m^ is considered. 

Figure 14.32 shows numerical load-displacement curves for both coaxial and 
non-coaxial models for weightless cohesive-frictional soils with no surcharge. For 
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the results shown in this figure, an associated flow rule is used with the angles of 
internal friction and dilation as 30 degrees. It is evident from the figure that the ulti­
mate loads may become very close at very large deformation. For a given working 
load, however, the deformation induced for a non-coaxial soil is much larger than 
that for a coaxial soil. For example, when the vertical footing at g/c = 25, the ver­
tical footing displacement for a non-coaxial soil with A = 0.1 is about twice as 
large as that for a coaxial soil (A = 0.0). In other words, the soil becomes much 
softer when its non-coaxial behaviour is accounted for. Figure 14.33 shows a com­
parison of the enlarged velocity fields for both cases. 

The studies carried out by Yu and Yuan (2005), Yu et al. (2005), Yuan (2005) and 
Yang and Yu (2006a,b) for footings under combined loads and other boundary prob­
lems lead to similar conclusions about the importance of including non-coaxial be­
haviour in soil-structure interaction analysis. This is particularly true for problems 
involving strong stress rotations. 

A = 0.10 

10 

B 

Figure 14.32: Footing load-displacement curves with different non-coaxiality 
coefficients (after Yu and Yuan, 2005) 
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Figure 14.33: Comparison of velocity fields around the footing for both coaxial and 
non-coaxial models (after Yu and Yuan, 2005) 

14.7.3 Finite element analysis of bonded geomaterials 

In Section 6.9, the unified critical state model CASM has been extended to model 
the behaviour of bonded geomaterials. In particular, two important effects are con-



FINITE ELEMENT ANALYSIS 511 

sidered. First of all, the presence of bonding tends to increase the size of elastic do­
mains and therefore affects the size of the yield surface. Secondly bonding is also 
shown to delay or prevent the tendency for the soil to dilate. This latter effect can 
be accounted for, for example, by adopting Rowe's stress-dilatancy relation that in­
cludes the effect of cohesion. 

p 
Po 

y " 
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5-
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1 1 1 1 
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10 12 
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Figure 14.34: Effect of bonding on pressuremeter curves due to enlargement of 
the elastic domain (r=4) 

In this section, for illustration purpose we present a few results of finite element 
analysis of a simple boundary value problem of infinitely long pressuremeter tests 
in bonded geomaterials. More examples of numerical modelling of bonded geo-
materials can be found in Tan (2006). For simplicity, the model constants relevant 
to Ticino sand are used in the finite element calculations. The initial state of the soil 
is on the dense side of the critical state line with the initial state parameter being 
equal to ^Q = — 0.04. Figure 14.34 shows the effect of bonding on the pressur­
emeter loading curve and it is expected that the enlargement of the elastic domain 
makes the material stronger. 

Pressuremeter analyses have also been carried out to assess the effect of bonding 
due to its tendancy to delay or prevent dilatancy. The results are plotted in 
Figure 14.35, which shows that the presence of bonding tends to make the material 
response slightly softer. As defined in Chapter 6, D,. is the model parameter used 
to control the degradation of cohesion with plastic straining. 
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Figure 14.35: Effect of bonding on pressuremeter curves due to its influence on 
dilatancy(r= 10000) 
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