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Foreword 

This book on Internet-Based Intelligent Information Processing 
Systems offers a broad survey of various topics, all related to Inter­
net technology. It also shows the research led in this field all over 
the planet as the authors of these several chapters come not only 
from different subfields but also from different parts of the world. 

What is interesting to see is that in Asia, Oceania, in Europe as well 
as in America, all share common interests and same methodology 
of research. More than ever, knowledge in the scientific area has 
become global. Actually, there is no significant difference between 
these many researchers. The quality and the interests are pretty 
much on the same level. 

This book gives to everyone a very good and broad overview of the 
field of Internet-Based Information Processing Systems and I can 
recommend this book to anyone, but particularly to new researchers 
in the field. They will be able to answer the first PhD questions 
about who has done what, when and how. This book should be a 
first book to read to know the state of the art of the research in this 
area. 

Prof. Dr. Nadia Magnenat-Thalmann 

Director of Miralab 
University of Geneva 
Switzerland 
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Preface 

Internet-based Intelligent Information Processing Systems deals 
with the question of how and to what extent developments may 
be used to cope with major challenges, opportunities and prob­
lems arising from the advent of the Internet. Factors which form 
part of the development include, advanced theories and models 
arising from artificial intelligence, computer science and cognitive 
science. 

It is fair to say that these observations are not primarily about the 
advent of the Internet which originally had a restricted and very 
specialized use. The following observations are about the world­
wide expansion of the Internet and the Web which occurred later. It 
would require a complete book to provide an adequate historical 
background of the Internet and the Web. It would be necessary to 
account for the worldwide diffusion and to deal with options, 
doubts, decisions why this should have occurred. 

There is fortunately an already wide literature dealing with each 
of the many aspects involved. The domains of knowledge are con­
tinuously increasing both in number and in complexity. These 
multiple and continuously shifting scenarios make it difficult to 
identify and consolidate stable knowledge in this area as each 
new experience necessitates revision and upgrading of existing 
information and knowledge. 

After less than two decades of interest and expansion in the 
Internet and websites design there is perhaps a need to preserve old 
sites which are meaningful to the extent that they help provide an 

vii 
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understanding of past development. In the accelerated time scale of 
high tech development, ten years ago may appear to be prehistory. 
Previously accumulated experience and knowledge are worth pre­
serving as they may contain valuable experience. 

Web designers of today are likely to start from scratch, and this can 
result in a random brainstorming operation, based upon patching 
together single pieces of information, which may have no depth as 
the originating search path and context may be lost. This may not 
always be the best way to proceed. Large quantities of data indicate 
that shortcuts should be taken if it is necessary to operate in real 
time. It is usually necessary to seek more efficient ways of handling 
excessive data if a practical system is to be developed. 

Methods of simplifying and labeling information consistently and 
correctly are not obvious processes. Those operations require time, 
competence, experience and specific skills. As there exists much 
literature on the nature of major perceptual changes which have oc­
curred it is not necessary to focus on this here. There is however a 
need to access this literature and to analyze it carefully to become 
aware of the significant changes which have occurred. New be­
havioral patterns may be observed and these need to be further con­
sidered. This literature exists in a number of forms such as case 
studies, specialized papers and reports. These sources often indicate 
existing discrepancies and a diversity of attitudes toward new in­
formation resources. These attitudes depend both on the differing 
arrangements and on the different cultures. 

It is evident from an analysis of single cases that despite the 
worldwide access to information resources this does not necessarily 
result in the best deductions and conclusions. Although a vast 
amount of information is available and globally shared it may not 
be accurate and as such does not improve any derived conclusions. 
Words are meant to define and redefine reality and they are funda­
mental in the initial creation and shaping of such ideas. At some 
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point words are used in an attempt to describe what occurs and 
to develop an understanding of the process. For example, choose 
'Network' as the sample word. Network has many definitions in 
the New Oxford Dictionary. One definition is 'a piece of work 
having the form or construction of a net; a collection, arrangement, 
or structure with intersecting lines and interstices resembling those 
of a net — a chain or system of interconnected or intercommuni­
cating immaterial things, points or people. Also a representation of 
interconnected events, processes, etc. used in the study of work ef­
ficiency.' Connections and exchanges are features, and these words 
add value to the definition. It is a fact however that those words 
mean different kinds of things to different individuals. This is a 
property of words that depend on the context to have a variety of 
quite different meanings. 

Further, even if the meaning of the word appears to be consensually 
agreed upon, it is still possible that the meaning may be equivocal. 
We may observe that there are many different meanings triggered 
by this sample word. The word 'network' materialized into many 
different 'worlds' depending on the interpretation. It is possible to 
obtain conflicting interpretations of this apparently simple example. 

The purpose of the World Wide Network is about disseminating 
and accessing knowledge. The vast extent of the Network gives the 
possibility of discovering new information territories of amazing 
extent. The network is about providing information on diverse top­
ics covering all fields of human endeavor. Its very size makes new 
methods of communication and outreach available in previously 
unthinkable ways. Naturally the subject has already spawned a new 
and extended literature. 

The Internet, Web or network, may be thought of in a number of 
different but coexisting forms. The Internet may be viewed as an 
assembly of information and knowledge which forms part of a 
wider texture. Just as a tapestry is made and built from a sequence 
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of knots, so may the Internet be viewed as a highly intertwined and 
dynamic system for making knowledge available worldwide. We 
may think of Internet as the implementation of an old dream where 
we possess the beginning of an overall universal encyclopedia, 
which is a repository of overall knowledge. This knowledge is con­
sistently categorized and commonly shared. The design and plan­
ning of such a system intended to make this very old dream come 
true, arises from the possibility of connecting and linking all kinds 
of elements and disciplines. The intention was to have them all 
available through the Internet and Web media. The possibility of 
merging all existing media into one has extended the original con­
cept of an encyclopedia so as to cover the realm of encyclomedia. 

Efforts have been made to have many sources of information avail­
able on the Internet. This has been extended to include for example 
such diverse items as: phone conversations, television and radio 
programs, movies, music, books, newspapers and more. Such a 
broad interpretation of the network has proved to be a highly con­
troversial development. The idea that one media would predomi­
nate and incorporate all previously existing diverse media seems to 
be troubled by a number of negative side effects. Much has been 
written which explores and documents all of these aspects. 

The network has proved to be effective in presenting introductory 
information such as brochures to potential customers, introductory 
material for museums, libraries, etc. 

This entire area of research and practice has materialized into a 
wide set of highly specialized operations, based upon skills, such as 
graphic design has been given the comprehensive name of 'infor­
mation design'. This innovative discipline is evolving in a number 
of different directions. Studies are also undertaken to ensure that 
Web visitors do not suffer from cognitive overload. This research is 
based on the results of observation and analysis. 
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It may provide users with a unique opportunity to become 'inform-
active' (Tonfoni 1996). This feature is the special ability to be 
aware of and sensitive to the specific nature of the information of 
interest. It may also possess the ability to choose and interpret a 
continuous stream of input data. According to this viewpoint the 
user's role is different in this case in that they are actively involved 
in the process. In this instance the user is directly involved in ana­
lyzing and interpreting information, and is thus in a position to 
make better informed decisions. 

In order to develop such a system it is necessary to plan the infor­
mation system using the information sensitive criteria given by 
Tonfoni (1998). A development of this kind is dependent on a very 
special kind of information system. Future Web visitors who have 
their own 'cognitive search engines' will then be able to make their 
own choices and decisions. Tnformactive' Web visitors will not 
have to accept black box models of reasoning which may end in 
blind alleys but will be able to make their own informed choices. 
The reasons why some solutions were provided and disclosing 
which of the information sources accessed are all part of an impor­
tant activity. 

There is a final interpretation for the network which also involves 
inappropriate information that is easily available on the Web. This 
inappropriate material do exist and may be readily accessed. At­
tempts could be made to make it less accessible and less visible by 
the use of passwords or similar devices. Material of this kind is 
clearly both undesirable and unwelcome. For example it may at­
tempt to propagate undesirable ways of thinking that lead to unac­
ceptable behavior. Such socially unacceptable information may be 
promulgated by the network in an effective manner. The network is 
a media which has caused and continues to reveal different kinds of 
side effects. As indicated it is more than a tool. It may perhaps be 
defined as a virtual land for discovery, invention and conquest. 
Discovery involves finding existing facts that may contain an 
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element of surprise. Invention involves the creation and establish­
ment of new connections between familiar concepts. By definition, 
invention involves the concept of novelty to some degree. Conquest 
involves the exploration and mastery of some new area of informa­
tion. It may be said that the individual exposed to the network 
today will continually experience the three elements of discovery, 
invention and conquest. 

A brief analogy may perhaps be drawn between network explorers 
today and the geographical explorers of the sixteenth century. Geo­
graphic exploration and discovery in the sixteenth century, was 
done by explorers, motivated in part by economic factors and in 
part by curiosity. Curiosity was at that time strictly bound to the 
ability of assembling a new world of recently defined knowledge, 
derived from and based upon a set of disordered fragments. The 
Latin word 'curiosus' was complemented and often accompanied 
by the word 'studiosus', which meant precisely being ready and 
willing to learn. Listening and learning were the basic attitudes that 
we come across in Dupront (1997). Curiosity in the XVI century 
was the preliminary step in discovering the 'mirabilia', which were 
objects of surprise and wonder due to their substantial difference. 
These differences were on account of their alien nature, which were 
progressively disclosed and analyzed. 

The curious individual was inspired by the new being an unknown. 
He was usually someone willing to enjoy entirely new scenarios. 
These were often quite novel and contained particularly surprising 
items for observation and scrutiny. Curiosity could also be inter­
preted and described as that kind of pleasure derived from finding 
out about unfamiliar surprising things. Curiosity was then likely 
to evolve into a more mundane approach which required self 
discipline and true dedication. Curious individuals were likely to 
become collectors, accumulating various items considered to be 
of very peculiar nature. These were then analyzed, classified 
and stored. At that point, an individual 'curiosus' turned into an 
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individual 'studiosus' — to someone dedicated to accurate analysis 
and to making sense of new and surprising information. An indi­
vidual 'studiosus' adopted a scientific attitude toward further dis­
coveries. These included direct experience and possibly travel to 
those marvelous new territories. 

By experiencing directly new and different models of thinking in 
other parts of the world the individual explorer invents new mod­
els, and attempts to make sense out of the peculiar and unfamiliar 
events, phenomena and objects found. The explorers would then try 
to establish links and connections between the well known familiar 
reality and the new information. Many of their descriptions were 
based upon contrasting, comparing, drawing analogies, and alter­
natively, upon illustrating and acknowledging irreconcilable differ­
ences. A wide amount of further interpretive work, at various levels 
of depth and breadth, was specifically carried out to finally produce 
highly comprehensive models. The individual's wonder, while re­
alizing how much more in fact had to be discovered, would trigger 
a productive sense of inadequacy meant to stimulate further search. 

Missionaries of the past were most involved in geographical explo­
rations. Reading and analyzing their diaries may help us today in 
finding out and then describing attitudes, reactions and overall be­
havior. The most interesting aspect is really about their ability to 
cope and to acknowledge explicitly those different still very ar­
ticulated models of operation and knowledge they happened to 
find. Some diaries, reporting on new findings, obviously reflect 
astonishment and even admiration for alien ways of thinking and 
operating found and accurately observed and reported. Those writ­
ings certainly illustrate that explorers, meant to turn into conquer­
ors of the new land, had not only allowed themselves the opportu­
nity to listen and learn, but had also certainly evolved towards a 
genuine sensitivity that was in fact contradictory and therefore 
worth spending time analyzing (Tonfoni 1988). 
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Although discovery in the sixteenth century was primarily moti­
vated by economic considerations, it also resulted in a number of 
side effects. One of these was the discovery by the European ex­
plorers of other highly developed civilizations. This new perspec­
tive ultimately had the effect of stimulating analysis and scientific 
classification. The currently accepted model at that time was the 
Aristotelian model. Major efforts were made to adapt this model to 
accommodate the resulting new patterns of thinking. Much pa­
tience was required to develop satisfactory definitions, but a new 
vision was required to accommodate the new knowledge consis­
tently. A collaborative effort was central to this work as the discov­
eries of the several explorers had to be accommodated within the 
framework of any new model. It was necessary to develop and ex­
tend the model when new facts became known. This is an example 
of the scientific method where a theory is valid until supplanted by 
a later more universal successor. The old theory may have some 
valuable reference points but the new theory gives a new perspec­
tive and vision. 

A Web site may display areas of information, which are very close 
to each other or linked by just one keyword. The information avail­
able on the Web comes from many diverse areas of knowledge and 
expertise. Each of these sources will have been subjected to a series 
of preprocessing operations. A new form of research in this area 
has been designed to provide us with a description of an individ­
ual's information seeking activities. This information seeking proc­
ess has been given the name 'exoinformation' (Brunk 2001). This 
research may permit a few categories to be identified and would 
then be able to respond to questions such as; "How long was a par­
ticular user involved with this search area?" and "Which steps were 
taken?" Here distinctions could be drawn between a single key­
stroke and a more detailed search of the Web. There are questions 
such as "How long should exoinformation remain available?" 
Other questions such as the sampling duration required to derive a 
credible comment based on the particular observation could form 
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part of this research program. Web designers may assume an 
authoritative stance in their particular field. They may also consult 
directly with other experts in the field, for accurate decision 
making. 

Ideally, a Web construction team should have the ability to dis­
criminate between information which was originally reliable and 
derivative information which has possibly become inaccurate. Ide­
ally a Web construction team should be able to provide an overall 
vision to future Web explorers so as to help them with relevant 
clues. These clues should indicate the expectations which the ex­
plorers may have when using this particular information area. 

On the Web the principles of territorial definition and territorial 
control are of major importance. An indication as to the specific 
nature of each area of information on a website is essential and 
equally important as the consistent identification of keywords. De­
fining a territory and identifying the institutions and possibly the 
individuals, responsible for its design, may improve the veracity of 
the information. A sense of responsibility should be encouraged in 
the world of the Web design. As in any design it is necessary to de­
cide the duties of the device before undertaking any construction. 
This is just as true for Web design. Web designers must be given 
their proper place in the delivery of information. They must be held 
responsible for the success or failure of the resulting device. Rec­
ognition of this responsibility is essential. These observations are 
based on experience gained over a period of time. It was not always 
intuitively obvious in the early stage of design. 

It is considered that Web design is entering the second era. The 
initial era which was characterized by unconstrained expansion has 
been completed. Today innovation is mainly based upon an analy­
sis of the added value of a site. In order to really make this kind of 
evaluation an interpretation of what is already available is needed. 
Analysis of which criteria have been prioritized in the past must be 
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assessed. Aspects such as the accuracy of the information which a 
site is able to provide and of the methods of verification must be 
considered at this time. It is also necessary to evaluate the data 
available in a similar manner in which one would evaluate the 
quality of an encyclopedia. Aspects which would be considered 
when assessing an encyclopedia or a database would be: Authority, 
Subject Coverage and Emphasis, Structure, Access, Accuracy, Cur­
rency, Update, Style Consistency, Relative Brevity, Ease in Up­
dating, Completeness, Objectivity. 

The continuity of structure and consistency of data could only be 
ensured by a collaborative effort using the Web team for each web­
site which though ideal is not practicable. 

The information design community has developed numerous solu­
tions, each of which is intended to provide stability of information 
as well as readability for the displayed texts. A new design which 
incorporates both architectural qualities and knowledge manage­
ment skills is required (Tonfoni 1998). A website may be consid­
ered to be 'ill designed' when there is no clear plan for the display 
of information content. The level of treatment for the information 
must be accessible at each Web site and must be clearly stated by 
the Web designer. There are specific and consensual ways to indi­
cate choices, both for the quantitative and the qualitative aspects of 
information available (Tonfoni 1996). 

Websites may be seen as primary information territories where 
first-hand information is displayed with very little processing. 
There may be a few comments added, or these may be seen 
alternatively as secondary sources of information, based upon 
compilations, digests, abridgments, summaries and other forms of 
information condensation. 

The information displayed on the Web shows a very high level of 
granularity as each topic and domain addressed is the result of the 
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different choices. These choices are based upon a variety of selec­
tion criteria which materialize into very diverse styles of presenta­
tion. Some Web sites may only provide explicit directions for 
finding additional sources of information, or they may incorporate 
an annotated bibliography, or a descriptive bibliography. In other 
domains such as social sciences, religion and philosophy, literature 
and literary criticism, history and the fine arts, music and language, 
the emphasis is given to the primary sources rather than to the de­
rivative literature. In this case opportunities for further discussions 
may be provided, as are replies to questions. These questions may 
remain open, and constitute matters for debate due to their often 
controversial nature. In domains such as science and technology the 
verification of the accuracy of the information on the Web is of 
crucial relevance. Upgrading and updating conditions are also im­
portant. 

Some fast growing research areas and knowledge domains require 
careful scrutiny as the assessment may rapidly change over time, 
and present findings may be challenged. Reviews of progress made 
in highly specific sub domains are of major relevance. In this case 
subject specialists are required, rather than general reviewers. 

Areas, such as science and technology, are under pressure due to 
the rapid growth of publications. This consideration also applies to 
fields such as economics, finance, business and management and 
engineering. 

Diversity in the areas mentioned indicate the need for website de­
sign and analysis. 

Diverse strategies need to be identified and mastered for consistent 
packaging and displaying of non homogeneous information. Rheto­
rics (Dupriez 1991), may provide a dictionary of literary devices, 
which may help to sort information and present it in ways transpar­
ent to the users. Notions from literature and literary criticism may 
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be extended to describe Web designing processes. The Web may 
also be thought of and conceived as a definitely high intertextual 
space (Allen 2000). 

The relevance theory (Sperber and Wilson 1995) may provide an 
explanation of the gap existing between textual patterns and their 
intended meaning. Potential versus effective aesthetic effects may 
also be explored. This consideration may also provide a useful 
guide concerning the choice of information to be included when 
considering the Web architecture. 

Today the word 'aesthetics' is commonly used in a very restricted 
sense. The word comes from Greek and indicates that aesthetics is 
generally about perception, and therefore concerns the perceptual 
impact of the webpage. A comprehensive aesthetical consideration 
for each webpage and website is not only about its graphic dimen­
sion and decorative aspect but also about planned and unplanned 
perceptual effects and side effects. A definition of the basic re­
quirements of the Web visitors is important. It should be indicated 
explicitly to casual visitors what they may expect from a certain 
website. 

Metaphors and analogies are useful devices and they may assist Web 
navigators in their search. In addition they are also effective facili­
tating devices for teaching, as borne out by literature in the field. 

In order to be effective, specific rules need to be followed to ensure 
that target and source analogs fulfill their allotted roles (Holyoak 
and Thagard 1997). The target concept is introduced to establish 
the main idea. By using these rules and observations in the area of 
Web design, it is necessary to make sure that the target concept is 
sufficiently accessible to facilitate the recall of the source analog. 
The distinctive features, which are destined to remain separate, 
must not generate interferences as these may prevent the intended 
meaning from becoming visible. 
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It may be seen that Web design and architecture are an art and a 
science. This is a preliminary step toward further consideration and 
an in depth analysis of what a search mechanism involves. 'Data 
Mining Devices' may be conceived as single components of a more 
complex 'Digging Mechanism', meant to facilitate a search by in­
dividuals, who must be in charge of their individual search process. 
They need to be aware of their individual priorities and choices. 

Over time we have progressively discovered a number of different 
ways to learn. These ways are bound to the specific nature of the 
subject involved and to the kind of learning required. The same 
idea applies to methods of data searching attitudes and techniques. 
There are many ways of searching and the choice will depend on 
the topic to be searched and to the variety of available searching 
techniques. One search mechanism could not cope with the variety 
of possibilities. Some of these possibilities have been observed and 
analyzed. It is likely that other techniques will be discovered in the 
future. Searching attitudes are likely to evolve over time so that in­
dividuals may readily adjust the search, according to their own 
needs. Search can be an adventurous process. This is because 
search is 'about how to get somewhere'. It is not about 'getting 
somewhere' fast and directly by a known route. 

It is sometimes assumed that there is a specific virtual space to be 
reached as fast as possible without detours. This contradicts the 
concept of a network, where seekers of information turn into ex­
plorers open to acquisition of knowledge and interested in obtain­
ing information. There must be limits and constraints. These are the 
choices made by individuals. These are not restrictions imposed by 
an external filtering device which may not show the criteria used in 
making the choice. An external device which filters out 'irrelevant' 
information will also probably eliminate potentially useful options. 
Such filters need to be applied with care when designing Internet-
based intelligent information processing systems. What should be 
the aim when designing a support system for a number of Web 
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users? Probably the ability to provide useful clues of consistent 
value for the websites of interest is a good guiding rule. The capac­
ity for accessing websites may be described in terms of "Naviga­
tional ability". "Navigation" through the Web implies an orderly 
search. A more superficial exploration may be described as "surf­
ing". Other new metaphors which may be found are "mining" and 
"drilling". These operations are normally undertaken by the use of 
various "search engines". 

A site may be much more efficiently explored if a clear indication 
of its mission is available together with an explicit indication of the 
preprocessing the information has undergone. Indications of the in­
dividuals or institutions who may be contacted for further help can 
also be useful. This recognition can be helpful to the authors and 
the users. Indications as to what information and the quality of the 
information contained may also be provided. Such clues may be of 
value in that they provide Web visitors substantial clues as to 
whether they should investigate further or to proceed to another 
site. All of these considerations can be useful in making decisions 
concerning the choice of search engines and search optimization. 

The following chapters contain information on research undertaken 
in the various fields. An indication as to the content of each chapter 
is given below. 

Chapter 1 provides the reader with information on techniques used 
for searching the network. There has recently been an interest in 
building distributed, unstructured, ad hoc networks. Some of these 
networks may rely on community efforts of variable unknown 
standards and on unreliable computing resources. There is therefore 
a need to provide as far as possible some method of classification. 
Different types of search are identified, analyzed and illustrated. 
The advantages and disadvantages of recent developments in 
search techniques for distributed networks are presented. It is indi­
cated that the best distributed search solution is dependent on the 
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particular application, the resources available and the characteris­
tics of the network and any business or legal constraints. 

In Chapter 2 a discussion of adaptive content mapping for Internet 
navigation is given. Text based documents still dominate although 
all kinds of information carriers are available. The advantages and 
disadvantages of these are illustrated. Standard methods of infor­
mation retrieval are discussed and explained in detail. 

A review of the state of the art information retrieval concepts and 
related algorithms is given. The problem of document search on the 
Internet and an architecture for an adaptive Internet document 
navigation system is also presented. Adaptive Internet navigation 
provides many new areas for content oriented search. The adaptive 
plasticity in the data structures also poses new challenges. It is 
hoped the approach presented will provide new insights into the 
question of balancing stability versus the plasticity of data struc­
tures. 

Chapter 3 provides documented illustrations of the concept of 
flexible queries to XML (extensible Markup Language) informa­
tion. This chapter carries an introduction to XML and to its main 
features. Issues such as those of XML query languages, flexible 
search and the role of text retrieval techniques are also addressed. 
In this chapter a flexible technique for searching patterns in XML 
datasets is given. This technique has many potential applications 
other than searching. Some of the applications where flexible XML 
searching may be profitably used are: 
• brokerage where an increasing wealth of information is avail­

able; 
• foreign document management, despite changes in huge amounts 

of XML information cross organizational borders and the docu­
ment structure, commonalities are still retained. 
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Finally Web mining systems and vertical portals are considered. 
The availability of a huge information flow in XML format is an 
opportunity to provide high quality Web mining services using ad­
vanced reorganization and search tools specifically for XML. 

Chapter 4 introduces the reader to agent-based hypermedia models 
such as the traditional node/link model of hypermedia. This is de­
clared 'to have shown its limits long ago'. Early collaborative hy­
permedia systems are considered and referred to as 'closed archi­
tectures due to their reliance upon monolithic design and their in­
ability to support integration and distribution of data and tasks and 
their lack of meaningful communication protocols.' A history of 
software agents is included. A description of the dynamically 
evolving hypermedia concept is given. Agent-based hypermedia 
models are explored in detail. Their features and differences are 
compared. 

The agent-based hypermedia approach is considered to be an ad­
vance 'that adds to the basic concept of the agent as an autonomous 
entity that provides sophisticated behavior to the nodes and link.' 

In conclusion whether they are introduced 
• to enable cooperative work, 
• to verify the integrity of links, 
• or to implement active distributed applications, 
agents share the same common characteristics: 'they are complex 
entities each with a state, some behavioral characteristics, some 
autonomy and some goals.' 

Chapter 5 deals with a self organizing neural networks application 
applied to information organization. A preliminary clarification of 
document processing is defined as 'a set of techniques that includes 
clustering, filtering and retrieval'. A clear-cut distinction is made 
between the past interest in obtaining ranking algorithms for 
information retrieval systems or the effective information filtering 
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algorithms and the present requirement 'for a new generation of 
techniques which are able to build linking relationships between 
documents or are able to insert the information in the right context.' 

Much work has been done in the field of information retrieval. It is 
evident that 'document organization should be more than the rank­
ing methods used by Web search engines. Document organization 
based on semantics is now becoming a central issue in information 
processing in order to search and browse through large document 
repositories.' 

An introduction to document representation is followed by the de­
scription of some applications of self-organizing networks applied 
to document clustering and to information organization. Specific 
attention is given to the problem that Web pages are likely to be 
continually out of date due to the rapid growth of information. 

Among the various applications, self-organizing networks may en­
tail developing self-organizing maps. These may be used for or­
ganizing and visualizing information 'that help a user to build a 
cognitive structure that supports browsing activity. They help in the 
management of a large information space, especially when the user 
is unaware of the information contained in the space.' These cog­
nitive structures are needed 'in order to help avoid the effects of an 
information overload.' 

Chapter 6 gives an overview of 'emotion orientated research'. It is 
stated that while 'science has made great advances in the past cen­
tury scientific and engineering technologies have not always dealt 
with human emotion explicitly. Humans who use these technolo­
gies do not necessarily exhibit reasonable behavior because humans 
have emotions and may be influenced by them. The interaction 
between emotion and cognition that treats the emotion as an ob­
structive thing may be viewed from a psychological point of view 
as being old fashioned. Since the research field of engineering aims 
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to achieve a smooth communication between humans and ma­
chines, it is necessary to develop a technique for understanding 
human's emotions. This understanding is essential if it is hoped to 
embed emotional functions in the machines.' In this chapter a de­
scription of an emotion orientated intelligent system, with a human­
like communication ability is provided. 

The system is said to have functions such as the recognition of 
nonverbal messages such as facial expressions. It is said to recog­
nize a specific emotion triggered by music or by watching pictures. 
In conclusion it is too difficult to define human emotions owing to 
their complexity. Our current techniques are not subtle enough and 
it will be necessary to develop a new method. 

The description of 'a system for supporting knowledge creation in a 
network community is given in Chapter 7. Called a public opinion 
channel, it automatically creates and broadcasts radio and TV pro­
grams based on messages received from community members. The 
programs broadcast would include minority opinions as well as 
majority ones. The underlying design concept and the prototype are 
discussed using viewpoints from social psychology and from cog­
nitive psychology. The concepts of 'network community' and 
'community knowledge' are also explored in the introduction to 
this chapter. Further terminological specifications are illustrated 
such as 'knowledge creating community'. 

This contribution shows 'that there are many questions that need to 
be answered if we are to understand and support a knowledge cre­
ating community. It would be necessary to know what knowledge 
creation is, why communication tools have difficulties supporting 
it, and what features and functions are needed for the tools. From 
the viewpoint of cognitive psychology, we propose a notion of 
metacognition that enables us to change our ways of thinking and 
to create knowledge. We have implemented a prototype system 
consistent with these proposals and our preliminary experiments 
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with that system have provided us with guidelines for designing a 
communication tool for supporting knowledge creation in a com­
munity. We think in the future we will be able to design better net­
work communication tools. 

Chapter 8 gives a description of 'an innovative agent-based system 
framework designed to facilitate the implementation of intelligent 
agent based e-commerce applications.' Attention is given to the 
rapid development of e-commerce, where the Internet is becoming 
'a common virtual marketplace to do business, search for informa­
tion and communicate with each other. Owing to the increasing 
amounts of information, searching, knowledge discovery and Web 
mining are becoming the critical key to success. Intelligent soft­
ware applications are becoming a potential area of development 
for intelligent e-business in the new millennium.' These software 
applications are also known as Agents. 

It is proposed that 'an integrated intelligent Agent based frame­
work, known as iJADE - 'intelligent Java Agent based Develop­
ment Environment' could be used in conjunction with a PC for this 
task. To accommodate the deficiency of contemporary agent soft­
ware platforms such as IBM aglets and object space voyager 
agents, which mainly focus on multi agent mobility and communi­
cation could be utilized. iJADE provides an ingenious layer called 
"the conscious intelligent layer" and it supports different AI func­
tionalities for the multi agent applications.' 

In conclusion it may be said that 'from the implementation point of 
view, two typical intelligent agent based e-commerce applications, 
namely the iJADE authenticator and the iJADE W shopper, are in­
troduced as examples. It is hoped that this development will herald 
a new era of e-commerce applications which use intelligent Agent 
based systems.' 
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In Chapter 9 a description of 'a real time, Internet-based S&P 
(Standard and Poores) future trading system, includes a description 
of the general aspects of Internet-mediated interactions with elec­
tronic exchanges. Inner-shell stochastic nonlinear models are de­
veloped, and Canonical Momenta Indicators (CMI) are derived 
from a fitted Lagrangian used by outer-shell trading models de­
pendent on these indicators. 

Recursive and adaptive optimization using Adaptive Simulated 
Annealing (ASA) is used for fitting parameters shared across these 
shells of dynamic and trading models.' 

This contribution is about automated Internet trading based on op­
timized physical models of markets. Real-world problems are 
rarely solved in a closed algebraic form. Methods must be devised 
to deal with this complexity and to extract practical information in 
finite time. Despite this, the premise is that we can develop a robust 
and consistent model of markets. This is true in the field of finan­
cial engineering, where time series of various financial instruments 
reflect non-equilibrium, highly nonlinear, possibly even chaotic 
underlying processes. A further difficulty is that there is a huge 
amount of data to be processed. Under these circumstances, to de­
velop models and schemes for automated profitable training is a 
nontrivial task. 

The conclusions of this work are summarized and the authors make 
a statement. 

'We have presented an Internet-enabled trading system with its two 
components: the connection API and the computational trading en­
gine. An important result of our work is that the ideas for our algo­
rithms, and the use of the mathematical physics algorithms, must be 
supplemented by many practical considerations en route to devel­
oping a profitable trading system. Lastly it is shown that a minimal 
set of trading signals can generate a rich and robust set of trading 
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rules that identify profitable domains of trading at various time 
scales. This is a confirmation of the hypothesis that markets are not 
efficient, as noted in other studies.' 

Chapter 10 describes the implementation and maintenance of a case 
based reasoning system to support heating, ventilation and air con­
ditioning systems, sales staff operating in remote locations. 'The 
system operates on the World Wide Web and uses XML as the 
communications protocol between the client and server Java app­
lets. The paper describes the motivation for the system, its imple­
mentation and the trial of the system. The benefits to the company 
are detailed. The system's case base grew rapidly and this caused a 
problem of case redundancy. A simple algorithm to identify and 
remove redundant cases is described. The paper notes that had the 
maintenance of the case base been considered more carefully dur­
ing the system design, some of this maintenance would have been 
unnecessary. 

The chapters are not homogenous and indicate the chaotic nature of 
the Web today. 

The domains identified and the problems posed are very diverse. 
This anthology has in fact been designed to represent the complex­
ity of the field today. It indicates the variety of existing solutions in 
a realistic manner. The motivation has been to show what exists 
now and hope that it will in the future evolve in an orderly way and 
not in a chaotic manner. It is to be hoped that it will help define re­
alistic criteria in the future. 

We are indebted to all the contributors and reviewers for their ex­
cellent work. We sincerely thank Berend Jan van der Zwaag for his 
excellent help in the preparation of the manuscript. We hope that 
the readers will find this book useful. 
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Chapter 1 

A Review of Search and 
Resource Discovery Techniques 

in Peer-to-Peer Networks 

S. Botros and S. Waterhouse 

In this chapter we address the problem of searching for content and 
resources in a dynamic network. We review and classify the differ­
ent approaches to search in a dynamic network. Specifically, we 
review "small-world" search strategies, content-addressable net­
works, and learning and self-organization strategies. Each of these 
strategies has its advantages and disadvantages for different appli­
cations. For example, the small world approaches are simple, but 
are generally less efficient at finding rare resources. Content-
addressable networks on the other hand allow for the search of any 
resource by content in a guaranteed number of node hops, but re­
quire sending control and maintenance messages between nodes, 
especially if the network is too dynamic. Learning and self-
adaptation strategies may improve the performance of search, but 
are less efficient if the network nodes are not consistent. Finally, 
we present JXTA Search, which is a network of hubs that index the 
content of a peer-to-peer network. JXTA Search uses a pub­
lish/subscribe strategy for indexing content. We propose an organi­
zation of the JXTA search hubs, which reduces the storage and 
communications requirements. 

1 
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1 Introduction 
Recently there has been a great interest in building distributed, un­
structured, ad hoc networks, which are not necessarily supported by 
reliable servers and routers that traditionally characterize networks 
such as the Internet. Some of these networks may even rely on 
community efforts and unreliable computing resources. Examples 
of such efforts include peer-to-peer networks, ad hoc wireless net­
works, networked objects for ubiquitous computing and smart sen­
sor networks. This recent interest has been motivated by the in­
creased availability of communications bandwidth and the ad­
vances in communications-enabled computing devices. 

The following features usually characterize these classes of net­
works: 
- Nodes in the network can act as servers, clients and sometimes 

routers. 
- The network topology and content is very dynamic in the sense 

that nodes are generally unreliable and can appear and disappear 
randomly. The content and services supplied by nodes are also 
dynamic and random. 

- Nodes may or may not be restricted to which other nodes they 
physically connect to, but they usually maintain a set of virtual 
neighbors that they usually communicate with. Each node only 
has a limited view of the network, and its content, and usually 
requires the assistance of other nodes in reaching and finding re­
sources in the network. 

The dynamic nature of these networks makes it hard to track and 
find content or resources. For example crawler-based search sys­
tems such as Google or Altavista are not suitable for content-
searching in peer-to-peer networks due to the rapid change in con­
tent and server locations. 
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In this chapter we will address the problem of searching for content 
or other resources in the general class of peer-to-peer networks. We 
define a peer-to-peer network as any network of, usually heteroge­
neous, communicating devices, which can communicate directly 
with each other. 

There are a lot of potential consumer and business applications for 
peer-to-peer systems. Applications in the consumer space include 
file-sharing, distributed games, decentralized marketplaces, content 
distribution, messaging and communications. Applications in the 
business space include inter-business and intra-business collabora­
tion such as workgroup collaboration, distributed databases, plan­
ning between supply chain partners, decentralized business market 
places, and customer sharing. There may also exist some strategic 
or geopolitical reasons for companies to prefer a distributed peer-
to-peer solution over a more centralized approach. 

This chapter is organized as follows. In Section 2, we describe the 
peer-to-peer distributed search problem. In Section 3, we classify 
the different approaches to distributed search. In Section 3, we de­
scribe the potential role of learning and self-organization in distrib­
uted search systems. In Section 4, we propose a distributed search 
network based on JXTAsearch, an open-source, peer-to-peer dis­
tributed search system developed by Sun Microsystems project 
JXTA. Finally, we conclude the chapter in Section 5 with potential 
future work. 

2 Search in Peer-to-Peer Systems 
The problem of searching for content or resources is a key problem 
for peer-to-peer systems. Most applications of distributed peer-to-
peer networks, such as file sharing, instant-messaging, personalized 
event notification, and chatting, involve finding objects or re­
sources of interest (e.g. devices, services, persons or information) 
or exchanging resources, such as files, with other peers. This is 
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usually accomplished by a system of advertisements and queries. 
For example, resource providers may publish ("advertise") resource 
availability together with the resource description, and resource 
consumers send search queries, which express their resource needs, 
across the network to be matched with the published advertise­
ments. Another alternative is for resource seekers to advertise their 
needs on the network and resource providers actively query the 
network for resource needs that they can match. There may be few 
other variations to the above alternatives, but they all share an ad­
vertisement/query model. In the rest of this chapter, we will refer to 
advertisement publishers and advertisement consumers to refer to 
the two types of activities involved in search. Viewed in this way, 
the problem of search is basically reduced to the problem of query­
ing a dynamic and distributed directory of advertisements by adver­
tisement consumers. This distributed directory is built using a sub­
set of all the peers in the network. 

Figure 1 shows an example of a fully decentralized, basic peer-to-
peer network. Peers in the network may be any device with some 
networking capabilities. Not all the nodes in the network imple­
ment all the functionalities of the peer-to-peer network(e.g. server, 
client or router functionalities). Each node has a limited view of the 
overall network resources, and relies on message forwarding be­
tween nodes to get a query answered. For example node 1 is logi­
cally connected to nodes 2, 4 and 9, but does not directly know 
about the rest of the nodes. When a peer such as Node7 joins the 
network, it sends a "Join Message" to any of the nodes in the net­
work. It also publishes the advertisements, which describe the con­
tent that this node carries. If node 1 is searching for content con­
tributed by node 7, it propagates the query to its neighbors, which 
may happen to store node 7 advertisement. 

The example represented in Figure 1 raises several questions that 
we will attempt to address in this chapter. First, is there a network 
organization, which improves the search efficiency? Second, what 
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are good strategies for propagating advertisements between peers, 
which make finding resources easier? What is the effect of such 
strategies on advertisement updating? Third, what are effective 
query propagation strategies? What is the communication cost of 
these strategies and how is the query propagation strategy related to 
advertisement propagation? Finally, what are the technical and 
practical issues that govern the content of the advertisements, the 
design of the advertisement directory and the query propagation? 

Node2 
[Advertisements 

PersonalProfile2 
fcontentAdv. 3 
fContentAdv, 4 

Model 

DPersonalProfile 1 
(Content Ad v.i 
bontentAdv.2 
KesourccAdv. 1 

Node9 

Personal Profi le9 
ContentAdv. 11 
ContentAdv. 12 Node6 

(Advertisements 

uPersonalProfile6 
ContentAdv. 9 
ContentAdv. 10 

Join 
Message 

Node? 
[Advertisements 

PersonalProfile? 

Figure 1. An example of a basic peer-to-peer network. 
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Technical issues include scalability of the design, maintaining the 
consistency of the directory, the efficiency of directory updates, the 
efficiency of search and the storage and communication capacities 
of peers. Because peer-to-peer networks tend to be very dynamic, 
given the random appearance and disappearance of resources, and 
the possibility of resources to change their physical network ad­
dress from time to time, dealing with these technical issues repre­
sents a special challenge. Practical issues that govern the design of 
the advertisement and query system include maintaining anonymity 
and privacy, dealing with network spam and malicious peers, and 
economic and legal issues. For example, to maintain anonymity, 
advertisements may not directly contain the address of the source 
of a resource, and queries may not contain the address of the re­
source seeker. Instead, advertisements and queries are propagated 
through peers, and contain only a reference to the immediate 
neighboring peer from which they came. 

3 Classification of Distributed Search 
Methods 

We classify the different approaches of distributed search into two 
broad classes: content-agnostic search, and content-based search. 
These two classes differ in the network organization and in the 
method of advertisement and query propagation. In the content-
agnostic search methods, the focus is on the organization of peers, 
and on the maximum distance between peers. In this class of dis­
tributed search systems, queries need to reach a subset of peers that 
contain a complete set of published advertisements, in order to 
guarantee an exhaustive search. In content-based approaches, the 
organization of the network, together with the query and adver­
tisement propagation is guided by the content of the advertisements 
and queries. Queries in the content-based systems are usually 
propagated in the direction of peers that are likely to answer the 
queries. Both content-agnostic and content-based search methods 
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may use learning and self-organization strategies to improve per­
formance over time. 

3.1 Content-Agnostic Search 

In content-agnostic search, the organization of the peers does not 
depend directly on the resources they index or point to. We distin­
guish several types of content-agnostic distributed search networks. 
These types include central mediator networks, networks forming 
random connected graphs, and networks which have a regular 
structure. 

In central mediator networks all peers register their content with a 
central server, and query that central server for all their information 
needs. The central mediator may act either as a matchmaker or a 
broker (Decker et al. 1996). The matchmaker approach is the ap­
proach used by Napster, the famous music-sharing program, for 
example. The advantages of the central mediator approach are that 
the search is comprehensive, the update of the directory is fast, and 
the total number of messages exchanged is minimized. However, 
the disadvantages are obvious: a central point of failure, a non-
scalable solution and the requirement of a central authority. Some 
of these problems may be alleviated by using a decentralized net­
work of mediators, where mediators here are simply "super-peers" 
who have higher level of computing and communication resources 
than regular peers. Later in this chapter, we propose a topology for 
connecting a network of JXTA search mediators. 

Search networks forming random connected graphs, where nodes 
are connected to few random neighbors, have a relatively small dis­
tance between any two nodes. The average number of hops be­
tween nodes is approximately equal to log(N)/log(k), where N is the 
number of nodes and k is the average node degree. The existence of 
a small network diameter gives only a lower limit to the number of 
hops between two peers, but does not necessarily imply that such a 
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limit can be achieved using any routing algorithm. The Gnutella 
network (Clip2 2000) is one popular example of a random graph 
network. In Gnutella, each peer maintains a local index of its own 
content, it also maintains connections with few neighbors. By de­
fault, a peer does not advertise its content to other peers. When a 
peer issues a query, it broadcasts the query to all its neighbors, 
which in turn broadcast it to their neighbors. In a randomly con­
nected network, with a diameter d, the query is expected to reach 
peers in d hops. However network traffic tend to grow with N2. To 
limit the amount of network traffic, queries may have a maximum 
number of hops parameter, also called Time-To-Live (TTL), so 
only peers that are TTL hops away from the query originator will 
be able to respond. This distributed search approach is very flexi­
ble, and requires minimal publishing and updating of the index. 
When a node disappears, or changes the content it is sharing with 
the network, there is no extra communication cost. However, this 
comes at the high cost of searching the index. For an exhaustive 
search, queries should reach all nodes in the network. This is an ex­
ample of the tradeoff between publishing and updating the index, 
also known as control complexity (Gibbins and Hall 2001), and 
searching the index measured by the query propagation cost. The 
basic Gnutella approach is a good approach when the content and 
the nodes themselves are very dynamic and therefore the index up­
date cost will be very high, if advertisements would be propagated 
to other nodes. Several approaches have been proposed to reduce 
the search cost of the basic Gnutella network. One such approach is 
to introduce "super-peers" and use a hierarchical organization of 
peers. Super-peers are similar to the mediators described in the 
previous section. They store and maintain an index of all the regu­
lar peers they know. The availability of the super-peers eliminates 
the query propagation to the last layer of the graph, which is usu­
ally the layer with the least resources. This idea has been imple­
mented in the clip2 reflector for example (Clip2 2000). Another 
improvement is to use feedback and learning together with some 
performance metrics to choose neighbors, and detect and drop con-
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nections that return little value, such as spammers and free riders 
(Adar and Huberman 2000, Peck 2001). One potential problem of 
using this approach is that it requires some time to build statistics 
using neighbor messages, and the network may be more dynamic 
than the time it takes to build those statistics. 

3.1.1 Power Law Networks 

One interesting idea to improve search in random networks, is to 
take advantage of the power law link distribution of naturally oc­
curring networks (Adamic et al. 2001). As a result of preferential 
attachment to popular peers, networks tend to develop connectivity 
that has a power law distribution, that is few nodes will have very 
high connectivity and many nodes with low connectivity. The 
power law search algorithm proposed by Adamic et al. (2001) re­
quires two modifications to the basic Gnutella approach. First, in­
stead of broadcasting the query to all neighbors, broadcast it only to 
the neighbor with the highest number of connections, which has not 
seen the query yet. Second, nodes exchange their stored content 
with their first- and second-degree neighbors. This power law 
search algorithm significantly reduces the number of hops required 
to answer a query. The most significant reduction is mainly due to 
the advertising of the node content with their neighbors and second 
neighbors, because only few nodes need to be visited to examine 
most of the collection of advertisements, and we do not need to 
send the query to every node. The fact that the network has a power 
law distribution of the links, even performing a random walk from 
node to node, will result in significant reduction in the number of 
nodes visited. This is because a random walk will tend to select 
high degree nodes. However, specifically choosing high degree 
nodes to traverse first, improves search further. 

What is interesting about the power law search algorithm described 
above is that the network is transformed into a network of decen­
tralized mediators, which was described in the previous section: 
few nodes index the resources of a high percentage of the network, 
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and these nodes should be traversed first. In fact, smaller nodes do 
not need to index their neighbors' content for the power law algo­
rithm to work. This will eliminate a lot of the advertisement pub­
lishing and update traffic, without much degradation in the search 
cost. 

Propagating the index of a peer to its neighbors is also an idea that 
has been proposed by others (Rohrs 2001, Prinkey 2001) as a 
means for avoiding broadcasting queries to all neighbors. However, 
instead of limiting the propagation to second order neighbors, the 
propagation of the index will continue in a summary form, up to a 
modifiable horizon. The authors use summaries of the index instead 
of the total index by using hashing functions. 

3.2 Content-Based Search 

In this class of peer-to-peer networks, the content of queries is used 
to efficiently route the messages to the most relevant peers. The 
peers may also be organized based on the content they index to al­
low fast traversal. Content-based search techniques include con­
tent-mapping networks (Ratnasamy et al. 2001, Dabek et al. 2001, 
Zhao et al. 2001, Druschel and Rowstron 2001) and some varia­
tions of publish/subscribe networks (Heimbigner 2001). 

In content-mapping search networks, when a peer joins a network it 
is assigned a responsibility to index a "zone" of the advertisement 
space. This is done in such a way that the union of the indices of all 
peers covers the whole advertisement space. The zone assigned to 
each peer is dynamic and depends on the number of peers joining 
or leaving the network at any time. When a peer needs to publish or 
update some advertisement, it maps the advertisement content to a 
location in the advertisement space. Some efficient local routing 
mechanism is then used to reach the peers responsible for that part 
of the space to register the advertisement in their index. Similarly, 
when a peer issues a query, this query is first mapped to a location 
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in the advertisement space, and the same routing mechanism is 
used to route the query to the peers responsible for indexing that 
zone. The mapping of content is usually performed using hash 
functions, but could also be done by segmenting content into cate­
gories and subcategories. 

Recent work in content-based search include content-addressable 
networks CAN (Ratnasamy et al. 2001), Chord (Dabek et al. 2001), 
Tapestry (Zhao et al. 2001) and Pastry (Druschel and Rowstron 
2001). 

3.2.1 Content Addressable Network (CAN) 

The CAN network is organized in a d-dimensional torus. Each peer 
logically occupies a zone in this d-dimensional space and knows all 
its neighbors. Content and queries, in the form of (key,value) pairs, 
are also mapped into d dimensions using d global hash functions. 
Routing is performed from the source to destination along the co­
ordinate that reduces the remaining distance to destination. The au­
thors propose several techniques to make the routing more efficient 
and the network more robust to failure. The basic CAN approach 
requires on average (d/4)Naid) hops to reach the destination, and 
requires a routing table at each peer of 2d neighbors. 

3.2.2 Extensions to CAN 

The CAN algorithm is a clever algorithm for developing and main­
taining a dynamic, decentralized index. However, it assumes that 
peers have somewhat similar capabilities and resources, and that 
they are equally reliable. In practical peer-to-peer systems, a high 
percentage of peers is very dynamic, and unreliable, while few are 
more reliable and less volatile. Moreover, peers in the basic CAN 
approach, only maintain knowledge of their local neighbors. We 
have seen in our analysis with random graph networks, that intro­
ducing few random long distance neighbors reduces the diameter of 
the network, without increasing size of the routing table signifi-
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cantly. Using multiple realities, proposed by the authors, allow 
peers to know more distant peers in a different reality and therefore 
improves routing performance. But this comes at the expense of in­
creasing the routing table by 2d for each additional reality. We pro­
pose here few ideas borrowed from our previous analysis of ran­
dom graphs which could improve the performance of the CAN 
network further. First, we can introduce random long-range con­
nections between peers, peers do not need to be neighbors in the 
coordinate space. Introducing random long-range connections, 
while keeping the local routing table results in significant savings 
in routing distance. For example, Kleinberg (1999) proposed using 
long range links with probability that is inversely proportional to 
the square of the lattice distance between two peers. The average 
path length for the Kleinberg algorithm is polylogarithmic with the 
size of the network. Another possibility is to use Adamic's power 
law search algorithm (Adamic et al. 2001). In this case, more pow­
erful peers will have a bigger routing table. This could be achieved, 
for example, by letting more powerful peers occupy multiple vir­
tual zones and smaller peers fewer zones. Peers need to know the 
number of zones their neighbors occupy and where they are. The 
power law algorithm was designed for the case when the target of 
the search is not known. However, in the case of the CAN network 
the target peer is known, and we adapt the power law search algo­
rithm so that peers route queries to the neighbor that has a zone 
closest to the target. 

The above proposed approaches may improve the average path 
length, but with an increased price in publishing and updating the 
distributed index, and dealing with node addition and removal. 
These variations are more useful when we have a priori knowledge 
of peers reliability and resources. 

3.2.3 Chord 

Chord is another scheme for content mapping to different peers. 
Similar to CAN, chord resolves a key to a specific peer using con-



A Review of Search and Resource Discovery Techniques 13 

sistent hashing. In the Chord algorithm, each peer is mapped to an 
m-bit identifier. Keys are also mapped to an m-bit number using a 
hash function such as SHA-1. The identifier space therefore forms 
a one-dimensional circle, as opposed to the d-dimensional CAN 
network, with peers and keys distributed around the perimeter. The 
routing table size for an m-bit key has m entries. By using a loga­
rithmic scaling, the routing table at each peer has more links to 
neighboring peers than to far away peers. Therefore each hop re­
duces the distance to the target in identifier space by at least one 
half. Therefore, the search cost in chord is logarithmic in the num­
ber of peers. The update cost of a peer joining or leaving the net­
work is 0(log2(N)). 

There are few optimizations to the chord algorithm, which the au­
thors suggest. For example each peer can maintain a location table 
of all other peers it encountered, and how close they are in physical 
distance. Then when a peer is routing a message, it may choose the 
peer from the location table instead of the peer selected by the 
chord algorithm if the physical distance to that peer is closer. One 
other optimization, is to allow peers to have several ids. This will 
be useful to even out the distribution of keys to the different peers 
or to make more reliable and powerful peers responsible for index­
ing more of the content space. 

In addition to CAN and chord, there are few other content-mapping 
networks that are based on Plaxton's algorithm (Plaxton et al. 
1997) which was originally developed for web-caching systems. 
For example, a variation of the Plaxton algorithm is proposed in 
Tapestry (Zhao et al. 2001) which is used in the network storage 
project OceanStore. Plaxton's algorithm is also used in Pastry 
(Druschel and Rowstron 2001). Like chord, the Plaxton algorithm 
maps peers and keys into an m-bit one dimensional identifier. The 
routing table in the Plaxton algorithm tends to be larger than in 
chord and CAN, but the number of hops to reach a peer tends to be 
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smaller. The insertion of a new peer in the network is also gener­
ally more expensive than either the CAN or the chord approaches. 

The content addressable approaches like CAN, Chord, Tapestry 
and Pastry, are excellent approaches for content that can be de­
scribed by simple attributes. However, these approaches are more 
expensive for mapping content and queries that are described by 
multiple attributes. For example a peer who wants to subscribe to a 
personalized news service may have very specific interests (e.g. in­
terest in football and specific teams). If the peer wants to advertise 
its interest, it would be hard to map it to a specific location (i.e. 
specific peer). 

3.2.4 Publish/Subscribe Networks 

Publish/Subscribe networks have been proposed for event notifica­
tion systems (Heimbigner 2001). It is a different approach for con­
tent routing. Peers first agree on a certain query and advertisement 
template. Peers subscribe their needs (e.g. what events they need to 
be notified of) with a publish/subscribe server in a form of filter or 
pattern to be matched. Publish/subscribe servers form a peer-to-
peer network. Each publish/subscribe server propagates and aggre­
gates its subscriptions to other publish/subscribe servers. Informa­
tion producers publish their content with the publish/subscribe 
servers, and this content gets routed through several pub­
lish/subscribe servers based on the aggregated subscription filters at 
each publish/subscribe servers. The information finally reaches all 
clients with relevant subscriptions. Routing efficiency is achieved 
by aggregating filters to keep only the most general ones. 

The publish/subscribe model has also been proposed for file-
sharing networks (Heimbigner 2001), using an equivalent query/ 
advertise model. Clients publish their resources with the servers, 
using a filter pattern. The patterns are then propagated to other 
servers in the network and aggregated as before. Queries are routed 
to clients who published a relevant pattern. 
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There are several benefits to the publish/subscribe model. Routing 
is based on complex content, unlike in the content-mapping net­
works where routing is based on a single key. Second, the servers 
have some central control, which may be good for preventing mali­
cious peers. Third, aggregating subscriptions reduce the sizes of 
routing tables. However, the current approach has some drawbacks. 
One disadvantage, for example, is that subscriptions need to be 
forwarded to all servers. This is obviously not scalable. Another 
disadvantage is that the topology of the publish/subscribe network 
is not explicitly specified. Any peer may have any neighbors. This 
may result in large number of hops between information providers 
and information consumers. Moreover, cycles in the publish/sub­
scribe network graph need to be detected and eliminated. 

3.3 Learning and Self-Organization Strategies 

Self-organization here refers to algorithms by which a node dy­
namically selects and changes its neighbors based on several crite­
ria and metrics. The metrics used in selecting neighbors could be 
static, such as physical proximity, or dynamic, such as changing 
performance feedback data resulting from node interactions. In dy­
namic self-organization the topology of the network evolves over 
time based on the accumulated experience at each node. Nodes 
choose which nodes to connect to, based on some metrics. The 
metrics chosen depend on the application, the individual resources 
available at the different nodes, and the use patterns at the nodes. 
Examples of Peer-to-Peer systems with adaptive links include Al­
pine (Peck 2001), Freenet (Clarke 2001) and NeuroGrid (Joseph 
2001). Network adaptation has been advocated as a means to im­
prove search results, and to reduce spam and free-riders. For exam­
ple, Houston (2001) proposes one self-organization network forma­
tion strategy for a distributed file-sharing application in order to re­
duce "spammers" and "leechers". Houston's proposed method is 
based on the "egocentric" evaluation of each connection, that is the 
evaluation of the value of the connection from the point of view of 
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the node. Under such an approach, we expect that problem nodes, 
such as spammers, leechers and nodes with bad connections, will 
have a hard time connecting to the rest of the high value nodes. An 
egocentric network formation strategy will help separate the wheat 
from the chaff, where the wheat and chaff are defined from each 
node's perspective. Using a metric that is based on the quality of 
search results, nodes will tend to cluster with similar peers. 

A self-organization and adaptation strategy can also help a node 
build specific knowledge about the connections it knows. This 
knowledge can be used for example to influence the local content 
advertisement and query propagation strategies that a node makes. 
People use an analogous strategy in their communications in real 
life: overtime people develop a network of connections based on 
their interactions with others. This network of connections tends to 
cluster along people with similar interests. In addition, people de­
velop knowledge about the attributes of their different connections 
and use this knowledge in making decisions about the flow of in­
formation to the different connections. 

A similar approach, called adaptive social discovery has been pro­
posed in Alpine networks (Peck 2001). In adaptive social discov­
ery, each node builds a profile for each neighbor that it communi­
cates with. Then from the history of interactions, a peer knows 
which of his neighbors is more likely to answer a particular query. 
In order to build such a profile, the method assumes some persis­
tence of connections, and some response feedback mechanism to 
determine relevant responses from the non-relevant ones. A similar 
learning approach has also been proposed in the Neurogrid peer-to-
peer system (Joseph 2001). NeuroGrid, however, maintains a 
knowledge base for all the nodes it encountered. 

Self-organization strategies may not work for many distributed ap­
plications. For example, if nodes are very dynamic, and appear on 
the network for a short time and disappear, it is hard to gather the 



A Review of Search and Resource Discovery Techniques 17 

information needed to infer the node quality or value. Moreover, 
since nodes appear and disappear at random, it is hard to maintain 
the same circle of "friend" nodes. 

3.3.1 Active Versus Passive Self-Organization 

Self-organization may be passive or active. Passive self-organiza­
tion only requires the monitoring of the traffic passing through the 
node to determine high value nodes, from the node's point of view, 
and then attempt to establish connections with those high-value 
nodes. Active self-organization requires active search, which 
means propagating advertisements about the node attributes and/or 
queries seeking nodes with specific attributes. We will discuss the 
subject of content-agnostic and content-based information propaga­
tion strategies used in distributed search in a later section of this 
chapter. 

4 JXTA Search 

JXTA search is a network of hubs, and a set of XML-based com­
munication protocols. Information providers register their adver­
tisements with the hubs. The XML-based registration messages 
contain a "query-space", a set of predicates and the information 
provider address. A query-space defines the space of queries the 
provider can answer. The predicates define the content that the in­
formation provider is exposing to the network. An example of a 
registration is shown in Figure 2. 

The JXTA search hubs build an inverted index of the registration 
content. The information consumer peer, sends an XML-based 
query to a JXTA search hub, which in turn searches its local regis­
tration index and routes the query to the relevant information pro­
vider peers, or other JXTA search hubs which are more likely to 
answer the query. 
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<register xmlns="http://search.jxta.org"> 
<title>JXTA Stock Quote Provider</title> 
<link>http://search.jxta.org</link> 
<description> Given a ticker symbol, 
returns a 15-minute delayed quote 

</description> 
<query-server> 
jxta://59616261646162614A757874614D504 7 
CF4 03C5700 D44AE68F9FB626DD3F18E5401 

</query-server> 
<query-space uri="http://search.jxta.org/text"> 
<predicate> 
<query> 
<text>sunw aol orcl</text> 

</query> 
</predicate> 

</query-space> 
</register> 

Figure 2. An example of a JXTA Search Registration Message. 

5 A Network of JXTA Search Hubs 
Since any peer that implements the JXTA search service can be­
come a hub, we need a scalable organization of hubs which can ac­
commodate thousands of hubs. We propose here one such 
organization. 

The JXTA search hubs are organized into TV distinct groups. We 
call these groups advertisement groups. Each hub in an advertise­
ment group maintains a local index of its registered advertisements, 
and a "summary" of the content of the other hubs in its advertise­
ment group. The summary exchange is performed using a Bloom 
Filter approach as described by (Fan et al. 2001). The division into 
advertisement groups is done in a completely decentralized fashion, 
but may also be centralized with one central server assigning adver­
tisement group membership. There are several ways a decentralized 
division into N advertisement groups may be done. One alternative 
may be based on some function of the server unique ID, which 

http://search.jxta.org
http://search.jxta.org%3c/link
http://search.jxta.org/text
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maps the unique ID to one of the advertisement groups. Another al­
ternative may be content-based relying on query-spaces or content 
categorization. 

Similarly, each JXTA Search hub is a member of a network of 
hubs, which has at least one representative hub from each adver­
tisement group. We call these groups, query groups. Since each hub 
knows, at least in a summary form, the content of all the hubs in its 
advertisement group, any hub from an advertisement group may act 
as the representative of the group. The formation of query groups 
can be done in a decentralized fashion in several ways. One alterna­
tive is again to use some global function that maps hubs to query 
groups. Another approach is for hubs to pick the members of their 
query groups based on some metric such as physical distance. A 
hub may also find its best query group representatives using a 
"word-of-mouth" approach: it queries other hubs it knows, about 
representatives they know in the different advertisement groups, 
and selects the best representative hub based on mutual agreement. 

5.1 Advertisement Registration 

When an information provider peer wishes to publish a registration 
on a JXTA search network, it contacts one of the search hubs it 
knows. If the advertisement group division is not content-based, the 
advertisement is stored in the local index of the hub. Periodically, 
each hub sends a summary update to all the hubs in its advertise­
ment group, with all the new additions and deletions of registra­
tions. If the division into groups is content-based, the advertisement 
is forwarded to the representative of the advertisement group re­
sponsible for registering this type of content. 

5.2 Query Resolution 

Query resolution using the above organization of hubs is performed 
as follows. When a node issues a query, it sends it to one search 
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hub it knows. The hub searches its local index and the index sum­
mary of all the hubs in its advertisement group for a matching ad­
vertisement. If the hub finds that another hub in its group may have 
a match, based on the summary, it forwards the query to that hub. If 
no match is found in the advertisement group, the query is broad­
cast to other advertisement groups. If the advertisement groups are 
organized based on content, the query is forwarded to the represen­
tative of the advertisement group responsible for indexing this type 
of content. 

5.3 Advantages of the JXTA Search 
Architecture Network 

The above organization of the hubs can support very dynamic edge 
peers, advertisement registration updates need to be propagated 
only to hubs in the same advertisement group. The number of hubs 
in an advertisement group is a controllable parameter. Moreover, 
this architecture reduces the query response, since the query needs 
to be sent to only the representatives of the advertisement groups. 
Also, because of the centralized architecture of the hubs, it is much 
easier to implement policies for security, membership and account­
ing. 

6 Conclusion 
We reviewed in this chapter some recent approaches for search in 
distributed networks. We believe that the best distributed search so­
lution depends on the application, the resources and characteristics 
of the peers in the network, and the presence of business or legal 
constraints. Given the highly heterogeneous and dynamic environ­
ment of a peer-to-peer network, designating a set of "super-peers" 
which collectively maintain and update an index of all the re­
sources published on the network is generally a good scalable solu­
tion. 
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Chapter 2 

Adaptive Content Mapping 
for Internet Navigation 

R.W. Brause and M. Ueberall 

This contribution discusses the current state-of-the-art techniques 
in content-based searching and proposes a particular adaptive solu­
tion for intuitive Internet document navigation, which not only en­
ables the user to provide full texts instead of manually selected 
keywords, but also allows him/her to explore the whole database. 
Especially, the proposed HADES system supports adaptive classi­
fication, i.e., the classification structure is not constant but reflects 
always the characteristics of the growing document collection. Fur­
thermore, the user interface is augmented by using content based 
similarity mapping and the possibility of zooming into the content. 
The client-server implementation stresses the ability for document 
secrecy and load balancing between clients and servers. 

1 Introduction 
The Internet as the biggest human library ever assembled keeps on 
growing. Although all kinds of information carriers (e.g., audio/ 
video/hybrid file formats) are available, text based documents 
dominate. It is estimated that about 80% of all information world­
wide stored electronically exists in (or can be converted into) text 
form. More and more, all kinds of documents are generated by 
means of a text processing system and are therefore available elec­
tronically. Nowadays, many printed journals are also published 
online and may even discontinue to appear in print form tomorrow. 

25 
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This development has many convincing advantages: the documents 
are both available faster (cf. prepress services) and cheaper, they 
can be searched more easily, the physical storage only needs a frac­
tion of the space previously necessary and the medium will not age. 

For most people, fast and easy access is the most interesting feature 
of the new age; computer-aided search for specific documents or 
Web pages becomes the basic tool for information-oriented work. 
But this tool has problems. The current keyword based search ma­
chines available on the Internet are not really appropriate for such a 
task; either there are (way) too many documents matching the 
specified keywords are presented or none at all. The problem lies in 
the fact that it is often very difficult to choose appropriate terms de­
scribing the desired topic in the first place. 

This contribution discusses the current state-of-the-art techniques 
in content-based searching (along with common visualiza­
tion/browsing approaches) and proposes a particular adaptive solu­
tion for intuitive Internet document navigation, which not only en­
ables the user to provide full texts instead of manually selected 
keywords (if available), but also allows him/her to explore the 
whole database. 

2 Standard Information Retrieval 
Methods 

The content based search within text documents has been estab­
lished under the term text retrieval, which historically represents 
the first and most important branch within the information retrieval 
discipline, and is still subject to intensive research. Although we 
explicitly focus on text retrieval here, please note that almost all 
underlying concepts reviewed in this chapter can be applied to 
other information retrieval branches as well: just substitute "terms" 
and "words" by "features". 
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In practice, the most obvious approach to characterize text docu­
ments by syntactic and semantic analysis quickly turns out to be in­
tractable at least now. Therefore, almost all of the information re­
trieval mechanisms are based on condensed representations of the 
original documents like terms (i.e. keywords or catch-words) or 
meta information, if available. 

2.1 Keyword Search 

The most simple approach to a content based search consists in 
scanning for one or several keywords. Although this is a straight 
and simple approach, a full text search takes too long for large da­
tabases. Therefore, all traditional Internet search engines like Aha 
Vista or Fireball parse the visited documents and only search 
within distilled term lists, which can also be accessed much faster 
(Fellbaum 1998). 

This plain keyword search has the disadvantage of hit lists often 
being either too short or too long, because the user chose either 
wrong or inadequate keywords or very common terms. Limiting the 
result set to a reasonable size becomes an art per se. 

2.2 Recall Enhancers 

The first improvement over plain keyword search (known as "alias­
ing") consists in enlarging the user-provided list of keywords by 
similar words which can be restricted to cases where the original 
set of words resulted in too few hits. Common related techniques 
include: 
• word stemming 

Here, all suffixes of words (e.g. in English (Porter 1980) or 
German (Caumanns 1998)) are discarded. Errors occur, if the 
same word stem is obtained for words of different semantics 
(overstemming) or if different stems are obtained for the same 
semantics (understemming). Note that all stemmers (unless they 
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are dictionary-based) are language-dependent: an inappropriate 
use, e.g. in mixed language documents, leads to a drastic reduc­
tion in stemming quality. 

• dictionary-based identification of synonyms 
A thesaurus is very useful if you want to cope with the problem 
of existing words having the same meaning (synonymy) or the 
same word having different meanings (polysemy), e.g. the word 
bank which has about a dozen different meanings in English. 

• synonym sets 
Another idea consists in the construction of a set of all nouns, 
verbs, adjectives and adverbs, associated with a single semantic 
meaning (which can be seen as some sort of super-thesaurus). A 
freely available realization of this concept is the WordNet lexi­
cal reference system (Fellbaum 1998). It requires a much higher 
degree of manual input than a thesaurus and therefore cannot be 
generated semi-automatically as it is possible with the latter. 

Additionally, all keywords (either user-provided or derived by 
aliasing) can be weighted or modified by means of a concept 
known as relevance feedback (Harman 1992, Leuski 2000b), 
whereby the user iteratively rates some documents in the list of re­
sults as being relevant or non-relevant. The system then tries to 
modify the keyword list accordingly, e.g. by discarding those query 
terms which only occur within non-relevant documents. 

2.3 Using Meta Information 

A lot of meta information is contained in texts which contain se­
mantic markup information, e.g. HTML/XML based Web pages 
with title or paragraph headers in subsequent order. The HTML 
standard also defines a "meta" tag which can (and should) be used 
to provide special information, e.g. the author's name, manually 
identified keywords, or even an entire abstract. 
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Of course, these entries are of use only when they obey to a com­
mon standard (e.g. the Dublin Core Metadata Standard (1995)), and 
cannot easily be maintained for an exponentially increasing number 
of documents which nowadays are often - at least partially - auto­
matically generated by querying Web-based databases. Here, 
automatically derived meta information is needed. 

One of the traditionally used sources of meta information are cita­
tions which can easily be used to build an automated ranking sys­
tem, see e.g. CiteSeer (Giles et al. 1998). Another feature of 
XML/HTML based documents, which distinguishes them from 
those in plain text format, is the existence of (true bi-directional) 
hyperlinks which can be taken into account for this task, too. Ex­
amples are the PageRank measure introduced by Google (Brin and 
Page 1998) or the more flexible HITS concept (Kleinberg 1998). 

As of today, an automatic ranking of documents solely based on 
user-provided meta data greatly suffers from the overall impreci­
sion and sponginess of the latter. 

2.4 Classification Trees 

One important alternative for searching an unstructured set of 
documents is the manual classification of the document and the ar­
rangement of the classes in a tree-like manner. These classification 
trees are very common in traditional library work and provide some 
advantages. They facilitate the search for new, unknown sources 
just by browsing through an appropriate subcategory of the classi­
fication tree. Even if the unknown document does not contain the 
critical keywords or terms, it can easily be found provided that the 
right paths to topics of interest are identifiable by the user. 

The disadvantages are also well known: 
• Since the classification is fixed, it is difficult to introduce 

changes in the classification system for evolving subjects, e.g. 
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technology. It might become necessary to reorder whole sub­
trees which requires a reclassification of all the documents in the 
subtree. 

• Documents often cannot be assigned to one single category. The 
common remedy for this problem is the duplication of the 
document reference which produces a multi-class membership. 
This implies other problems, see (Kaszkiel and Zobel 2001). 

• The exploring and browsing is impeded by the fixed subclass 
boundaries and cannot automatically be redirected across the 
branches of the classification tree to another relevant branch. 

• If many documents are located below one single subcategory, 
there is no feasibility to discriminate between them; in this case, 
the corresponding node can only be referred as a whole. 

• The classification has to be performed manually by humans 
which is not affordable for huge collections. This is the crucial 
problem of Internet based documents: For the exponentially 
growing Internet resources, manual processing is prohibitive. 
Although there are initiatives like the Open Directory Project 
(http://dmoz.org) which involves thousands of librarians, an 
automatic classification is necessary. Today, most of the auto­
matic classification efforts rely on the automatic extraction of 
document features. This is done by a process called indexing. 

2.5 Indexing 
Standard information retrieval approaches use keywords, stemmers 
and thesauri only as preprocessing filters. They try to represent a 
document solely by all distinct terms which might characterize it. 
For this purpose, you have to preprocess and condense a document 
by several steps (Blelloch 1998): 

(1) choice of appropriate terms 
From the document choose appropriate terms and include them 
in a term collection. The meaning of "appropriate" depends on 
the chosen concept. For instance, the most simple strategy is to 

http://dmoz.org
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drop frequently occurring, uninteresting words (stop terms) like 
"and", "to", "in" (Sahami 1998). This commonly used technique 
has the disadvantage that combinations of these simple words 
(phrases), e.g. "to be or not to be", might be important, and 
could not be found if the isolated words were discarded as stop 
terms. There are frequently used words which also should not be 
dropped like "time", "war", "home" (Frakes 1992). Certainly, 
this makes the selection more subjective, or, at least, domain-
dependent. 

A more evolved strategy (Salton et al. 1976, 1981) only selects 
those terms that have a high discrimination value within a given 
set of documents. Here, as objective function to be minimized, 
the average document similarity based on the chosen subset of 
terms is used. Unfortunately, the computation of all interactions 
(similarities) between all documents is computationally expen­
sive. This can be reduced by replacing the average similarity be­
tween all documents by the average similarity between the 
documents and the term prototype, the average weight of all 
document terms. For each step of selecting the most discrimina­
tive terms, the value of the objective function is computed be­
fore and after dropping (or including) a term. If the objective 
function is increased by dropping a term, its discrimination 
value is positive and the term should be retained. Otherwise, it 
can be dropped. 

Alternatively, instead of trying to identify (good) index words in 
the first place, simple substrings of fixed size N (so called TV-
grams (Damashek 1995)) can be extracted from a given text. If 
hash tables are used to store the counters needed to calculate the 
relative frequency of these substrings within the document after 
parsing, this approach is very fast (Cohen 1997a). Aside from 
this, the concept of N-grams is clearly language-independent, 
but, on the other hand, also not very descriptive for humans. 
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(2) weighting of the terms 
Long documents naturally contain the same terms more fre­
quently than short ones. In order to get rid of this peculiarity, the 
term frequencies have to be normalized (Wulfekuhler and Punch 
1997). Also, long documents contain a higher number of distinct 
terms which might better match a given request. Therefore, the 
length of a document has to be taken into account when weight­
ing the terms. 

(3) choice of appropriate indexing data structures 
There are two popular data structures for index management: 
signature files and inverted index files. For each document, a 
signature file is created which consists of hash-encoded bit pat­
terns of text parts within the corresponding document. This dras­
tically reduces the search time, because instead of the document 
itself, only the much shorter signature file is searched for the 
hash-encoded search terms (Faloutsos 1992). 

Alternatively, we might invert our term lists, one for each 
document, by building global lists, one for each term of the 
"global vocabulary", i.e. all distinct terms within the collection. 
Each list (posting list) contains the pointers to documents that 
include the specific term. This method has a lot of advantages 
over the use of signature files (e.g. false matches cannot occur) 
and should be preferred, see (Zobel and Moffat 1998). 

How many different terms do we have occurring /} times? To 
evaluate this, let us order all terms according to their occurrence 
frequency and assign them an index. The index one is for the most 
frequent term, the index two to the next frequent one and so on. 
Then we will notice an interesting fact: the product of index r and 
frequency / is approximately constant: rf =const=£. This observa­
tion is known as "Zipf s law" (Zipf 1949). The number of different 
terms with frequency/; is reflected by the number of indices which 
have the same number // of terms, the difference Ar = r^-ri 
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=K(-r-T--r) = K , ' ,,. The constant K can be observed for the 

rank rm with frequency/= 1: K- rmf= rm. 

In conclusion, Zipf's law says that the number of different terms 
increases nonlinearly with decreasing term occurrence and impor­
tance. Therefore, an important fraction of terms can be dropped if 
we introduce an occurrence threshold for the list of terms. 

2.6 Vector Space Models 

One of the classical methods of encoding the information space of 
a given set of documents is the approach of applying the well-
known mathematical tool of linear algebra. Regarding the entries dy 
as the components of a document vector relative to "term vectors", 
the vector space model (VSM) (Salton et al. 1975) describes the 
documents as a linear combination of orthogonal base vectors, rep­
resenting the basic terms. 

Given a static vocabulary consisting of n distinct terms, each 
document can be represented as a vector of length n. Therefore, the 
documents as rows of terms form a document-term matrix D with 
the terms as columns. Each entry dy in the matrix represents the 
number of occurrences of termj within document /. 

The "formally unclean" assumption of orthogonal base vectors was 
remedied by the later-proposed generalized vector space model 
(GVSM) (Wong et al. 1985). Here, the orthogonality of boolean 
minimal conjunctive expressions (the dual space) is exploited to 
generate orthogonal base vectors. 

Later on, the GVSM approach was modified to only represent the 
most relevant linear combinations of document features by Latent 
Semantic Indexing (LSI) (Deerwester et al. 1990) and to drop "un­
important" correlations. The term correlations between documents 
are treated by their statistical properties: the document-term matrix 
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D is analyzed by a singular value decomposition in order to reduce 
the number of descriptive dimensions and to get the principal direc­
tions as intrinsic latent semantic structures. 

2.7 Similarity Measures 

Within the mentioned vector space models, a query can be regarded 
as the problem of finding the most similar document to a given 
pseudo-document (e.g. consisting of a user-provided list of key­
words or a real document). The similarity measures employed here 
are often derived from standard linear algebra measures, for in­
stance the scalar product or the cosine between the vector represen­
tations of the documents to be compared (Salton and Buckley 1988, 
Zobel and Moffat 1998). 

Here, for our purpose a less-known (but not less-compelling) 
measure, the cover coefficient concept (CCC) (Can and Ozkarahan 
1983, 1984, 1985), shall be sketched. Defining the importance of 
the j-th term relative to all terms of document di, the i-th row of D, 
by 

*«=xt (1) 
k 

and the importance of the j-th term in document dj relative to all 
documents in the collection containing the term (j-th column of D) 
by 

S 'j 5>*, 
(2) 

we get the degree cy of document coverage (the cover coefficient 
matrix C) from the cross-correlation between two documents 
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One major problem of all similarity measures discussed in this sec­
tion is the situation where new documents with unknown terms 
have to be inserted in and compared with an existing collection of 
documents. Here, for huge collections the length of the vectors (list 
of terms) usually become very long and both the comparison and 
the weighting process becomes intractable. One approach to deal 
with this problem consists in passing over from a global document 
description into a local one which is only valid within a certain 
context or cluster of documents discussed in the next section. 

3 Adaptive Content Mapping 
The most interesting alternative to the manual classification task is 
the automatic, content based classification which maps the docu­
ments into different classes. In general, the topic oriented associa­
tive relationship maps have been standardized by the international 
norm ISO 13250, see e.g. (Topic Maps 2001), but there is no stan­
dard adaptive approach. Although the actual adaptive methods still 
have problems, the rapid growing Internet content produced by 
non-librarians allows no other approach in the near future. Based 
on the methods introduced in the previous sections, we will briefly 
review current adaptive content mapping methods. 

3.1 Automatic Classification by Clustering 

The similarity measures defined so far can be used to group docu­
ments into clusters. These semantic clusters represent a natural 
classification. In contrast to the static classification performed ac­
cording to fixed criteria in Section 2.4, the adaptive classification 
reflects the statistical properties of the document collection and will 
change according to the specific document collection. 

There are two kinds of clustering algorithms: the non-hierarchical 
ones which, given a neighborhood criterion and a distance metric, 
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divide the document space into a set of clusters, and the hierarchi­
cal ones which find clusters composed of smaller clusters on sev­
eral levels. For an overview, see (Rasmussen 1992, Willett 1988). 

Here, we take a closer look at the non-hierarchical cluster algo­
rithms using the cover coefficient concept. With the expected num­
ber nc of clusters 

nc = (4) 

and the "cluster seed power" measure, which basically tries to cap­
ture the extend with which terms are distributed within a set of 
documents (Can and Ozkarahan 1989) and can be used to derive 
the term discrimination value of individual terms as well as to iden­
tify documents which contain a high number of "good" terms. The 
algorithm can be summarized as follows: 

1. Nc:=0; WHILE Nc<nc DO 
Choose (nc-Nc) the next documents of maximum cluster seed 

power as new cluster seeds 
Let Nc be the number of equivalence classes within this 

(sub)set of documents (two documents i andj belong to the 
same class if they have nearly identical Ca, CUJ cyv and c-a) 

ENDWfflLE 
2. With the Nc cluster documents obtained, assign each document i 

of the collection not being a cluster seed to the cluster document 
k of maximal coverage c±. 

3. Documents which were not assigned to any cluster during the 
last step form a cluster by themselves. 

This cluster algorithm has several advantages: 
• It is stable; small variations in the term-document representation 

only lead to small changes in clustering 
• If there is no similarity between documents, they will not share 

the same cluster as opposed to standard algorithms 
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• Given m documents and n terms, n»m, this algorithm will 
cluster the documents by a computation complexity of 0(m-n) 

• The input sequence of the documents does not influence the 
clustering results 

3.2 Adaptive Hierarchical Classification 

The non-hierarchical cluster methods produce a set of clusters 
without any structure. For huge sets, the navigation is greatly facili­
tated if the set can be structured in a hierarchical manner. An auto­
matic hierarchical classification, adapted to a document collection, 
can be performed by two different approaches, either bottom up or 
top down: 

• Agglomerative approach 
The agglomerative strategy tries to fuse small entities in order 
to get bigger ones on the next higher level. The clustering fuses 
the m documents by m-1 operations into a tree structured cluster 
set. A common used algorithm for this is the nearest neighbor 
approach (Rasmussen 1992, Willett 1988). 

• Divisive approach 
The division of each cluster into smaller clusters is based on the 
similarity measure between the documents. 

One of the algorithms for successively dividing clusters and 
grouping them in a tree is the Principal Direction Divisive 
Partitioning algorithm (PDDP) introduced by Boley (1997). 
Like the LSI algorithm of Section 2.6, it uses the dominant 
eigenvectors of the appropriate cross-correlation matrix. It 
transforms the document descriptions of the most scattered 
cluster in the eigenspace, and, based on the principal 
eigenvector, then decides for each document of the cluster 
whether to shift it in either the left or the right leafs of a binary 
tree. 
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The algorithm was developed in the context of the WebACE 
project (Boley et al. 1999), where an user agent automatically 
retrieved potentially relevant documents from the web, based 
on a single user profile (namely, bookmarks and visited pages). 

One of the newer search engines using hierarchical clustering is the 
Vivisimo project (http://www.vivisimo.com). It uses conventional 
search engines for keyword search and then clusters the results dy­
namically, notably without parsing the referenced documents in its 
entirety by itself. 

3.3 Local Adaptation 

Once the document collection has been transferred into a hierarchi­
cal classification, it becomes very expensive to add new docu­
ments. In the extreme, by statistical deviations, the whole adaptive 
classification tree becomes unstable and has to be reorganized. 
How do we handle such a situation? 

In principle, this cannot be avoided if we want the classification to 
properly reflect the data-induced configuration. Nevertheless, we 
can try to make unstability less probable by several means: 
• During initial adaptive clustering and classification, the docu­

ments with the "broadest" set of features should be chosen in 
order to build up a very general framework. 

• For subsequent insertions of new documents, the structure 
should be kept stable as it is in the case of manual classification 
of Section 2.4. 

• The whole process of adaptive classification might be resumed 
if the number of new documents exceeds a predefined threshold. 

This approach has one major drawback: the high computational 
costs of reorganizing the whole document collection, even if it oc­
curs only periodically. As a compromise between stability and plas­
ticity, only local adaptations can be made. This kind of continuous 

http://www.vivisimo.com
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re-adaptation avoids the complexity of adapting the whole collec­
tion and supports the correct local document relations. Neverthe­
less, in the case of huge local changes in document statistics also 
changes in the global class hierarchy have to be considered. 

4 Intuitive Navigation 
User interfaces for smart ("intelligent") systems have to face many 
demands. One of the most popular is described by the term "intui­
tive" which is not well defined. Raskin (2000) references it as "fa­
miliar" which means that the guessing in bad user interfaces is re­
placed by knowledge. In this sense, we want to implement a user 
interface which is based on already existing knowledge. 

4.1 Hierarchical Navigation and the Zoomable 
User Interface 

The search in huge databases is often facilitated by the approach of 
successively splitting the search space into smaller parts. This di-
vide-and-conquer approach only needs logarithmic time, in contrast 
to an exhaustive scan of the entire database. It can be backed up 
and exploited by the user interface design. For browsing through a 
huge database, you might structure the data in a hierarchical man­
ner and use the hierarchy in the user interface. Each hierarchy level 
might be presented visually, in a way appropriate to its content. On 
each hierarchy level, the user decides where to go next and selects 
the next level until he/she reaches the underlying document(s). 

This idea of a level oriented top-down (and vice versa also bottom 
up) user interface can be extended to a continuous version: the 
zoomable interface (Bederson and Hollan 1994, Bederson and 
Meyer 1998, Raskin 2000). This interface propagates the idea that 
the metaphor of flying, approaching a place by zooming in and 
leaving a place by zooming out, is sufficient to navigate within 
huge databases. 
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The zooming interface only has two modes: shifting and zooming. 
When you shift within an hierarchical level you only see abstract 
quantities mapped into a 2D plane. You move within these entities 
and select an interesting region. Then, you switch to zooming and 
approach the spot (a document) while the context (the other docu­
ments) becomes clearer, and you might even deviate to a more ap­
propriate document. 

The zoomable interface can also be used for other purposes than 
database navigation. Raskin (2000) claims that it is even capable of 
replacing the traditional user interface completely, thereby render­
ing mouse devices and windows superfluous. 

4.2 Similarity Based Visualization 

There are already systems for intuitive navigation in documents by 
means of graphical user interfaces. One of the most straightforward 
implementations of content based navigation consists of placing all 
documents as symbols (small rectangles or circles) on a 2-D plane. 
The location on the plane is chosen according to their similarity 
value based on index terms, see Section 2.7. There are several ap­
proaches for determining the position of a document (or document 
cluster) within the plane. 

The first approach is given by the vector space model: each docu­
ment is described by an index term vector of length n which gives 
the absolute coordinates or, alternatively, the difference, i.e., the 
relative position between the documents to set up the 2-D display. 
This approach also needs a mapping stage where the n-dim. docu­
ment space is mapped on the 2-D display. 

One of the classical algorithms for doing this mapping is the non-
metric algorithm for multidimensional scaling (MDS) (Kruskal 
1964a,b), which is computational expensive. A fast heuristic can be 
found in (Faloutsos and Lin 1995). Here, the objective function 
"stress" (this term really represents a family of functions, cf. Cohen 
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(1997a)), a measure of difference between the original distance ma­
trix and the 2-D distance matrix, is minimized. One of the most 
compelling definitions for stress within this family is the so-called 
"proportional stress" which punishes deviations at long distances 
proportionally more than those at small distances. This can be in­
terpreted as proportional to the energy of a system of particles 
joined by springs whose equilibrium configuration corresponds to a 
local energy minimum. Therefore, a system of "force-directed 
placements" like this used for visualizing a graph is often called a 
spring embedder and very popular in graph visualization. As appli­
cation example, the Lighthouse system display of 50 documents 
matching the query "Samuel Adams" is shown in Figure 1. The 50 
matching documents are visualized as pseudo 3-D balls, the best 
matching ones marked by thick circles. Since the original text ref­
erences are included, the whole window quickly becomes over­
loaded. Since these algorithms do not consider absolute coordi­
nates, the resulting picture has no preferred orientation; it can arbi­
trarily be rotated. 
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Figure 1. A query display of the Lighthouse system (Leuski 2000a). 
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This interface suffers from the several drawbacks: 
• Only documents are displayed which match a certain search cri­

terion, all other documents are ignored. 
• The configuration of displayed documents change after each 

modification of the search criterion, making it impossible to re­
member a certain area of the document space. 

• The number of documents in the display is limited to approxi­
mately 100. 

Therefore, huge document collections can hardly be explored. As a 
remedy, hierarchical maps may be defined. One of the most famous 
examples is the WEBSOM approach (Honkela et al. 1996) where 
an adaptive Kohonen map is used for mapping the document space 
onto a regular 2-D grid. The contents of the nodes in the fixed dis­
play has to be evaluated afterwards. In Figure 2, a couple of win­
dows representing several hierarchical levels are shown. 

This absolute coordinate approach has several disadvantages: 
• If you introduce new documents and/or new terms, the whole 

system has to be retrained which takes a long time in huge data­
bases - often prohibitively long. 

• Another disadvantage is that the layout will change afterwards. 
Since the cluster display changes, the user has to habituate to the 
new scene even when he/she already knows the majority of 
documents. 

Here, too, some properties hinder an intuitive navigation: 
• The high number of windows of several search process "levels" 

makes it difficult to maintain an overview of the search process 
• The document content distance between the regular spaced clus­

ters in the map display are expressed by different color shades. 
However, this makes a quick orientation rather difficult. 

An interesting alternative visualization is demonstrated by the 
WebMap system (http://www.webmap.com), which allows for the 
(manual) assignment of icons to clusters and single documents. 

http://www.webmap.com
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WEBSOM map 
Explanation of the symbols on the map 

tur - Turkic, Greek, Basque etc. 
gerl - German 
eng2 - English accent 

Click, arrows 
to move to neighboring areas on the map, and to move up to 
the overall view. 

Explanation of the symbols on the map 

eng.1 - English (Singapore, Welsh etc.) 
eng3 - English (European) 
eng.4 - English (Internet, Singapore, etc.) 

Cl ick arrows 
to move to neighboring nodes on the map. 

&__J__]l_£]lJffi-Ul^^ • Stewart McKenna, 21 Jun 1995, l] 
Re : H o w language evolves— "erriails,", # Jo rn Baxger, 23 Jun 1995, 
BfiJfilayiJLia 
fiaJjUuLJMta^aiL 

Re: engllsh on i 
SSLeilgMskml 

WLB: What Is Sid 

From: 73513.2350@compuserve.com (D Gary Grady) 
Newsgroups: sci.archaeology,sci.lang 
Subject: Re: Linguistic looniness (was Re: Otto Mu 
Date: Wed, 2 9 Nov 1995 01:17:21 GMT j 
Lines: 16 

petrich@netcom.oom (Loren Petrich) wrote: 

> For example. Old English is essentially a I 
>and OE texts ar® only 1500-1000 years old. . . . 

Just to be picky. Old English goes back rather ntor< 
started evolving into Middle English almost 900 ye; 
(1340-1400) wrote in full-blown Middle English 160« 
couple of centuries later Shakespeare was writing 
English. _^_______ 

Figure 2. The WEBSOM adaptive map and its hierarchical windows 
(Honkela t?faZ. 1996). 

5 The HADES System 

In this section we will present a new adaptive system for intuitive 
navigation called HADES (Hierarchical Adaptive Document Ex­
ploration System). Its underlying concepts are based on the review 
results presented in the previous sections, integrating the most ad­
vanced and :'Our new concepts into one concise design and adding 
often neglected but important features like portability and intelli­
gent load balancing (Ueberall 2001). 

mailto:73513.2350@compuserve.com
mailto:petrich@netcom.oom
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5.1 Specifications 

The system has to meet the following criteria: 

• Adaptive classification 
The classification structure must not be constant but always 
should reflect the characteristics of the growing document col­
lection. 

• Intuitive navigation 
The user interface should reflect the underlying hierarchical 
structure. It should be possible to explore the classification tree 
intuitively (i.e. without special training). 

• Modularity 
The system has to be designed such that it contains functionally 
distinctive modules which enables local updates of functions or 
even the complete replacement of them by similar functional 
software. 

• Portability 
The program code should not depend on a specific machine type 
or operating system but should be easily portable to new archi­
tectures. 

• Load balancing 
For large document collections, the interaction speed and there­
fore the user acceptance of the system depends on the ability to 
automatically distribute the workload within a cluster of servers. 
This feature can hardly be implemented afterwards - it has to be 
taken into account at specification time. 

5.2 The Adaptation Mechanisms 

There are several mechanisms which are designed to reflect the 
specification of adaptive classification: 
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• Adaptive clustering 
When a new document is processed by the system, at first all 
terms are extracted by the parser. This reduced representation is 
then merged into a central data structure, consisting of a number 
of inverse index tables (Blelloch 1998, Moffat and Zobel 1996, 
Zobel and Moffat 1998), see Section 2.5. This enables the inclu­
sion of new distinct terms of new documents. Then, the docu­
ment is routed, starting with the root node of the classification 
tree, until the lowest hierarchy level (leaf) is reached and in­
serted in the last node visited. The similarity measure for routing 
is the so-called cosine coefficient (Moffat and Zobel 1996, Sal-
ton et al. 1975), combined with the cover coefficient concept 
(Can and Ozkarahan 1985). 

If the node cluster size limit is reached, the cluster must be split 
into several parts. During this operation, the involved node has 
to be locked and the reorganization takes place. 

The more interesting case, which involves the fusing of nodes, is 
computationally much more expensive: If the node contains ref­
erences to other nodes, instead of fusing the whole collection 
and completely reorganizing it, we use the following heuristic: 
We do not lock all document representations but use copies of a 
subset of them when re-clustering. Afterwards, the resulting 
clusters are split. If the new clusters contain too many represen­
tatives of different clusters, a shifting and reorganization is not 
favorable. Instead, the same algorithm is recursively tried on 
lower levels until it either reaches a smaller diversity in a cluster 
or the lowest node of the tree. This kind of heuristic assists the 
demand for structure conservation and recognition support for 
the user (Frakes 1992). 

Note that the original representatives (and subtrees) of the hier­
archy are not touched until the re-clustering was successful in 
which case a quick node substitution takes place. Otherwise, 
large parts of the hierarchy would permanently be inaccessible 
to the users while updating the database. 
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The dynamic, adaptive hierarchy depends on the sequence or­
dering of the incoming documents. This might result in the 
paradox that the same document is assigned to two different 
leafs of the classification tree, depending on the time when it has 
been classified. Reclassifying the whole collection after classifi­
cation changes may be prohibitive for large collections and will 
necessitate unwanted reorientation efforts of the user. 

Here, a compromise between stability and plasticity has to be 
designed. The kind and degree of adaptation has to reflect the 
users' needs for stable, known classification regions. This is 
done by the introduction of a cohesion and an adhesion parame­
ter which depend on the position and depth of the nodes within 
the hierarchy tree. An additional affinity parameter controls the 
local readapting in regular intervals depending on the workload. 
All three parameters are controlled by the user habits and adapt 
to the users' needs. 

• Recognition of structures 
The goal of intuitive navigation in the context of adaptive clus­
tering demands stable document cluster structures which can be 
recognized by the user. This avoids confusion at the user inter­
face level and supports the feeling of familiarity with the sys­
tem. 

Since we have different words which have the same meaning a 
thesaurus can help to cluster similar documents with different 
terms into a content based neighborhood. The small document 
specific thesaurus is automatically generated on the base of a 
general thesaurus and is treated like an abstract of the document. 

• Meta information 
Meta information (references of all kind) is preserved during the 
indexing process and flows into the affinity values for document 
pairs and clusters. There are still some questions open: What 
should we do with documents which are referenced by other 
documents? Should the information be propagated to other lev-
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els and if so, how should it be considered there? Should we al­
low the user to jump back-and-forth between hierarchy nodes? 

5.3 Intuitive Navigation 

For the exploration of the document database we chose the content 
based, zoomable user interface as interaction paradigm. It consists 
of the following elements: 

• content based similarity mapping 
The documents are represented on a 2D screen window by sym­
bols: sheets for real documents and directory symbols for cluster 
representatives. The display of the symbols uses the computa­
tional feasible FastMap (Faloutsos 1992) algorithm. The dis­
tances between the symbols reflect the similarity in document 
content. As similarity measure we use the well-known cosine 
coefficient (Can and Ozkarahan 1985) in (indirect) combination 
with the cover coefficient concept cf. Section 2.7). 

Additionally, in the extended view the document file informa­
tion is also shown in a list, ordered by the search request similar­
ity criterion. Figure 3 shows a sample window. 

• zoomable content 
The zoomable interface permits the display of details if you 
zoom into a document. In order to implement this, we chose not 
to present the document text directly in physically different reso­
lutions to the user, but to successively show the document de­
tails in several stages: In the first stage only a main term, then a 
term list, then an abstract and afterwards the whole text are 
shown. The abstracts or relevant text fragments (gists) are gen­
erated automatically, see (Cohen 1995, Liddy 1994). 

• zoomable hierarchy 
For the representative documents, we have to distinguish be­
tween the document itself and its representation function. In the 
latter case we switch to the next level of hierarchy and its asso-
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ciated similarity mapping. In Figure 4 this is shown for the ex­
ample of Figure 3 where the cluster representative "2-A" has 
been selected. Please note that the node description has adap-
tively changed due to the new context showing the new dis­
crimination terms. 

' affects drawing order; used to ' recompute and redraw ' projection method I ' get current node • 
I bring obscured icons to iront ' I the similarity mapping ' I (here: MDS heuristic) | I content from server 

•»!',:• f\f.!^\.' ^rmsW'^fihm^y •-. 
1 T 

1-D A 

o M , l . 8-E 
9 

i 7-B1 blew reference object j 

H 

4 
j-

10-B 

I 
I 
I 
I 
I 

JL 

4-C 
ZJ 

Remap i |irsys1 gui Fas tMapOraph j» ] Update 

Similarity • Label Adresse(s) Description 
1.00000 1-D file'data/tods/lshikaw. [yoshio, knowledge, cad, masaaki.fumio, instance... 
0.78211 9-C file data/tods/Konopm [protocol, knowledge, kind, few, control, own, peno , 
0.75572 S-E file.data/tods/Fraterna .. [cad, deviates, total, approaches, allocation, stepwi.. 
0.55979 • 6-E fite.datartods/Ghande.. [effect, overview, few, includes, stand, contributions.., 

r,tK3B471 110-B file:datartqds_/KarneL.. [repetitively, reductions, king, reevaluate, heuristic,.. 
1E37554 3-C file:data/tods/Hellerst. , [allocation, optimizers, existence, depend, related,.. 
.•0:36672 2-A file:data/tods/Lakshrn.. [postulates, implications, probabilities, establish, .. 
IOJ34013 5-A file data/tods/Clifford_... [albert, expressive, basis, believe, them, judgment.. 
.032844 4-C , file'datartqds/Dyieson.. [measured", empirically, extend, dyreson, fact, previ... 
£0:26562 7-B flledata/tods/LamJ 9. [Iru, sizes, handling, cha( proved, page, reliability, I.. 

Figure 3. Visualization of single documents (sheets) and clusters (directories). 

context display 
For navigation, it is often very helpful to orient oneself along the 
context map in order to plan the next moves. Here, we chose the 
classification tree as context. A sample display is shown in Fig­
ure 5. 
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Figure 4. The next hierarchy level. 
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Figure 5. The hierarchy display window for the example. 
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• search history display 
An additional help is the display of the search history. It shows 
all documents marked as relevant in a compact form, see Figure 
6. Only three levels of hierarchy are displayed: The initial search 
document, all visited (visualized) nodes and all documents 
marked as "relevant" within these nodes. 

^ (Client Session). -- "* 
i- _ J [exsjgttof protocol, depend, combination, address, (eductions, repetrtwely, proved, while, chat] 

-1 | [repetdweJjwedtjSions, protocol, yoshio, knowledge, albert, cad, deviates, postulates, total] 
J [albert, expressive, base, believe, them, judgments, make, than, reference, alexandei] 

- i i [combination, bins, feature, linear, experimentation, explicit,versions, relation, useful, incremental 

1 [birs listing, arfred, field, implications, partial, considers, whose, consisting, containing 

'- _ ] [potential concept various, disk, authors, random,simulation, computer, both, shared] 
+ [experimentation, facilitate, authors, useful, kevin, rule, random, bitton, parser, correspondence] 

Figure 6. The search history display window. 

Additional navigation possibilities evolve if hyperlinks can be ex­
ploited to jump back-and-forth between documents. It is not clear if 
this feature is helpful or confusing and has therefore to be evalu­
ated. 

5.4 Implementation Issues 

There are several practical implementation features of our system 
which should be mentioned here also. 

5.4.1 Modularity 

The code of the system is based on a client-server structure, each 
one divided into several, independent parts, see Figure 7. Each part 
can be replaced by an equivalent functional entity implementing 
another algorithm. Therefore, changes in the database or user inter­
face are easily tolerated. 
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Z: additional module 
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Figure 7. Schematic overview of the system architecture. 

The communication between the following listed modules is based 
entirely on message passing. 
• U s e r l n t e r f ace: This module implements the graphic user in­

terface on the client side. 
• MainControl : The main module initializes all services on the 

server side. The server may be part of a cluster. 
• Clus te r -Cont ro l : This module is responsible for the genera­

tion and adaptive modification of the hierarchy of the local com­
puter. 

• P a r s e r : The parser (on server side) scans documents, trans­
forms them into the internal representation and generates the in­
dex terms. This might also be migrated to client side. 

• Ga the re r : This module is responsible for the setup of the in­
ternal data structures and preprocesses all document input 
(scanning for further references). 

• Repos i t o ry : this module is responsible for the persistent stor­
age of the internal data structures (documents, meta data and so 
on.). 
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The advantages of such a modular concept are obvious: 
• The user interface can be coupled with a diversity of search en­

gines. It provides an uniform interface based on a 2-D similarity 
display if possible, or a (conventional) list representation other­
wise. 

• The replacement of the cluster component of the C lus t e rCon-
trol-module allows the use of statistical classifiers. 

• The parser can be extended for other data formats independently 
of the rest of the system. 

• The encapsulation of the communication within an abstract mes­
sage passing-based subsystem favors a restructuring or redistri­
bution of the software within the client-server model. Single 
JAVA classes can even be substituted at run time. 

5.4.2 Portability and Integration Ability 

The implementation of the system in the programming language 
JAVA basically enables us to use our software on a diversity of 
computer systems. This makes load balancing possible even within 
a cluster of non-uniform machines. 

Additionally, by implementing the client in the form of a signed 
applet, the user interface can rely on the functionality of standard 
browsers. 

The client-server architecture not only does support load balancing, 
but also provides means for confidently (pre)processing the sample 
document provided by the user without the necessity to transfer its 
contents to the unsecure/untrusted server side. 

Another important feature is the ability to integrate already existing 
search systems within our framework. Text based systems can eas­
ily use our user interface for text output. Also, existing word stem-
mers, clustering and indexing mechanisms can be used alterna­
tively. This integration possibility facilitates the user acceptance 
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and helps migrating from already existing older systems to the new 
one. 

5.4.3 Load Balancing 

Aside from the already discussed possibilities of migrating some 
modules between client and server there are a couple of other load 
distribution possibilities for the modules: 

• parser 
Beside the possibility of shifting heavy workload of user input 
processing (e.g. huge PostScript or PDF files) to the client also 
simple round robin schemes can easily be implemented in a 
cluster. 

• cluster control 
The clustering of the index terms (fusion and division of clus­
ters) is one of the most critical workloads. Especially the root 
node of the classification tree is a heavily frequented data struc­
ture which should be mirrored by other computers of the cluster. 
Low level nodes, e.g. leafs, are not frequently visited and can 
therefore be moved to the machines with low workload. Be­
tween these extremes, common strategies can be used to decide 
whether or not to move nodes. 

• repository 
The most simple load balancing strategy consists of the use of 
several independent repositories for partial hierarchies. Shifting 
the representatives from one level to another or between nodes 
on the same hierarchy level might require additional data trans­
fer efforts between the computers who store the affected nodes, 
i.e. directory and context information/links have to be adjusted. 
Similar to the parser, a round robin load balancing scheme can 
be implemented, but must be backed up by corresponding data 
replication. 
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6 Discussion and Outlook 
After the review of state-of-the-art information retrieval concepts 
and related algorithms we focused on the case of document search 
on the Internet. We introduced a system architecture and the com­
ponents of a new adaptive, intuitive Internet document navigation 
system. 

Although our system builds upon the experiences of existing sys­
tems, there are many open questions left for our special design. Es­
pecially those related to the user interface have to be evaluated in 
practice. 

• adaptive classification 
Usage of standard search engines has already been evaluated 
(Koenemann and Belkin 1996), even for Web visualization (Heo 
and Hirtle 2001), but truly searchable adaptive directory struc­
tures are new. Are users willing to accept structural changes? 
What are the optimal stability/plasticity parameters? 

• user interface 
The zoomable interface paradigm is quite new and has not yet 
been evaluated within an adaptive setting. Does it help the user 
or does it rather hinder the information retrieval process? This 
"intuitive" approach might be misleading; perhaps zooming is 
the wrong metaphor for such a task. 

In order to answer these questions, an evaluation stage is planned in 
cooperation with the German National Library. 

Beside these basic questions, there is still much work left: 

• linguistic analysis 
The "semantic" meaning of identified clusters might be greatly 
improved if commercial (language-dependent) dictionaries/ 
thesauri can be used to support the classification of terms (Liddy 
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1994). Aside from arising licensing problems (client-side pre­
processing of documents would certainly be hindered), it is not 
clear how to match the dictionaries' underlying static classifica­
tions with the dynamic ones which are generated by our system. 

• content management 
A content management system deals with the task of manage­
ment of data formats, data conversion, version control, protocols 
for web publishing and so on. Our system does not contain these 
features (yet) as our current focus really is on content-oriented 
navigation. Nevertheless, as stated above, thanks to the modular 
architecture, this kind of functionality could be added later. 

• coupling of independent systems 
If there are two (ore more) independent systems,, each one using 
its own document database, a combination of the hierarchy trees 
might result in better search results and exploration possibilities 
compared with contacting each one of them separately. On the 
other hand, each system administrator may want to maintain 
his/her own database and may not be willing to fuse the docu­
ment collections. What should we do? The answer is a time-
limited coupling of the systems. The obvious approach would 
consist in the usage of some sort of meta crawler, but in order to 
enable the user to truly navigate within the resulting classifica­
tion forest even across system boundaries, additional informa­
tion needs to be exchanged on the server side. 

The research topic is: Which (sub)modules within the different 
systems should communicate with each other? The required co­
ordination has to take place at the same time ordinary search 
tasks are processed by the coupled systems - a difficult task. 

In conclusion, adaptive internet navigation provides a lot of new 
and user friendly topics for content oriented document search. 
However, the adaptive plasticity in the data structures also implies 
new challenges for data consistency and user orientation within the 
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information retrieval process. Our approach will provide new in­
sights into balancing stability vs. plasticity of data structures and 
visualization. 
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Chapter 3 

Flexible Queries to XML Information 

E. Damiani, N. Lavarini, S. Marrara, B. Oliboni, and L. Tanca 

The extensible Markup Language (XML) (W3C 1998a) was initially 
proposed as a standard mark-up language for representing, exchang­
ing and publishing information on the Web. It has recently spread 
to many other application fields: to name but a few, XML is cur­
rently used for multi-protocol Web publishing, for legacy data re­
vamping, for storing data that cannot be represented with traditional 
data models and for ensuring inter-operability among different soft­
ware systems and applications. The HyperText Markup Language 
(HTML) itself has recently been re-defined in terms of XML. Fur­
thermore, XML information is often stored and transmitted in text 
form (though other binary serialization formats are also available); 
therefore, the availability of standard character-based encodings for 
text is making XML the solution of choice for long term storage of 
slow-obsolescence data. For the sake of conciseness, in this chapter 
we shall provide only a skeletal introduction to XML (the interested 
reader is referred to the standard documentation (W3C 1998a) or to 
the book (Box 2001)). 

1 A Concise Introduction to XML 
Generally speaking, an XML dataset (usually called document) is 
composed of a sequence of nested elements, each delimited by a pair 
of start and end tags (e.g., <tag> and </tag>). XML documents 
can be broadly classified into two categories: well-formed and valid. 
An XML document is well-formed if it obeys the basic syntax of 
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XML (i.e., non-empty tags must be properly nested, each non-empty 
start tag must have the corresponding end tag). The sample well-
formed XML document that will be used throughout the chapter is 
shown in Figure 1, while its Infoset tree is pictorially represented in 
Figure 2. 

<?xml v e r s i o n = " l . 0 " encoding="UTF-8"?> 
<computer> 

<maker> Toshiba </maker> 
<model s e r i a l c o d e = "12303B"> 

<modelname> Satellite Pro 4200 </mo d e l name > 
< y e a r > 2001 < / y e a r > 
< d e s c r i p t i o n > 

A versatile laptop computer product. 
< / d e s c r i p t i o n > 

</model> 
< p l a n t > 

< a d d r e s s > Osaka, Japan</address> 
< / p l a n t > 

< /compu te r> 

Figure 1. A well-formed XML document. 

The Infoset defines three content models for XML elements: the 
element-only content model, which allows an XML tag to include 
other elements and/or attributes, but no text, the text-only content 
model, allowing a tag to contain text and attributes only, and the 
mixed model, allowing a tag to contain both sub-elements and text. 
The latter model, though still used in some document processing ap­
plications, is deprecated for XML-based formats in other domains. 

Well-formed XML documents are also valid if they conform to a 
proper Document Type Definition (DTD) or XML Schema. A DTD 
is a file (external, included directly in the XML document, or both) 
which contains a formal definition of a particular type of XML doc­
uments. Indeed, DTDs include declarations for elements (i.e. tags), 
attributes, entities, and notations that will appear in XML docu­
ments. DTDs state what names can be used for element types, where 



Flexible Queries to XML Information 69 

computer 

maker ( ) model ( ) plant f ) 

serialcqde 
Cl2303B^ 

address 

Satellite 

Pro 4200 
A versatile laptop 
computer product, 
suitable for use with 
several operating 
system 

Osaka, 
Japan 

Figure 2. The Infoset tree for the document of Figure 1. 

they may occur, how each element relates to the others, and what 
attributes and sub-elements each element may have. Attribute dec­
larations in DTDs specify the attributes of each element, indicating 
their name, type, and, possibly, default value. A sample DTD for the 
document of Figure 1 is reported in Figure 3. 

<!ELEMENT address (#PCDATA)> 
<[ELEMENT computer (maker, model, plant)> 
<!ELEMENT description (#PCDATA)> 
<!ELEMENT maker (ttPCDATA)> 
<[ELEMENT model (modelname, year, description)> 
<!ATTLIST model serialcode CDATA #REQUIRED> 
<!ELEMENT modelname (#PCDATA)> 
<!ELEMENT plant (address)> 
<!ELEMENT year (#PCDATA)> 

Figure 3. A sample DTD. 

Note that, due to the semi-structured nature of XML data, it is pos­
sible (and, indeed, frequent) for two instances of the same DTD to 
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have a different structure. In fact, some elements in the DTD can be 
optional and other elements can be included in an XML document 
zero, one, or multiple times. While it is usually substantially longer 
than a DTD, an XML Schema definition carries much more informa­
tion, inasmuch it allows the document designer to define XML data 
structures starting from reusable simple and complex types and then 
declaring XML elements as variables belonging to those types. A 
sample schema for the document of Figure 1 is reported in Figure 4. 
Note that elementary types (such as strings, integers and the like) 
need not be explicitly defined as they are part of the XML Schema 
standard (denoted in our sample document by the prefix x s d : ) . On 
the other hand, types mode lType and p l a n t T y p e are explicitly 
defined in Figure 4 and then elements <model> and < p l a n t > are 
declared as belonging to those types. XML Schema is currently the 
solution of choice adopted by software designers for defining XML-
based formats for information interchange on the Internet, while 
DTDs are still widely used by the document management commu­
nity; however, we remark that the XML standard data model, called 
Infoset is not a text-based one, as it represents both XML schemata 
and documents as multi-sorted trees, i.e. trees including nodes be­
longing to a variety of types. The Document Object Model (DOM) 
Level 2 standard (W3C 1998b) defines a lower level, programming 
language independent application program interface to such trees. 
While the XML Infoset defines several types of nodes, in this chap­
ter, for the sake of clarity, we shall focus on Element and Attribute 
nodes, corresponding to XML tags and attribute-value pairs, and on 
Text nodes, corresponding to XML tags' content. For our purposes, 
an XML tree including such node types (Figure 2) fully defines an 
XML document's structure and its content. 

The validation or syntax-checking procedure is performed by a XML 
validating parser and involves a well-formed XML document and a 
DTD or XML Schema: if the XML document is valid with respect 
to the DTD or Schema, the validating parser usually produces a tree-
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<?xml version="1.0" encoding="UTF-8"?> 
<xsd:schema xmlns:xsd="http://www.w3.org/2 000/10 

/XMLSchema" elementFormDefault="qualified"> 
<xsd:element name="address" type="xsd:string"/> 
<xsd:element name="computer"> 

<xsd:complexType> <xsd:sequence> 
<xsd:element ref="maker"/> 
<xsd:element name="model" type="modelType"/> 
<xsd:element name="plant" type="plantType"/> 
</xsd:sequence> </xsd:complexType> 

</xsd:element> 
<xsd:element name="description" type="xsd:string"/> 
<xsd:element name="maker" type="xsd:string"/> 

<xsd:complexType name="modelType"> 
<xsd:sequence> 

<xsd:element ref="modelname"/> 
<xsd:element ref="year"/> 
<xsd:element ref="description"/> 

</xsd:sequence> 
<xsd:attribute name="serialcode" use="required"> 

<xsd:simpleType> 
<xsd:restriction base="xsd:binary"> 
<xsd:encoding value="hex"/> 
</xsd:restriction> 

</xsd:simpleType> 
</xsd:attribute> 
</xsd:complexType> 

<xsd:element name="modelname" type="xsd:string"/> 
<xsd:complexType name="plantType"> 

<xsd:sequence> 
<xsd:element ref="address"/> 

</xsd:sequence> 
</xsd:complexType> 

<xsd:element name="year" type="xsd:short"/> 
</xsd:schema> 

Figure 4. A sample XML schema. 

http://www.w3.org/2
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shaped memory representation of the document according to a lower-
level application program interface, such as the Document Object 
Model (DOM) Level 2 standard. 

1.1 Dealing with Heterogeneous, not Validated 
XML Data 

While many current XML processing techniques rely on DTDs or 
Schemata, it is important to remark that not all XML datasets used in 
practice actually comply with a DTD or a Schema. Currently, a large 
amount of XML information is being made available on the WWW 
in unvalidated text form; also, XML data coming from heteroge­
neous data sources, while carrying similar semantics, may comply 
with DTDs or schemata which are themselves heterogeneous or sim­
ply unavailable. Figure 5 shows a well-formed document that, while 
carrying more or less the same semantics as the one in Figure 1, 
complies with a very different Schema (or DTD). 

<?xml version="l.0" encoding="UTF-8"?> 
<computer> 

<description> 
A versatile laptop computer product. 

< / d e s c r i p t i o n > 
<maker> Toshiba </maker> 
<model serialcode="12303B"modelname="Satellite Pro4200" 

year="2001"> 
</model> 
< p l a n t address="Osaka" c o u n t r y = " J a p a n " / > 

< / compu te r> 

Figure 5. A semantically equivalent, but syntactically different XML document. 

As we shall see in Section 2, most current query and processing lan­
guages for XML rely on the notion of a well-known, single schema 
or DTD underlying all XML data to be queried. Therefore, XML 
query languages do not fully address the need of Web-enabled appli­
cations to access, process and query heterogeneous XML documents, 
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flexibly dealing with variations in their structure. Our approach to 
flexible query techniques will be described in detail in the remainder 
of the chapter. 

2 The Problem of Flexible Queries 

Researchers have proposed many different techniques (e.g., alge­
braic ones (Clarke et al. 1995)) for searching and structuring XML 
documents. In the last few years, the database community has pro­
posed several fully-fledged query languages for XML, some of them 
as a development of previous languages for querying semi-structured 
data; two detailed comparisons (both involving four languages) can 
be found in (Ceri and Bonifati 2000) and (Cluet et al. 1999a), while 
many preliminary contributions and position papers about XML 
querying are collected in (W3C 1998c). Although we shall provide 
some query examples, in the following we do not attempt to de­
scribe XML query languages in detail; rather, we shall only refer 
to the common features of XQL (Robie 1999), XML-QL (Deutsch et 
al. 1999), YaTL, (Robie etal. 2000), XML-GL (Ceri et al. 1999) and 
the recent XQuery standard (Robie 1999). Specifically, two features 
shared by all these languages (Cluet et al. 1999a, Robie et al. 2000) 
are relevant to our discussion: 

• Query are based on User-provided patterns, relying on the as­
sumption that the user is aware enough of the target document 
structure to be able to formulate a pattern that can be matched 
against the target XML documents for locating the desired in­
formation, producing a node-set matching the pattern. Syntacti­
cally, all XML query languages (and, in particular, XQuery) ex­
press patterns via suitable extensions to a standard form based on 
XPaths (Cluet et al. 1999a). XPaths have since long been adopted 
as a W3C Recommendation and, besides being used in the frame­
work of XML query languages, have been incorporated into sev­
eral other XML-related standards such as XPointer and XSLT. In 
all these contexts, XPath expressions have a role not unlike the 
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SELECT clause of a SQL statement. Each pattern represents a se­
ries of steps in the target document along a specific axis. XPath 
axes allow the user to specify path expressions that follow differ­
ent orders of visit in the target tree; the child axis corresponds to 
the intuitive order from root to leaves. For instance, the XPath 
/ c o m p u t e r / m o d e l / * (along the child axis) will select the 
nodes <modelname> and < y e a r > in Figure 1, together with 
their content. Generally speaking, XPaths can be seen as a special 
case of general tree patterns whose application to a target doc­
ument returns a forest of nodes, preserving their hierarchy and 
sequence. As the previous example suggests, flexibility support 
is obtained in XPath by means of wildcards. This feature is also 
shared by the XQL language, though its pattern syntax does not 
exactly coincide with XPath (Robie 1999). 

• Set-oriented query result: all query languages relying on XPath-
like patterns for selecting node sets retrieve portions of XML doc­
uments, namely the ones fully matching the user-provided pattern, 
and enrich them with new information with the help of various 
constructor. Although XML query languages use different bind­
ing techniques (Robie et al. 2000), they share a common feature: 
all retrieved portions equally belong to the query result set, even 
when the query exploits the facilities provided by the language for 
partial or flexible pattern matching. 

2.1 XML Query Languages and Flexible Search 

With respect to the first feature listed in Section 2 we observe that, 
when querying large amounts of heterogeneous XML information, 
the assumption that the user is aware of the target document struc­
ture is indeed debatable, because users cannot exploit a DTD or a 
XML Schema as a basis for the query structure. Often, all users can 
rely on a set of sample documents, or at most a tag repertoire, i.e. 
the XML vocabulary used throughout the XML document base. In 
this situation, trying to find a match of the query to a part of the tar­
get document is likely to result in silence, as the query topology, 
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however similar, will probably not exactly match the document's 
structure. In order to further clarify this point, consider the sim­
ple XQL query / /Computer [P l an t c o n t a i n s "Japan"] 
( . / /Model ). The syntax of this query (whose syntax could be 
easily translated into XQuery) is quite self-explanatory: the first 
part of the query uses an XPath-like expression (namely, //Com­
p u t e r [P l an t c o n t a i n s " Japan"] ) to identify all XML 
subtrees rooted in a <computer> node containing a <p lan t> 
child node whose content is "Japan". The second part defines what 
should be retrieved, i.e. the whole <model> node of the selected 
subtree. It is easy to see that when applied to the document of Fig­
ure 1, the query will identify the XML subtree contained in the 
dashed region of Figure 6a and will indeed output the <model> 
node as shown in Figure 6b, while if the document of Figure 5 is 
used, the empty node-set (i.e., silence) will result. In other words, 
even slight variations in datasets' structures may result in unexpected 
silence in the query answer. Once again, we remark that when het­
erogeneous data sources are involved, queries rarely intend to dictate 
the exact structure of the query result; rather, they provide a loose 
example of the information the user is interested in. Therefore sev­
eral degrees of matching should be possible. This situation has been 
dealt with in the field of multi-media databases (Fagin 1996) where 
query results are typically ranked lists according to some similarity 
measure. 

(a) The retrieved subtree (b) The result node 
Figure 6. 
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2.2 The Role of Text Retrieval Techniques 

When XML Schema or DTD information is not available for a given 
XML dataset, one might think of taking advantage of the text-based 
serialization format used for most XML information. The fact that 
most XML data are available as plain text suggests to use standard 
text retrieval techniques, like the ones currently exploited by WWW 
search engines. At first sight, this solution may look appealing as 
standard text retrieval techniques could well be used to search for 
tags (such as, in the sample document of Figure 1, <model> and 
<address>) as well as for their desired content. We briefly recall 
that standard Boolean techniques for text retrieval search rely on a 
lexicon, i.e. a set of terms r±, r2,.., r^ and model each document as a 
Boolean vector of length k, whose i-th entry is t r u e if r» belongs to 
the document. In this setting, a query is simply a Boolean expression 
(e.g., a conjunction) whose operands are terms or stems (possibly 
including wildcards), and its result is the set of documents where 
the Boolean expression evaluates to t r u e . In other words, though 
a variety of fuzzy techniques have been proposed to overcome this 
problem (Radecki 1979) document ranking is not supported in a pure 
Boolean setting. On the other hand, probabilistic text retrieval tech­
niques model documents as multisets of terms, and queries as stan­
dard sets of terms, aiming at computing P(R/Q, d), i.e. the proba­
bility that a document d is relevant with respect to query Q, based 
on the frequency distribution of terms inside d. The result is usu­
ally a ranked list of documents according to values of P(R/Q, d). 
Variations of these techniques are currently in use for search engines 
dealing with HTML documents, and could of course be employed 
for XML data as well, but at the price of loosing all the information 
conveyed by the document's structure. This loss is indeed very im­
portant when the XML elements' content is made of typed values 
rather than of text blobs (as in the sample document of Figure 1), as 
it is nearly always the case when XML documents are dynamically 
extracted from relational databases. Finally, it should be noted that, 



Flexible Queries to XML Information 77 

as hinted at in Sect. 1, text is only one of the possible serialization 
formats of XML, and several binary serializations are used in various 
application domains (e.g. in wireless communication). Therefore, the 
assumption that XML is encoded as plain text is not always valid and 
should be removed. In the following, we shall abandon it in favor of 
a weaker one, assuming that the target XML data serialization format 
is any format that: 
• complies with the XML Infoset 
• can be parsed towards a low-level representation accessible via 

the DOM application program interface. 

3 The ApproXML Approach: an 
Outline 

Our approach to flexible XML querying (Damiani and Tanca 2000) 
is based on a flexible search and processing technique, capable of 
extracting relevant information from a (possibly huge) set of hetero­
geneous XML documents. Such XML documents may come from a 
number of different data sources, each employing its own mark-up; 
this corresponds to a high degree of variability about the documents' 
structure and tag vocabulary. The relevant information is selected as 
follows: 
• first, an XML pattern, i.e. a partially specified subtree, is provided 

by the user; 
• then, the arcs of the target XML documents are weighted and their 

structure is extended by adding new arcs in order to by-pass links 
and intermediate elements which are not relevant from the user's 
point of view; 

• finally, extended documents are scanned and matching XML frag­
ments are located and sorted according to their similarity to the 
pattern. 

This pattern-based approach is a step forward with respect to 
keyword-based solutions currently used by WWW search engines, 
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as the latter cannot exploit XML mark-up, and therefore ignore po­
tentially useful information about document structure. As we shall 
see, the problem of matching the pattern to the extended XML tree 
structure can be described as a fuzzy sub-graph matching problem. A 
sample fuzzy tree is shown in Figure 7. 

Student 

0 .3 / \ 0 . 4 5 

Cj Degree Data 

0.2 

9 Evaluation 

John Smith smith@bt.com 100/100 

Figure 7. A fuzzy tree. 

Besides dealing with structure, however, any approximate matching 
technique needs to assess the degree of equivalence of the informa­
tion carried by two nodes or subtrees (Damiani et al. 2001). Such 
hidden equivalence should be reconciled by means of flexible and ap­
proximate smushing techniques'. The notion of node smushing can 
be best understood via an example: suppose that one node of an XML 
tree contains a direct link to a resource, while another node of a dif­
ferent tree contains an indirect link (with a sequence of pointers) to 
the same resource. Alternatively, suppose that two nodes having dif­
ferent tags differ only in a small portion of their attributes/content. 
Obviously, such node pairs are not crisply equivalent, but still they 
should be treated as equivalent to a degree, i.e. fuzzily. When we ac-

'For the original definition of the smushing problem by Dan Brinkley, see 
http://lists.w3.org/Archives/Public/www-rdf-interest/2000Dec/0191.html 

0.15 

Name E-mail 

file:///0.45
mailto:smith@bt.com
http://lists.w3.org/Archives/Public/www-rdf-interest/2000Dec/0191.html
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cept such notion of node equivalence, we say that we smush the two 
nodes together. 

4 The ApproXML Approach in Detail 

We are now ready to describe ApproXML operation in some detail. 
Intuitively, we want to match the query pattern against the document 
only after having extended the XML document's tree in order to by­
pass links and intermediate elements which are not relevant from the 
user's point of view. In order to perform the extension in a sensi­
ble way, we shall first evaluate the importance of well-formed XML 
information at the granularity of XML elements. To achieve this 
result, we rely on fuzzy weights to express the relative importance 
(Bosc 1998) of information at the granularity of XML elements and 
attributes. 

4.1 Weight Computation 

Our weights are attributed to arcs; this choice allows for flexibly 
dealing with the common practice of tags reuse, where the same tag 
may appear in different locations in the same DTD or Schema2. Fur­
thermore, our weights monotonically take values in the unit interval; 
values close to 0 will correspond to a negligible amount of informa­
tion, while a value of 1 means that the information provided by the 
element (including its position in the document graph) is extremely 
important according to the document author. Other than that, the se­
mantics of our weights is only defined in relation to other weights 
in the same XML document. Of course, we would like the compu­
tation of such weights to be carried out automatically, or at least to 
require limited manual effort. However, the topic of automatically 
weighting all the arcs of a document graph is quite complex. An 
error-free importance attribution can be made only "by hand" and, 
2Tag reuse has nothing to do with the obvious fact that the same tag can (and 
usually does) appear multiple times inside the same XML document. 
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even then, the task becomes harder as the depth and branching level 
of the XML tree increases. However, since manual weighting obvi­
ously does not scale up, an automatic weighting procedure ought 
to be attempted. Different approaches may be used for automatic 
weighting ; for instance, a weighting method based upon (normal­
ized, inverse-of) distance from the root (Damiani et al. 2000) relies 
on the assumption that XML elements' generality (and thus, proba­
bly, importance) grows when getting closer to the root. This assump­
tion looks reasonable remembering that the XML Schema standard 
encourages a style of types' and elements' definition not unlike the 
one used in object-oriented class design (Section 1). On the other 
hand, we must take into account the (fundamental) fact that, in most 
XML documents, values (i.e. text) are located inside terminal ele­
ments, possibly at the maximum depth. This means that, in general, 
any weighting technique should not give low weights to arcs lead­
ing to content-filled elements. Our content-insensitive, automatic arc 
weighting method takes into account the following factors: 
Depth The "closeness" to the root, hinting at the generality of the 

concepts tied by the arc. 
Content The "amount" of PCDATA content, to detect if the arc leads 

to actual data. 
Fan-out The number of nodes directly reachable from the destina­

tion node of the arc, to detect whether the arc leads to a wide 
branching of concepts. 

Tag name Though content-insensitive, our technique easily takes 
into account the presence of particular tag names (possibly by 
using application-domain specific Thesauri), and increases the 
weights of arcs incoming to nodes whose names are considered 
as "content bearers"3. 

Our automatic weighting technique takes separately into account all 
the factors listed above, generating a value for each of them, and 
3This factor heavily depends on the reliability of the underlying dictionary. We 
shall not take it into account in the remainder of the chapter. 
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then aggregates these values within a single arc-weight. We will now 
describe how individual values are generated. 

4.1.1 Depth 

It is quite intuitive that the containment relationship between XML 
elements causes generality to decrease as depth grows, and so we 
define a standard decreasing hyperbolic function that gives the lowest 
weights to the deepest nodes. If a = (ni, n2) is an arc then 

wd{o) = , (1) 
a + deptn(ni) 

where a can be easily tuned. Let us suppose, as an example, to have 
a tree with maximum depth 10. It is easy to see that, with a = 1 the 
weights go from 1 to 1/11, and with a = 10 the weights go from 1 to 
1/2. The choice of a can also depend on the value of the maximum 
depth D. It is easy to show that, in this case, if a = D/k then the 
minimum weight is l/(k + 1). 

4.1.2 Fan-out 

The importance of an arc is also given by the number of nodes it leads 
to. In fact, the fan-out of an arc (ni, n2) is defined as the number of 
elements contained in n2. To express a value related to fan-out, we 
believe that, again, a simple function may be used. If F(a) is the 
fan-out of arc a, we can define 

F(a) wM = mh <2) 

with /3 > 0 to be tuned as needed. In this case, the function obtained 
is similar to that in Figure 8(a). If we assume /3 = 1 we have that, if 
the fan-out of an arc is k, then its weight will bek/(k + l), that tends 
asymptotically to 1 as k grows. 



82 E. Damiani et al. 

content (characters) 

(a) Wf vs. fan-out (b) Wc vs. content length 

Figure 8. Hyperbolic functions. 

4.1.3 Content 

The techniques described above tend to give to leaf nodes less weight 
than they deserve, because they often are deep inside the document, 
and have no children. Indeed, this is a problem because leaf nodes 
are the main information bearers (especially if the mixed content 
model for tags is not used (see Section 1)), and giving them a low 
weight would potentially lead to neglecting useful content. For these 
reasons, we also take into account XML nodes' amount of content. 
Since our weighting technique is content-insensitive, the only way 
we have to quantify the amount of information of a node is to calcu­
late the length of its PCDATA string4. 

This means that, given an arc a = (nl5 712) its weight (based on its 
content) should be proportional to the length of the text contained in 
n2. If C(a) is the text content of the destination node of a, then 

wc(a) \C(a)\ 

|C(a) |+7 
(3) 

where |C(a)| is the length of C(a), that can be expressed either in 
tokens (words) or in bytes (characters). As usual, a parameter 7 can 
4Experience shows that this approach is reasonable when the target documents 
contain a substantial amount of text, while in structured documents, more impor­
tance should be attached to the previous two factors. 
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computer 

maker ( ) model f ) plant( ) 

0.33 

Toshiba 

serialcode 
J2303B, 

( ) year ( j description ( ) 

0.38 0.44 

A versatile laptop 
computer product, 
suitable for use with 
several operating 
system 

address 

0.42 

Osaka, 
Japan 

Figure 9. The weighted XML tree corresponding to the document of Figure 1. 

be used to tune the slope. Actually, 7 represents the content length 
for which wc — 0.5. 

Several techniques (Bardossy et al. 1993) can be used to combine 
weights based on the three factors described above. Aggregation 
(e.g., based on a weighted average), suggest a compensatory vision, 
where reconciliation of conflicting evaluations is obtained by com­
puting a suitable function of all their values. This function may have 
different mathematical properties (e.g., it may or may not be linear), 
and it may take into account any total ordering defined on the fac­
tors. In our case, there is no such natural ordering: Figure 9 shows 
the tree of Figure 2 weighted by aggregating the three factors de­
scribed above using the simple arithmetic average. 

An interesting alternative are Ordered Weighted Average (OWA) op­
erators, that provide a linear, order-sensitive aggregation operator of-
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ten used in information retrieval. It should also be noted that since the 
semantics of our weights is one of importance evaluation, the differ­
ent factors take into account potentially conflicting characteristics of 
the data; therefore, factors reconciliation is not necessarily based on 
aggregation operators. For instance, majority-rules consider weights 
as (percentage of) votes cast in a ballot (with the additional constraint 
their sum to be 1), while tie-break approaches reconcile potentially 
conflicting evaluations by using one of them in order to decide when 
the others disagree. We shall review aggregation techniques in more 
detail in Section 7. 

5 Fuzzy Closure Computation 

Once the weighting is completed, the target XML information can 
be regarded as a. fuzzy tree, i.e. a tree where all arcs are labeled with 
a weight taking values in the interval [0,1]. At this point, the fuzzy 
transitive closure C of the fuzzy labeled tree is computed. Intuitively, 
computing graph-theoretical transitive closure of the XML tree en­
tails inserting a new arc between two nodes if they are connected 
via a path of any length in the original tree. If the original graph is 
directed, closure may be preserve the direction of its arcs5. In gen­
eral, the complexity of graph closure computation is well-known to 
be polynomial w.r.t. the number of nodes of the graph. In our model, 
the weight of each closure arc is computed by aggregating via a t-
norm T the weights of the arcs belonging to the path it corresponds 
to in the original graph. Namely, for each arc (n,, rij) in the closure 
graph C we write: 

(nt,nj)) (4) 

where {(rii, nr)(nr,ns),..., {nunf)} is the set of arcs comprising 
the shortest paths from n* to rij in G and, again, T is a standard 
t-norm (Klir and Folger 1988). Intuitively, the closure computation 
5 In the following, we shall deal with the undirected case unless otherwise stated. 
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step gives an extended structure to the document, providing a looser 
view of the containment relation. Selecting the type of i-norm to be 
used for combining weights means deciding if and how a low weight 
on an intermediate element should affect the importance of a nested 
high-weight element. 

This is indeed a time-honored problem and can be very difficult, 
as the right choice may depend on the specific data set or even on 
the single data instance at hand. There are some cases in which 
the t-norm of the minimum best fits the context, other cases in 
which it is more reasonable to use the product or the Lukasiewicz 
t-norm. Often, it is convenient to use a family of £-norms indexed 
by a tunable parameter. In general, however, it is guessing the right 
context, or better the knowledge associated to it from some back­
ground of preliminary knowledge, that leads to the right t-norm for 
a given application. For instance, suppose a node rij is connected 
to the root via a single path of length 2, namely (nroot, rii)(ni, rij). 
If warc(nroot,ni) « warc(rii,nj) the weight of the closure arc 
(nroot,rij) will depend on how the i-norm T combines the two 
weights. In other words, how much should the high weight of (rii, rij) 
be depreciated by the fact that the arc is preceded by (comparatively) 
low-weight one (nroot, n^)? It is easy to see that we have a conser­
vative choice, namely T = rain. However, this conservative choice 
does not always agree with humans' intuition, because the rain op­
erator gives a value that depends only on one of the operands without 
considering the other (Dubois and Prade 1996) (for instance, we have 
the absorption property: T(x, 0) = 0). Moreover, it does not provide 
the strict-monotonicity property (Vy, x' > x -> T(x', y) > T(x, y)). 
In other words, an increase in one of the operands does not ensure 
the result to increase if the other operand does not increase as well. 
To understand the effect of the min's single operand dependency in 
our case, consider the two arc pairs shown below: 

1. (<computerxmodel>0 . 2) 
(<modelxserialcode>0. 9) 
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2. (<computer><model>0.3) 
( < m o d e l x s e r i a l c o d e > 0 .4) 

when the min operation is used for conjunction, arc pair (2) is ranked 
above arc (1), while most people would probably decide that arc pair 
(1), whose second element has much higher importance, should be 
ranked first. The other i-operators have the following common prop­
erties (Klir and Folger 1988): 

X = 1 V X = 0 V 2 / = 1 V ) / = 0 - > T(x, y) = x\/ T(x, y) = y (5) 

T(x,y) < min(x,y) (6) 

Property 6 warns us that, while the other i-norms somewhat alleviate 
the single operand dependency problem of the min for arc pairs (us­
ing the product, for instance, the outcome of the previous example 
would be reversed), they may introduce other problems for longer 
paths. Let's consider the following example, where we add a mod-
elnamecode attribute to the <modelname> element: 

1. (<computerxmodel>0 .1) 
(<modelxmodelname>0 . 9) 
(<modelnamexmodelnamecode>0.1) 

2. (<computerxmodel>0.2) 
(<modelxmodelname>0 . 5) 
(<modelnamexmodelnamecode >0 . 2) 

In this case using the product we get T(x, y, z) = T(x,T(y,z)) = 
0.009 for the first path, while the second gets 0.02; again this esti­
mate of importance that ranks path (2) above path (1) may not fully 
agree with users' intuition. The graph corresponding to our sample 
document, computed using the minimum as an aggregation operator 
is depicted in Figure 10. For the sake of clarity, only internal element 
nodes are shown. 
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Figure 10. The closure of the XML tree corresponding to the document of 
Figure 1. 

6 Query Execution 

We are now ready to outline our query execution technique for well-
formed XML documents, which relies on the following procedure: 

1. Weight the target document tree and the query pattern according 
to the techniques described in Section 4.1. Weights on target doc­
uments can be computed once for all (in most cases, at the cost of 
a visit to the document tree). Though weighting the queries must 
be done on-line, their limited cardinality is likely to keep the com­
putational load negligible in most cases. 

2. Compute the closure of the target document's tree using a T-norm 
or a suitable fuzzy aggregation of the weights. This operation is 
dominated by matrix multiplication, and its complexity lies in be­
tween 0(n2) and 0(n?) where n is the cardinality of the node-set 
V of the target document graph. Again, graph closure can be pre-
computed once for all and cached for future requests. 

3. Perform a cut operation on the closure graph using a threshold 
(this operation gives a new, tailored target graph). The cut op-
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eration simply deletes the closure arcs whose weight is below a 
user-provided threshold a, and is linear in the cardinality of the 
edge-set. 

4. Compute a fuzzy similarity matching between the subgraphs of 
the tailored document and the query pattern, according to selected 
type of matching. This operation coincides with the usual query 
execution procedure of pattern-based XML query languages, and 
its complexity can be exponential or polynomial w.r.t the cardi­
nality of the node-set V of the target document graph (Comai et 
al. 1998), depending on the allowed topology for queries and doc­
uments (Cohen et al. 1993). 

The first steps of the above procedure are reasonably fast (as doc­
ument weights and closure can be pre-computed, required on-line 
operation consists in a sequence of one-step lookups) and does not 
depend on the formal definition of weights. The last step coincides 
with standard pattern matching in the query execution of XML query 
languages (Ceri et al. 1999), and its complexity clearly dominates the 
other steps. 

Starting from the XQL query shown in Section 2.1, suppose to have 
the same simple query without the identification of the < p l a n t > 
child node whose content is " Japan" , i.e. suppose to have the 
following XQL query: / / [ C o m p u t e r c o n t a i n s " J a p a n " ] 
( . / / M o d e l ) requesting all XML subtrees rooted in a <com-

p u t e r > node, whose content is " Japan" . If we apply this query 
to the document of Figure 1, the query will return no answer be­
cause the <compu te r> node is not directely connected to any 
node whose content is " Japan" , but if we apply the same query 
to the document of Figure 10 the query will return as output the 
<model > node, because the closure has introduced an edge between 
the < c o m p u t e r > node and the node whose content is " J a p a n " . 
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7 A Logical Formulation 
All graph-theoretical notions given in previous subsections can be 
readily translated in a simple logical formulation, to obtain an exten-
sional fuzzy database. 

First of all, we express the document graph as a conjunction of 
ground facts, e.g. instances of 1-ary and binary predicates contains, 
value and content with constant values. Typed predicates like e-
contains and a-contains will be used to distinguish between element 
and attribute containment. For example, for the document in Figure 1 
we have the following conjunction of facts: 

e-contains(OIDl -computer, OID2-maker) A 
content(0ID2-maker, "Toshiba ") A 

e-contains(OIDl -computer), OID3-model) A 
a-contains(OID3-model, OID4-serialcode) A 

value(OID4-serialcode, "1230B") A 

e-contains(OID8-plant, OID9-address) A 
content{OlD9-address, "Osaka, Japan") 

Then, we use the weighting procedure of Section 4.1 to estabilish 
importance, to be used as truth-value for the facts in the extensional 
database. For instance, using the fuzzy weighting model of Section 
4.1, we have e-contains(computer, maker) = 0.5. Now we are ready to 
perform a closure procedure to augment the facts, according to the 
following transitivity rule: 

e — contains(x, y) =>- le — contains(x, y) (7) 

le — contains(x,y)/\e — contains(y,z) =>• le — contains(x,z) (8) 

Formula 8 gives the truth-value of the new predicate le-contains(x, 
z) in terms of the truth-values of predicates le-contains(x, y) and e-
contains(y, z). Indeed, graph-based queries are inherently compound, 
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raising the issue of finding the appropriate aggregation operator for 
combining the elementary truth-values. This is exactly the same 
problem of the choice of the i-norm to aggregate weights discussed 
in Section 4.1: selecting a conjunction means deciding if and how 
a lightweight intermediate element should affect the importance of 
a heavier element nested inside it. As we have seen, the straightfor­
ward approach to this problem is to use triangular norms, but the 
aggregation provided by t-norms may not coincide with users' intu­
ition. However, our logical formulation allows us to see more clearly 
the association between conjunction and query execution semantics. 
Indeed, the conjunction to be employed can be a logical, compen­
satory or product-based one, depending on the user-selected seman­
tics that was used to compute truth values of the initial predicates. In 
the following, we shall briefly discuss how the choice of a conjunc­
tion may affect query execution in our setting. 

• Logical conjunctions are modeled by i-norms and express a con­
servative view in which the total degree of importance of a XML 
fragment is linked to the importance of its least important element. 
The most natural choice for conjunction, pure min, is the largest 
associative aggregation operator which extends ordinary conjunc­
tion. It is also the only idempotent one and, thanks to these proper­
ties, it well preserves query optimization properties (Fagin 1996). 
Once again, we note that using the min conjunction we adopt the 
most conservative attitude; unfortunately, as shown in Section 4.1, 
its behavior does not always coincide with users' intutition. An 
intermediate behavior is obtained by using Lukasiewicz norm 
T = max (a + 6—1,0). Product-based conjunctions introduce a 
probabilistic view which also may create problems with user intu­
ition (Section 5). They also pose other problems, as they are unfit 
for query optimization. 

• Weighted averages (WA) promote a more utilitaristic view 
where the higher value of importance of an element can often 
compensate for a lower value of another one. In other words, it 
may happen that WA(x,y) > min(x,y). Table 1 shows some 
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classical average-based choices for the aggregation operation. The 
degree of compensation for these operators depends on a tunable 
parameter 7 e [0,1]. We shall require this positive compensa­
tion to occur for all values of 7 ; therefore we rule out operator 
Ai, which coincides with the min when 7 = 0, and operator A3, 
which coincides with the product. On the other hand, operator A2 

from Table 1 presents the single operand dependency problem, as 
it exhibits the absorption property (it always gives 0 when one of 
the operands is 0). Operator A4 aggregates a conservative view 
with a utilitaristic one. When 7 = 0, it coincides with simple 
arithmetic mean (operator A5), which has been shown in previous 
examples and will be used in the sequel. 

Table 1. Average-based fuzzy conjunctions. 

norm 
A, 
A2 

A3 

A, 
A5 

T(x, y) 
jmax(x, y) + (1 — j))min(x, y) 

(x + y - xy)1'{xy)1'1 

j(x + y - xy) + (1 -j)(xy) 

2 

2 

The logical counterpart of the a-cut operation we performed on the 
weighed closure graph is thresholding truth values. Thresholding in­
volves all predicates in the extensional database; intuitively, it will 
eliminate predicates having a low truth-value, providing a set of facts 
tailored to the user interests. 

We now express the query as a logical formula, e.g. 

Q = e — contains(x — plant, x — address) A 

value(x — address, "Osaka, Japan") (9) 

Q requires all plants whose address is Osaka, in Japan. 
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Note that x-plant and x-address are typed logical variables, where 
types are element or attribute names such as car , maker, model, 
p lan t . We shall write x-t to denote variable x belonging to type t. 
Matching the query formula to the transformed facts means to com­
pute its truth-value, which is obtained by taking the conjunction of 
the truth-values of the atomic predicates. Consistently with our pre­
vious choice, the conjunction to be used is the same one that was 
used to compute the closure. Namely, we compute 

fi(Q) = n(e — contains(x — plant, x — address)) A 
u(content(x — address," Osaka, Japan")) (10) 

Once again we remark that the choice of the aggregation will af­
fect query result; for instance, in the compensatory vision, there is 
no absorption property and n(Q) may well be above zero even if ei­
ther //(e — contains(x — plant,x — address)) or [i{content{x — 
address," Osaka, Japan") are zero (but not both). More impor­
tantly, whatever the conjunction we use, the query result is a ranked 
list of couples (x — plant, x — address), ordered according to their 
truth values. 

8 Fuzzy Graph Matchings 

In this section we shall briefly outline the fuzzy matching algo­
rithm used for locating the fuzzy subgraphs of the extended docu­
ment graph and computing their degree of matching with respect to 
the user query. To allow for maximum flexibility, several notions of 
matching can be employed. Here, we only outline their classification: 
• Lexical distance Matching between document subgraphs and the 

query graph depends on the number of nodes they have in com­
mon, regardless of their position in the graphs. Different distance 
measures can be defined taking into account the fact that nodes 
may belong to different XML lexical categories, e.g. elements in 
the query graph may correspond to attributes in the document and 
viceversa. 
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• Graph Simulation Matching between document subgraphs and 
the query graph depends on the number of paths spanning the 
same nodes they have in common. Again, different distance mea­
sures can be defined taking into account the fact that nodes repre­
sent different types of XML lexical terms. 

• Graph Embedding Matching between document subgraphs and 
the query graph is defined as a function ip associating query nodes 
to document nodes in such a way that edges and labels are pre­
served. 

• Graph Isomorphism Matching between document subgraphs is a 
function ip as above, which in this case is required to be a one-to-
one mapping. 

We represent a graph, as usual, as a pair Q = (N, A) where N is a 
set of nodes and A is a set of arcs. 

The matching procedure consists of three steps: 

1. Given the query Q = (N, A), without taking membership values 
into account, locate a matching subgraph G' = (iV, A',) in the 
extended document graph (using, for instance, crisp depth first 
search), such that that there is a mapping ip : V —*• V preserving 
arcs and arc labels6. A procedure F i n d M a t c h is used, according 
to the desired type of matching; in the case of graph embedding, 
its complexity is polynomial in | N | for simple queries (Comai 
etal. 1998). 

2. Compute the ranking function J(Q, G') as follows: 

J= A WaTc{<p{ni),<p{nj)) =T(warc(<p(ni),ip(nj),...) 
(ni,nj)£A 

( ID 
In the second part of Eq. 11, we straightforwardly use t-
norm associativity to compute the conjunction T over all arcs 

6Moreover, this matching ensures that if values are specified on terminal nodes 
in the query graph, they also must appear as content labels of the corresponding 
nodes in the input document graph. 
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ip(ni), <p(rij) in the document graph corresponding to arcs n,, rij 
in the query graph. This is the same procedure that was used for 
computing the truth-value of the sample query in Section 7. When 
T is the arithmetic average, we cannot rely on associativity and we 
get 

T-yr Yl u>arc(<p(ni),<p(nj)) (12) 
I I (ni,rij)£A 

Function 11 plays the same role as the objective function in 
standard fuzzy graph matching algorithms (Gold and Rangarajan 
1996), expressing the degree of membership of a candidate sub­
graph in the result set as a conjunction of the weights on corre­
sponding arcs. 

3. Output the matching subgraph and its rank J. 

9 Software Architecture 

We shall now describe the architecture of ApproXML, a software 
system based on our approach. Before describing the architecture 
itself, we will shortly talk about the programming language chosen 
for its development. 

9.1 A Short Introduction to Java and to the 
DOM API 

Our software tool is implemented in the Java language using the 
DOM API (Application Protocol Interface). 

Java is an advanced programming language developed by Sun, and 
has many advantages over other languages. 
• The design of the language is such that it is extremely easy to 

learn; much easier than something like C++ (even though Java is 
just as powerful in many cases). 
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• Analogous to XML, Java is a language designed to be run (with­
out any modification to the code) on virtually any platform. That 
is, the same programming instructions will work on a Macintosh 
computer, IBM PC, Sun workstation, etc. Unlike other program­
ming languages, in which source code is directly compiled into 
machine specific language, Java compiles its programs into a for­
mat known as Java byte codes. Java byte codes can not be run 
without a program known as a Java "virtual machine." This vir­
tual machine interprets the byte codes and then compiles the byte 
codes into machine specific languages. Thus when a Java program 
is transferred over the internet, what's really being transferred are 
the Java byte codes, which are then ready to be interpreted by the 
virtual machine present on the host computer. 

• Java allows you to approach web projects with an unprecedented 
set of tools. 

• It's free. 

Programming can be viewed as composed by two aspects: data, and 
the instructions performed on that data (also known as procedures or 
methods).In traditional programming languages (C, Pascal, BASIC), 
there is a sharp separation between these two entities. Object Ori­
ented languages, however, are designed such that you must group the 
data and their methods together very closely. While this may require 
a certain degree of extra thought at the 'design' stage of program­
ming, the benefits are huge especially if you need to read and extend 
a previous software. The main terms and concepts that are character­
istic of an object oriented language, and useful to follow the structure 
of this demonstrator tool, are: 
• Class - a way to group data and methods together into one co­

herent package. When you create a class, you are defining the 
blueprint for an object. 

• Object - a unique instance of a class. If a class is a blueprint for a 
building, think of an object as the actual building itself. Note that 
you can create many buildings out of the same blueprint, just as 
you can create many objects from the same class. 
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The Document Object Model (DOM) is a standardized object 
model for XML documents. DOM is a set of classes describing an 
abstract structure for an XML document. Programs that access doc­
ument structures through the DOM interface can arbitrarily insert, 
delete, and rearrange the nodes of an XML document programmati-
cally. DOM is being designed at several levels: 
• Level 1. This concentrates on the actual core, HTML, and XML 

document models. It contains functionality for document naviga­
tion and manipulation. 

• Level 2. Includes a "style sheet" object model, and thus defines 
functionality for manipulating the presentation information at­
tached to a document. It also enables traversals on the document, 
defines an event model and provides support for XML names­
paces. 

• Level 3(still at a prototype level.) Will address document load­
ing and saving, as well as content models (such as DTDs and 
schemas) with document validation support. In addition, it will 
also address document views and formatting, key events and event 
groups. First public working drafts are available. 

• Further Levels (still under discussion). These may specify some 
interface with the possibly underlying window system, including 
some ways to prompt the user. They may also contain a query lan­
guage interface, and address multithreading and synchronization, 
security, and repository. 

The DOM API has been preferred to the SAX (Simply Application 
for XML) API, which although easy, and usually the most common 
for XML data, has a limited functionality that not allows to modifies 
or navigate the tree structure of the document. 

9.2 Description of the Architecture 

ApproXML is composed of two main modules, the P a t t e r n Lo -
c a t o r and the Smusher , corresponding to operations at two dif­
ferent levels of granularity. The P a t t e r n L o c a t o r module is the 
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core of our design. First, it parses and pre-processes the target doc­
ument tree. Then, it uses a Match function to look for fragments 
of the target document having a topological similarity with the user 
pattern. The Smusher is a service module, which is called by the 
Match function of the Locator to perform XML node smashing, i.e. 
to evaluate similarity between elementary granules of information 
(such as XML nodes with their content and attributes) and create 
result nodes more suitable for user output. The final result of an ex­
ecution is a list of smushed XML fragments, ordered according to 
their similarity with the pattern; this list is sent to a final P o s t -
P r o c e s s o r module that organizes it in a catalog suitable for user 
consultation or further processing. Figure 11 depicts our architectural 
design. 

PATTERN LOCATOR 

Input: XML information 
Parsing 

Pre-processing 

Matching 

SMUSHER 

Node Smushing 

POST-PROCESSOR 

Organization - * - Output: catalog 

Figure 11. The architectural design. 

The P a t t e r n Locator ' s operation relies on the following pro­
cedure: 
1. Parse the pattern, obtaining a standard DOM tree. 
2. Parse the target input XML document, resulting in a weighted, 

extended DOM tree where nodes are ExtendedNode objects. 
Arc weights are computed once for all, at the cost of a visit to the 
document tree. 

3. Compute the closure by visiting the extended DOM tree and call­
ing the C losu re method. The Conj function passed to Clo­
s u r e computes a fuzzy aggregation of the arc weights; choice of 
Conj is dataset dependent and can be done by taking user feed­
back into account (Damiani et al. 2000). Again, extended DOM 
closure can be pre-computed once for all and cached for future 
requests. 
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4. Perform a visit of the closure tree eliminating from each Arc -
s e t the arcs whose weight does not reach a user-defined thresh­
old (this operation gives a new, tailored extended DOM represen­
tation of the target document). Thresholding simply deletes the 
closure arcs whose weight lies below a user-provided threshold 
a, and costs an additional visit to the document tree. 

5. Pass the pattern's and the target document's DOM trees to a 
Match function to evaluate the similarity matching between the 
subtrees of the tailored target document and the pattern tree. In 
turn, Match uses the services of the Smusher module to evalu­
ate similarity between nodes. 

6. All the results are provided to the user in a list ordered from the 
most relevant (highest matching value) to the less. The user see a 
list of ordered XML document fragments. 

This tool was tested and developed on a Sun Unix System (Solaris) 
and, at the same time, on a Windows pc. For this work we used 
Java 1.2 including packages j a v a . a w t and j a v a x . s w i n g for 
the graphical interface utilities. Using a Sun System, we decided to 
use the Sun parser (shareware), which was used for the little editor 
(shareware) we extended for this project. Start point of this tool was 
DomView 1 . 0 author Sun Koh at The BeanFactory, a little XML 
editor which displays contents of an XML DOM object and shows 
the DOM tree in a graphical way. DomView is shareware and it can 
be used and modified under the terms of the GNU General Public 
Licence. 

9.3 Description of the Menu Items 

• File: this menu allows to open an XML file (Open),or a weighted 
XML file (OpenWeighted). To open a file (weighted or not), you 
need to insert the complete path in the appropriate window. The 
opened file is shown in the left side of the main window. Now it 
is possible to insert the weights (if the document is not already 
weighted), following these steps: 



Flexible Queries to XML Information 99 

- completely expand the document tree clicking on all the sym­
bols, 

- then for each node, chosen in the right order (descending from 
the root), insert the arc weights. 

See parts 1 and 2 of the architecture description. 
• Bi-Closure: this menu allows to compute the bi-directional transi­

tive closure of the weighted document tree(i.e. the transitive clo­
sure of the document seen as an undirected graph). At the moment 
only the min() function is implemented, but the tool could be eas­
ily expanded with other functions. 

• Oriented-Closure: this menu allows to compute the transitive clo­
sure of the weighted document tree, this time seen as a directed 
graph). At the moment only the min() t-norm is implemented, but 
the tool could be easily expanded with other t-norms. See part 2 
of the architecture description. 

• Threshold: this menu opens the window which allows to insert 
a threshold value to prune the closed tree deleting all arcs with 
a value lower than the inserted threshold (InsertThreshold). This 
functionality is described in part 4 of the architecture. 

• Query: this menu allows to create and save a new query writing 
a well-formed XML fragment (Pattern) in an appropriate window 
(CreateQuery), or to open a saved query indicating its complete 
path (OpenQuery). 

• Extract: this menu allows to extract the matching result of a sin­
gle document (Extract) or to see the complete ranked list of the 
results obtained from a data-set (List). See parts 5 and 6 of the 
architecture description. 

9.4 Description of the Most Important Classes 

We enumerate in the sequel the main classes of our Java code refer­
ring to the architecture described: 
a) FlexSearch is the main frame, this class starts the software, sets 

the main panel and contains the function that closes the tool. It 
also calls all the other classes. 
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b) DomViewPanel is the most important class of the application and 
uses all the following ones. It: 
• displays the tree implementations of the XML document 
• displays the tree implementations of the XML query 
• displays the attributes of a single node of the XML document 
• contains a variety of functions that gives information or imple­

ments: 
1. document representation 
2. the matching query-document 
3. document opening, document weighting, query opening 

c) DomViewUtils contains the calls to the Sun parser. It has 
two methods g e t S u n D o c u m e n t ( S t r i n g l o c a t i o n ) that, 
given an XML file location (a complete path), returns a document 
object and, viceversa, s e t S u n D o c u m e n t ( S t r i n g t e x t ) 
that saves a document object (given in a string format) as an XML 
file. Both methods return a document object. See part 1 of the ar­
chitecture. 

d) OpenFileDialog creates the window where it is possible to write 
the complete path of the XML file to open. The text of the loca­
tion, contained in a JTextField, is passed to the g e t S u n D o c u ­
ment ( S t r i n g l o c a t i o n ) described above. It contains two 
buttons (Jbutton) - Open and Cancel - activated respectively by 
the p r o t e c t e d i n n e r c l a s s O p e n A c t i o n , that calls the 
method o p e n F i l e defined in the class DomViewPanel, and by 
the p r o t e c t e d i n n e r c l a s s C a n c e l A c t i o n that, sim­
ply, close this dialog window. 

e) WegInput offers two different possibilities :to insert the arc 
weights manually in the DOM tree or to compute them auto­
matically according to the techniques described in Section 1.4.1 
. All weights (stored as float numbers) are inserted into a vector 
- branchJWeigth - static because it has to be given to the closure 
part of the software. 

f) OpenWeigthFileDialog opens in the left part of the main win­
dow an XML file that was already saved with all its weights. The 
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most important function is O p e n W e i g h t A c t i o n which calls 
the method o p e n W e i g h t F i l e ( S t r i n g t e x t ) , denned in 
the class DomViewPanel, that get the DOM of the XML file 
called, reading the weights contained in the apposite comments 
and filling up the weights vectors. These classes implement the 
part 2 of the architecture. 

g) NewQueryDialog creates the window that allows to write the pat­
tern of a new query with the only restriction that it must be a 
well-formed XML fragment. 

h) OpenQueryDialog is a class analogous to OpenFileDialog, cre­
ated for the query tree. It opens a window that get the location 
(complete path) of an XML file containing a query pattern. 

i) AdjacencyMatrix is the class that represents the adjacency ma­
trix of the document DOM tree. The method f l o a t [] [] 
f i l l U p A r c s M a t r i x ( V e c t o r v , f l o a t [] [] m) cre­
ates a bi-directional closure, based on the function min(), matrix 
of the document tree getting as input the float weights vector and 
the matrix to fill up, and giving the filled matrix as output. 

1) QueryMatrix contains the adjacency matrix of the pattern tree. 
These classes implement the part 3 of our architecture. 

m) Threshold opens a window to get the threshold value (fioat)and 
prune the closure tree of the document. See part 4 of the architec­
ture. 

n) Matching contains all methods for extracting the matching docu­
ment fragment, using the sub-matrix searching method. The out­
put of this class is a new adjacency matrix containing only those 
node and arcs of the document that match the query pattern. See 
part 5 of the description if the architecture. 

o) Result is a complex structure containing in a single object the ex­
tracted result fragment, its matching value, computed according 
to the techniques described in Sect. 1.8, and the path of the origi­
nal document. It is useful to prepare the vector containing all the 
results extracted from a data-set. The ordered vector is used to 



102 E. Damiani et al. 

print all results in a list, starting from the highest matching value 
fragment to the lowest. 

p) VisOutput contains the window in which the matching fragment 
of the document in exam is showed. The most important method 
of this class transforms the result matrix in an XML well-formed 
fragment, deleting from each extracted document node all useless 
children nodes leaving only those requested by the query. 

q) VisResult contains the window in which all the fragments, ex­
tracted from a data-set, are shown in order from the highest 
matching one to the lowest. See the last part of the architecture. 

10 Internet-Based Applications 

Throughout the chapter we have described a flexible technique for 
searching patterns in XML datasets. Besides searching, evaluating 
the similarity between a user pattern and XML data has a number 
of potential applications. In this section, we briefly mention some of 
the application fields where flexible XML searching can be used to 
provide new Internet-based products and services or for the enhance­
ment of existing ones. 

• Brokerage Applications: An increasing wealth of information 
(e.g. about available WWW services) is made available in XML 
format via the Web or in special purpose repositories. Brokerage 
applications need to select the information more closely related 
(though, perhaps, not exactly corresponding) to the user interests 
and to present it in a customized format suitable for human- and 
machine reading and for reporting applications. 

• Foreign Documents Management: In XML-based e-business sys­
tems, huge amounts of XML information cross organizational 
borders, where document structure may change while retaining 
commonalities in tag repertoire and vocabulary. Approximate 
techniques for location and restructuring of XML information 
granules in foreign documents look promising for improving the 
quality of e-business information interchange. 
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• Web-mining systems and Vertical Portals: The term "Web mining 
system" indicates a wide class of applications/services collecting 
domain or market-place specific information from the Web. Such 
information is organized and presented to users in order to al­
low them to keep under control the information flow about their 
field of interest, possibly applying data-mining techniques. Cur­
rent systems use Web spiders for data-collection and keyword-
based clustering to organize and query HTML data. The avail­
ability of such an information flow in XML format is an occasion 
to provide high quality Web mining services via advanced reorga­
nization and search tools specific for XML. 
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Chapter 4 

Agent-Based Hypermedia Models 

W. Balzano, P. Ciancarini, A. Dattolo, and F. Vitali 

Hypermedia models have been conceived to capture and describe 
the fundamental characteristics of hypermedia systems and of their 
implemented and desirable features. From the Dexter model on­
ward, many have worked on theoretical analysis of hypermedia 
systems, including the most famous of such systems, the World 
Wide Web. 

Agents, considered as software modules showing autonomy and 
persistency (or abstractions with well-defined state and behavior) 
have been a reasonable, although not universal, tool in the descrip­
tion of hypermedia systems. 

The concept of agent allows complex behavior to be modeled effi­
ciently and in a meaningful manner. This is even more true for 
agent-based hypermedia systems, where the concept of agents is 
explicitly used in the implementation of the system itself. 

1 Introduction 
The current availability of inexpensive network technologies has 
revolutionized the traditional perspective of hardware (see for in­
stance network computers) and software (agent-based software). 
Early collaborative hypermedia systems are now referred to as 
"closed" architectures due to their reliance upon monolithic design, 
their inability to support integration and distribution of data and 
tasks and their lack of meaningful communication protocols. 

107 
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Advances in research have given rise to a new generation of "open" 
collaborative hypermedia systems characterized by modular archi­
tectures and strong utilization of distribution and communication. 

From a software standpoint, there is an interest in viewing software 
as a collection of agents that interact by coordinating knowledge-
based processes (Bieber et al. 1997, Gasser 1991). In this way, 
software can be conceived as an open system, "a large-scale infor­
mation system that is always subject to unanticipated outcomes in 
its operation and new information from its environment" (Hewitt 
1991). As in almost every field of computing, agents can be used to 
support many aspects of information systems, including search and 
retrieval, personalization, customization, maintenance and classifi­
cation of content. 

The story of software agents begins with the idea of a 'soft robot' -
semi-autonomous programmed entities capable of carrying out 
tasks toward a goal, while requesting and receiving advice and or­
ders in human terms. In recent years, a much narrower marketing-
oriented use of the term "agent" has emerged, with a fairly tenuous 
relationship to actual agent technologies and a steady growth de­
spite its disappointing failures. This has lead to a partial transfor­
mation of the concept of agent into an anthropomorphized, self-
customizing virtual servant designed for a single task: a pleasing 
interface to a world of information that does not please us. 

Agents (Maes 1994, Wooldridge and Jennings 1995) are abstrac­
tions which encapsulate state and behavior. The main difference 
between an agent and an object is that an agent is autonomous, has 
full control on its behavior and can invoke services form the out­
side world, while objects are usually conceived as reactive abstrac­
tions. Agent-based systems are described by their cooperation 
model (i.e., what kind of society - collaborative, authoritative, 
etc.), implemented by the agents, their coordination model (i.e., 
how, how often and with which roles is the dialogue among agents 
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performed) and their composition model (i.e., the technologies used 
for letting the agents execute, communicate, move, interoperate). 

Hypermedia models, whose most famous example is the Dexter 
Reference Model (Halasz and Schwartz 1994), have tried to pre­
cipitate the basic characteristics of hypermedia systems both avail­
able and conceivable. Not surprisingly, some recent advancements, 
and in particular the addition of the concept of autonomous mod­
ules providing system-wide functionalities, do not easily fit within 
these older systems. Agent-based hypermedia requires substantial 
modification in traditional hypermedia models. 

We should also consider that, although the WWW (World Wide 
Web) (Berners-Lee et al. 1994) can be positioned fairly precisely in 
the taxonomy of hypertext systems, its wide availability and simple 
architecture has made it the standard environment for such ad­
vancements, so that it is important to acknowledge the specific as­
sumptions and characteristics of the Web when discussing agent-
based hypermedia. 

This chapter is structured as follows: in Section 2 we discuss hy­
permedia from a principled perspective, trying to summarize the 
basic concepts of the field and trace the evolution of hypermedia 
models. In Section 3 we introduce some agent-based hypermedia 
models, discussing similarities and differences. The set of hyper­
media models discussed in this chapter cover important issues in 
hypermedia field, such as adaptive and multimedia aspects, link 
service, CSCW (Computer Supported Cooperative Work), etc. Sec­
tion 4 ends the chapter. 

2 Hypermedia Models 
The aim of this section is to introduce a definition of hypermedia 
system and trace the evolution of hypermedia models from the first 
reference model, Dexter, towards current open hypermedia ap-
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proaches. We describe in detail the Dexter model, because we be­
lieve that the knowledge of its basic organization is important for a 
correct understanding of the subsequent agent-based hypermedia 
models. 

2.1 Definition of Hypermedia 

The human mind does not operate in a strictly linear manner. Our 
succession of thoughts tend to form associations - when we think 
of something, we will also think of something else that is related to 
it. We thus jump quickly from one topic to another related piece of 
information. The hypertext represents a attempt to model this non­
linear association with information repositories. Self-contained 
pieces of information are linked together by natural or topical asso­
ciation rather than organizing them in the familiar paper-based 
book sequential structure. 

Hypertext is a metaphor for organizing textual information in a 
complex, non-sequential web of associations that allows the user to 
browse through related topics, regardless of the presented order of 
the topics. The term was first used by Ted Nelson (1987) in de­
scribing his Xanadu system. 

The word "hypertext" suggests that all information is in the form of 
plain text. Hypermedia is an acronym which combines the words 
"hypertext" and "multimedia" to refer to a hypertextually con­
nected combination of multiple media, such as text, sound, and/or 
motion video. Thus, hypermedia is an augmented (or generalized) 
hypertext because it incorporates multimedia, enabling the user to 
selectively navigate through not only text, but virtually any kind of 
information that can be stored electronically. In the literature the 
terms of hypertext and hypermedia are often used interchangeably 
and we will make the same assumption here. 

A hypermedia in general is modeled as a network of nodes that are 
connected through a set of links. The node usually represents a 
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concept and the links connect related concepts. The nodes can be 
either atomic or composite; the links can be defined among any set 
of multimedia objects, including sound, motion video, and virtual 
reality. 

Together nodes and links form what we call a hyperdocument; it 
can be viewed as a graph, which may be arbitrarily complex. In 
Figure 1 we show a simplified view of an small hyperdocument, 
having only five nodes (A, B, C, D, E) and six links. Figure 1 also 
shows that links are tied to specific points (or words or regions) 
within a node, called anchors. 

1 C 

J 
t j 

E 

Figure 1. A simple example of hyperdocument. 

2.2 Dexter and Beyond 

The number of available hypermedia systems, based on and de­
scribed by different formalisms and features and of varying levels 
of sophistication and usability, prompted a few years ago the de­
sign of a common reference model, in order to create an agreed-
upon terminology and a conceptual framework "to unify the dispa­
rate notions of node and link, to augment link-based networks with 
other structures, to integrate hypermedia with existing environ­
ments and content editors, represent and enforce different data 
models and runtime behavior, store properties of node presenta­
tions, interchange hypertext across systems" (Gronbaek and Trigg 
1999). 
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An important result in this direction is the Dexter model (Halasz 
and Schwartz 1994); it is an attempt to capture, both formally and 
informally, the important abstractions found in a wide range of ex­
isting and future hypertext systems. The goal of the model is to 
provide a principled basis for comparing systems as well as for de­
veloping interchange and interoperability standards. The model is 
divided in three layers, with glue in between, as shown in Figure 2. 

Runtime Layer 

Presentation of the Hypertext; 

user interaction; dynamics 

Presentation Specifications 

Storage Layer 

a 'database' containing a 
network of nodes and links 

Anchoring 

Within Component Layer 

the content I structure inside 
the nodes 

Figure 2. The Dexter model. 

The run-time layer provides a model for the presentation mecha­
nisms, i.e., what is made available to the user to access, view and 
manipulate the hypermedia network structure; it is intended to 
cover the dynamic aspects of hypermedia systems. 

The storage layer is where the focus of the model is concentrated; 
it models the basic node/link network structure that is the essence 
of hypertext; it describes a "database" that is composed of a hierar­
chy of data-containing "components" (normally called "nodes") 
which are interconnected by "links". The storage layer focuses on 
the mechanisms by which the components and links are "glued to­
gether" to form hypertext networks. The components are treated in 
this layer as generic containers of data. 
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The within component layer is concerned with the contents and 
structure of the information within the components of the hypertext 
network. This layer is purposefully not elaborated within the Dex­
ter model, since it is dependent on the type of media, the data for­
mat, etc. 

Between the run-time layer and the storage layer Dexter introduces 
an interface responsible for managing presentation specifications, 
i.e., instructions on how a component should be presented to the 
user. 

Between the storage layer and the within component layer Dexter 
specifies another interface that provides the basic navigation 
mechanism, allowing users to access components through anchors. 
The anchoring mechanism specified by the Dexter model allows 
span-to-span links to be supported while maintaining a separation 
between the two layers. 

Other reference models have been developed: some extend Dexter, 
such as the Amsterdam Hypermedia Model (Hardman et al. 1994), 
while others are based on different information structures (see for 
instance Trellis (Stotts and Furuta 1989), based on Petri nets), or 
formalisms, such as the formal model of Lange (1990), formally 
defined in the VDM specification language. 

The evolution of hypermedia models and systems can be captured 
from the taxonomy proposed by Osterbye and Wiil (1996); it clas­
sifies existing hypermedia systems into five categories: 
• Monolithic models. The systems modeled by this approach are 

characterized by having one module which is responsible for all 
the aspects of the systems. Examples of monolithic systems are 
KMS (Akscyn 1988) and NoteCards (Halasz 1988). 

• Hyperbase models. The systems modeled by this approach are 
characterized by a storage layer which manages both contents 
and structure and a session manager that assists viewers in main-
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taining contents and structure of the hypermedia. Examples of 
hyperbase systems are Neptune (Delisle and Schwartz 1986), 
Sepia (Streitz et al. 1992) and EHTS (Wiil 1992). 

• Embedded link models. The systems modeled by this approach 
are characterized by two layers, a storage and a runtime layers. 
They are special cases of hyperbase systems although they do 
not explicitly separate contents from structure. An important ex­
ample of the embedded link model is the WWW (Berners-Lee et 
al. 1994). 

• Link server models. The systems modeled by this approach are 
characterized by using third-party viewers to present and store 
the contents part of the hypermedia. In these systems the links 
and other hypermedia structures are separated from the data. A 
link servers contains a linkbase and a session manager is respon­
sible for assisting third-party viewers in maintaining structure. 
Examples of link server systems are Sun's Link Service (Pearl 
1989), Microcosm (Hall et al. 1996) and Multicard (Rizk and 
Sauter 1992). 

• Open hyperbase models. This approach combines the hyperbase 
and link server approaches: the systems modeled by this ap­
proach are characterized by a storage module (responsible for 
storing both the hypermedia structure and the contents) and a 
session manager (responsible for assisting third-party viewers in 
maintaining structure and storing contents). Examples of open 
hyperbase systems are DHM (Gronbaek and Trigg 1994), Hyper-
Disco (Wiil and Legget 1996), HyDe (Dattolo and Loia 2000). 

3 Agent-Based Hypermedia Models 
Agents (Wooldridge and Jennings 1995) are abstractions which en­
capsulate state and behavior. Both agents and objects encapsulate 
state. Objects encapsulate some form of control, in the form of 
methods. Agents encapsulate both control and an ontology, that is, 
a vision of the world of interest for the agent itself. In fact, the main 
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difference between an agent and an object is that an agent is 
autonomous, i.e., it is using its ontology, has full control on its be­
havior and can invoke services form the outside world. Instead, ob­
jects are usually conceived as reactive abstractions, and, more im­
portantly, they are more granular, since they have been invented to 
be easily reused. 

Even more striking is the difference between a system made of ob­
jects and a multiagent system (Ferber 1999). For instance, the static 
structure of the code of an object-oriented system is usually de­
scribed by a class diagram. The attempt to describe in a similar way 
a society of agents would be quite useless, because concepts like 
the beliefs of an agent, its ontology-driven proactive behavior, or 
its "social abilities" are simply not captured by a class diagram. In 
fact, systems composed of agents require specific forms of specifi­
cation and design methods. 

There are at least three abstraction levels that need to be dealt with 
in an agent-oriented environment: 
• the cooperation model: systems made of agents resembles socie­

ties; at this abstraction level it is important to analyze and spec­
ify both the roles that an agent has to play and the social proto­
cols that an agent has to support in order to interact with other 
agents. It is at this level that a society of agents is initially de­
scribed, usually specifying which roles agents can play, i.e., 
which behaviors they will enact and which laws will rule their 
interactions. For instance, at this level we could describe a soci­
ety of agents as tyrannical, or strongly centralized, because 
there exists an agent with the power to dictate and monitor the 
behavior of other agents. This kind of decision would have a 
strong impact on the nature of the tyrant agent, because it would 
probably assign to it special responsibilities not required for the 
other subject agents. On the contrary, in a society of agents 
based on a contract net, we would find agents playing some­
times the role of contract givers and sometimes of contract tak-
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ers. We could also specify a society by combining simpler co­
operation models: for instance, a tyrannical contract net is a so­
ciety where all contracts are subject to approval by a single 
agent, namely the tyrant. 

• the coordination model: while the cooperation model is fully ab­
stract, and related only to the forms of interaction which have to 
be supported, the coordination model introduces some architec­
tural choices. For instance, at this level an agent could be classi­
fied as a client, or a server, and consequently it can be designed 
accordingly. The coordination model is probably independent 
and orthogonal to the cooperation model. For instance, in a ty­
rannical society, we could make the tyrant a server, and the 
other agents clients, or, vice-versa, the tyrant could be a client, 
and other agents could be a federation of servers. 

• the composition model: this level is even more implementation-
oriented than the coordination model, and includes decisions on 
which technologies should be used to actually build an agent. 
For instance, at this level an engineer should decide which soft­
ware component technologies can be used, like for instance 
JavaBeans or XML-based modules. This level is also quite or­
thogonal to both the cooperation level and the coordination 
model. 

In the field of hypermedia, agents are heavily used in the support of 
hypermedia functionalities, (such as system customization, infor­
mation retrieval, or collaboration support). On the other hand, only 
a few implementations exist whose formal model is based on 
agents. In the following subsections we show a few of them. 

3.1 HyDe (Hypermedia Distributed Design) 

HyDe (Dattolo and Loia 2000) is a concurrent distributed hyperme­
dia model based on an extension of the actor model (Agha 1986). 
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Briefly, the actor model can be presented as a universe containing 
several computational agents, called actors; actors are a class of 
computational agents which carry out their actions in response to 
incoming communications; they encapsulate procedural and de­
clarative information into a single entity. Actors perform computa­
tion through asynchronous, point-to-point message passing; each 
actor is defined by its state, a mail queue to store external messages 
and an internal behavior; an actor reacts to the external environ­
ment by executing its procedural skills, called scripts. 

In HyDe there is no monolithic resource responsible for the global 
management of the hypermedia, but an aggregation of autonomous 
and independent actors, each of which owning a behavioral respon­
sibility and a partial perception of the other members of the actor 
community. 

Each node in HyDe corresponds to an actor. An actor allows pas­
sive information in its acquaintances, which are slots containing 
data. On receiving a stimulus, the actor may modify its internal 
status and interact with the external environment; these actions are 
performed by scripts, which are local functions associated with the 
actor. The social activity of an actor, i.e., the ability to establish 
collaborative goals, is possible because of the ability to contact 
"neighbor" entities. 

Figure 3 shows the complete architecture of HyDe, based on the 
two-layer abstraction proposed by Dexter: storage and run-time 
layers. 

The storage layer constitutes the structure of the hypermedia as 
provided by its author. The main purpose of this layer is to main­
tain the persistent objects, the collection of which defines the hy­
permedia in terms of dynamic internal mechanisms. This layer is 
organized in the Structural level, that contains atomic nodes (Hy-
pActors) and links (HypLinks), and the Meta level, that is consti­
tuted by composites (named Collectors). 
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Figure 3. Architecture of HyDe. 

The run-time layer represents the part of HyDe devoted to support 
the (adaptive) presentation of the storage components to the user. 
This layer is organized in the Teleological level, that provides all 
the possible dynamic user perspectives of the node and allows the 
used to interact with the data and services provided by a certain 
HypActor (Collector or HypLink), and the Adaptive level, that 
monitors the users' behavior and records their actions on the hy­
permedia nodes. 

HyDe modifies the way in which complex software systems, such 
as hypermedia, are generally conceived. The main difference com­
pared to other significant proposals (Garzotto et al. 1995, Gronbaek 
and Trigg 1994, Stotts and Furuta 1989) is in the distribution of not 
only data, but also of control, and in the fundamental role of com­
munication. As a result, the storage and run-time layers are com­
posed of active entities, that embody enough knowledge to solve 
global goals by cooperative activities. 
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3.2 CoHyDe (Collaborative HyDe) 
CoHyDe (Balzano et al. 2000) represents an open, distributed col­
laborative extension of HyDe toward collaboration. 

Geographically distributed project teams require a better support 
for full interaction. An open collaborative framework should favor 
activities performed by geographically and temporally distributed 
groups, supporting (a)synchronous work, notification of events and 
awareness tools. 

As mentioned, a distributed group support system needs to address 
four important issues to allow distributed collaborative work: dis­
tribution, communication, coordination and cooperation. CoHyDe 
embodies these four aspects as the main architectural features of 
the model. 

CoHyDe supports temporally and geographically distributed work­
groups. A feature of the model is the extensive reference to col­
laboration within two logical levels: the usual user level and the ar­
chitectural level. In fact, in order to achieve common objectives, 
both the members of a workgroup and the actors that constitute the 
internal framework cooperate using the communication protocols 
and tools. 

Figure 4 shows the CoHyDe architecture, designed for collabora­
tion activities: it is organized in three layers: Coordination, Access 
and Work layers. Each layer performs activities of distribution, 
communication, coordination and cooperation during the interac­
tion with the other layers. 

• The Coordination Layer. The (a)synchronous coordination of 
the collaboration activities is the aim of the Coordination layer. 
This layer is composed of Collaboration actors, C for short. A 
crucial point for successful collaborations is the manner in 
which individual work is related to the group as a whole. Co-
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workers, under changing and unpredictable conditions, make 
autonomous decisions when working alone which the group 
cannot foresee or plan. To enable a separated group of co­
workers to collaborate, they need to coordinate themselves 
(Malone and Crowston 1994). Uncoordinated interactions often 
suffer from serious problems, such as lack of focus, lack of con­
vergence (Romano et al. 1997), presence of redundant work and 
undue time to completion of the work (Schlichter et al. 1997). 
The coordination activity of the Coordination layer is made 
more effective since it is supported by intensive cooperation, 
based on continuous communication flows that the C establish 
with the actors in the other two layers. Each participant to a col­
laboration can create a cooperative session. All the sessions cre­
ated within a collaboration are managed and coordinated from 
the same agent and from it they inherit data and functionality. C 
is a composite entity and can be viewed as the organization of 
internal data/scripts and of a collection of sessions that evolve in 
the time. Each session is an actor that inherits from the agent 
class a subset of tasks, a subset of users and specific constraints 
and abilities. 

Figure 4. Architecture of CoHyDe. 

• The Access layer restricts access to collaborations and to infor­
mation. This layer is composed of Access Control actors, or AC 
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for short. There is a AC for a each user. The AC is responsible 
of the parameters of the collaboration activities, of the mainte­
nance and update of the roles and the access rights of the co­
workers. The roles, duties and access rights on documents of a 
single user depend on the different collaborations and often 
change during the same collaboration according to the evolution 
of the tasks. In order to manage this knowledge dynamically, the 
AC maintains an active communication with the Coordination 
layer and a continuous cooperation with the user workspace. 
The communication with the user workspace is very intensive 
since any writing or modification operation of the user needs 
appropriate verifications. 

• The Work layer enables the distribution of data and tasks, aug­
menting the awareness of the users and their cooperation. It 
manages the workspaces of the users, by following their work­
ing activities and performing the (a)synchronous process of noti­
fication. The Work layer is composed of two populations of ac­
tors: Workspace actor (W), and Awareness actor (A). 
• Workspace level. Each W actor manages the interface be­

tween the system and the user, allowing him/her to perform 
private and shared activities through virtual interfaces. Vir­
tual workspaces (Romano et al. 1997) allow work to be ac­
complished independently of any one's specific time con­
straints; besides, they provide for simultaneous interaction of 
local and remote teams as well as rapid acquisition of feed­
back on material that must be reviewed by the whole group. 

• Awareness level. This level aims to make the user aware of 
the collaboration process. Collaboration cannot be separated 
from the concept of group awareness. CoHyDe supports 
some consolidated types of awareness (Sohlenkamp et al. 
1997), such as organizational awareness (the knowledge of 
how the work group fits in with the larger purposes of a pro­
ject or society), structural awareness (the roles, tasks and 
purposes of the people involved in the collaboration), work-
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space awareness (up-to-the minute knowledge about the state 
of another's interaction with the workspace), domain aware­
ness (the information and tools that are specific to the appli­
cation domain, and helps the user to better understand the ac­
tions and choices of the other co-workers.) 

3.3 Microcosm 

Microcosm (Hall et ol. 1996) is an implementation of the modern 
concept of Open Hypermedia System (OHS). An OHS is more than 
simply a hypermedia system relying on an open protocol: on the 
contrary, open hypermedia architectures store and manage informa­
tion about links between multimedia documents separately from the 
documents themselves. Links are "first class" objects, and a link 
service applies the links to the system's data. 

Web documents contain links in HTML; in this sense, the WWW 
remains a "closed" hypermedia system. However, the basic infra­
structure of the WWW does not inherently prevent abstracting links 
from documents and maintaining them separately. Microcosm 
models the hypermedia system as a collection of loosely coupled 
processes (agents) running in parallel, and communicating by mes­
sages. 

The linkbase describes a set of links; a link service may operate 
with multiple linkbases. The DLS (Distributed Link Service) (Carr 
et al. 1995) provides a link management and delivery service for 
WWW documents. In the same way that a client connects to a re­
mote Web server to access a document, DLS allows the client to 
connect to a link server to request a set of links to apply to the data 
in a document. Buttons and explicit anchors are rejected as primary 
navigation mechanism; rather, links should be applied to all kinds 
of application-specific document types, either via a publication-
time compilation of the links into the application's proprietary hy-
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permedia link format, or via browse-time user queries on key­
words, phrases or sections. 

The architecture of the DLS is based on agents, which have proven 
to be an appropriate paradigm for engineering the link service. The 
main agents in this model are: 
• the Link Resolution Agent (LRA), which are used to interrogate 

the linkbases. This architecture promotes scalability, by allow­
ing multiple LRAs and replication of linkbases across the net­
work, The LRAs may be aided by other agents for link genera­
tion and maintenance. For example, an agent may extract links 
from a set of HTML documents in order to build a linkbase; an­
other agent may check link integrity to avoid "dangling point­
ers". 

• The Distributed Link Server (DLS) agent itself, which inserts 
links into the documents on the fly before sending them to the 
requesting browser, 

• The Distributed Information Management (DIM) agent, that 
provide resource maintenance and integration. Open hypermedia 
and agent paradigm provide a powerful approach to distributed 
information management. An example of DIM agents is the in­
tegrity agent of Microcosm, that deals only with the content of 
linkbases and does not need to access the documents' content. 
DIM agents are autonomous, sometimes reactive, have social 
ability and when appropriate they can be mobile. 

Within the Microcosm team, some further evolution of agent-based 
hypermedia implementations,. Two of them will be discussed in the 
next sections. 

3.3.1 MEMOIR 

While the DLS, like other open hypermedia systems, treats hyper­
media links as first class entities, MEMOIR (The Memoir project 
2001) promotes to first class another kind of object: the trail. A 
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user's trail (Bush 1945, Nicol et al. 1995) is the set of actions on 
documents that they have visited (such as opening the document or 
scrolling through its content) in pursuing a certain task. By storing 
trails and matching them, we can provide interesting deduction on 
users' navigation policies. Thus, MEMOIR lets the user ask ques­
tions such as "who else has read this document?" and "what else 
should I read about his subject?". 

Software agents are employed to answer these questions for the 
user: they do so mainly by mining trail information, by doing 
automatic keywords extraction and by maintaining user profiles. 
Answers will thus depend on the selected profile, e.g., by verifying 
similarity scores of documents or the users' personal profile. Cur­
rently, simple profiles have been created to capture the nature of 
the user's work role, e.g. sales manager or researcher. 

3.3.2 PAADS (Personal Agent Information Acquisition and 
Delivery System) 

The design of adaptive hypermedia systems (AHS) (Dattolo and 
Loia 1997) requires the ability to meet users' expectations at run­
time; this need is becoming a crucial issue in more recent hyper­
media applications, given the increasing availability of all kinds of 
electronic information and a more intensive integration of different 
media. Agent technologies can be fruitfully used to create adaptive 
systems because they can be easily implemented into a fully modu­
lar and flexible architecture. 

PAADS (Bailey and Hall 2000) is a web-centered architecture that 
records user profiles, provides adaptive navigation support to users, 
and presents recorded profiles to others who can query the data; it 
introduces the concept of linkbases to this agent-based application 
domain in order to implement adaptive hypermedia navigation; 
linkbases are used to add links to those web pages that match the 
corresponding user model. One advantage of this approach is that 
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additional navigation structures can be added to existing web pages 
without any actual modification to them. 

PA ADS is organized in three classes of agents: 
• Personal User Agents follow a single user, accumulating infor­

mation about his/her interests and expertise, and storing this data 
in a user model. This model is then sent to the Knowledge Base 
Agent. 

• Knowledge Base Agents act as a central repository for data ac­
cumulated by personal agents. The knowledge base agent pro­
vides an interface to this data allowing other users to query the 
information via a web browser. 

• Linkbase Agents, acting as a distributed link service, maintain a 
local linkbase and provide access to the data for other agents, al­
lowing them to query the linkbase and add or remove links. 

Users can enter data directly into their personal agent, or allow 
their agent to acquire knowledge about them implicitly. This is 
achieved by recording the user's trails as they browse through the 
WWW and by extracting keywords from these pages. PA ADS 
represents a first step towards a complete agent-based framework 
for adaptive systems. 

3.4 Agent-Based Link Integrity in the World 
Wide Web 

A hypertext collection is said to have the property of link integrity 
(Davis 1995) if links always point to existing documents, i.e. the 
system does not have any dangling links. The hypermedia commu­
nity has defined other models of hypertexts, such as Hyper-G 
(Kappe 1995) or Xanadu (Nelson 1987), which guarantee to main­
tain link integrity. Applying their approaches on the World Wide 
Web would (and is going to) require time and a fundamental re­
thinking of the Web architecture. 
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WWW servers do not maintain any information about the docu­
ments that are currently accessed by users and they do not keep 
track of documents that are bookmarked by users. In such a con­
text, it is impossible to maintain any form of link integrity, or even 
offer any form of link-related service. 

This problem is further amplified by the nature of publishing itself. 
Every user is allowed to publish documents simply by storing them 
in a special directory on the Web server. The very presence of a 
document in this directory makes it accessible through the URL 
that specifies its access path, and, symmetrically, if the document is 
removed all documents referring to that URL will contain a dan­
gling link. 

The architecture presented by Moreau and Gray (1998) extends the 
current WWW architecture to the one displayed in Figure 5 and 
presents an agent-based model to maintain link integrity in the cur­
rent WWW. 

AdjnlnjBtrator 
Agent Interface 

Figure 5. The agent-based architecture. 

There are two new essential components, called the client agent 
and the server agent, that play an active role in the WWW architec­
ture: 
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• The client agent is configured as a HTTP proxy on the user's 
browser so that it can observe, intercept, transform, or redirect 
all user's requests. 

• The server agent acts as a new http server so that it can also ob­
serve, intercept, or transform requests, and then can pass them to 
a regular HTTP server. 

Both the server agent and the HTTP server have access to a data­
base of documents. HTTP requests and responses are carried on the 
Internet as usual; in addition, control messages are exchanged be­
tween client agents and server agents. These messages are issued 
by the client agents whenever the user bookmarks, request the dele­
tion, or forwards via e-mail any document, or by server agents 
whenever a document is published, updated, or moved. Client 
agents have to be persistent across sessions, and therefore they also 
have to have access to a local store. 

More precisely, the proposed architecture is distributed and uses 
the collaboration of three additional agent classes: 
• The user agents interacts with the user via the WWW browser. 

The user agent tries to maintain document accessibility, i.e. link 
integrity; manages the user's bookmarks, and informs the user 
of a new version of a document. 

• The author agents. The author agents must publish new docu­
ments, maintain the existence of previously published docu­
ments according to the rules agreed-upon, and inform authors of 
the current usage of published documents. 

• Administrator agents. The administrator agent provides web 
masters with two new services: they inform administrators about 
server usage, and facilitate the reorganization of the site while at 
the same time maintaining link integrity. The administrator 
agent is a generalization of the log file created by current HTTP 
servers. Not only does it maintain the access history of the 
server, but it also provides more dynamic information, such as 
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users that are currently accessing a document, or users that have 
bookmarked documents retrieved from this server. 

3.5 An Agent-Based Open Hypermedia Model 
for Digital Libraries 

Digital libraries (DL) (Fox et al. 1995) are complex information 
workplaces accessible through a wide-area network that are decen­
tralized, interoperable, heterogeneous in media and tools, scalable. 
Open Hypermedia Systems (OHS) can play an important role in 
providing a platform for developing digital libraries (Wiil and Leg-
get 1996, Hall et al. 1996). 

In fact, OHS have the necessary properties for developing effective 
digital libraries such as extensibility and scalability, and the dy­
namic and highly interactive nature of hypermedia which suits bet­
ter the user-centered information workplaces such as digital librar­
ies (Balasubramanian 1995). 

Hypermedia Digital Libraries (HDLs) are digital libraries based on 
a hypermedia paradigm; they differ from other types of DLs, be­
cause they explicitly support intuitive, opportunistic browsing 
strategies for information seeking. In addition to browsing, HDLs 
will usually support analytical (i.e. query-based) strategies because 
these are more efficient in large electronic environments. Users in 
HDLs can employ different information seeking strategies and en­
gage in rich and complex interactions to achieve their goals. 

An agent-based HDL model is presented by Salampasis (1997); the 
model is grounded on the Dexter hypertext reference model pre­
sented in Section 2. Based on the idea of software agents the model 
introduces the idea of a hypermedia agent: hypermedia agents 
communicate with their peers using an agent communication lan­
guage, and thus interoperate in an open and distributed hypermedia 
environment. 
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The agents defined in the model are directly derived from the con­
cepts of the Dexter model, even though the storage layer is slightly 
different. While the Dexter model defines the storage layer as com­
posed of collections of three basic entities (atoms, composites and 
links), this model adds two more organizational entities: primitives 
and libraries. Although in the Dexter model the structural semantics 
of these entities is covered by composites, their existence improve 
the understanding of how information is organized in a HDL. More 
specifically, first-level aggregates of atoms are called primitives, 
while composites are aggregates of higher level objects (i.e. other 
composites and primitives). Figure 6 depicts the different types of 
agents and their correspondence to the Dexter model. 

Focus of 
the D exter 

RunTime 
Layer 

Piesentitoiis specifications 

Storage Layer 

Anchoring rnechanism''' ,"̂  

Within Component 
Layer 

Viewer Agent 
U ser Agent 
Session agent 
History A gent 

Atom agent 
Primitive agent 
Composite agent 
Library agent 
Link agent 

The Dexter Model 
Within-Component agent 
Storage agent 

Figure 6. The Dexter model and Corresponding Agents. 

Each agent is expected to play a specific role in the digital library: 
• Viewer agents provide a viewer to other hypermedia agents; 
• Session agent track information about a specific user session and 

specific instantiations of the hypermedia nodes; 
• Atom agents represent raw information (such as text, graphics 

etc.); 
• Primitive agents aggregate related atoms in a single object; 
• Composite agents organize hierarchically other components; 
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• Link agents manage the linking information between compo­
nents; 

• Library agents provide communication with other libraries 
• Storage agent provide information storage services (e.g. ftp); 
• Within-Component agents handle the internal structure of data 

(e.g. they may translate from a data format to another one that is 
recognized by viewer agents). 

3.6 The TAO (TeleAction Object) Model 

The TAO model (Chang 2000) emphasizes a unified approach to 
the modeling of multimedia applications, presentation and 
communication, as a collection of interacting objects. Although the 
TAO model is not strictly speaking agent-based, we discuss it here 
because it provides some additional properties to objects that make 
them more than simple objects, and closer to our view of agents. 

The TAO model is composed of a pair: the hypergraph part and the 
knowledge part. The hypergraph is composed of nodes, composites 
and links. Bundled nodes can be either basic node or composite, 
and their sole purpose is presentation. The relations between nodes 
are defined by using different types of links: attachment link, anno­
tation link, reference link, location link and synchronization link. 

The hypergraph determines the priority of the transmission se­
quence and the presentation order for multimedia objects, accord­
ing to the currently available communication bandwidth, recipient's 
environment, link types, nodes types, media types. 

The knowledge part allows the objects to become active and using 
different knowledge levels it enables the user to customize the hy­
permedia and to specify private information. The user can create 
and modify the private knowledge of a TAO so that the TAO will 
react automatically to certain events. The knowledge structure of a 
TAO is an active index (Chang et al. 1995), which consists of a 
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collection of index cells (ICs) with behavior similar to that of 
agents. 

The architecture of the multimedia application development system 
(Chang and Shih 2001) is shown in Figure 7. 

Formal Specification Tool 

Visual Spectricatlon ^ Specification Builder 

Prototyping Tool 

Figure 7. The architecture of the TAO application development. 

The development system consists of two tools: the Formal Specifi­
cation Tool allows a specification of the multimedia static specifi­
cation (MSS) to be created. The specification may be either visual 
or text-based. The specification is then validated using a Symbol 
Relation grammar (Arndt et al. 1997). If the specification is valid, 
the tool generates TAOML documents (TAOML is an extension of 
HTML used to define the TAO nodes), and an HTML template for 
the specified system. The Prototyping Tool includes an Index Cell 
Builder that creates the knowledge structure of the TAOs. The ap­
plication generated out of the TAOML documents can then be exe­
cuted within any web browser communicating with the distributed 
IC Manager, that controls the active knowledge structure built out 
of active index cells. 
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3.7 PageSpace and Coordination Languages 
In PageSpace (Ciancarini et al. 1998) a different approach to acti­
vate the Web is proposed, by redefining the coordination capabili­
ties of the WWW middleware in which the activity takes place. 

Client-side technologies such as Javascript, Java or Active-X, and 
server-side technologies such as CGI, servlets, and server-side in­
clude languages such as PHP or ASP provide interesting features 
for the creation of a more active hypermedia environment in the 
World Wide Web. These technologies give the ability to "activate" 
two key components of the WWW architecture, servers and clients. 
However, we still lack standard and well-known techniques and 
protocols to allow these components to interoperate. Usually, in 
fact, projects aiming at the exploitation of the WWW as an active 
distributed platform locate computing components just on one side 
(either at the server or at the clients) or, if any more sophisticated 
need occurs, by inventing an ad hoc communication protocol be­
tween a specific client and a specific server-side application. 

PageSpace is a reference architecture for distributed, coordinable 
applications working on the World Wide Web. PageSpace defines 
an active Web as a system including some notions of agent 
autonomously performing some activities. These activities can take 
place at the client, at the server, at the middleware level, at the 
gateway with another active software system (e.g., an external da­
tabase, a decision support system or an expert system) or even at 
the user level. An active Web includes several agents, all with well-
defined autonomous behaviors. Each component of an active Web 
thus is an autonomous agent performing well-defined computations 
in a shared world providing coordination services: an agent is not 
just capable of computations but it also should be able to interact 
(in possibly complex ways) with other agents. 
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In other architectures the interaction among agents is usually ac­
complished using client/server architectures (as in any RPC-based 
system, such as CORBA). However, the client-server framework 
misses its main goals (for instance, modular design and simple in­
teraction behavior) whenever the interactions among the compo­
nents is unusually complex, for instance when the components 
change with time, when the client/server relationship can be re­
versed, or when the designer needs a wider decoupling among 
components. A solution to these problems consists in designing the 
distributed application as a world of agents in which agents are spa­
tially scattered and act autonomously: this schema fits quite well 
into the distributed objects model. 

PageSpace proposes a coordination-based approach where agents 
perform sequences of actions which are either method invocations 
or message deliveries. Synchronization actions (e.g., starting, 
blocking, unblocking, and terminating an activity) are the remain­
ing mechanisms in object invocation. More precisely, there is a 
clear distinction between agent computation, which is what con­
cerns the internal behavior of an agent, and agent coordination, 
which is what concerns the relationship between an agent and its 
environment, such as synchronization, communication, and service 
provision and usage. 

Coordination models separate coordination from computation, not 
as independent or dual concepts, but as orthogonal ones: they are 
two dimensions both necessary to design agent worlds. A coordina­
tion language should thus combine two languages: one for coordi­
nation (the inter-agent actions) and one for computation (the intra-
agent actions). The most famous example of coordination models is 
the one proposed in Linda [0], which has been implemented on 
several hardware architectures and combined with different pro­
gramming languages. Linda can be seen as a sort of assembly coor­
dination language in two ways. First and foremost, it offers very 
simple coordinables (i.e., active and passive tuples, which can be 
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used to respectively represent agents and messages), a unique co­
ordination medium (the Tuple Space, in which all tuples reside), 
and a small number of coordination primitives. Second, Linda is a 
sort of coordination assembly because it can be used to implement 
higher level coordination languages, such as Jada, a coordination 
language for Java (Ciancarini and Rossi 1997). 

Coordination models can be used to design an architecture that im­
plements a more active view of the Web, where Web activities are 
not constrained to be neither client-side nor server-side. 

The PageSpace architecture (Ciancarini et al. 1998) is a proposal 
for providing a general framework for active agents within a Web 
environment. In the PageSpace reference architecture, therefore, we 
distinguish several kinds of agents, as illustrated in Figure 8: 

Figure 8. The architecture of PageSpace. 

• User interface agents (also known as alpha agents) are the inter­
faces of applications. They are manifested as a display in the us­
ers browser and are delivered to the client by the other agents of 
the application according to the requests of the user. Depending 
on the complexity of the application and the capabilities of the 
user's browser, there may be different instantiations of user in-
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terface agents (in HTML, JavaScript, Java, etc.) that are dis­
played or executed on the browser. 

• Homeagents (also known as beta agents) are a persistent repre­
sentation {avatar) of users in the PageSpace. Since at any mo­
ment users can be either present or absent in the shared work­
space, it is necessary to collect, deliver, and possibly act on the 
messages and requests of the other agents. The homeagent re­
ceives all the messages bound to the user, and delivers them or­
derly to the user on request. Evoluted homeagents can in some 
circumstances actively perform actions or provide answers on 
behalf of the user in her absence. 

• The coordination architecture (also known as gamma)is not an 
agent, but the operating environment, a shared workspace, 
where the agents live and communicate. Different coordination 
architectures may provide different capabilities and, ultimately, 
a different paradigm for creating the agents of the application. 

• Application agents (also known as delta agents)aie the agents 
that actually perform the working of the coordinated application. 
They are specific of one application, and can be started and in­
terrupted according to the needs of the application. They live 
and communicate on the coordination architecture, offer and use 
each other's services, interact with the shared data, and realize 
useful computations within the PageSpace. 

• Gateway agents (also known as epsilon agents)pro\ide access to 
the external world for PageSpace applications. Applications 
needing to access other coordination environments, network 
services, legacy applications, middleware platforms, etc., may 
do so by requesting services to the appropriate gateway agent. 

Kernel agents (also known as zeta agents)pvovidc sensible services 
to the application agents. They perform management and control 
task on the agents active within the PageSpace environment. They 
deal with the activation, interruption and movement of the agents 
within the physical configuration of connected nodes. Kernels 
maintain the illusion of a single shared PageSpace when it is actu-
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ally distributed on several computers, and provide mobility of the 
agents on the different machines for load balancing and application 
grouping as needed. 

The entities present in the PageSpace architecture can be defined 
"agents" since they are more than pure objects: the application 
agents are autonomous and can be active, homeagents work on be­
half of the user, etc. 

4 Conclusion 
The traditional node/link model of hypermedia has shown its limits 
long ago. Many hypermedia models have been proposed, and sev­
eral implementations realized, that go beyond this simple schema. 
The Dexter Reference Model is the most important of these pro­
posals. 

The Dexter model, on the other hand, while providing a common 
vocabulary for the comparison of different implementations, has 
been surpassed by further advance in the hypermedia field. The 
World Wide Web, given its availability, and the simplicity of its 
underlying architecture, has been taken as the most important test-
bed for advancements in the hypermedia models. 

One such advance is agent-based hypermedia, that adds to the basic 
concepts the concept of agent, an autonomous entity that provides 
sophisticated behavior to and with the nodes and link. 

Whether they are introduced to enable cooperative work, to verify 
the integrity of links, or to implement active distributed applica­
tions, agents share the same common characteristics: they are com­
plex entities with a state, some behaviors, some autonomy, some 
goals. 
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Chapter 5 

Self-Organizing Neural Networks 
Application for Information Organization 

R. Rizzo 

Document processing is a set of techniques that includes cluster­
ing, filtering and retrieval. In the past the interest in these techniques 
was focused to obtain ranking algorithms for Information Retrieval 
(IR) systems or effective information filtering algorithms. Today it is 
growing the need for a new generation of techniques capable to build 
link relationships between documents or capable to insert the infor­
mation in the right context. A lot of work has been done in the field 
of information retrieval but document organization should be more 
than the ranking methods used by web search engines. So document 
organization based on semantics is becoming a central issue in in­
formation processing in order to help the users to search and browse 
in large document repositories. Recently some researchers have re­
ported the application of self organizing artificial neural networks in 
document clustering based on semantics. Using a suitable document 
representation these techniques can order the document space and 
generate useful tools to support browsing. 

In this chapter after an introduction to document representation the 
applications of self-organizing networks to document clustering and 
to information organization are described. Moreover the use of this 
kind of networks in hypertext development, information filtering and 
adaptive information systems is also explained. 

143 
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1 Introduction 
The statistics on the growth of the web and on the number of web 
pages available over the Internet are "always" obsolete. It is difficult, 
and not necessary, to know exactly the amount of data available over 
the Internet: the basic concept is that the amount of information in the 
world is becoming large and there is a need for tools and techniques 
capable to manage these information. In this scenario information 
retrieval, organization and filtering are becoming a complex problem, 
and may be bigger than storage, because computer technologies and 
hard disk capacity are constantly increasing. 

To address these problems it is possible to emulate the associa­
tive mechanism used by human mind. In fact when we memorize 
something we try to link the new pieces of information to some­
thing already known. Hypertext and hypermedia technologies are 
the tool that we used to mimic this process. Moreover using hyper­
text the author can show more than a set of information: s/he can 
show the conceptual associations between information atoms, using 
the link structure to represent semantic relationships between nodes 
(Allan 1996, Botafogo et al. 1992). These associations can also be 
useful to create a context for the information provided. 

Today the large diffusion of the World Wide Web has carried the hy­
pertext in evidence to the audience and nowadays it is impossible to 
conceive an information repository that is not accessible on the Web. 
Two of the main consequences of the explosion of the Web are that 
more and more information are linked with each other and that the 
information browsing is the most common way to access informa­
tion. Even the users who use search engines to retrieve information, 
browse the results and navigate through the web site in order to find 
the context of the web pages retrieved. 

Actually search engines can supply to an user an incredible amount 
of information, and there is the need for tools that can organize in-
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formation using document semantics in order to allow the users to 
effectively browse the search results. Browsing is also fundamental 
when the desired information is not present in the database so that it 
needs to be built merging pieces chosen from different documents. 

Browsing into a document space of hundreds or thousands of docu­
ments is surely an imposing task but it can be made easy if the user 
is guided within the document set. In order to do that the document 
space should be ordered in some way; document clustering or tax­
onomies are the easiest and the most effective way of doing this. 
Moreover it is useful to remember that an essential part of the pro­
cess of understanding and learning from the information that come 
from the outside environment is to build cognitive structures, such as 
mental maps schemes or networked concepts. 

Artificial intelligence can provide useful and effective algorithms 
to organize or cluster data in order to help the users building their 
"mental maps". Recently self-organizing networks have been used 
to classify information and document in "structures" sometimes two-
dimensional graphical representations in which all the documents in 
a document set are depicted. The documents are grouped in clusters 
which all concern the same topic, and clusters about similar topics 
are near each other on the map. 

In this chapter the applications to document clustering and to infor­
mation organization of the self-organizing networks are described. 
The characteristics of the self-organizing neural networks are briefly 
introduced and the use of the Self-Organizing Map as a contextual 
map is reported. After that the vector space document representation 
and the document fingerprint representation are explained and some 
consideration are reported. The application of self-organizing net­
works in information organization and visualization are illustrated, 
and the application to develop an hypertext-like structure are ex­
plained. Moreover the use of Self-Organizing Map as information 
retrieval and filtering tool is reported. The use of SOM map as a 
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component of the user model in an adaptive information system is 
also explained. 

2 Self-Organizing Neural Networks 
Our present understanding of biological nervous systems has in­
spired the artificial neural networks, a dense interconnection of sim­
ple non linear computational elements corresponding to the biolog­
ical neurons. Each connection is characterized by a variable weight 
that is adjusted, together with other parameters of the net, during 
the socalled "learning stage". In self-organizing neural networks the 
elements of the network receive identical input information and com­
pete in their activities. During the learning stage each neural unit or 
group of units is sensitized to a different domain of vectorial input 
signal values. During the test stage this units acts as a decoder of that 
domain. 

The SelfOrganizing Feature Map (SOM) is a neural network, pro­
posed by Kohonen (1995), that during the learning stage tries to build 
a representation of some features of input vectors. This behavior is 
typical of some areas of the brain where the placement of neurons is 
sorted and it often reflects some features of sensorial inputs. In the 
SOM neurons are organized in a lattice, usually one or twodimen-
sional array, that is placed in the input space and is spanned over 
the input vectors distribution. If the unit array is made by Ni x iV2 

rectangular grid; each unit h = 1,2, ...Ni x N2 has a weight vector 
wft e TZn where h define the position of the unit inside the array. Us­
ing a two dimensional SOM network it is possible to obtain a map of 
the input space where closeness between units in the map represents 
closeness of clusters of input vectors. The main application of SOM 
is the visualization of complex data in a two dimensional display. 

The Growing Neural Gas (GNG) developed by Fritzke (1994) is a 
self organizing neural network that has no predefined lattice or size 
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Figure 1. The SOM map approximation of the "cactus" distribution. 

and is able to make the topological relations of the input vectors ex­
plicit. During the learning stage this network create a graph that can 
be used to represent the input data distribution. The algorithm can be 
found in (Fritzke 1994). 

The main characteristics that makes GNG network attractive for doc­
ument organization is that its units are free to represent any input data 
distribution without a predefined lattice constrain as in the SOM net­
work. This feature can be seen in Figures 1 and 2, where the SOM 
and GNG networks are used to clustering the same input distribu­
tion of (x,y) points. This characteristic is important if the input data 
has a complex shape (as in Figures 1 and 2) or if it lies in a high-
dimensional space. 

Another self-organizing network used in documents organization is 
Adaptive Resonance Theory (ART network). An ART network (Car-
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Figure 2. The GNG and the cactus input distribution. 

penter and Grossberg 1987, 1998) is capable of clustering arbitrary 
sequences of input vectors by self-organization. The attempts to cat­
egorize a new input by first comparing it with the stored prototypes 
of existing categories. If no existing matching prototype is found 
the network considers the input novel and generates a new category. 
Contrary to the SOM, that has a well defined learning stage, the ART 
does not have a defined learning stage but continuously attempts to 
categorize new inputs with the procedure explained above. However 
the clusters obtained by the ART are not organized in a structure 
such as a map as they are in the SOM network. In (Merkel 1995b) 
the result of document clustering using an ART neural network and 
a SOM map were compared, another application can be found in 
(Merkel 1995a). 
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2.1 Contextual Maps 

An interesting application of the SOM is related to the organization 
of context patterns where a context pattern is defined as a group of 
contiguous symbols St = {s»-m, Si-m+i, Si-m+2, •••> ̂ i-i, si, SJ+I> 
si+2, ..., Sj+n} extracted from a symbol string <S. A symbol s; in a 
symbol string, as a word (or a group of words) in a sentence, has 
a meaning that depends on its context (the previous symbols and 
the following ones, in a sentence two or three contiguous words). 
For the string symbol St the context of the symbol Sj is the ordered 
set {sj_m, Sj_m+1, Sj_m+2> •••> Sj_i, Sj+i, Sj+2,..., Sj+„}. Each symbol 
can be encoded numerically for example by using a random vector, 
the only requirement is that a metric is definable and that using this 
metric the distance of a symbol representation from itself is zero and 
the distance between different symbol representations is nonzero and 
independent from the symbols (Kaski et al. 1998). A SOM network 
can be trained using these representations and it is possible to obtain 
meaningful "symbols maps" if the context patterns are labeled by 
their middle symbol and the trained SOM is calibrated using these 
labels. These maps are used to visualize the relevant relations be­
tween symbols according to their roles in their use. 

An application to words and sentences is the so-called Semantic 
SOM where a map of the words is created and it is possible to vi­
sualize the emergence of words categories from the statistical occur­
rences of words. These maps are used to obtain a document repre­
sentation described in the next section. 

3 Document Representations 

In order to use neural networks to organize document collections, it is 
necessary to use a vector document representation to obtain the train­
ing vectors. In the following paragraphs the so-called document fin­
gerprint and the TFIDF representations are described and analyzed 
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in order to highlight their characteristics and their differences. 

3.1 The Semantic SOM to Produce the Document 
Representation 

As said before SOM algorithm can be used to obtain contextual maps 
that visualize a word categorization derived from the statistical oc­
currences of the words in different contexts. These maps are some­
times called "word category maps". In these maps words that appear 
in the same or similar context are close to each other. In this sense the 
order of the word on the map seem to follow semantic features and 
this is the reason why earlier these map were called Semantic Maps. 
These Semantic Maps are used to obtain useful information about 
the word used in a document set and to obtain an effective document 
representation. 

In the seminal paper (Ritter and Kohonen 1989) the SOM was used 
to sort the words in a collection of texts in order to catch the meaning 
of the words. An explanation of this method can be found in (Ritter 
and Kohonen 1989, Kaski 1998). 

Each term of a document tk is coded with a unit-norm vector with 
random component values R(tjfc) € W1 where n can be up to 90. In 
(Kaski 1998) it was shown that the vectors representing two terms 
U and tj R(ij) and R(£,-) can be regarded as orthogonal and at least 
statistically independent. 

The context of the term tk in the document is caught by using the 
preceding and following word U and tj, and then building a triples 
of successive words {U, tk, tj}, called the "short context" of the tk 
word, and represented by: 

{R(*0,R(**),R(*;)} (1) 

To speed up the learning stage this "short context" was averaged and 
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the conditional averages 

E{R(U)\tk} £{R(^-)k} (2) 

were used to build the input vector that represent the word tk and its 
"average short context" in the text collection. 

The vectors x̂  that were used for the learning stage of the semantic 
SOM are given by: 

Xfc > ,xk e 11 •in 
(3) eR{tk) 

E{R(tj)\tk} 

where e < 1 (e.g. 0.2) to enhance the influence of the averaged con­
text part over the word part. Due to the average over all of appear­
ances in the texts a word gets the same representation even if it ap­
pears in many different contexts or ambiguous situations. After the 
learning stage the map is labeled by using the following vectors: 

Xfc = < 

0 

R(*fc) 
0 

(4) 

The word category map organizes the words in a two-dimensional 
array by semantic categories and every unit can be labeled using the 
words corresponding to the training set vectors. In (Honkela et al. 
1996, Honkela et al. 1995, Kaski et al. 1998), many examples of 
word category map can be found and it is clear that a meaningful 
order for the word category can be obtained. The similarity between 
the categories created during self organization is reflected in their 
distance relationships on the network array, so synonymous terms, 
or terms which occur in the same context, label the same units or 
units near each other. 

The word category map is used to produce a document representa­
tion called document fingerprint (Honkela et al. 1995), a two dimen­
sional histogram obtained by reporting the term frequency value for 



152 R. Rizzo 

each word on the word map. A fingerprint for each document in the 
document set can be obtained. These fingerprints are "blurred" us­
ing a Gaussian convolution kernel to reduce its sensitivity to small 
variations in the documents. 

3.2 The TFIDF Document Representation 

The Vector Space Representation (VSR) is a common document en­
coding based on statistical considerations (Salton et al. 1994). Us­
ing the VSR each document in a document collection is represented 
by using a vector where each component corresponds to a different 
word. The component value depends on the frequency of occurrence 
of the word in the document weighted by the frequency of occurrence 
in the whole set of documents. 

Assuming a set of keyword V = {£», i = 1, 2,..., n} used to represent 
the documents (i.e. a dictionary), each document dj in a document 
set V = {dj, j = 1,2,..., m} can be represented as a vector Vjwhere 
the element Vji is the weight of the word ti for that document. This 
weight can be calculated in many ways: it is possible to simply use 
the frequency of the keyword U in the document dj or to use more 
sophisticated mechanisms. 

In the so-called TFIDF representation these weights are calculated 
balancing two different aspects of the keywords frequency: 

• the within-document frequency ftj that indicates how many times 
the term ti appears in the document dj\ 

• the number of documents that contain the keyword tf, 

The aim is to consider "more interesting" a keyword that is repeated 
in one or few documents and "less interesting" a keyword that is 
common among the whole set of documents V. According to this 
analysis the weight Vij can be expressed by the product: 

Vij = Tij * Wi (5) 
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where the term r^ (relative frequency, TF) takes into account the 
within-document frequency and can be expressed by: 

rij = 1 (6a) 
Tij = fij (6b) 

r^ = 1 + log f^ (6c) 

rij-= k + {1 - k) * fij , (6d) 
max j fij 

where maxjfij indicate the maximum frequency of any term in the 
document dj. In 6c the first appearance of a term in a document con­
tributes much more than the other occurrences. 

The term Wi in eq. 5 is the document-term weight and it reduce the 
weight Vij if the term appears in many documents of the collection 
V. 

According to the observation of George Zipf (Zipf 1949) the fre­
quency of a word tends to be inversely proportional to its rank. So 
if the rank is regarded as a measure of the "importance" of the word 
then the term W{ might be calculated as : 

Wi = j (7) 
Ji 

where fi is the number of documents that contain the term U. In eq. 
7 the term Wi is calculated by using the inverse document frequency 
(IDF). Other, most common, formulation for Wi are: 

777-

Wi = log ( 1 + - ) (8a) 

^ = log( l + ^ | (8b) 

wt = log [ ^jJi ] (8c) 
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where m is the number of documents in V, and fmax is the largest 
fij value in the collection. 

The eq. 8a is the most common formulation. The logarithm is in­
cluded to prevent a term for which /; = 1 being considered as twice 
as important than a term for which /; = 2. 

Any of the 6a-d and of the 8a-c, can be used in eq. 5 to calculate the 
weight vtj and no single combination of them outperforms any other 
over a range of different queries (Zobel and Moffat 1998). 

The calculation of the TFIDF representation often includes a nor­
malization factor that is used to obtain a representation vector that 
is independent from the text length. The normalized weight can be 
obtained by using the following formula: 

wik = . V* (9) 

The vector normalization translates the set of points obtained in n-
dimensional vectors that are all on the surface of a w-dimensional 
sphere. This is the reason for using the cosine method to compute 
the distance between two vectors. 

In the following considerations the following representation was 
used (Balabanovic and Shoham 1995): 

y£ , , e T(0.5 + 0 . 5 ^ ) 2 ( l o g f ) 2 

where: 
tfij is the number of times the word ti appears in the document dj 

(term frequency), 
dfi is the number of documents in the collection which contain the 

word di (document frequency), 
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m is the number of documents in the document collection, 
fmax is the maximum term frequency. 

3.3 Considerations about the Document 
Representations 

Both the document representations described above share an under­
lying assumption: they consider a document as a set of words, they 
do not take into account the relations between words (so that they 
are often called bag of word representations), and do not consider 
any other attribute of the text. In a document it is not only the se­
quence of the words which is important: a lot of information in a text 
is conveyed by the position, size and other attributes like the font of 
the text (such as bold or italic). An attempt was made to take this 
information into account in (Molinari and Pasi 1996). 

From another point of view the representation of a document can be 
reconsidered as a "noisy" representation because it is very difficult 
to completely represent the meaning of a document. This problem is 
taken into account in the paper (Rauber and Merkel 1998), but there 
is no effort to "reduce" the noise in the document representation. This 
"noise" is also due to the fact that a lot of information is contained in 
a single document and the document is represented in only one vector 
(the document "fingerprint" or the vector generated by TFIDF), so 
one item of information becomes "noise" for the others. A simple 
and intuitive way to reduce this "noise" is to reduce the document 
length to short pieces of information, ideally to "information atoms," 
defined in (Ginige et al. 1995) as "a piece of information that loses all 
usefulness if broken down any further." It is difficult to automatically 
identify concepts within a document but a first approximation could 
be obtained by separating the document into paragraphs. These are a 
good starting point because each one has a meaning of its own even if 
they are sometimes a long way from the definition of an information 
atom. An attempt in this direction was made by the author in the 
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Hy.Doc. system (Rizzo et al. 1999b). 

Moreover it has to be said that the dimensionality of the repre­
sentation vector in TFIDF representation becomes high if the vo­
cabulary is large, a problem that does not arise if the word cate­
gory map is used because the document fingerprint is always of the 
same dimension. To overcome this problem, it is also possible to 
use stem algorithms to reduce the interesting words to their stems, 
another standard practice in information retrieval (Balabanovic and 
Shoham 1995). 

4 Using a SOM to Organize and 
Visualize an Information Domain 

Today visual interfaces, hypertext technologies and the Internet par­
ticipate in changing our way to search and to retrieve information and 
direct browsing on an information set is becoming the most common 
way to access information. Thus it is necessary to find new methods 
to organize the information in order to help the user in browsing in­
formation. Recently in many papers the applications of self organiz­
ing neural networks to document clustering, and in particular of the 
Self-Organizing Maps, has been emphasized (Chen et al. 1996, Or-
wigetal. 1997, Linet al. 1991). 

To show this kind of applications the Reuters-22173 document col­
lection can be used. This collection is constituted of 22173 docu­
ments of various length, but only 9603 are used in the learning stage 
in the so called "ModApte split" (Lewis 1991). Many of these docu­
ments are manually classified in 10 categories, reported in Table 1. In 
order to use the SOM network to organize these documents they were 
represented using the TFIDF with a vocabulary of 400 keywords, the 
result is the map in Figure 3. 
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Table 1. The classification of the Reuters collection in the "ModApte split." 

Category 
earn 
acq 
money-fx 
grain 
crude 
trade 
interest 
ship 
wheat 
corn 

Associated number 
0 
1 
2 
3 
4 
5 
6 
7 
8 
9 

On this map it is possible to distinguish some areas that are populated 
by documents on a precise topic, so that the map shows clusters of 
documents and organize them in order to allow the user to browse 
them. But another important property of the organization induced by 
the SOM map is that related topic are clustered closely on the map. A 
user study was conducted by Lin et al. (1999) in order to validate the 
SOM clustering results and in particular this proximity hypothesis. 
This hypothesis come from the consideration that if two chunks of 
information are semantically related (for example they are about the 
same topic) the related representation points in the vector space will 
be close to each other. To evaluate the associations made by the 
SOM they were compared to maps generated at random. Concept 
precision and recall were used as measurement and the following 
null and alternative hypothesis are taken into account: 

• SOM performs no better than a random generated map in terms 
of precision and recall; 

• otherwise (SOM performs better). 

Two test collections of documents were used: EBS, a set of brain­
storming outputs containing 206 short document, and ITO, a set of 
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Figure 3. The SOM document map for the Reuters collection. The gray 
dots indicate documents not classified. 

586 project summaries each one is 3-4 pages long. Each document 
was represented by a vector of 100 keywords for EBS collection and 
1000 keywords for the ITO collection) and two different maps were 
created. 30 human subjects were used for the experimental proce­
dure. 

Firstly the regions were sampled from the SOM maps. Secondly for 
each region were recorded the number of its neighborhood regions 
and their respective labels. Thirdly the human subjects were asked 
to select from a list of all region labels the same number of concepts 
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the SOM had found relevant to the sample concept. 

The performances of the SOM and the random maps were computed 
using recall and precision defined as: 

Precision = ^ g p Recall = ^ £ p 

where: 
X represents the terms suggested by the human subject, 
Y represents the terms suggested by the SOM or the random map. 

From what already said | X \=\ Y \ soR = P and the only R can 
be used. The comparison of the recall/precision levels of SOM and 
the random map gives that in EBS collection SOM achieved 32,9 % 
and the random map the 18,2% in ITO collection SOM had 26.5% 
versus 6.59% for the random map. So that in (Lin et al. 1999) the 
null hypothesis was rejected. 

In (Rizzo et al. 1999a) the authors have also compared the organi­
zation of the information in semantic clusters obtained by using the 
SOM to the organization imposed by an hypertext author over the 
same information set. 

In a hypertext system the set of nodes can be considered as a set of 
points spread over an information space and the links as relationships 
between them. A common assumption is that two nodes are linked 
together if they are semantically related in some way. Although this 
is not always true (e.g. it is not true for hierarchical structures that 
allows the user to reach more nodes starting from an index node), we 
focus our attention on the links between semantically related nodes. 

If an information map is created by using nodes of an existing hy­
pertext, it is possible to assume that the information map will re­
flect in some way this semantic order. In other words, it is pos­
sible to think that linked information in existing hypertext will be 
on the same place or near each other in the information map, and 
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so it is possible to compare the link structure built by the de­
veloper to the node organization imposed by the neural network. 
The hypertext was a web course on hypermedia, on Internet at 
http://wwwis.win.tue.nl/2L670/course.zip. This hypertext is made 
up of 162 nodes and 357 links. The vocabulary consists of about 
6500 words, but it was reduced to n=600 by ignoring stopwords and 
rare words. The training set is made up of 162 vectors V; 6 7£600 

obtained using the TFIDF and a 5 x 8 SOM lattice was chosen. The 
simulation has been carried out using the SOM-PAK 3.1 simulator. 
The result can be expressed in terms of "link precision" as: 

Precision = 
\X\ 

where: 
X is the set of links imposed by the hypertext author 
Y is the set of links imposed by the SOM network 

In Figure 4 it is possible to see the link structure over the information 
map. In this picture the gray boxes represent the neural units and con­
tain the hypertext nodes, as it is possible to see in the magnification 
of the two nodes. 

It has been found that 80 links are between nodes that are on the 
same place on the information map (the same neural unit), and 151 
links are between nodes near each other in the 4 neighborhoods of a 
rectangular lattice, so 231 links (64.7 % of the total link number) are 
made between information atoms near each other in the information 
map. But it has to be said that the information map cannot reproduce 
a hierarchical structure, which is common in hypertext, so that index 
node can generate links that cross the whole information map; in the 
hypertext chosen almost 10 % of the links are due to hierarchical 
structures. 

http://wwwis.win.tue.nl/2L670/course.zip
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Figure 4. The link structure. 

41 Other Self-Organizing Networks to Organize 
tie Information Space 

The GNG network can be used to group together the documents in. 
clusters and It is possible to see the connections between the neural 
units as links between document clusters. The major drawback of 
this approach is that this structure of document clusters and links lays 
on an w-dimensional space where n is the number of keywords used 
In the TFIDF representation (600 in the last example). This high-
dimensional structure Is difficult to visualize. In (Rizzo 1998) the 
GNG network was trained using the same hypertext system and the 
generated structure was compared to the original one. 
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To compare the original hypertext structure to the structure automat­
ically obtained using the GNG network it is necessary to translate 
the links between document clusters built by the GNG network into 
links between documents. If a cluster A contains HA documents and 
is linked to cluster B that contains nB documents it is possible to 
think that all nA documents in A are linked together and each doc­
ument in A is linked to each document in B. To test the neural net­
work results the same hypertext was used and the network obtained 
is composed of 40 linked clusters. Using the above criteria it can be 
said that the total number of links between documents on the same 
cluster is 660 of which 78 links are in the original hypertext and the 
total number of links between documents of linked clusters is 1690 
of which 68 are in the original hypertext. The GNG network gener­
ates 2356 links between documents of which 146 are in the original 
hypertext, 40.1 % of the total number of links. 
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Figure 5. The user interface to navigate the GNG structure. 

Figure 5 shows a simple user interface to navigate the structure cre­
ated by the GNG network in the information space. The interface is 
composed of two frames: the little one shows, in the gray area, the 

file:///jti_okaiMvlra
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content of the cluster (the filenames of the documents that are in the 
cluster) and below the gray area the content of the clusters linked to 
it (in this case only 4 clusters are linked to it). The big frame in the 
foreground shows the document that is obtained by clicking on the 
file name on the first frame. 

The problem of extraction of high-order structure from a GNG net­
work in order to allow visualization is addressed in (Rizzo 2000) 
where a new neural network structure was developed. 

4.2 An Information Map Example 

In Figure 6 each neural unit is represented as a box in a 5x8 HTML 
table that contains one or more hypertext nodes that are semantically 
related to each other (it really contains a link to the HTML file), and 
some keywords (in bold) that are generated by taking the six larger 
vector components of each neural unit. These keywords can give an 
indication of the kind of documents contained in each box and can 
help to label some areas in the information map. 

These results have suggested us to design and develop a system that 
adopts the information map to support hypertext-like organization of 
and access to a set of documents. The system is described in (Rizzo 
et al. 1999a). It should be noted that the adopted HTML-based ap­
proach allows the user, by means of a Web-page editor, to move doc­
uments from a cell to another one, to change the list of access points, 
to comment them and so on. 

5 Automatic Development of an 
Hypertext-Like Structure 

The same approach used to develop an information map can be gen­
eralized to get to a hypertext-like organization of sets of documents. 
In (Merkel 1998, Roussinov and Ramsey 1998, Kaski et al. 1996), 
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Figure 6. The HTML table obtained from a SOM document map. 
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an SOM network has been used to produce, starting from a set of 
documents, an ordered document map where a user can navigate 
and find the right document using explorative search. The developed 
document map has almost the same appearance than the information 
map shown in Figure 6; but whole documents instead of single infor­
mation atoms are clustered. However, in order to identify hypertext 
links starting from a collection of documents (like scientific papers 
or technical reports), a further step is necessary. In fact, documents 
are not information atoms, they do not carry a unique idea or concept, 
they have an introductory part, they have to explain the fundamental 
ideas and describe the new ones and finally they have a conclusion. 
In short, they are composed of many information chunks, and it is 
necessary to break down each document into information atoms. 

It is really difficult to separate information atoms starting from a 
complex document as a scientific paper. For our purposes it has 
been assumed that paragraphs have been considered as the infor­
mation atoms. In our system links are generated between the para­
graphs of the documents; classification of paragraphs is expected to 
be much more precise than classification of the whole documents. 
But it should be noted that, since a map of paragraphs can be mis­
leading and difficult to be read for the end user, a map of documents 
is also developed and visualized in order to support browsing of the 
document set. 

5.1 The Prototype of the System 

The proposed system, called Hy.Doc. creates the link structure by 
a SOM neural network applied to the paragraphs. For example, as 
shown in Figure 7, if the user is looking at an interesting idea de­
scribed in paragraph 2 of document 1, the system will answer by 
proposing documents 2, 3 and 4 that contain one or more paragraphs 
related to the one the user is reading (paragraph 3 of document 2, 
par. 2 of document 3 and par. 2 of document 4). The links generated 
by the system connect a paragraph to many documents. 
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However, since browsing between single paragraphs out of their con­
text (the whole document) can be misleading, the links structure be­
tween paragraphs is transparent to the user: if the user is reading a 
specific paragraph, the Hy.Doc. provides him/her the links to all the 
documents containing paragraphs in the same cluster, rather than to 
the single paragraphs. 

As presented before a SOM map groups document that are seman-
tically related; the classification is more error prone for the reason 
explained before, but it can give some help. The HTML table has 
been chosen as a visual representation of a bookshelf, that is an ef­
fective metaphor for this kind of organization. 

Clusters created by 
the SOM2 network 

Document 3 
Par.] 

Links generated 

Figure 7. The links between document paragraphs generated by the SOM 
network. 

A user can access the system through an Internet browser. When 
a user gets access to the system, the document map is sent by the 
server and visualized in the user browser. S/he can locate the area of 
interest on the map, choose a document and visualize it by "point­
ing and clicking" on the map (when a document is visualized, only 
its location is shown on the map). Afterwards, the user can select a 
paragraph of interest from the document and ask the Hy.Doc. system 
for the other documents that contain paragraphs related to it, which 
are then visualized on the map (Figure 8). The user can look at the 
topic areas of the returned documents and decide whether they are 
of interest for him/her or not; the abstract of the documents can be 
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requested in order to support this decision. Implementation details of 
the system can be found in (Rizzo et ah 1999b). 

Document 1 Document Map 

Figure 8. The Hy.Doc. system returns the related documents. 

6 Self-Organizing Networks as 
Information Eetrieval and Filtering 
Tool 

When a self-organizing network is used to clustering a set of input 
vectors v € %n the input space Tlnm divided in Voronoi regions. If 
set of weight of the SOM network is W = {Wi, w2,..., w ^ x N2 >

 wt € 
%n} the input space is partitioned into Nt x N2 regions Vh each of 
them associated with a weight w^ and defined as: 

Vh = {venn\\\v-wh\\<\\x-Wj\\,Vh*j} (11) 

This segmentation of the information domain is useful because a 
Voronoi region or a set of Voronoi regions, can be considered as an 
"area" that contains information on the same topic. A consequence 
of this segmentation is that a document map can be used to answer 
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a user query or to filter documents retrieved over the Internet on the 
basis of a user query. A query can be considered as a document, so 
that it is possible to translate it into a representing vector using the 
TFIDF representation and to classify this query using the SOM in the 
test stage. If the vector representing the query is given to the SOM 
during the test stage it will answer with the position of the map in 
which the network classifies the query. This allows the user to re­
ceive a list of documents, the documents in that position on the map. 

In more formal terms the user query q can be considered as a docu­
ment of the collection and represented as a vector \q using the TFIDF 
representation. The unit of the SOM network wft» for which results: 

| | v , - w h . | | < I K - W J H , h*^j,j = l,2,...,N1xN2 (12) 

is called the best matching unit (bmu) and the documents in the 
Voronoi region Vi* are the retrieved documents. 

Moreover if a user gets a set of documents by a search engine, it 
is possible to use the SOM network to find their right places in the 
bookshelf and rank the retrieved documents according to their dis­
tance from the query. As an example, in Figure 9 the document num­
ber 1 will be ranked as relevant because is near the position of the 
query "position" on the map, on the converse the document number 
2 will be considered not relevant. 

6.1 The EDGES System 

The organization of a huge set of documents, in order to serve a 
community of people with different interest and information needs 
cannot be afforded by using a single neural network. An effective ap­
proach is to used many neural networks that organize a subset of the 
information domain. In (Merkel 1998, Merkel and Rauber 1999) a hi­
erarchical neural network structure was proposed. A drawback of this 
approach is that all the documents, and the hierarchical SOM struc­
ture, are in the same high-dimensional vector space. The approach 
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User Query ' 

Figure 9. The SOM map used as information filtering tool. 

used in EDGES (EDucational aGEnt Server) (Rizzo et al. 1998) ex­
ploits the characteristics of the intelligent agent technology in order 
to build an intelligent interface for the SOM map and to obtain a sys­
tem scalable and capable to serve users with different interests. In 
this application the different document sets are organized by many 
SOM map using the fittest vocabulary and the best TFIDF represen­
tation. 

The aim of the EDGES (EDucational aGEnt Server) project is to 
build a set of servers that allow the user to access information on a 
specific topic, to filter the documents obtained using a search engine 
and to build a document database, using an agent based computer 
interface. A prototype of the system was developed using Java™ 
and aglets technology (Lange 1997). 

The EDGES system is composed of servers that contain the follow­
ing components: 
• A set of master agents, one for each user. A master agent helps 

its user to obtain the required information: it gets the query from 
the user and create the search agent to look for the desired infor-
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EDGE Server 

Figure 10. The structure of an EDGE server. 

mation in other EDGE servers; moreover, the master agent can 
create the user interface and present the search results to the user. 
On user demand, it can query the Web using a search engine and 
distribute the search results to the specialized agents for filtering. 

• Search agents, dynamically created by the master agents; they de­
liver the user query to the EDGES servers. They also deliver the 
URL of documents to be filtered. 

• A set of specialized agents, one for each topic. A specialized 
agent manages a document database through a SOM network. It 
answers to the query carried by a search agent finding the best 
matches to the query and proposing them to the user, together 
with a set of keywords and some annotations if available. Period­
ically, the specialized agent reorganizes the database and repeats 
the learning stage of the neural network. Finally, by using the neu­
ral network, it can filter the documents retrieved by a search en­
gine and propose only the best matches to the query. 
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• A directory of other available EDGES servers, used by the master 
agents and the search agents to know the addresses of the other 
EDGES servers. 

If a user wishes to retrieve information on a particular topic, s/he can 
ask to her/his master agent to search this information. The master 
agent does not have to know where the fittest specialized agent is, 
since it passes the query q to the local specialized agents and wait 
for an answer. 

The query q constitutes the most significant part of a message be­
tween the master agent and the specialized agent. Suppose that in a 
EDGE server are k specialized agents, they receive the query q and 
build its representations vj, vjj, ...v* in different spaces with different 
dimensions using the eq. 10. 

The SOM networks managed by each specialized agent will respond 
with the activation of the bmu units: v/\mu, wlmu, ...w^,u. and each 
agent i will respond with the set Sl = {rd\\d e V^mv} of the refer­
ences of documents rd which representing vectors \d are inside the 
Voronoi regions of the bmu unit Vfc

l
mu, i — 1, 2,..., fc. 

If no one of the local agents can satisfy the query (i.e. no one of the 
local specialized agents knows the query topic), the master agent for­
wards the query to the other EDGES servers on the directory using 
search agents. When each search agent reaches a new EDGES server, 
it sends the user request to the local specialized agents and wait for 
the answer. If a specialized agent can satisfy the request, it sends the 
URL of the best-matched documents back to the search agent that, 
in turn will return them to the master agent. If the specialized agent 
cannot satisfy the request, the search agent will read the local direc­
tory of other EDGES servers, will clone itself to reach the servers 
not yet visited and will die. The master agent will show the answers 
of the specialized agents to the user and can query a search engine if 
the user wants it. The URLs returned by the search engine can be fil-
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tered using the user query and the knowledge of the right specialized 
agent. 

7 Overlay User Model by Using a SOM 

Adaptive systems are those systems that are capable to change their 
behavior and its functionality in order to meet the user requirements 
(Brusilovsky and Eklund 1998). These systems need a model of the 
goals, preferences and knowledge of each user. A SOM network can 
be used to build a map of the information domain in an hypermedia 
adaptive learning system. Using this map it is possible to build an 
overlay model of the knowledge of the user; in another layer it is 
possible to build the map of the learning goals. This structure was 
proposed in the system DAWN(Designing in Architecture Working 
on the Net), a Webbased instruction system aimed at supporting new 
didactic approaches to the subjects of Urban Planning and Architec­
ture (Fulantelli et al. 2000). 

In the DAWN system the information space is sorted in a SOM doc­
ument map according to their semantic content; this map, which is 
part of the Information Domain Model, is shown in the upper left 
side of Figure 11. The new documents added to the system are auto­
matically sorted by the SOM network, so that the expert is not forced 
to check all the documents at the time when they are introduced into 
the system, rather they can be checked periodically in order to correct 
the misclassifications of the SOM algorithm. 

By classifying the user's answers to an entry test, the system builds 
up an overlay modelof the user's knowledge, with reference to the 
clusters identified by the SOM map and not to single information 
in the information space (in the middle of Figure 11). An important 
consequence of this approach is that the model will remain consis­
tent even if new documents are added to the system. The knowledge 
needed to accomplish the assignments of the course is mapped to 
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the Information Domain map thus producing the Assignment Ma­
trix represented in the lower part of Figure 11. The system allows 
the expert to map the assignment by directly inspecting the Infor­
mation Domain Map (represented as an HTML table) and deciding 
what knowledge level is required to reach the learning goal (knowl­
edge levels are represented as levels of gray in Figure 11). However, 
this solution has a drawback: if the mapping of the assignment is left 
entirely to the system then the misclassilcation errors should be the 
same in the Information Domain mapping, and in the User Knowl­
edge mapping. So that the three models will remain consistent. 

Figure 11. The three models based on SOM maps. 

7.1 Aiaptive Navigation Support 
The solution we propose is based on an adaptive link annotation tech­
nique (Brusiiovsky et at 1998)that marks all the links on the page 
and suggests which page an user should visit next according to the 
learning goal, the semantic value of each node that can be reached 
and the student's knowledge. The user preferences for approaching 
the information were also taken into account. 
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The user knowledge model Is based on the student's background 
knowledge and the knowledge s/he acquires during the navigation 
towards the learning goal. As stated above the first time an user en­
ters DAWN, s/he is asked to complete an entry test to assess his/her 
knowledge related to the course subjects. To be more precise the 
entry test introduces a certain number of questions for every doc­
ument cluster as Identified in the Information Domain Model by the 
SOM. According to the answers, an automatic procedure produces a 
representative matrix of the student's background knowledge on the 
course subjects ("knowledge matrix" in Figure 11). The value in each 
cell (which represents a cluster in the information domain model) Is 
a number corresponding to the level of knowledge for that subject. 

^%/ / My 
User-
Knowledge 
Mode! 
(section) 

" 7 f ~ 7 y^Assignment 

-™,-__^™^ / (section) 

reformation 
Domain 
(section) 

Figure 12. The combination of the Knowledge Matrix and of the Assign­
ment Matrix to annotate links in the DAWN system. 
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7.2 Link Annotation 

In order to annotate the links on each page visited by the user. 
The system distinguishes between the links that point to documents 
which are related to the assignment and the links pointing to docu­
ments which are not related to. This first classification of the links 
is based on the difference between the elements of the "Knowledge 
Matrix" and the "Assignment Matrix": the system evaluates the level 
of student knowledge for each cluster in the "Knowledge Matrix" 
(for example expressed in percentages as shown in the upper section 
of Figure 12) and the level of knowledge for each cluster that the 
student has to acquire to achieve the learning goal, as reported in the 
"Assignment Matrix" (as shown in Figure 12). Therefore the system 
evaluates the links pointing to the pages in the clusters A and B as 
recommended (because they increase the knowledge of the concepts 
required by the learning goal); then it marks the links to the pages on 
the cluster C as not recommended. 

8 Conclusions and Future Works 

Self-organizing networks, such as SOM and GNG, sort documents 
that are semantically related to each other into clusters and they or­
ganize these clusters on a map or they connect these clusters creating 
a lattice structure on the information space. This organization trans­
lates a semantic relationship in a neighboring relationship that can 
easily be visualized on a map if the SOM network is used. 

The lattice structure created between the information clusters con­
nects information semantically related and a straightforward appli­
cation is the development of a system that builds an hypertext-like 
structure over a set of documents. This structure connects documents 
to other documents (or documents fragments to other documents 
fragments) but more investigations are needed in this direction to 
obtain a true hypertext structure. Moreover it is a necessary tool to 
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help the user navigation, due to the high number of links generated, 
especially when a GNG network is used. 

The neighborhood relationship between information was used to 
build an information filtering and retrieval tool. The behavior of the 
information filter can easily be defined by the user inspecting the in­
formation map and deciding which is the interesting topic (i.e. the 
suitable information cluster). This propriety can be exploited by de­
veloping a new kind of visual interfaces that can enhance the user 
control on the behavior of an intelligent agent. 

Another application of the self-organizing networks is the represen­
tation of a knowledge domain in a way that make it easy to inspect, 
to manipulate and to manage such domain. This representation can 
also be used to build open adaptive learning systems and a prototype 
of that kind of system was described. 

Self Organizing Maps can organize and visualize information in a 
way that help an user to build a cognitive structure that supports 
browsing activity and management of a large information space spe­
cially when the user is not aware of the information in the space. 
These cognitive structures are needed in order to avoid the effects of 
an "information overload." 
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Chapter 6 

Emotion-Orientated Intelligent Systems 

T. Ichimura, T. Yamashita, K. Mera, 
A. Sato, and N. Shirahama 

"Kansei" engineering is now widely known as a research field of 
human feeling or sensory systems. An emotion oriented intelligent 
system includes deeper consideration for human emotions. We feel 
that an emotion-oriented intelligent system equipped with a hu­
man-like interface enables smoother human communications. Aside 
from verbal messages, human face-to-face communication usually 
includes nonverbal messages such as facial expressions, tone, 
speaking rate, pauses, hand gestures, body movements, posture, and 
so on. Also, we can be deeply impressed by listening to music and 
watching pictures and movies. We are able to feel similar nonverbal 
messages from these entities. In this chapter we explain some tech­
niques and systems for understanding human emotions through 
several test cases, including an e-mail application, an automatic 
scenario analysis system for Japanese traditional opera, a retrieval 
system for music databases based on user's impressions, and an ar­
tificial emotion processing system based on the relationship between 
color expressions and human emotions. 

1 Overview of Emotion Orientated 
Intelligent Systems 

Science has made great advances in the past century. The scientific 
or engineering technologies have not always dealt with human 
emotion explicitly. At the same time, humans who use those tech-
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nologies do not necessarily have a reasonable behavior, because 
every human has emotions, is carried away by the emotion and lives 
everyday life with some feelings. 

When we consider the interaction between emotion and cognition 
from the psychological point of view, the idea, which treats the 
emotion as an obstructive thing, might be old-fashioned. Since the 
research field of engineering aims to achieve a smooth communica­
tion between humans and machines, it is natural that we wish to 
develop the technique for understanding human's emotions or to 
embed the emotional functions in the machines. Therefore, we con­
sider emotionally orientated intelligent systems. 

Recently, "Kansei" engineering (Tsuji 1997) has been widely 
known as a research field of human feeling or sensory. An emotion 
orientated intelligent system can deeply consider the emotions of 
humans. We hope that the emotion orientated intelligent system is 
equipped with human-like interface, which enables human to like 
communications. Human face-to-face communication is usually 
giving and taking nonverbal messages such as facial expressions, 
vocal inflection, speaking rate, pauses, hand gestures, body move­
ments, posture, and so on. Furthermore, we are deeply impressed by 
listening to music and watching pictures and movies. We shall be 
able to feel such nonverbal messages. 

In this chapter, we introduce some techniques and systems of un­
derstanding human's emotions. Sections 2 and 3 describe the e-mail 
application software Facemail and the automatic scenario analysis 
system for the Noh play, Japanese traditional opera, as facial ex­
pression systems. Section 4 explains the retrieval system from music 
database based on user's impression. Successively, Section 5 pro­
poses an artificial emotion processing system based on the relation 
between color expressions and human emotions. Section 6 will shed 
a new light on the future of the research of intelligent systems based 
on human emotion. 
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2 Facemail 
First, we developed application software with emotional facial ex­
pressions as emotion orientated intelligent systems. It can analyze 
emotions of the user and represent his/her emotions as facial ex­
pressions. The application software has two outstanding functions. 
One function is displaying emotional faces and the other one is 
analyzing emotion from sentences. The face displaying part is based 
on a sand glass type neural network trained by real face images 
(Ueki et al. 1993). The emotion analyzing part is done with Emotion 
Generating Calculations (EGC) method based on the Elliot's Emo­
tion Eliciting Condition Theory (Elliott 1992). The proposed method 
can judge whether an event is pleasant or not and can calculate each 
emotion value for 20 kinds of emotions. These attributes are suc­
cessfully set to the trained neural network as input signals. 

2.1 Parallel Sand Glass Type Neural Networks 

We give a brief explanation of a sand glass type neural network in 
Figure 1, which can learn different teaching signals simultaneously 
(Irie and Kawato 1990, Fukumura et al. 1998). This type of network 
consists of several neural networks and each network has 5 layers. 
The third layer in each network is connected with each other. The 
neurons in the other layers activate independently in each network. 
The same teaching signals are set into input neurons and output 
neurons in each network to perform an identity mapping. Figure 1 
shows TV combined networks and it can learn N kinds of different 
training data. The information related to input signals are condensed 
into the neurons in the third layer. 

Back Propagation (BP) learning algorithm is employed to train the 
network. However, in the third and in the fifth layer, we adopt a 
linear function as a bias function instead of a sigmoid function, and 
do not use threshold values to represent prominent weights of its 
incoming links. 
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Figure 1. An overview of a parallel sand glass type neural network. 

2.2 Facial Training Data 

In this chapter we use emotional facial expression of some persons 
as teaching signals. For each person, there are 6 facial expressions 
for basic emotions, "happiness," "sadness," "disgust," "anger," 
"fear," "surprise," and a neutral one. Each emotional face has two 
face images. Therefore, we have 13 pieces of pictures for each 
person. In order to construct an emotion space in the third layer in 
the neural network, we tried to construct a facial expression model 
by the neural networks. 

In order to normalize the face images in position and size by using 
internal facial features as reference points, we use an affined trans­
formation (Akamatsu et al. 1993) to extract the normalized target 
images. First, we determine three reference points, Er, E/, and M as 
the center points of the regions that correspond to the both eyes and 
mouth in Figure 2. In this chapter, the parameters in Figure 2 are 
c\-C2 = O.Sd, ci = OAd, C4 = \2d. Then, we obtained a standard 
window of 128x128 pixels to form the target images. Figure 3 shows 
the 6 facial expressions for basic emotions and a neutral face of a 
subject. These pictures are transformed into 8-bit gray-scale format. 

Next, we must convert these pictures into 2-bit encoded data in the 
frequency region to use as a training data. We use the 2-D DCT as a 
transformation technology because the face image variation is di­
rectly reflected to the frequency region and most of the energy 
concentrates on its low frequency part (Xiao et al. 1998). 
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Original image Training image 

Figure 2. A target image defined by three points. 
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Figure 3. Samples of 6 emotional basic faces and neutral face. 

23 Learning Experimental Results 

In this chapter, we have used the pictures of the people faces and 
trained the sand glass type neural network. Each network learned 
some target images of one person to construct the emotional infor­
mation in the third layer. When there are only fewer networks than 
the number of people, the network was not able to classify the people 
faces into each emotional face. Therefore, we used the sand glass 
type neural network which combined N neural networks. These 
networks have two neurons in the third layer and are interconnected. 
Figure 4 shows a typical neural network. 
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Figure 4. A typical neural network. 

We consider that the information in output activities of two neurons 
is represented in the 2-dimensional emotional space. It is easy to 
understand this emotional space formed by the behaviors of neu­
ron's output activities (Ichimura et al. 2001b). After training the 
network, we investigated the output activities in the third layer. 
Figure 5 shows the neuron output activities in the third layer. This 
figure is similar to the circumflex model of emotions by Russell and 
Bullock (1985) in Figure 6. However, it took long time to converge 
into the desired mean square error, because the network represents 
prominent characters of emotions by the output activities in the third 
layer. 

2.4 Emotion Generating Calculations Method 

Next, we explain a method for extracting emotions from the sen­
tences. We consider 2 methods to generate the feeling. One method 
generates the emotions by analyzing the meaning of the sentences 
with personal taste information. Another method generates the mood 
from the summary of the extracted emotions. Emotion Generating 
Calculations (EGC) extracts pleasure/displeasure from the event 
represented in a sentence. This proposed method uses "favorable 
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value" of the words in the event. Some favorable values are prede­
fined and the others are obtained by knowledge acquisition. Under 
the extracted pleasure/displeasure by EGC method, their emotions 
are divided into 20 kinds of complex emotions based on Elliott's 
Emotion Eliciting Condition Theory (Elliott 1992). 
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Figure 5. Neuron activities in the third layer. 
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Figure 6. Emotion circle. 

We can usually categorize human feelings into "pleasure," "sad­
ness," "angry," "expectation," and so on. Such feelings are deter­
mined whether an event is pleasure/displeasure/unknown according 
to some words in the case frame representation. We define the 
equations of Emotion Generating Calculations according to the 
kinds of case frame representations as shown in Table 1. The / 
represents a favorable value of each type in case frame; fs as "Sub­
ject," fo as "Object,"/OF as "Object-From,"/0ras "Object-To," foM 
as "Object-Mutual," fos as "Object-Source," foc as "Ob­
ject-Content,"//' as "Predicate." The 12 kinds of case frame struc­
tures are classified based on the following reasoning (Okada 1996): 

• For Type I, Subject(S) does Verb(V) that influences reach to S. 
• For Type II&III, S's statement which has a relation to V's 

changes from Object-From(OF) into Object-To(OT). 
• For Type IV, S and Object-Mutual(OM) have a relation to V. 
• For Type V, S and Object-Source(OS) do V at the same time. 
• For Type Vl-a), S does V to Object(O). 
• For Type Vl-b), O' s statement is changed from OF into OT by S. 
• For Type Vn&Vm, O is done V by S. 
• For Type X, O is done V using I by S. 
• For Type XI, O has Object-Content (OC) as an attribute. 
• For Type IX&XII, These types are fluctuated into various cate­

gories. 
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Table 1. Event type and Emotion Generating Calculation. 

Type 
I 
II 

m 
IV 
V 

VI 

VII 
VIII 
IX 
X 
XI 
XII 

Event type 
V(S) 
V(S, OF) 
V(S, OT) 
V(S, OM) 
V(S, OS) 

V(S, 0) 

V(S, 0, OF) 
V(S, 0, OT) 
V(S, 0, OM) 
V(S, 0,1) 
V(S, 0, OQ 
Others 

Emotion Generating Calculation 

fsXfp 
fs X (foT —foF ) Xfp 
fs x (for-foF) x/p 
fs x/oM ~Xfp 

(fs-fos) xfp 
a)fsx(foxfp) 
b)/o xfp 
fo X (foT-foF ) Xfp 
fo X (for -foF ) Xfp 

foXfP 

fo xfoc 

Favorable value is the degree of feeling about like/dislike and it is a 
number in the range [-1.0, 1.0]. When this value is larger, it means 
liking more. And when it is smaller, it means disliking more. We 
decided the favorable value by the human's sense from the dialog's 
contents. We prepared the database related to favorable values 
where each emotional word has one value. 

When for example the sentence "Romeo dates with Juliet" is given 
to the EGC method, the calculation is as follows: 

Event: "Romeo dates with Juliet." 
Predicate (P) = "dates with": +0.5 
Subject (S) = "Romeo" :+1.0 
Object Mutual (OM) = "Juliet" :+0.9 

Event type: "date with" • V(S, OM) 
• 

Emotion Value=fs (Romeo) xf0M (Juliet) xfP (dates with) 
= (+1.0) x (+0.9) x (+0.5) 
= +0.45 • positive number (pleasure) 
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The result shows that Romeo feels pleasure about the event "Romeo 
dates with Juliet." 

2.5 Classification of Emotion Types 

Based on such emotion values calculated by the EGC method and 
their situations, the degree of pleasure/displeasure for each emotion 
type is obtained. We consider only 20 emotion types, among 24 
described by Elliott (1992). Figure 7 shows the dependency between 
the groups of emotion types. The 20 emotions are classified into 
some emotional groups as follows; "joy" and "distress" as a group of 
"Well-Being"; "happy-for," "gloating," "resentment," and "sorry-for" 
as a group of "Fortunes-of-Others"; "hope" and "fear" as a group of 
"Prospect-based"; "satisfaction," "relief," "fears-confirmed," and 
"disappointment" as a group of "Confirmation"; "pride," "admira­
tion," "shame," and "disliking" as a group of "Attribution"; "liking" 

Emotion Generating Calculations (Emotion Values) 

Predicted events from Events from the Events from the otherevents 
theviewpoint of mine viewpointof others viewpoint of mine 

f Prospect-based J (Fortunes-of-othersl 

Favorable Value 
Favorable Value 

•f Well-being J f Attr ibution J Attraction 

f Well-being/Attribution J 

Figure 7. Dependency between emotion groups. 
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and "disliking" as a group of "Attraction"; "gratitude," "anger," 
"gratification," and "remorse" as a group of "Well-Being/Attribu­
tion"; "love" and "hate" as a group of "Attraction/Attribution." The 
emotion types, "liking" and "disliking," are not included in the 
generated emotion type by the EGC, since the emotion type "love" 
and "hate" are different from the others. 

2.6 From E-Mail to Facial Expressions 

The Facemail analyzes the sender's emotion type and degree from 
the e-mail content and represents a facial expression corresponding 
to the emotion of the person sending the e-mail. It needs to analyze 
the e-mail's content at the server side and interpret the determined 
emotional face in an e-mail header. The server has four stages of 
processing as shown in Figure 8; Morphological analysis and pars­
ing, Translation into case frame format, Determination of facial 
expression, Message transfer with analysis results. As the server 
receives a message, it conducts a Morphological analysis and pars­
ing, and translates it into case frame format. The EGC calculates the 
emotion type and degree corresponding to the e-mail. Although the 
EGC requires the favorable values and dictionary related to emo­
tional words, our system has prepared the dictionaries on the basis of 
the questionnaire results for favorable values of some words. 

We must consider how a facial expression is decided as a total face 
representation from the extracted emotions by the EGC. The 20 
types of emotions by the EGC are translated into 6 kinds of facial 
emotion types by the assignment rules in Table 2. A parallel sand 
glass type neural network is trained for four selected characteristic 
facial pictures and the center point in an emotional space corre­
sponding to the training data for each emotion is calculated as shown 
in Figure 9. 
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E-mail from a sender 

Emotional Word Dictionary 
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and parsing 

Favorable Va 

uc.o l ve e-lna ] ! 

Translation into 
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Determine a facial expression 
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Transfer messages 
with facial expression 

To an e-mail receiver 

Figure 8. An overview of the system flow in the server. 

Table 2. Assignment rules from EGC into facial emotion types. 

Facial emotion type Extracted emotions from EGC 

Anger 

Pleasure 

Displeasure 

Surprise 
Disliking 
Perplexity 

anger 
joy, happy-for, gloating, hope, satisfaction, relief, pride, 
admiration, gratitude, gratification 
distress, resentment, sorry-for, fear, fears-confirmed, dis­
appointment, shame, reproach, anger, remorse 
relief, disappointment 
none 
sorry-for, fear, relief, disappointment 
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• Training data 
• Test da la 
• Center of mass 

Figure 9. Input points in emotion space. 

Furthermore, in order to centralize the 6 facial emotion types and 
their values we calculate a center vector of each vector as shown in 
Figure 10. Figure 11 shows the relation map between inputs to the 
emotional space and output activities in the fifth layer of neural 
network for a subject. The sentences in a mail are analyzed by 
proposed method, and then we can read the mail with a facial 
expression as shown in Figure 12. 

I Center vector-' 

Figure 10. Center of 6 emotions. 

However, in Facemail, the following problems still remain: it takes 
too long to train a parallel sand glass type neural network for a given 
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facial expressions; in case of long e-mails, it shows a neutral face as 
a result of the summation of the various emotions in the different 
parts of the text. We will solve such problems in the near future, and 
then we will release a commercial-based human interaction system 
(Ichimura ei al 2001a?c). 

Figure 11. Relation map between emotional space and output activities. 
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Figure 12. Mail tool in Facemail. 

3 Automatic Scenario Analysis System 
for Noh Play with Noh Masks 

Noh play is one of the most popular traditional arts in Japan. Noh 
masks used in the Noh play are artificial and sometimes ambiguous, 
so they are interpreted as expressing varied emotions (Osaka 1986). 
In Noh masks, elements of the human face are combined and inte­
grated in typical patterns, and their expressions are considered to 
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summarize rich and diverse human emotions (Minoshita et al. 
1999). On the stage, the Noh mask turns upward and downward or to 
the left and right, and the audience reads diverse emotions with the 
change of the angle of the mask. An upward turn of the mask, which 
is called terasu (shining), represents a pleasant and cheerful state of 
mind, and a downward turn of the mask, which is called kumorasu 
(clouding), represents a gloomy state of mind. The audience enjoys 
perceiving delicate emotions from the changes of the mask angle. In 
these days, the number of those who go to Noh theatre is decreasing 
because of the scarceness of Noh theatres. However, people can 
download the scenario for Noh play from the Internet and can read 
various scenarios for Noh play. But they cannot enjoy perceiving 
delicate emotions from the Noh mask. 

For this reason, we propose a fuzzy reasoning model for selecting the 
image of Noh mask which expresses the emotions caused by some 
situation in the Noh play scenario. Moreover, we are constructing the 
system with which users can read the scenario of Noh play and can 
enjoy grasping delicate emotions from a Noh mask on the computer 
display. 

We used Koomote as the Noh mask. Koomote is a type of female mask 
and is the most popular among Noh masks. Koomote is known to have 
the richest variety of facial expressions (Minoshita et al. 1997). We 
analyzed the subjects' responses to the relationships between the 
emotion items and the Noh mask images by MDS (multi-dimen­
sional scaling) and identified the three dimensions: "attention - re­
jection," "pleasant - unpleasant," and "sleep - tension." For exam­
ple, in Figure 13, the Noh mask images are plotted with the first 
dimension as the X-axis and the second dimension as the Y-axis. 
The first dimension is "rejection - attention," and the second di­
mension is "unpleasant - pleasant." In Figure 14, the Noh mask 
images are plotted with the first dimension as the X-axis and the 
third dimension as the Y-axis. The third dimension is "sleep - ten­
sion." 
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Dimension 1 Attentloii-Rejectlon 

Figure 13. MDS plot of Noh mask image (Dimension 1, Dimension 2). 

Dimension i Attention-Rejection 
Figure 14. MDS plot of Noh mask image (Dimension 1, Dimension 3). 
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These MDS results agree with "pleasant - unpleasant," "attention -
rejection," and "sleep - tension" described in the facial expression 
circle model presented by Schlosberg (1952), and accord with major 
dimensions of emotion perception obtained by dimensional evalua­
tion methods for various expressions in the study of facial expres­
sions. 

It is surprising to note that the changing of the angle of a Noh mask 
can produce various emotions as well as human facial expressions. 

3.1 Construction of Fuzzy Reasoning Model 

We constructed the fuzzy reasoning model for selecting the angle of 
the mask which expressed the emotions caused by the sentences 
written in the Noh scenario as the following. 

We used fifteen images of koomote turned from 50 degrees down­
ward to 48 degrees upward (down50, down40, down30, down20, 
down 10, down6, down2, front, up2, up6, up 10, up20, up30, up40, 
up48), as shown in Figure 15. 

As shown by Ekman and Friesen (1975), we used the following six 
basic emotions: 

1. happiness 
2. sadness 
3. anger 
4. disgust 
5. surprise 
6. fear. 

We asked 69 undergraduates (63 males and 6 females) to choose one 
or several angles of the mask which expressed a given emotion. We 
assumed that the ratio of the subjects who selected the angle of the 
mask for a given emotion was the grade to which the facial expres­
sion of the mask belonged to a fuzzy set of facial expressions which 
expressed the emotion. 
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Figure 15. Noh mask images. 
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We proposed the following fuzzy reasoning model on the basis of 
Yamashita <?f aZ. (1999): 

Rulel: A, => Pi 
Rule 2: A2 => P2 

Rule 6: A6 =>P6 

Input: a.\ and a2 and ... and a^ 

Conclusion: P', 

where A\, A2,..., and A(, in the antecedent part are crisp sets of basic 
emotions, and P\,P2,..., and P(, in the consequent part are fuzzy sets 
of the facial expressions of the mask which express a given emotion. 

If we have a \, a2,..., and a^ as the intensity of each emotion, then the 
fuzzy reasoning result of Rule i (/=1, 2,.. .,6) is calculated by 

Mpr(z) = a-i A^Pi(z), 

and the combined conclusion of Rule 1, Rule 2, ..., and Rule 6 is 
given as 

HP-(Z) =fiP]-(z) Vfip2-(Z) V - VfiP6'(z). 

The angle of the mask with the highest or the second highest grade of 
membership should be selected as the angle of the mask which well 
expresses the emotions caused by a given situation. 

3.2 Application of the Model 

We are applying our fuzzy reasoning model to the automatic sce­
nario analysis system which selects and displays the Noh mask 
image with the scenario for Noh play. 

First, our system receives the sentences in the scenario. Then the 
system decomposes the sentences into words and transforms these 
words into original forms in terms of inflection. These words are 
compared to the words in the database for each emotion. Then, the 
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membership values for all the emotions are calculated. These 
membership values are used as the input values for fuzzy reasoning 
or neural network. As a result of fuzzy reasoning or neural network, 
an image of the Noh mask with the maximum membership value is 
selected and displayed. 

For example, the sentences in the scenario (Waley 1997) are: 

/ am happy, happy. 
Now I shall have wings and mount the sky again. 
And for thanksgiving I bequeath 
A dance of remembrance to the world, 
Fit for the princes of men: 
The dance tune that makes to turn 
The towers of the moon, 
I will dance it here and as an heirloom leave it 
To the sorrowful men of the world. 

As for these sentences, the first and second underlined word 
"happy," and the third underlined word "thanksgiving''' are identified 
as representing the emotion "happiness." The fourth underlined 
word "sorrowful" is identified as "sadness." Therefore, "sadness" 
has a membership value of 0.25 (=1/4) and "happiness" has a 
membership value of 0.75 (=3/4). These membership values are 
used as the input values for fuzzy reasoning. 

As a result of fuzzy reasoning, the image "down 10" with the highest 
membership value is selected and displayed as shown in Figure 15. 

We used "Hagoromo" as a Noh play. The story of "Hagoromo" is as 
follows: a fisherman finds an angel's cloak on the beach. He steals it 
and so prevents her return to heaven. The angel is very sad because 
she cannot go back to the sky. After several conversations, the 
fisherman decides to give the cloak back to the angel. The angel is 
very glad and dances showing the glory of heaven. Figure 16 shows 
the scene where the angel is very glad to know that she will be able 
to go back to heaven. 
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Amget 
I am happys happy. 
Now I shall have wings and mount the 
sky again. 
And for thanksfpring I bequeath 

A dance of remembrance to the world, 
l i t for the princes of men: 
The dance tune that m akes to turn 
The towers of the moon, 
I will dance it here and as an heirloom 
leave it 
To the sorrowful men of the world. 

Figure 16. An example of display. 

4 Impression-Based Eetrieval System of 
Music Works 

One of the media data main research topics is how to retrieve a data 
from a database. Many research projects have proposed con­
tent-based retrieval methods for music works using a note sequence 
which is inputted by singing or using a musical keyboard (Tseng 
1999, Rolland et al 1999, Melucci and Orio 1999). These methods 
are effective when the user knows some information about the music 
work. 

Recently, a computer with a network device has high functionality 
and is low in price. Therefore, we can easily create an original media 
data such as a music work, an image, or a video. Moreover we can 
spread the original media data or can collect different kinds of media 
data through the network. Then the end users can easily create the 
multimedia contents from the network-collected data without cre­
ating each media data composing it. 
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When we consider the above case of creating multimedia contents, 
the multimedia contents creator should often need a media data that 
is close to his/her impression. A typical example is when a creator 
should select the most suitable work as background music for a 
corresponding image from a group of music works that he/she does 
not know at all. The previously mentioned methods cannot be used if 
a user does not have some information about the required music 
work. 

4.1 The Affective Value of Music 
In the field of the psychology of music, there are some researches 
measuring the emotion of subjects by listening to music works. 
Hevner (1936, 1937) investigated the relations between the music 
structure and the emotion response by using the adjective check-list. 
Taniguchi (1995) has shown the relationship between the affective 
value, which is a certain degree of our impression in the emotional 
side of a music work, and the emotion response obtained by listening 
to them. 

Taniguchi (1995) defined the affective value scale of music 
(AVSM) as a scale to measure the affective value of music works. In 
his method, the affective value corresponded to the quality and the 
intensity of a given affect. AVSM has five major factors and 24 
adjectives as shown in Table 3. In order to measure the affective 
value by AVSM, the subjects allocate the 24 adjectives into an af­
fective sound in a music work on a five-point scale: (1) not entirely 
fit, (2) not fit, (3) neither, (4) fit, and (5) just fit. 

The affective value consists of five scores, one for each factor. The 
score of a factor is calculated as a summation of the five-scale points 
for the adjectives included in that factor. However, the "lift" factor 
consists of negative adjectives and positive ones. Therefore, we di­
vide the sum of the two points in the lift factor by 2 and calculate the 
average point. Thus, the maximum value of the points in each major 
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factor is 20, the minimum value is 4, and the median point is 12. 
Furthermore, Taniguchi reported the affective values for 90 pieces 
of classical music works by this measurement. 

Table 3. Five major factors and twenty-four adjectives of AVSM. 

Factor Adjectives 
Lift (positive) Cheerful Joyful Happy Bright 
Lift (negative) Melancholy Pathetic Mournful Gloomy 
Affection Tender Longing Sweet Tranquil 
Strength Robust Intense Exciting Emphatic 
Frivolousness Whimsical Merry Light Restless 
Solemnity Solemn Awe-inspiring Lofty Dignified 

4.2 An Overview of the Proposed System 

We develop an impression-based retrieval system for music works 
by impression words. The outstanding characteristic of our proposed 
system is the application of the AVSM method to a database. Figure 
17 shows an overview of the proposed impression based retrieval 
system. An affective value of music works measured by AVSM 
consists of 5 points where each point is selected in 5-point scale for 
each major factor. Therefore, its affective value is a 5 dimensional 
vector called an affective vector of music works and each vector 
element is the selected point for the 5 major factors. 

In this system, the user inputs an affective vector of a desired music 
work as a query. The result is a music work from the database whose 
affective vector is closest to the affective vector of the query. In 
order to find the closest affective vector, we measure the Euclidean 
distance between the affective vector of the query and each affective 
vector stored in the database. When we use an affective vector as a 
query, we can use the same method as the one used to measure an 
affective value by AVSM. In other words, a user allocates the 24 
adjectives into affective sound in a desired music work. Our method 
adopts the 19 affective values of music work reported by Taniguchi 
(1995). 
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Research Results of Psychology of Music 

Result Impression-based Retrieval System 

Figure 17. Overview of the proposed impression-based retrieval system. 

4.3 Problem of Our Proposed Retrieval System 

In order to make our proposed retrieval system practical we may 
need a lot of pairs of media data and its corresponding affective 
value in order to build the database. The measurement of the affec­
tive value by AVSM requires experiments in which many subjects 
listen to the music work. The building cost of such a database is very 
high. Therefore we propose a new method which can build a data­
base with a lower cost. 

Our proposed method is to calculate the affective values based on 
the results of the music structure analysis. Since the affective value 
has an aspect of human emotion while people listen to a music work, 
we think that the framework of the same music work influences the 
affective values. If the relation between the affective values and a 
structure of music framework is represented explicitly, the affective 
values can be calculated automatically from a music work structure. 
Most of the current music work is stored in digital representation 
such as MIDI (Musical Instruments Digital Interface) format, from 
which it is easy to analyze the music structure. 
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The analysis of music works is shown in Section 4.4. We propose 
two estimation methods of the affective values by using MIDI music 
works. The first one shown in Section 4.5 is the search method for 
structure of music works applying the technology of the machine 
learning. The second one shown in Section 4.6 is the search method 
using fuzzy regression analysis. 

4.4 Analyzing Method of Music Structure Using 
MIDI Format Data 

A MIDI format is being used as a data format for transfer between 
the MIDI instruments. We can directly listen to the music data in 
MIDI format using MIDI instrument. Moreover, each computer is 
equipped with MIDI instrument in its soundcard. It is easy to collect 
the MIDI data from the Internet as well as to analyze it on computer 
because it is an open standard format. 

Hevner (1936, 1937) has reported the effect of 6 music structures 
(tempo, pitch, mode, melodic line, rhythm and harmony). We ana­
lyzed the degree of agreement values in the following 6 music 
structures: 
• Tempo: 3 categories; slow, medium, or fast tempo 
• Mode: 2 categories; major or minor mode 
• Melodic line: 3 categories; rising, flat, or falling melodic line 
• Rhythm: 2 categories; medium, or flowing rhythm 
• Harmony: 2 categories; simple or complex harmony 
• Meter (music times): 3 categories; simple, compound, or pecu­

liar times. 

Based on the analysis results of Yoshino et al. (1998), we obtained 
the feature values in the interval [0,1]. Each feature value represents 
the rate of the frequency with which a music structure occurs. We 
used 37 classical music works in MIDI format, downloaded from the 
Internet, which were also among the 90 music works used by Ta-
niguchi (1995). 
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4.5 Estimation Method by Machine Learning 

In order to examine the relationship between the affective value and 
the feature value, we use the C4.5 Quinlan's method (Quinlan 1993). 
This is a popular method to discover and analyze some patterns in­
cluded implicitly in the classification of numerous records. The 
method also generates a classifier in the form of a decision tree from 
which a set of production rules are derived. 

In Quinlan's method, each recode is regarded as a case. A case 
consists of some attributes and a predefined class. In this section, we 
use the feature values as such attributes and assign the 5 major fac­
tors of the affective values into 5 predefined classes based on the 
arithmetic mean and the standard derivation as shown in Table 4. 
The table shows the result of the questionnaires on the affective 
values. Then, we obtained the production rules with respect to the 
relation between the affective values and the feature vector by C4.5 
method as shown in Figure 18. 

Table 4. Statistics of 37 affective values. 

Factor 
Lift 
Affection 
Strength 
Frivolousness 
Solemnity 

Arithmetic mean 
12.40 
10.96 
9.07 
8.45 

10.04 

Standard deviation 
3.56 
2.83 
3.38 
2.20 
1.34 

4.6 Estimation Method by Fuzzy Regression 
Analysis 

In this section, we analyze the relation between the affective values 
as statistical value of psychological experimental results and the 
feature vector as the structure of music works by fuzzy linear re­
gression. We obtain some parameters of a fuzzy linear model based 
on the solution of fuzzy regression. Since the proposed model can 
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estimate the affective value, the affective value is determined in a 
lower cost. 

Mill 
Rule l : Teinpo(Slow)>0.003977 =• classA 

Teinpo(Fast)>0 
Rule2: Tenipo(Slovv)s0.003977 => classD 

Tenipo(Fast)>0 
Default: class C 

2. affection 
Rule l : Rhvtlim(Flowill«)fi0.285714 => class E 

Melody (FIat)>0.319412 
Default: class C 

3. stren&th 
Rule l : Tempo(Fasf»0.32998 => class C 

Metei(Compound)>0.009714 
Rule2: Tempo(Fast)<:0.32998 => class E 

Met er(Coinpoimd)>0.009714 
Rhythm(FIowins:)<0.513514 

Rule J: Tempo(Midimn)<0.257828 => class A 
Rhytlim(Median)>0.659514 

Rule 4: Tempo(Fast);S0 =• class D 
Metei(Compound)iO. 009714 
Rliythm(Median)£0.659514 

RllleS: Rhythin(Flowins;)>0.513514 => classD 
Default: class A 

Figure 18. Calculating production rules for classifying feature values into 
affective values. 

In this method, under the condition of a pair of mean and variance in 
an affective value, we assume that a fuzzy number in the space of the 
affective values can be represented as the fuzzy linear model for a 
given feature vector. Using the fuzzy linear regression, we analyze 
the combinations of the statistical value of the psychological ex­
perimental results and the feature vector as the structure of music 
works. From this solution of regression, we get the parameters of the 
fuzzy linear model. As the affective value can be estimated by using 
this model, the cost to get the affective value can be made lower. 

Tanaka et al. (1987, 1988, 1991) have formalized several models of 
fuzzy regression analysis when an input-output pattern (JC„ F,) sat­
isfies with a given fuzzy linear system. In this formulation, fuzzy 
numbers are symmetric fuzzy numbers. A membership function of 
symmetric fuzzy number A[ denoted as (a„ c,) is defined 

^ . ( a , ) = L((a , -a , ) /c , ) 

4. frivolousness 
Rule l : Meter(Simple)>0 => classB 

Meter(Simple)^0.990286 
Rule2: Rliythm(Mediun))<;0.739583 = class C 
Rule 3: Haimony(Simple)>0.67759 =• class D 

Rliythm(Medium)£0.739583 
Melody(Raising)>0.241918 

Rule 4: Meter(Sunple)£0 => class D 
Default: class C 

5. solemnity 
Rulel : Key(Minor)>0.727701 =• classB 
Rule2: Tempo(Fast)>0.989712 => classB 

Tempo(Fast)<0.994333 
RuleJ: Tempo(Mediuni)>0.03326 => classD 

Tenipo(Medium)£0.25 7828 
Rule 4: Tempo(Medimn)>0.257828 => class C 
Rule 5: Meter(Mixed)>0 => class C 
Default: class C 



Emotion-Orientated Intelligent Systems 211 

where a reference function L(x) satisfies with (i) L(x) = L(-x), 
(ii) L(0) = 1 and (iii) L is strictly decreasing function in [0, +<»]• 

The affective value is represented as a symmetric fuzzy number 
A = (a, c)L where a is mean and c is variance. L(x) is defined by the 
following equation: 

L(x) =e~*2 

The input-output pattern is some combination of the affective value 
"frivolousness" (F,) and the feature vector (xu, ..., xus). The fuzzy 
linear model is Yt = Ao+AiXn+.. .+A]sXu5. We can treat it as a mini­
mize problem and an equation L(x) is considered as shown in Table 
5. From this solution, a raising melodic line had effects on "frivo­
lousness" positively and a flat melodic line had effects negatively. 

Table 5. A solution of fuzzy linear regression. 

Index 
a 
c 
Index 
a 
c 

0 
11.04 
2.45 
8 

1.27 
1.02 

1 
0.52 
0.00 

9 
2.26 
0.52 

2 
0.00 
0.22 
10 

0.00 
0.00 

3 
-0.60 
0.83 
11 

-0.45 
0.03 

4 
-1.41 
0.00 
12 
0.00 
0.00 

5 
0.00 
0.59 
13 

1.96 
0.78 

6 
-2.40 
0.00 
14 

-1.46 
0.00 

7 
0.00 
0.14 
15 

0.00 
0.25 

4.7 Hybrid Method of Machine Learning and 
Fuzzy Regression Model 

We proposed two estimating methods of the affective values and 
feature values; applying the C4.5 method, a popular technique in 
machine learning and using the fuzzy regression analysis. 

The first method is effective in a rough estimation because it is dif­
ficult to estimate the detailed output from the calculation result. On 
the other hand, the second method is excellent in human feeling es­
timation, but an error in the model arises from the fuzzy regression 
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analysis when the measurement contains an extreme value. In order 
to improve the estimated precision, we need to develop a new esti­
mation method where the advantage of the two methods is extended 
by combining the both. That is, the relation between the affective 
values and the feature values are classified into some categories by 
the first method and the model in each category is built by fuzzy 
regression analysis. 

We must note that the precision of the two methods is different for 
each major affective factor. However, we consider that the classi­
fication of the first method is more detailed if generally the precision 
of the second method is not good. 

The number of the measurements has an effect to the estimation 
precision of the both methods. To improve the precision of our 
methods, we have to obtain a lot of measurement data. For example, 
in order to use all affective values of the 90 classical music works 
reported by Taniguchi (1995), the feature vector is extracted from 
the sound data. The development of this extraction method is left as 
a future research subject. 

5 An Artificial Emotion Processing 
System and Its Color Expression 

The study of human-friendly model, which can help to design a 
computer that deals with human sensibility, is important. However, 
this is a difficult problem due to the fact that it includes subjectivity, 
vagueness, ambiguity and conditional dependence. In particular 
taking subjectivity into account, we proposed the theory for Sub­
jective Observation Model (Shirahama and Miyamoto 2001). There 
are many interesting applications of this theory and we have also 
implemented few emotional processing systems (Shirahama 2000, 
2001). 
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To construct an emotional database has long been a major focus of 
our research. The emotional data information is normally obtained 
through a questionnaire, as it remains the most popular method to 
build an emotional database. However, it is difficult to apply ques­
tionnaire methods to construct a general emotional database. The 
obtained information through the questionnaire depends on the 
questionnaire entries, the date or its group. In this section we have 
showed that the emotional database comes not only from a ques­
tionnaire but also from theories of emotional psychology. The 
emotional database described here is very simple, but it is important 
in order to construct the standard data of emotions. We call "formal 
emotional database", the database based on the theories of emotional 
psychology. We have constructed an artificial emotional model 
based on the formal emotional database. 

5.1 Vector Expression of Emotions 

In this section, we explore the concept of artificial emotions based 
on the theory for Subjective Observation Model. We assume an ar­
tificial emotion model, which is expressed as multi-dimensional 
vector in Euclidean space. We call "image code" a vector including 
emotional data and we define a set of emotional image codes as 
emotional image code database. 

The emotional psychology treated here is based on the theories of 
Plutchik (1989). He proposed a multidimensional model of emotions 
where the constructive idea came from the analogical inference for 
the three dimensional mixed color model (Kawata 1976). The fol­
lowing six postulates are proposed to construct the model: 

Postulate 1. There are a small number of pure or primary emotions. 
Postulate 2. All other emotions are mixed, that is, they can be 

synthesized by various combinations of primary emo­
tions. 

Postulate 3. Primary emotions differ from each other, both with 
regard to physiology and behavior. 
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Postulate 4. The emotions of daily life are mixed. 
Postulate 5. Primary emotions can be conceptualized in terms of a 

pair of polar opposites. 
Postulate 6. Each emotion can exist in various degrees of intensity. 

Under these 6 postulates, 4 attributes are introduced corresponding 
to the 4 pure pairs of emotional words [joy-sadness], [anger-fear], 
[expectation-surprise], [acceptance-hatred]. These attributes are 
expressed later by [JOY.], [ANG.], [EXP.] and [ACQ]. Figure 19 
shows the structure of the 4 pure emotion pairs. 

\ Anger Joy / \ 

Hatred \ / S u r p r i s e 

Expectat ion/ \ Acceptance 

Sadness Fear 

Figure 19. A part of formal emotion Database (DB) and adjusted emotion DB. 

According to the second postulate, the mixed emotions can be de­
fined on the 4 attributes and expressed by the 4 dimensional vectors. 
Table 6 shows 24 mixed emotions defined by various combinations 
of pure emotions of Figure 19. 

The weights of the attributes for each emotion are done within the 
range [-1, +1]. Table 7 shows the emotional image code of 8.pure 
emotions and the part of emotional image code of mixed emotions. 
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We define that the weights of the attributes of each mixed emotion 
are 0.71 or-0.71 considering that all emotions are on 4-dimensional 
hyper sphere. 

Table 6. 24 mixed emotions based on each pair of emotions. 

Primary Pair 

joy + anger 
= pride 

anger + expectation 
= attack 

expectation + acceptance 
= admission 

acceptance + sadness 
= sentimentality 

sadness +fear 
= despair 

fear + surprise 
= astonishment 

surprise + hatred 
= contempt 

hatred +joy 
= unhealthy 

Secondary Pair 

joy + expectation 
= optimism 

anger + acceptance 
= superiority 

expectation + sadness 
= pessimism 

acceptance +fear 
= obedience 

sadness + surprise 
= disappointment 

fear + hatred 
= disgrace 

surprise +joy 
= delight 

hatred + anger 
= resentment 

Tertiary Pair 

joy + acceptance 
= affection 

anger + sadness 
= indignation 

expectation +fear 
= uneasiness 

acceptance + surprise 
= curiosity 

sadness + hatred 
= regret 

fear + joy 
= guilt 

surprise + anger 
= abhorrence 

hatred + expectation 
= irony 

According to Postulate 6, we introduce 3 degrees of intensity of 
emotions. For example, strong emotions are set on 4-dimensional 
hyper sphere surface (see Figure 20). Thus 3 degrees of intensity are 
introduced to 32 emotions (8 pure emotions and 24 mixed emo­
tions). Thereby we build a formal emotional image code database 
which includes 96 emotions. 
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Table 7. Emotional image codes. 
Formal Emotion DB 

Emotional word 
Joy 

Anger 
Expectation 
Acceptance 

Sadness 
Fear 

Surprise 
Hatred 

Emotional word 
Joy 

Anger 
Expectation 
Acceptance 

Sadness 
Fear 

Surprise 
Hatred 

JOY. 
0.67 
0.00 
0.00 
0.00 

-0.67 
0.00 
0.00 
0.00 

Adjusted 

JOY. 

0.75 
0.00 
0.20 
0.00 

-0.70 
-0.10 

0.00 
0.00 

ANG. 

0.00 
0.67 
0.00 
0.00 
0.00 

-0.67 
0.00 
0.00 

Emotion DB 

ANG. 

0.00 
0.75 
0.00 
0.00 
0.00 

-0.70 
0.00 
0.30 

EXP. 
0.00 
0.00 
0.67 
0.00 
0.00 
0.00 

-0.67 
0.00 

EXP. 

0.50 
-O.50 

0.65 
0.40 

-0.40 
-0.30 
-0.65 

0.00 

ACC. 

0.00 
0.00 
0.00 
0.67 
0.00 
0.00 
0.00 

-0.67 

ACC. 

0.30 
0.00 
0.30 
0.35 

-0.40 
-0.30 

0.00 
-0.70 

1 (strong) 

Figure 20. 3 degrees of intensity of emotions. 
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5.2 The Theory for Subjective Observation 
Model 

The subjective observation model is presented in this section. Image 
codes of the mixed emotions {Xk} (k=l, 2, ..., 96) can be expressed 
by the vectors consisting of the coefficients on four attributes of a 
Normalized Rectangular Basal Coordinate (NRBC) whose system is 
denoted by 

Xk ~ Xk\ei + Xk2e2 + Xk3e3 + Xkie4 » 

where 
{e„e2,e3,e,)={[iOY], [ANG.], [EXP.], [ACQ]). 

Human beings are in general almost unable to directly understand the 
absolute meanings of the objects or the relationships among the ob­
jects in more than a 3-dimensional space. Usually, we recognize and 
understand the meanings concerning the objects by dropping the order 
of dimensions and aggregating the observed information from several 
angles. 

4 dimensional 2 dimensional space 
emotional space for subjective observation 
Q \=(0\:e\,e2,e\e*) QQ={OQ:0\,OI) 

Figure 21. Image diagram of subjective observation. 
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A specialized 2-dimensional Euclidean space for observation is 
developed. The model stands on the philosophical point that all 
recognition and understanding can be done by mapping the objects 
defined in a higher dimensional space onto the observational space 
(See Figure 21). The observational space dimension is not neces­
sarily two, however we have determined it due to a convenience of 
the observation. 

5.3 Computer Simulation 

In order to clear the differences between formal emotional image 
code database and old emotional image code database by pair vec­
tors (obtained by our questionnaire), the explanation using the maps 
onto 2-dimensional plane is introduced here. First, we select 2 vector 
pairs (£, 77), each of which is constructed by the 2 emotional words, 
such as [abhorrence, attack] or [optimism, curiosity]. The vector 
pairs are used for the mapping function, <PABH_ATT- We consider that 
the mapping function QABH_AIT corresponds to a kind of person's 
character for which the point of view is abhorrence and attack. The 
mapping function <PABH_ATT maps any emotional image code vector xt 
in 4-dimensional emotional space onto the 2-dimensional observa­
tional space. The distribution of the mapped points tyABH_ATi{Xk) is 
shown in Figure 22. All emotions are drawn by red point. Then we 
get the pseudo-vectors x[ for the subjective observation applying 
the mapping function (J)ABH_ATT- Finally, as for any point on the ob­
servation space, it can be categorized to some emotional words as 
well as the mapped point 00c*). Considering the point Pm(p\m, P2m) 
on the observation space and performing the inverse mapping op­
eration, we can obtain the corresponding image code in 4-dimen­
sional space, and can find the emotional word closest to where it is 
located. In more mathematical details, by computing the equation 

Vim = PimZi + PiJ\i, (for / = 1,2,3, 4), 

we can obtain the vector Qm(q\m, q2m, q^m, q\m) and find the emo­
tional words. 
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In this way, we can obtain the map of the categorized emotion and 
draw a clustering map of emotional space into regions of emotional 
classes as shown in Figure 22 and Table 8. Each attribute of the 
emotional image code has one to one correspondence to RGB. 
Therefore, we can see the maps colorfully. The 4 attributes of the 
emotional space, [JOY], [ANG], [EXP] and [ACC] correspond to 
red, green, blue and brightness, respectively. It is convenient to use a 
color expression to visualize an emotional distribution. 

Figure 22. [Abhorrence, attack]. 

Table 8. [Abhorrence, attack]. 

[Emotion Area 
(weak hatred 
weak anger 
[weak expectation 
weak fear 
peak surprise 
weak attack 
peak astonishment 
[weak uneasiness 
(weak abhorrence 

24 
15 

15 
1 5 

15 

3 
3 
3 
3 

[Emotion Area 
1 anticipation 
1 abhorrence 
1 posture 
contempt 
detest 
boredom 
awe 

| astonishment 
1 obedience 
1 obstinate 
| surprise 

_1 
8 

6 

6 
5 

4 
4 
4 
4 
4 
3 
3 [ 
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Figure 23. [Optimism, curiosity]. 

Table 9. [Optimism, curiosity]. 

pmotion Area 
Iweak curiosity 
weak irony 
Iweak optimism 
pveak disappointment 
[weak hatred 
peak affection 
Iweak regret 
lOptimism 
[disappointment 
Curiosity 
Irony 

23 
23 
1 7 

1 7 

6 
3 
3 
1 
1 
1 
1 

Emotion Area 
calm 

I trouble 
1 meditation 
surprise 

[pleasure 
irony 

1 optimism 
envy 
disappointment 
posture 

I modesty 
| curiosity 

18 
13 
12 

7 

6 

3 

2 

2 

2 

1 
1 
1 J 

5*4 Future Work 
We have presented our artificial emotion model implementing a 
formal emotional image code database. This artificial emotion 
model has subjective processing system based on mapping function. 
From the diagram of the mapped emotional 2-dimensional plane and 
its color expression it is possible to see the mapping func­
tion-oriented clustering algorithm. We defined the mapping function 
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as an operator that interprets image codes, which are expressed by 
emotional words and vectors. As this is a novel study, a lot of issues 
remain for further research. Therefore, in the near future, we might 
need to create some new processing system, including emotional 
functions. 

6 Conclusion 
In this chapter, we have described an emotion oriented intelligent 
system which enables human-like communication. The system has 
various functions: to realize nonverbal messages such as facial ex­
pressions, to analyze sentences in letter or scenario, to quantize an 
emotion when we listen to music or watch pictures and so on. 

We developed the technique for understanding human's emotion or 
to embed the emotion's function into a computer. Our research field 
of engineering aims to achieve a smooth communication between 
humans and the computers. However, it is too difficult to define 
human's emotion, because we humans feel various emotions eve­
ryday and we have different feeling even if we meet the same situa­
tion. As time passes, a strong impression that we had at first will fade 
away. Unfortunately, our current techniques are not applicable to 
such changeable emotions. We should develop a new method to 
represent a growing or fading emotion in our mind. Although many 
problems for deep mental state still remain unresolved, our expec­
tations are positive towards the development of some improved 
techniques in the near future. 
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Chapter 7 

Public Opinion Channel: 
a Network-Based Interactive Broadcasting 

System for Supporting a 
Knowledge-Creating Community 

T. Fukuhara, N. Fujihara, S. Azechi, H. Kubota, and T. Nishida 

In this chapter we propose a system for supporting knowledge cre­
ation in a network community. Called a Public Opinion Channel 
(POC), it automatically creates and broadcasts radio and TV pro­
grams based on messages received from community members, who 
can easily find differences in their viewpoints and opinions because 
the programs broadcasted by a POC include minority opinions as 
well as majority ones. We discuss POC design concepts and a proto­
type system from the viewpoints of social psychology and cognitive 
psychology. From the viewpoint of social psychology we pointed 
out obstacles to smooth discussions in a community and propose the 
concept of a dry community, where only the logical contents of mes­
sages are exchanged. From the viewpoint of cognitive psychology 
we explain why people have difficulties creating knowledge and we 
propose to use metacognition, which enables them to find differences 
in their thoughts and viewpoints. The requirements derived from 
these psychological viewpoints have been implemented in a proto­
type POC system, and the evaluation of that system has provided 
guidelines to the design of communication tools for knowledge-
creating communities. 

227 
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1 Introduction 
The advent of the Internet has removed temporal and spatial con­
straints on communication and brought about network communi­
ties formed and maintained on the global information network. The 
community knowledge constructed by community members sponta­
neously and cooperatively is an important asset of any network, and 
it comprises not only shared documents but also free softwares, col­
lective decisions, consensus, and shared beliefs and viewpoints. 

A network community is called a knowledge-creating community if 
it explicitly or implicitly emphasizes the creation and maintenance 
of community knowledge. Typical examples of knowledge-creating 
communities sharing and exchanging specialized knowledge among 
knowledge workers can be found in education and business. People 
in other domains, such as nonprofit organizations (NPOs) or local 
communities, are learning from each other. They are also members 
of knowledge-creating communities. 

Members of successful knowledge-creating communities exchange 
information and knowledge effectively and thus create community 
knowledge synergetically. However, knowledge-creating communi­
ties are not always successful. Knowledge creation in unsuccessful 
communities is hindered by frequent gaming that discourages com­
munity members' impulses toward creative discussion. 

The goal of our research is to understand and develop a communica­
tion tool that a knowledge-creating community can make community 
knowledge more effectively. We would like to find out what aspects 
of interactions facilitates the knowledge-creating process in a com­
munity and to apply the insights to the development of an effective 
communication medium. 

We argue from a social psychological viewpoint that people tend to 
be confused by incompletely communicated personal attributes such 



Public Opinion Channel 229 

as social position, age, and gender, we introduce the informational 
humidity model to characterize the influence of message structure on 
the nature of social interaction in a community. We point out that 
a knowledge-creating community can maintain creative discussion 
only when the participants in a discussion exchange logical informa­
tion rather than the personal attributes of the people providing that 
information. 

From a cognitive psychological viewpoint we emphasize the impor­
tance of metacognition, which frees people from the bounds imposed 
by their own particular thinking styles. We argue that metacognition 
increases the number of opportunities for community-wide conver­
sations that make community members aware of their differences of 
opinions and different beliefs. 

The central contribution of this chapter is the Public Opinion Chan­
nel (POC), a novel interactive broadcasting system designed to help 
a community formulate public opinions. A POC continuously col­
lects messages from members in a community, automatically creates 
multiple threads of stories together with headlines and summaries re­
flecting the content of those messages, and broadcasts those stories 
within the community. It not only supports community-wide discus­
sions but also serves as a facility accumulating small talk at the daily-
life level so that community members can build a common ground. 
Messages from community members are incorporated in a thread of 
stories on the fly according to an automated publishing and editing 
policy. A POC receiver allows the user to receive messages in both 
passive and active modes. In the passive mode, POC broadcasting is 
just like an ordinary radio broadcasting, allowing the user to casu­
ally receive information at the background level of cognition. In the 
active mode, the user can focus on a subject of interest and retrieve 
information on demand. 

The proposed framework is general enough to be applicable to a vast 
range of applications related to knowledge management as well as 
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to those particularly relevant to learning communities and consumer 
communities. 

A POC cannot be useful in knowledge sharing, discussion facilita­
tion, and public opinion formation unless it protects the user from 
information overload, provides a fair ground for discussion, and en­
courages participation. 

We are implementing an information summarization mechanism that 
can reduce information overload and give the user a fair overview of 
the accumulated information. We are also implementing a mecha­
nism of incrementally organizing accumulated messages into mul­
tiple threads of stories so that the user can choose and follow an 
interested stream of information. This mechanism gives the POC a 
dynamic flavor, entertaining users whose information demands are 
always changing. 

We have developed a prototype POC system, and here we give some 
implementation details and preliminary analysis results based on 
small-scale experiments. An interview-based method and social net­
work analysis were used in the evaluation of those results. 

This chapter is organized as follows. Section 2 describes the concep­
tual framework and functions of a POC. Section 3 analyzes issues 
related to network communication tools from the viewpoint of so­
cial psychology and proposes a communication model for facilitating 
knowledge creation in a community. Section 4 describes knowledge 
creation from the viewpoint of cognitive psychology and proposes a 
notion of metacognition that enables humans to change their ways 
of thinking. Section 5 describes our prototype POC system and Sec­
tion 6 presents the results of preliminary evaluation experiments with 
that system. Section 7 discusses the informational humidity model 
from the viewpoint of social psychology and also discusses future 
work. 
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Dry community Metacognition 
Informational humidity model ., , , . 

Network analysis 
Issues in network communication 

Figure 1. Overview of this chapter. This figure shows the collaboration be­
tween different research areas. Research themes related to a POC are tightly 
coupled and that aspects of a POC may attract the attention of readers in­
terested in social psychology, cognitive psychology, or computer science. 

The structure of issues raised in this chapter is shown in Figure 1. 
Collaboration between different research areas such as social psy­
chology, cognitive psychology, and computer science is necessary if 
we are to understand and support a knowledge-creating community. 

2 Public Opinion Channel 

A POC is an automatic interactive broadcasting system for support­
ing knowledge creation in a community (Azechi et al. 2000, Nishida 
et al. 1999, Nishida 2000). As shown in Figure 2, it comprises the 
community members as well as the POC system. The system input is 
messages gathered from members, and the output is a story summa­
rizing messages. Because there is an enormous number of messages 
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Ah! Someone is 
worried about 

driving 
manners. 

POC summarizes ^ 
"opinions, gene ra t e^^ J ^ ^ ^ ^ S ^ 
stories, and j | 
broadcasts them. Mk 

Broadcasting 
stories to the 
community 

Figure 2. Conceptual framework of a POC. A POC consists of community 
members and a POC system that makes a story based on messages gathered 
from members and broadcasts it on the Internet as a TV and/or radio pro­
gram. Members can easily listen to or watch the story by using either a PC 
or a network-connected TV or radio, a mobile phone, or a personal desktop 
assistant (PDA). 

iri a community, it is difficult for members to know who thinks what. 
The POC system therefore gathers and summarizes them, classifying 
them into categories and integrating the important messages in each 
category into a comprehensive story. Some stories Include related 
Information from an encyclopedia on a CD-ROM or a DVD-ROM? 
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Web pages, a mailing list, and a discussion log such as the archives 
of a bulletin board system (BBS). 

One of the major differences between a POC and media already 
available, such as TV and the radio, is that the POC gathers the tri­
fling thoughts and opinions of community members. Someone who 
has an opinion on driving manners, for example, has no effective 
ways to express that opinion on the available media. TV and radio 
stations rarely broadcast such opinions because there is little interest 
in them. Even if people with opinions write them on their Web pages, 
those page would be buried under other Web pages in the retrieval re­
sults of Web search engines. A POC, however, accepts such opinions 
and broadcasts stories featuring them. Because it considers a body 
of opinions, it summarizes the majority opinions in a community 
and also circulates minority opinions. Thus, the trifling thoughts and 
opinions of community members are circulated much more widely 
than they are on the media already available. 

A POC system and its community members interact in the following 
four stages: 

1. Call-for-opinion stage 
2. Broadcasting stage I 
3. Feedback stage 
4. Broadcasting stage II 

2.1.1 Call-for-Opinion Stage 

In this stage the POC system announces a theme for upcoming sto­
ries, and community members send theme-related messages to the 
system. Members can also propose another theme to the system. Be­
cause members can use various communication tools such as mobile 
phones, PDAs, and PCs, they can send their opinions from anywhere. 
Students can send messages from a classroom by using network-
connected PCs, and people in the street can send their messages from 
a cafe or a tram by using their mobile phones. 
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2.1.2 Broadcasting Stage I 

In this stage the POC system makes a story that features the theme 
and broadcasts the story to the community. After the system first ex­
cludes junk messages that include malicious words, it gathers theme-
related information from the Web and encyclopedias and then system 
integrates the messages and the related information into a story. 

The stories are broadcasted on various media such as streaming video 
and audio on the Internet and are introduced by virtual newscasters 
and disc jockeys on TV and radio programs. Some stories are inter­
active ones in which community members can ask the virtual news­
casters for details and related information and thereby change the 
course of the stories. 

2.1.3 Feedback Stage 

In this stage community members send the POC system their com­
ments on the stories and their scores for the stories. Some might send 
supplemental information, and others might suggest related themes. 
This information and these suggestions are utilized for updating the 
stories. Some comments are incorporated into upcoming stories and 
others are stocked for making a story. 

The POC system also takes account of the scores that members send, 
and stories that obtained high scores are broadcasted repeatedly and 
stories that obtained low scores are removed from the list of pro­
grams. 

2.1.4 Broadcasting Stage II 

In this stage the POC system updates an existing story on the basis of 
comments. After supplemental information is added to the story and 
a new viewpoint is introduced, the system broadcasts the updated 
story to the members. The members listen to and watch the story 
again, and they again send the POC system their responses to the 
story. 
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Through these stages the POC system and community members 
evolve stories incorporating the personal knowledge of each mem­
ber, thereby forming community knowledge. 

3 POC Characteristics from the 
Viewpoint of Social Psychology 

The informational humidity model (Azechi 2000a) divides informa­
tion into two classes: dry information and wet information. Dry in­
formation is content-oriented information, and wet information is 
personality-oriented information. The troubles in existing network 
communities, such as flaming, is caused by the wet information. Dry 
information, on the other hand, is suitable for smooth communica­
tion between members and for knowledge creation. 

A POC is designed to create a dry community where only dry infor­
mation is exchanged. A dry community supports knowledge creation 
by facilitating free discussion. Although an anonymous community 
on the Internet often causes problems due to the irresponsibility often 
associated with anonymity, a POC can prevent those problems. 

3.1 Problems with Communication Tools 

A general problem for those who design and develop new communi­
cation tools on the Internet is that users often lose their desire to use 
the tools (Azechi and Matsumura 2001) and are reluctant to express 
their opinions. 

The reason users become discouraged are due to the following three 
problems: 
1. The cognitive burdens due to expressing information by using 

communication tools. 
2. Anxiety about being evaluated by others. 
3. The abusing or flaming effect. 
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The first problem is related to human cognitive ability: expressing 
opinions and information clearly is too hard for most people. Even 
formulating original, novel, interesting, and consistent opinions re­
quires a lot of cognitive work. People thus get tired immediately and 
give up expressing their opinions. 

The second problem is that people who express their opinions are 
always anxious about being evaluated. People are often afraid of the 
judgments of others regardless of whether their opinions are accepted 
or rejected. This is because an acceptance and a rejection directly 
affect their identity and self-esteem. This is a fundamental emotional 
response of people in a society, especially when they communicate 
with each other. 

The third problem is that Internet communication tools tend to ex­
acerbate verbal abuse, or the flaming effect (Lea et al. 1994). The 
flaming effect is characterized as an unlimited 'slander battle' and is 
rarely seen in face-to-face communication. People who use commu­
nication tools are often afraid of being abused by other people. 

One of causes of the flaming effect is anonymity. On the Internet, 
people often hide their real names and personal information by us­
ing fictitious names. Furthermore, some people behave as if they are 
different people on the Internet for hiding their personalities in the 
real world. This kind of anonymity on computer-mediated communi­
cation (CMC) often triggers inappropriate behaviors that in the real 
world are kept under control. 

The questions we need to answer can be summarized as follows: 
• How do we solve these three problems? 
• How do we encourage community members to use communica­

tion tools? 

A dry community could solve these problems, and the following 
subsection describes the informational humidity model that makes 
a community a dry community by using a POC. 
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Wet information 
Peripheral part of the message 

k \ Exchanging information 
for the purpose of 

communication. 

Dry information 
Content of the message 

Message sender's personal information, 
such as name, social position, and 
characteristics. 

Figure 3. Image of the informational humidity model. A message has two-
class structure, and the two classes are like the two parts of a fruit: wet 
information corresponding to the edible part, and dry information corre­
sponding to the seed part. 

3.2 Informational Humidity Model 

The informational humidity model is an inclusive communication-
community model. In it, the messages people send are classified as 
dry information and wet information. This model suggests that com­
munication tools encouraging free discussion should be designed 
to make the community a dry one. A dry community can sustain 
subject-concentrated discussions consisting of dry information. 

This model classifies the parts of a messages into two classes of in­
formation: dry and wet (Figure 3). The dry information is the con­
tent of the message itself. It is usually linguistic information and is 
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processed logically. It contains a description of a fact, an evaluation 
for the fact, and information about agreement or disagreement with 
other massages. Dry information is closely related to the subject of a 
discussion. 

Wet information, on the other hand, is the peripheral part of mes­
sage that includes personal information about the message sender 
— the name, social position, and characteristics of the sender; and, 
sometimes, "emoticons" (punctuation marks arranged in patterns to 
show emotional states). The major function of wet information is to 
smooth conversation and indicate intention. Wet information works 
well in face-to-face communication because there one can transmit 
one's wet information effectively. But when CMC tools such as an 
e-mail system and BBS are used, they often trigger verbal abuse and 
the flaming effect because they cannot transmit wet information ef­
fectively. 

Wet and dry information are closely connected to two functions of a 
group process. Dry information corresponds to a performance func­
tion of a group that regards the performance of a task as important 
(Cartwright and Zander 1968). For example, members of a group in 
which they concentrate on solving intellectual problems or facing 
difficult tasks tend to exchange dry information. Wet information 
corresponds to a maintenance junction of a group that regards the 
maintenance of a relationship between group members as important 
(Cartwright and Zander 1968). For example, members of a group in 
which they want to become friends or confront an enemy tend to 
exchange wet information. 

A dry community, which is characterized by exchanging dry infor­
mation, encourages its members to express their opinions on the In­
ternet. The interests of the members in a dry community are mainly 
directed to the performance of a task, and a discussion in a dry com­
munity concentrates on the subject of the discussion. Members who 
join the discussion are interested in an argument of an opinion and 
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are not interested in the name of the author of an opinion. This is 
because only an argument contributes to solving a task. A dry com­
munity is highly a democratic community, and its communication 
tools should hide all wet information indicating the message sender's 
name and social position. 

A dry community also solves the three problems of network commu­
nities described in Section 3.1. The first problem is solved because 
the people in a dry community can easily express their preliminary 
opinions to the community. The second problem, anxiety about eval­
uation, is also solved because people who express their opinions are 
never evaluated by others. This is because no one can know who ex­
pressed those opinions. The people in a dry community can therefore 
express their opinions freely. The third problem, a flaming effect, is 
also unlikely because no one in the dry community can identify the 
author of an opinion. 

Is the wet information not essential to a network community? No. 
It does, however, contribute to the maintenance function of a group. 
And if the communication tools a group used could control the wild 
nature of the dangerous wet information, it would be useful for con­
necting human relationships in that group. This kind of community, 
called a wet community, would contribute to creation of knowledge 
in a way different from that in which a dry community does. 

The characteristics of dry and wet communities are listed in Table 1. 
A dry community is appropriate for a free discussion among a rather 
large number of members who are highly mobile and have clear in­
tentions. Wet information is filtered out of dry communities because 
it often discourages members from expressing their opinions. A wet 
community, on the other hand, is appropriate for creating the basis of 
discussion and establishing close relationships between community 
members. Although a precondition of any discussion in a wet com­
munity is that its members regard each other as reliable people with 
whom novel information can be exchanged, there is some danger that 
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Table 1. Characteristics of dry and wet communities. 

Purpose 

Feature 

Group size 
(number of people) 

Knowledge 
Example 

Dry community 
Making a decision, 

Exchanging opinions 
Performance-oriented, 

temporary 
Small to large 
(10-1,000) 

Explicit, descriptive 
Public discussion of 

a policy or social event 

Wet community 
Establishing a friendship 

and partnership 
Maintenance-oriented, 

permanent 
Small 

(10 - 100) 
Tacit, procedural 
Club, sport team, 
friends, family 

the wet information harms the relationships of members. This means 
that some control of wet information is needed. 

4 POC Characteristics from the 
Viewpoint of Cognitive Psychology 

Does a POC really facilitate knowledge creation? And if so, what 
kinds of characteristics of a POC are responsible for this facilita­
tion? This section examines these questions from the viewpoint of 
cognitive psychology. 

4.1 Does a POC Facilitate Knowledge Creation in 
a Community? 

To examine whether a POC facilitates knowledge creation, we need 
to evaluate the efficacy of a POC for knowledge creation in a com­
munity. Previous investigator, however, did not use methodologies 
that could evaluate the effects of communication tools working on 
network communities. We therefore had to develop suitable methods 
for evaluating the efficacy of communication tools. 
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4.2 Cognitive Psychological Research on 
Knowledge Creation 

Knowledge creation is the process of generating new ideas and view­
points based on preexisting knowledge and information, and many 
topics of cognitive psychological researches are related to a cogni­
tive process of knowledge creation. Two of the most closely related 
topics are creativity and creative thinking. Guilford classified think­
ing into two subtypes (Guilford 1961): Convergent thinking is the 
process by which people make only one answer to a question, and 
divergent thinking is the process by which they make two or more 
answers to a question. Knowledge creation is not the simple applica­
tion of past experiences to a problem situation, but is the generation 
of new solutions. Creative thinking is similar to divergent thinking. 
Various methods facilitating creative thinking have been proposed 
(Kawakita 1967), and one of the most well known is the brainstorm­
ing proposed by Osborn (Osborn 1953). It has some rules that facili­
tate thinking in a group: "Do not judge or criticize the ideas of other 
people." "Respect ideas that are free and bold." "Generate as many 
ideas as possible." "Combine and improve the ideas of other people." 
These rules can be regarded as basic to creative thinking, and we can 
use them to help us implement tools like a POC. 

Metacognition is a topic relating to the creation of knowledge. 
It is defined as knowledge and cognition about cognitive objects 
and processes, and it can be divided into metacognitive knowledge 
and metacognitive experience (Flavell 1987) (Sannomiya 1995). 
Metacognitive knowledge includes information about the trend of a 
person's own thinking and the trend of other people's thinking and 
also includes information about the efficacy of strategies that peo­
ple have already used to solve problems. Metacognitive experiences 
are conscious experiences about ongoing cognitive activities (i.e., 
monitoring thought processes, controlling activities, and adapting 
thoughts). To generate new ideas, we need to be free from the trends 
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of our own ways of thinking and able to reconsider problems from 
various points of view. Metacognition enables us to change view­
points to monitor cognitive activities and to control ways of thinking. 

Psychological research has shown that it is difficult for us to change 
our points of view voluntarily, and Gick and Holyoak (Gick and 
Holyoak 1980) showed that it is hard for people to transfer pre­
viously learned strategic knowledge to solve a similar problem 
(Duncker 1945). The knowledge already acquired could be trans­
ferred only when people were explicitly informed that the two prob­
lems were similar and the previous knowledge could be used. Exper­
iments on human cognitive categorization also have shown that peo­
ple do not always use their knowledge voluntarily (Fujihara 1998) 
(Fujihara 2000) (Medin et al. 1987). The subjects in a psycholog­
ical experiment reported by Fujihara (Fujihara 1998), for example, 
were shown examples from two categories and asked to learn both 
categories. They were then asked to categorize items that could be 
classified into the categories. Some of the items were the ones which 
participants had already learned and others were ones that contained 
new information and that participants could categorize if they made 
inferences about the two categories. The results of this experiment 
showed that the subjects generally did not make inferences volun­
tarily. For example, they used new information to categorize items 
only when they had previously been given information on category 
labels. Fujihara's work thus suggested that people seldom change 
their points of view voluntarily and that instructions from others can 
facilitate metacognitive experience. 

Conversations with others and CMC can show us other people's 
ideas and viewpoints and give us the opportunity to change our 
own viewpoints. As mentioned above, people seldom change their 
points of view voluntarily. If communication tools like a POC sup­
port metacognitive activities, they could help us take into account 
other viewpoints and ways of thinking. What do such tools have to 
do? Fujihara suggested that one important function of a tool sup-
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porting metacognition is to show the differences between opinions 
of people explicitly (Fujihara 1999). 

5 Prototype POC System 

We have implemented a prototype POC system consisting of a POC 
Server, a POC Communicator, and a POC caster and POC radio. 
The POC server is a broadcast system for making and broadcasting 
stories based on gathered opinions, and the POC Communicator is 
a tool for browsing and editing opinions. Community members can 
send their opinions to the POC server, which gathers opinions and 
broadcasts them as a story. The POC caster and the POC radio are 
tools for watching the stories and listening to them as if they were 
TV and radio programs. 

5.1 Overview 

The prototype system takes a server/client model, i.e., it consists 
of a POC server and several POC client tools. The server gathers 
opinions from community members, generates stories, and broad­
casts them within the community. The POC client tools are tools for 
browsing and sending opinions and for sending the signals that make 
it possible for community members to watch the stories and listen to 
them. The POC Communicator is a client tool for editing and send­
ing opinions. The POC caster and the POC radio are client tools for 
watching the stories and listening to them. Members can create a 
new opinion and a story and post them to the POC server by using 
the POC Communicator and can watch stories and listen to them by 
using the POC caster and the POC radio. 

5.2 POC Server 

The main functions of the POC server is to make stories and broad­
cast them to the POC client tools. It automatically generates stories 
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based on messages from community members and then broadcasts 
the stories to members. 

5.2.1 Making a Story 

The following is an overview of the story-making process. 
1. Pick up a message (source message) from the message database. 
2. Retrieve messages from the message database by using the title of 

the source message. 
3. Sort retrieval results chronologically and add the first n messages 

to the source message. 

A story consists of a source message and the n messages most rele­
vant to the source opinion. The server first picks up a message from 
the message database where messages from community members 
are stored. This message is the introduction to the story. The server 
then retrieves related messages based on keywords in the title of the 
source message. We chose nouns in the title by using a morphologi­
cal analysis tool. Finally, retrieval results are sorted chronologically 
and the most relevant n messages are added to the source opinion. 
An example of a story is shown in Table 2, where a presenter who is 
a newscaster or a disc jockey introduces two messages related to the 

Table 2. Example of a story. It consists of messages retrieved from the mes­
sage database and sorted chronologically to follow the flow of an original 
discussion. 

Presenter / will show you messages accepted from you. 
The topic is "affordance". 

Message 1 Does anyone know about affordance? 
Do you have any recommendation for reading? 

Presenter We have a related message. 
Message 2 Hi folks, I found a good textbook on cognitive psy­

chology. The textbook describes affordance in detail. 
Presenter Thank you all. We are waiting for your messages on 

"affordance." 
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keyword "affordance." These messages are sorted chronologically in 
order to follow the stream of a discussion. 

A story has a context that is an order of sentences according to a 
sequences of topics, causes and results, and so on. We are imple­
menting various context-generation methods into the process of story 
generation, one of which is a topic-based summarization method 
(Fukuhara 2000). This method generates a context consisting of re­
lated sentences. Sentences are linked on the basis of a theme and a 
focus. A theme indicates a subject of a sentence and a focus indicates 
a topic that is emphasized in the sentence. We identify a theme and 
focuses by utilizing the case grammar. In the case grammar, each 
clause in a sentence has a case that indicates its function relative to a 
verb. We specify a theme and focuses of a sentence by identifying a 
case for each clause.1 

A context is generated by linking sentences by finding a pair of a 
focus and a theme between two sentences. We link two sentences 
when a focus of a sentence equals to a theme of another sentence. 
The following is the algorithm for context-generation. The input is 
a set of sentences, and the output is a context consisting of a set of 
relevant sentences. 
1. Pick up a sentence and substitute this sentence for the currents 

sentence. 
2. Substitute the current sentence for the context. 
3. Do until n sentences are found. 

(a) Pick up a focus of the current sentence. 
(b) Pick up a sentence whose theme is the focus of the cur­

rentsentence and substitute the sentence for next sentence. 
(c) Concatenate the next sentence to the context, and substitute the 

concatenated sentences for the context. 
(d) Substitute the next sentence for the current sentence. 

1 We use Kurohashi and Nagao's (1994) Parser to determine the cases of clauses in 
Japanese sentences. See http://www-lab25.kuee.kyoto-u.ac.jp/nl-resource/index-
e.html. 

http://www-lab25.kuee.kyoto-u.ac.jp/nl-resource/index-
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Italicized terms indicate variables in the algorithm. An example of 
a context is shown in Table 3. The context is generated by linking a 
focus and a theme. We pick up a sentence and find a focus of that 
sentence. In this case, we pick up "wind power" as a focus and select 
a next sentence whose theme is that focus. We then pick up a focus 
("alternative sources") from that sentence. A context is generated 
by repeating these procedures until n sentences are found (n is a 
specified threshold). 

Table 3. Example of a context. Italicized terms are themes, and terms in 
curly brackets are focuses. A context is generated by linking a theme and a 
focus. 

No. 
SI 

S2 

S3 

Sentence 
The government expects {wind 
power} to be a feasible energy source 
Wind power is one of the most 
widely used {alternative sources}. 
One of the alternative sources is 
{geothermal energy}. 

Theme 
government 

wind power 

alternative 
sources 

Focus 
wind power 

alternative 
sources 
geothermal 
energy 

5.2.2 Broadcasting Stories 

The POC server broadcasts stories in audio streaming, and the stories 
are played by the POC client tools. The POC radio, which is one of 
the client tools, plays a story as a radio program by receiving an 
audio streaming file. The server generates an audio file (MP3 file) by 
using a text-to-speech (TTS) system and broadcasts the file by using 
an MP3 streaming server such as icecast.2 In the file a virtual disc 
jockey introduces members' messages according to the story. The 
disc jockey also plays music between stories. Community members 
can listen to the program by using MP3 players such as WinAmp3 

and XMMS.4 

2http://www.icecast.org/ 
3http://www. winamp.com/ 
4http://www.xmms.org/ 

http://www.icecast.org/
http://www
http://winamp.com/
http://www.xmms.org/
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5.3 POC Client Tools 

We have developed three types of POC client tools — a POC Com­
municator, a POC caster, and a POC radio — so that the user can 
access a POC in various situations. 

5.3.1 POC Communicator 

The POC Communicator comprises a message browser, message ed­
itor, and story editor. 

Message browser 
The message browser displays messages automatically. Commu­
nity members can retrieve messages and browse retrieval results. 
Messages are circulated in the browser; that is, they are displayed 
repeatedly. Members can select the order in which they are dis­
played by choosing "random", "ascending" (chronological), or 
"descending" (the latest message comes first). Members can cap­
ture messages displayed on the browser and store them in the per­
sonal knowledge pool where messages are stored in local hard 
disks. 

Message editor 
The message editor enables members to edit and send a message 
to the POC server. A message consists of a title, a body, and a 
related URL. Members can also refer to other messages. 

Story editor 
The story editor enables members to edit a story by using mes­
sages. Members can create a story by making a story tree repre­
senting the structure of a story, and they can edit a message and 
add the message as a node of the tree. Members can also edit cap­
tured messages and add them to the tree. The story is sent to the 
POC server and broadcasted by the server. 
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Figure 4. Screen image of the POC Communicator. Community mem­
bers can browse and edit messages. The upper part of the window shows 
a message browser. The lower part consists of story editor (left), personal 
knowledge pool for storing captured messages (center), and browsing his­
tory of messages (right). Members can capture messages and store them 
in the knowledge pool. They can also create a story by editing the captured 
messages. The story is sent to the POC server and broadcasted by the server. 

Figure 4 shows a screen image of the POC Communicator. A mes­
sage is shown on the upper part of the window, and a story tree, cap­
tured messages, and a browsing history of messages are shown on 
the lower part. Messages are displayed by the browser automatically, 
so members can browse messages by just looking at the browser. 
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Figure 5. Screen image of the POC caster. Virtual newscasters on both 
sides tell stories based on the topics appearing in the center of the screen. 
Subtitles on the lower part of the screen show the texts of the story. The 
newscasters talk about each topic to each other. 

53.2 POC Caster 

The POC caster5 Is an interactive storytelling system that shows a 
talk show with a story. Figure 5 shows a screen image of the system. 
There are two virtual newscasters, one on each side of the screen. 
The virtual newscasters tell a story based on the topics that appear in 
the center of the screen. 

The POC caster Is based on the EgaChat system, which Is a conversa­
tional storytelling system. An EgoChat user can ask conversational 
agents a question by simply saying the question aloud. The agents 
tell each other stories related to the question, and the user can listen 
to the stories (Kubota et al. 2000). 
5 A paper by Hidekazu Kubota has been submitted to the journal of Japanese So­
ciety for Artificial Intelligence. 
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One of the major features of the POC caster is that it makes a con­
versational scenario, which is a script consisting of several related 
messages. The script is converted into a conversational representa­
tion in which one newscaster talks and the other replies, and vice 
versa. An example of a conversational scenario is shown in Table 4, 
where the newscaster A asks B to explain the meaning of the previ­
ous sentence. Then newscaster B explains the meaning. 

A conversational scenario is generated by converting sentences in 
messages to a conversational representation. The POC caster has a 
knowledge-base in which phrase patterns that indicates intentions 
of sentences are described. By using the knowledge-base, the POC 
caster analyzes the intention of sentences. When a sentence that 
matches the patterns is found, the POC caster inserts sentences re­
quiring an explanation, a description, and related information.6 By 
applying the patterns to sentences in messages, POC caster gener­
ates a conversational scenario. 

Table 4. Example of a conversational scenario. A conversational scenario 
is generated by editing an original message. 

Original message 
The Akishino River is popular among walkers in Nara. 
There are many famous temples along the Akishino River. 
What would you say to a walk? 

Conversational scenario 
Newscaster A The next topic is walkers in Nara. 
Newscaster B The Akishino river is popular among walkers in Nara. 
Newscaster A What does it mean? 
Newscaster B There are many temples along the Akishino river. 

6Examples are the sentences "What does it mean?", "Tell me more about it", and 
"Are there any related stories?" 
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5.3.3 POC Radio 

The POC radio is a tool for listening to stories. By using MP3 play­
ers, community members can listen to stories broadcasted as a ra­
dio program by the POC server. In the radio program, a virtual disc 
jockey reads messages according to a story by using a TTS and plays 
music stored in the server. Stories are made on the POC server and 
broadcasted by an MP3 streaming server. 

6 Evaluation of the Prototype POC 
System 

To find out how the prototype POC system supports knowledge cre­
ation in an actual community, we carried out the following two ex­
periments. 
• How does the prototype POC system work in an actual commu­

nity? 
• How to evaluate an effect of a POC on knowledge creation? 

Results of the experiments and findings from the results are de­
scribed. 

6.1 How Does the Prototype POC System Work 
in an Actual Community? 

We interviewed six people who had used the prototype POC system 
for more than four weeks. They were not naive subjects but were 
members of the POC research group comprising two computer sci­
entists, two psychologists, and a secretary (Table 5). Each was inter­
viewed for 15-20 minutes. 

We prepared a five-question questionnaire to make clear a user's mo­
tivation. All the subjects were not asked all the questions; the ques­
tions were only used as cues to draw responses from the subjects. The 
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Table 5. Constituents of the POC research group. 

ID 
SI 
S2 
S3 
S4 
S5 
S6 

Age 
28 
31 
31 
26 
31 
30 

Gender 
Male 
Male 

Female 
Male 

Female 
Male 

Role in the group 
Computer scientist 

Cognitive psychologist 
Secretary 

Computer scientist 
Social psychologist 
Social psychologist 

Table 6. Questions asked in interviews. 
How frequently do you use the prototype system? 
How many messages do you write a day? 
How do you use the system? Are you motivated to use the system? 
How do you feel about the anonymity of a POC community? 
Do you think that you can share information with other POC users? 

questions are listed in Table 6, and the results of these interviews are 
described in the Appendix. 

Our findings can be summarized as follows. 
1. Few subjects were motivated to use the prototype system. 
2. Junk messages discouraged users. 
3. The POC Communicator seems to transfer wet information. 

The subjects did not seem eager to use the prototype system. S2, 
for example, said, "I don't bother to use the prototype POC system 
continuously because the information and opinions available on it are 
not of interest to me." All the subjects nonetheless continued to use 
the system for at least one month after the interview. Although they 
were members of the development team and thus were externally 
motivated to use the system by force by oneself, it seems they also 
had some tacit motivation to use the system continuously. 

Junk messages discouraged the subjects from using the system. S4 
said "I found some interesting messages on the system, but there are 
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also many junk messages". Junk messages (messages with informa­
tion and opinions not directly linked to the subject under discussion) 
made it difficult for users to follow the subject of a discussion. Con­
sequently, users lost their interest in the discussion. 

Finally, the POC Communicator seeds to transfer wet information. 
Interviewed subjects said that they inferred the sender's intention be­
hind the message. Although this intention is not wet information in 
the original sense of the term, it should be considered a kind of wet 
information. This phenomenon (inference of a message sender's in­
tention) should be further investigated. 

6.2 How to Evaluate the Effect of a POC on 
Knowledge Creation? 

To evaluate communication tools, we should set up an appropriate 
control condition as a baseline. If this control condition is biased, 
the effect of the tools cannot be evaluated accurately. Although some 
researchers have evaluated tools without setting a control condition, 
they were not able to evaluate whether the tools actually support in­
telligent activities. 

How should a control condition be set up? One appropriate way is 
to design the communication tools as a combinations of a basic part 
and some additional parts. The case in which people use only the 
basic part can be the control condition, and the cases where people 
use the tools constructed with a basic part and additional parts can be 
the experimental conditions. The effects of the communication tools 
could be discerned by evaluating the difference between the results 
obtained in the control condition and the results obtained in the ex­
perimental conditions. In the case of the prototype POC system, the 
case where the system that has basic functions is used could be set up 
as a control condition. The experimental conditions would be ones in 
which the system had the basic functions and one or more additional 
functions. Some POC research issues are "How should information 
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be summarized to facilitate knowledge creation in a community?" 
and "Can anonymous communication systems inhibit communica­
tion problems like flames?" One possible experimental conditions 
would provide a POC with a summarization function, the effect of 
which could be evaluated by comparing the differences of some mea­
surements (e.g., the frequency of use or the number of messages in 
circulation) between the control condition and the experimental con­
dition. Different modules implementing the same function could also 
be compared this way. 

Communication tools are not always designed with modules, how­
ever. Another way to set up a control condition would be to use typi­
cal situations in which people use ordinary network media like mail­
ing lists, BBS, and chats. For this purpose it would be useful to define 
typical situations and to standardize procedures to collect data and to 
analyze data. Fujihara and Miura, for example, analyzed the behav­
ior of search engine users (Fujihara and Miura 2000). They proposed 
categories to describe information searching behaviors by using the 
WWW search engines. Such research would reveal our common ac­
tivities in network communities and would give us a baseline for 
evaluating new network communication tools. 

Evaluation methods are roughly classified into these three types: 
1. Analysis of users' subjective evaluations collected through the use 

of questionnaires and interviews. 
2. Systematic experimental methods. 
3. Analysis of user behavior observed in ordinary and natural set­

tings. 

Each of these methods has strong points and weak points, so the 
effects of a tool should be evaluated by using two or three types of 
methods together. Although some researchers evaluate applications 
by analyzing only the subjective judgments of users, the result of 
such evaluations should be considered critically. 
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Network analysis is a method, mainly used in sociology, for analyz­
ing relationships between community members and relationships be­
tween companies. It describes networks as graph structure in which 
each node represents a person or a company and each link represents 
the relation between people or companies. It is used to investigate 
the structures of networks, the effects of network structures on com­
munity members, and the mechanisms of those effects. 

One of the representative quantification methods is "degree" (Fig­
ure 6). Degree means the numbers of links each node has. There are 
two types of degrees: (1) in-degree that is the number of incoming 
links from other nodes into a node, and (2) out-degree that is the 
number of outgoing links from a node. As the case of Figure 6, in-
degree of the marked node is 3 (i.e., there are three incoming links 
from other nodes to the marked node) and its out-degree is 2 (i.e., 
there are two outgoing links from the marked node to other nodes). 

Figure 7 represents part of the network structure based on messages 
on the POC Communicator. Each square represents a message (a 
node), and the numbers written in squares represent the ID numbers 
of messages. The smaller the ID number is, the earlier the corre­
sponding message were sent to the POC server. 

Twenty nodes had no links to other nodes, and some constructed very 
simple links described in the lower part of the Figure 7. And sixty-
five nodes constructed a highly complex network described in the up­
per part of the figure. Some nodes such as ID number 81, 82, and 97 
plays important roles in the network because those nodes have many 
incoming links. An incoming link to a node indicates that a mes­
sage represented as the node is referred to from other messages. We 
quantified these networks by degrees. To evaluate whether the proto­
type POC system facilitates community knowledge, we have to make 
some assumptions. One assumption is that conversation and com­
munications on the system are more effective when there are more 
nodes hat have a large number of links. Figure 8 compares numbers 
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Figure 6. Example of a network. The network consists of nodes and di­
rected arrows. A directed arrow from one node to another means that there 
is a link from the former node to the latter one. In-degree is the number of 
incoming links to a node and out-degree is the number of outgoing links 
from a node. For example, In-degree of the marked node in this figure is 3 
and its out-degree is 2 because there are three incoming links to the marked 
node and two outgoing links. 

between the in-degree and out-degree of each node in the network 
structure illustrated in Figure 7. In Figure 8 the average number of 
degrees was 8.8 and there were five nodes having a number of de­
grees more than 2.0 standard deviations greater than the average (in 
this case, 8.8 + 2.0 x 8.9). This looks slightly larger than the number 
expected to occur by chance (2.28 nodes). 

This analysis is just a first step of our trial, so we have a lot of issues 
to discuss. First, we have to set an appropriate control condition. 
We are now using network analysis to analyze the network struc­
ture gained at a discussion on the POC Communicator. This network 
structure can probably by used as a baseline. Second, there are other 
possible ways to evaluate how well the prototype POC system fa­
cilitates knowledge creation. For example, messages could be clas-
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Figure 7. Network structure gained at a discussion on the POC Commu­
nicator. A square shows a message (a node) and an arrow shows a link 
between nodes. 

sified into some clusters based on degrees. If there were links that 
connected messages from different clusters, those links may indicate 
that the system facilitates knowledge creation. The numbers of links 
connecting chronologically separated messages may also be an index 
of knowledge creation. We think the network analysis gives us an in­
teresting viewpoint from which to evaluate communication tools on 
the Internet. 
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Figure 8. Comparing numbers between the in-degree and the out-degree 
of each node described in Figure 7. This figure shows how messages refer 
to/from others. We found that five messages were key messages for facili­
tating active discussion. 

Discussion and Future Work 

In this section, we discuss our proposals from the viewpoint of social 
psychology and also discuss future work. 

7.1 What Kind of Communities Need a Dry 
Community? 

Nonaka argued that both dry communication and wet community are 
needed for supporting knowledge creation in a community (Nonaka 
and Takeuchi 1995). He argued that both are useful for the process 
of knowledge creation. 

We think that a dry communication is needed more in a large com­
munity than a small one. There are many communities that should 
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be dry, such as a city community discussing city issues among citi­
zens, a country-wide community discussing national policy, and an 
international community discussing environmental issues, the food 
problem, international disputes, and so on. In these large and open 
communities, wet information is useless in most cases because pro­
viding one's name, occupation, and nationality is of no significance 
to most community members. Those kinds of wet information, in 
fact, damage the relationships of members in a community. 

7.2 Future Work of a POC from the Perspective 
of a Dry Community 

To make a better dry community that encourages its members to ex­
press their opinions, the prototype POC system needs two additional 
functions: (1) a function for filtering out wet information, and (2) a 
message mediator system that expresses community members' opin­
ions on behalf of themselves. Filtering out wet information will in­
crease the users' tacit motivation. Filtering out junk messages would 
help prevent users being discouraged from expressing their opinions. 
Filtering out abusive and repeated information is also important in 
preventing problem due to the anonymity of a dry community. 

A message mediator system moderates the bad behavior due to the 
inference of wet information (Figure 9). If the behavior of the mem­
bers of a dry community is inevitably affected by inferred wet in­
formation, which is likely because this inference seems to be a fun­
damental human cognitive act, problems due to these bad behaviors 
can be avoided by providing a virtual target for the reactions elicited 
by wet information. If the mediator system provides opinions and 
broadcasts edited stories based on those opinions, members can infer 
only the mediator's wet information. This inferred wet information 
would not cause any trouble for the other members. The mediator 
system would thus help make a more effective dry community. 



260 T. Fukuhara et at 

Wow! 
Minbows 
OS Is great! 

POC News 

l l l f iftK^MItiboWs: Is'Mm 
l l l l t^^efatlr ig 
lIyItim!:.-\ 

fcj 
What's up? 
The author 
must be a fool! 

vs < $ > 
Inferring _ t 

0 -j personality ReceiYer 
Sender r x — . , r J .. , . 

(a) Direct message situation 
Wow! 
Minbows 
OS is great! 

¥ 
POC News 

i lH I iB l l i ^Mlnb iP l i 
|ll|IiIilt-ofefatl;rig;il 

j \ _ Message 

Mediator 
Sender Receiver 

(b) With mediator situation 

It's disagreeable 
newscaster, I will 
send my opinion 
to the newscaster. 

Inferring 
personality 

Figure 9. Concept of the messages mediator system. The mediator sys­
tem avoids the bad effects of wet information because community mem­
bers who receive messages cannot directly infer the personal information 
of the actual message sender. They can infer only the (virtual) mediator's 
wet information. 

7 J Extension of the Informational Humidity 
Moiel 

One extension of informational humidity model predicts that inferred 
wet information might cause problems not predicted by the original 
model (Azechi 2000b). Here we extend the framework of the infor­
mational humidity model by referring to Newcomb's social inter­
action model (Newcomb 1953) as shown in Figure 10. Newcomb's 
model contains three targets: (1) a message receiver A, (2) a message 
sender B and (3) a message subject X. This model merely indicates 
the relationships of A, B and X. For example, if the message receiver 
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Figure 10. Extended informational humidity model: This figure indicates 
the relationships of the message receiver A, the message sender B, and the 
message subject X. A infers B's personal information even when it is not 
transmitted by B. 

has negative impression to the message sender, s/he will interpret the 
subject negatively. 

In the Figure 10, the arrows towards the message receiver (B to A 
and X to A) mean that information is being transferred. The infor­
mation transferred from X to A, the message content, is the dry in­
formation; and the information transferred from B to A, the presen­
tation of the sender's personal characteristics and non-verbal cues, is 
the wet information in the original sense. The arrows from the mes­
sage receiver (A to B and A to X) respectively mean how and what 
the receiver infers and interprets with regard to the sender's charac­
ter and with regard to the message content. The information whose 
transfer is indicated by those arrows is considered secondary wet in­
formation. The arrow from A to X represents the judgment of the 

message subject 

v information 
lessage contents 
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value of the message, and the arrow from A to B represents the in­
ferred characteristics of the message sender that is a new type of wet 
information, the inferred wet information. 

We predict that the inferred wet information has another kind of 
anonymity effect. We worry about the flaming effect that might re­
sult from the inferred wet information. For example, if one infers 
that another person's personality is very bad because s/he expresses 
an opinion contrary to one's own opinion, one can embarrass him or 
her by posting malicious opinions. Thus, simply filtering out wet in­
formation and merely creating dry information would cause another 
type of problem for communication. 

If we want to prevent problems caused by inferred wet information, 
we should know how it affects the behavior of community mem­
bers. The results of a social psychological experiment that investi­
gated how people in an anonymous community perceive other peo­
ple would tell us something about how inferred wet information in­
fluence the behavior and motivation of people in a dry community. 
According to the findings of group dynamics, people tend to evaluate 
out-group members as less worthy than in-group members because 
they know less about the out-group members (Sharif et al. 1966). 
In the anonymous situation of the dry community, people are also 
assumed to think that fewer out-group members than in-group mem­
bers express opinions contrary to theirs, so they think the contrary 
opinions are repeatedly expressed by a few people. 

8 Conclusion 

In this chapter we propose a POC for supporting knowledge cre­
ation in a community. There are many questions that need to be an­
swered if we are to understand and support a knowledge-creating 
community, including what knowledge creation is, why communica­
tion tools have difficulties supporting it, and what features and func-
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tions are needed for the tools. To answer these questions, we propose 
a notion of a dry community from the viewpoint of social psychol­
ogy. And from the viewpoint of cognitive psychology, we propose a 
notion of metacognition that enables us to change our ways of think­
ing and create knowledge. We have implemented a prototype POC 
system consistent with these proposals, and our preliminary experi­
ments with that system have provided us with guidelines for design­
ing a communication tool for supporting a knowledge creation in a 
community. We think we will be able to design better network com­
munication tools by combining the aspects of knowledge-creating 
communities evident from different viewpoints. 
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Appendix 

Summary of the interviews 

51 (28-year-old male computer scientist) 

• I feel uneasy when I get anonymous messages. 

52 (31-year-old male cognitive psychologist) 

• I don't bother to use the prototype POC system continuously be­
cause the information and opinions available on it are not of in­
terest to me. 

• Although the system is anonymous, I try to infer the identity of 
the person who sent a message. 

• Having to use a mouse and keyboard is annoying. The system 
should use another input method, such as speech recognition. 

53 (31-year-old female secretary) 

• I don't want to read unorganized messages. 

• Searching for what I need at the time is important to me. 

54 (26-year-old male computer scientist) 

• I found some interesting messages on the POC, but there are also 
many junk messages. 

• It seems that POC Communicator is an instant message system. I 
can certainly use it for sending short messages. 

• When I find responses to my messages, I am happy and want to 
reply to them soon. 
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55 (31-year-old female social psychologist) 

• I got new knowledge from messages I had not been interested in. 

• The indicated message sequence contains many loose topics. It is 
not appropriate for a discussion of one subject. 

56 (30-year-old male social psychologist) 

• I use the POC system to record my thoughts when thinking aloud. 

• Some events, such as awarding a prize to the user who writes the 
100th message, would be encouraged users to write messages. 



Chapter 8 

A New Era of Intelligent e-Commerce 
Based on Intelligent Java Agent-Based 

Development Environment (iJADE) 

R.S.T. Lee 

With the rapid growth of e-commerce applications, Internet shop­
ping is becoming part of our daily lives. Traditional Web-based 
product searching based on keywords searching seems insufficient 
and inefficient in the "sea" of information. In this chapter, the au­
thor proposes an innovative intelligent multi-agent based environ­
ment, namely (iJADE) - intelligent Java Agent Development Envi­
ronment - to provide an integrated and intelligent agent-based plat­
form in the e-commerce environment. In addition to contemporary 
agent development platforms, which focus on the autonomy and 
mobility of the multi-agents, iJADE provides an intelligent layer 
(also known as the "conscious layer") to implement various AI 
functionalities in order to produce "smart" agents. 

From the implementation point of view, this chapter introduces two 
typical intelligent e-commerce applications using the iJADE frame­
work, namely (a) iJADE Authenticator: an invariant face recogni­
tion intelligent mobile agent system which can provide a fully 
automatic, mobile and reliable user authentication service; and (b) 
iJADE WShopper: an innovative intelligent agent-based solution in 
MEB (Mobile Electronic Business) with the integration of various 
contemporary Web and AI technologies including WAP technology 
for the implementation of mobile e-commerce application with the 
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integration of fuzzy-neural networks as the AI backbone - an ex­
tension of the previous research on fuzzy agent-based shopping us­
ing FShopper technology. 

1 Introduction 
Owing to the rapid development of e-commerce, ranging from C2C 
e-commerce applications such as e-auction to sophisticated B2B e-
commerce activities such as e-Supply Chain Management (eSCM), 
the Internet is becoming a common virtual marketplace for us to do 
business, search for information and communicate with one an­
other. However, owing to the ever-increasing amounts of informa­
tion in cyberspace, information searching, or more precisely, 
knowledge discovery and Web-mining, is becoming the critical key 
to success for doing business in the cyberworld. With the advance 
of PC computing technology in terms of computational speed and 
popularity, intelligent software applications known as agents, with 
their distinguishing features such as autonomous properties, auto­
matic delegation of jobs, and highly mobile and adaptive behavior 
in the Internet environment, are becoming a potential area of devel­
opment for intelligent e-business O'eB) (Chan et al. 2001) in the 
new millennium (Klusch 1999). 

In a typical e-shopping scenario, there are two fundamental aspects 
of functionality in which Web-mining and visual data mining might 
help. The first is customer authentication. Traditional authentica­
tion, based on username and password over a security transport 
layer such as the SSL (Secure Socket Layer) protocol, although 
providing a secured user authentication scheme, requires the cus­
tomer's pro-active login in order to grant access, which may dis­
courage the customer from his or her shopping intention. Other au­
thentication schemes based on digital certificates with smart card 
technology (Rankl and Effing 1997), or biometric authentication 
techniques based on iris or palm recognition, might provide an al-
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temative automatic authentication scheme. However, they all need 
special authentication equipment which limits usability in the e-
commerce environment, not to mention raising the legal implica­
tions of accessing personal privacy data such as iris and palm pat­
terns. In contrast, automatic authentication based on human face 
recognition overcomes all these limitations. In terms of visual proc­
essing equipment, the standard Web-camera is already good enough 
for facial pattern extraction, and is nowadays more or less standard 
equipment for Web browsing. Moreover, this kind of authentication 
scheme can provide a truly automatic scheme in which the cus­
tomer does not need to provide any special identity information. 
More importantly, it does not need to explore any 'confidential or 
sensitive' data such as fingerprints and iris patterns. 

The other area is the automation of the online shopping process via 
agent technology. Traditional shopping models include consumer 
buying behavior models such as the Blackwell (Engel and Black-
well 1982) and Howard-Sheth (1969) models, which all share a 
similar list of six fundamental stages of consumer buying behavior: 
(1) consumer requirement definition, (2) product brokering, (3) 
merchant brokering, (4) negotiation, (5) purchase and delivery, and 
(6) after-sale services and evaluation. In reality, the first three 
stages in the consumer buying behavior model involve a wide range 
of uncertainty and possibilities - or what we called 'fuzziness' -
ranging from the setting of buying criteria and provision of prod­
ucts by the merchant, to the selection of goods. So far, these are all 
'gray areas' that we need to explore thoroughly in order to apply 
agent technology to the e-commerce environment. 

This chapter proposes an integrated intelligent agent-based frame­
work, known as iJADE - Intelligent Java Agent-based Develop­
ment Environment. To accommodate the deficiency of contempo­
rary agent software platforms such as IBM Aglets (http://www.trl 
.ibm.co.jp/aglets/) and ObjectSpace Voyager Agents (http://www 
.genmagic.com), which mainly focus on multi-agent mobility and 

http://www.trl
http://ibm.co.jp/aglets/
http://www
http://genmagic.com
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communication, iJADE provides an ingenious layer called the 
'Conscious (Intelligent) Layer', which supports different AI func­
tionalities to multi-agent applications. From the implementation 
point of view, we will demonstrate two typical intelligent e-
Commerce applications using the iJADE framework, namely (a) 
iJADE Authenticator: an invariant face recognition intelligent mo­
bile agent system which can provide a fully automatic, mobile and 
reliable user authentication service; and (b) iJADE WShopper: an 
innovative intelligent agent-based solution in MEB (Mobile Elec­
tronic Business) with the integration of four different technologies: 
(1) WAP technology for mobile e-commerce (in the iJADE 'Sup­
port Layer'), (2) mobile agent technology based on aglets (in the 
iJADE 'Technology Layer'), (3) Java servlets for servlet-side agent 
dispatch in WAP servers, and (4) AI capability in the 'Conscious 
Layer' using fuzzy-neural networks as the AI backbone - an exten­
sion of the previous research on fuzzy agent-based shopping using 
FShopper technology (Lee and Liu 2000a). 

This chapter is organized as follows. Section 2 presents an over­
view of face recognition and the contemporary work on invariant 
human face recognition. Section 3 gives a general description of 
agent systems for e-commerce applications. Section 4 presents the 
model framework of iJADE, and the two major components: 
'iJADE Authenticator' for automatic user authentication and 
'iJADE WShopper' for intelligent agent-based shopping. System 
implementation will be discussed in Section 5, which is followed 
by a brief conclusion. 

2 Face Recognition - a Perspective 
Among the various techniques and models used for Human Face 
Recognition, there are three major common approaches: the Tem­
plate Matching Approach, the Pictorial Feature Approach and Non-
model Based Gray Level Analysis. 
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2.1 Template versus Features 

In the simplest version of template matching, the query image, rep­
resented as a bi-dimensional array of intensity values, is compared 
with these templates using a suitable metric which represents all the 
facial features. 

A rather different and more complex approach considers the use of 
the Parameterized Model Template Matching technique. In this ap­
proach, a deformable template of a facial feature model is matched 
with the query image, and minimization of the matching energy 
function is applied for facial recognition (Lanitis et al. 1997, Yuille 
1991). The deformable models are hand-constructed from param­
eterized curves that outline facial features such as mouth, eyebrow 
and facial outline. An energy function is defined that "attracts" the 
template model to the preprocessed query image, and model fitting 
is evaluated by minimizing these energy functions. 

In the Pictorial Feature Approach, a pixel-based representation of 
facial features is matched against the query image. This representa­
tion could be templates of major facial features or the weight of 
hidden layer nodes in the neural networks. Correlation on preproc­
essed versions of the query image is the typical matching metric. 
These neural network approaches construct a network where 
implicit feature templates are "learnt" from the "training" image 
set. 
Unlike the previous two approaches, Non-model Based Grey Level 
Analysis does not find features with semantic content such as eye, 
mouth, nose or eyebrow detector. Instead, features are defined by 
the local gray level structure of the images themselves, such as cor­
ners (Azarbayejani et al. 1992), symmetry (Reisfeld and Yeshurun 
1992) or the "end-inhibition" feature vectors which are extracted 
from a wavelet decomposition of the facial image (Manjunath et al. 
1992). 
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2.2 Invariance Aspects 

The wide variations in face appearance under changes in pose, 
lighting, and expression make face recognition a highly complex 
problem. While existing systems do not allow much flexibility in 
pose, lighting and expression, some do provide certain flexibility by 
using invariant representations or performing an explicit geometri­
cal normalization step. 

In many cases, face recognition is not designed to handle changes 
in facial expression (e.g. gimmick faces) or rations out of the image 
plane. In tackling changes, pose and lighting with the invariant rep­
resentations and normalization technique as described above, most 
of the current systems treat face recognition generally as a rigid, 2D 
problem. Some exceptions exist. They use multiple views (Aka-
matsu et al. 1992) and flexible matching strategies (von der Mals-
burg 1988, Wiskott and von der Malsburg 1995) to deal with some 
degree of expression and out-of-plane rotation. 

2.3 Experimental Issues 

The evaluation of face recognition systems is highly empirical, re­
quiring consistent experimental studies on a set of test images. 
Therefore, the major aspects for consideration involve examining 
the correct/false recognition rate, the size of the image gallery and 
the speed of recognition. Studying the recognition results from dif­
ferent researchers, we note that some have achieved a high recogni­
tion rate using a limited number of sample images. For example, 
Baron (1981) achieved an impressive 100% recognition rate of 42 
people and a false access rate of 0% on 108 images. Others attained 
an acceptable rate of recognition on sufficiently large image librar­
ies, but spent a long time on network learning and image pre­
processing. For instance, Kruger (1997) reported challenging rec­
ognition results of an average 90% using a FERET database con-
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sisting of 350 persons with library images of 1500 in size. Never­
theless, it took 12 hours for the learning of weights for all "jet" 
components. 

3 Mobile Agent Technology on 
E-commerce 

The Internet is an ideal platform for supporting e-commerce. The 
current Web system is catalyzing the development of e-commerce 
over the Internet. Specifically, we call this Internet commerce. The 
current Internet commerce system is primarily based on a client and 
server architecture. Basically, all transactions are carried out by 
many request/response interactions over the Internet. As the Inter­
net is a best-effort network, sometimes a user may experience a 
long response time. Another approach is to use a mobile agent-
based system. This involves sending a mobile software agent to a 
remote system using various technologies (such as IBM Aglets 
(http://www.trl.ibm.co.jp/aglets/), ObjectSpace Voyager Agents 
(http://www.objectspace.com/voyager/), FTP Software Agents 
(http://www.ftp.com), the General Magic Odyssey Agent System 
(http://www.genmagic.com), and the Agent Builder Environment 
from IBM (http://www.networking.ibm.com/iag)), so that the agent 
can conduct multiple interactions with the software resident on the 
remote system. The output of the interactions is then sent back to 
the user. An agent can also interact with other agents via the Inter­
net before returning to the original system. It is expected that this 
type of agent-based system will complement the existing client/ 
server-based Internet commerce system by providing a more ad­
vanced service. 

Currently, there are many different e-commerce systems around the 
world, ranging from simple online shops to more complex systems 
that provide different types of services. Some examples include: 

http://www.trl.ibm.co.jp/aglets/
http://www.objectspace.com/voyager/
http://www.ftp.com
http://www.genmagic.com
http://www.networking.ibm.com/iag
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• BargainFinder - a database search engine for searching online 
music stores (http://bf.cstar.ac.com/bf). 

• AuctionBot - a generic auction server that allows suppliers to 
auction products (http://auction.eecs.umich.edu). 

• MAGNET - a system for networked electronic trading (Das-
gupta et al. 1999). 

Although concurrent agent-based systems provide an effective 
framework for the dispatching, communication and management of 
multi-mobile agents in the Internet environment, in the 'intelligent 
agent' there is a lack of support for the intelligent functionality in 
the systems. 

For instance, IBM Aglets (http://www.trl.ibm.co.jp/aglets/) provide 
comprehensive mobile agent application interfaces (APIs), ranging 
from creating, dispatching, cloning, retracting and disposing aglets 
using AgletContext class, to their messaging and collaboration us­
ing Aglet Message classes and Mobility adapters. However, intelli­
gent capabilities such as frame-based learning and data mining on 
the macroscopic level or neural-network modeling, fuzzy and ge­
netic learning on the microscopic level have not been adopted, let 
alone with the development of 'truly' intelligent agent applications. 

In addition, typical agent development platforms such as IBM Ag­
lets rely heavily on the agent 'kernel', namely the Tahiti server, for 
maintenance, management and provision of memory spaces 
(namely Agent Context) for the collaboration of mobile agents. In 
other words, for all the client machines and backend servers (e.g. 
Web servers) which need to dispatch and handle agents, a dedicated 
agent management application (e.g. Tahiti server) must be installed 
beforehand. In contemporary PC technology and capability, the in­
stallation of these 'housekeeping' applications does not pose a 
problem. However, in a mobile e-commerce situation, if we want to 
make use of agent technology using WAP phones with tiny mem­
ory capacity and limited communication speed, installation of these 

http://bf.cstar.ac.com/bf
http://auction.eecs.umich.edu
http://www.trl.ibm.co.jp/aglets/
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agent management applications before invoking any mobile agents 
is totally infeasible and impractical under contemporary WAP 
technology. 

4 iJADE Architecture 

4.1 iJADE Frameworks ACTS Model 

In this chapter, we propose a fully integrated intelligent agent 
model called iJADE (pronounced *IT) for intelligent agent-based e-
commerce applications. The system framework is shown in Fig­
ure 1. 

Figure 1. System Architecture of iJADE (vl.6) model. 

Unlike contemporary agent systems and APIs such as IBM Aglets 
(http://www.trl.ibm.co.jp/aglets/) and ObjectSpace Voyager (http:// 
www.objectspace.com/voyager/), which focus on multi-agent com­
munication and autonomous operations, the aim of iJADE is to 
provide comprehensive 'intelligent' agent-based APIs and applica­
tions for future e-commerce and Web-mining applications. 

http://www.trl.ibm.co.jp/aglets/
http://
http://www.objectspace.com/voyager/
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Figure 1 depicts the two-level abstraction in the iJADE system: (a) 
z'JADE system level - ACTS model, and (b) iJADE data level -
DNA model. The ACTS model consists of (1) the Application 
Layer, (2) the Conscious (Intelligent) Layer, (3) the Technology 
Layer, and (4) the Supporting Layer. The DNA model is composed 
of the Data Layer, the Neural Network Layer, and the Application 
Layer. 

Compared with contemporary agent systems which provide mini­
mal and elementary data management schemes, the /JADE DNA 
model provides a comprehensive data manipulation framework 
based on neural network technology. The 'Data Layer' corresponds 
to the raw data and input 'stimulates' (such as the facial images 
captured from the Web camera and the product information in the 
cyberstore) from the environment. The 'Neural Network Layer' 
provides the 'clustering' of different types of neural networks for 
the purpose of 'organizing', 'interpreting', 'analyzing' and 'fore­
casting' operations based on the inputs from the 'Data Layer', 
which are used by the /JADE applications in the 'Application 
Layer'. 

Another innovative feature of the /JADE system is the ACTS 
mode, which provides a comprehensive layering architecture for the 
implementation of intelligent agent systems, and will be explained 
in the following sections. 

4.2 Application Layer of iJADE Model 

This is the uppermost layer, which consists of different intelligent 
agent-based applications. These iJADE applications are developed 
by the integration of intelligent agent components from the 'Con­
scious Layer' and the data 'knowledge fields' from the DNA 
model. 
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Concurrent applications (iJADE vl.6) implemented in this layer in­
clude: 
• iJADE Stock Advisor (Lee and Liu 2001b), an intelligent agent-

based stock prediction system using a time series neuro-
oscillatory prediction technique (Lee and Liu 2000c). 

• iJADE eMiner (Lee and Liu 2001a), the intelligent Web-mining 
agent system on e-shopping. 

• iJADE WeatherMAN (Lee and Liu 2001c), an intelligent 
weather forecasting agent which is the extension of previous re­
search on multi-station weather forecasting using fuzzy neural 
networks (Liu and Lee 1999). Unlike traditional Web-mining 
agents, which focus on the automatic extraction and provision of 
the latest weather information, iJADE WeatherMAN possesses 
neural network-based weather forecasting capability (AI services 
provided by the 'Conscious Layer' of the iJADE model) to act as 
a 'virtual' weather reporter as well as an 'intelligent' weather 
forecaster for weather prediction. 

• iJADE WShopper (Lee 2001), an integrated intelligent fuzzy 
shopping agent with WAP technology for intelligent mobile 
shopping on the Internet (Lee and Liu 2000a). 

• iJADE Authenticator, the automatic agent-based invariant face 
recognition system for user authentication presented in this 
chapter. 

4.3 Conscious (Intelligent) Layer 

This layer provides the intelligent basis of the iJADE system, using 
the agent components provided by the 'Technology Layer'. The 
'Conscious Layer' consists of the following three main intelligent 
functional areas: 
1. Sensory Area - for the recognition and interpretation of incom­

ing stimulates. It includes (a) visual sensory agents using the 
EGDLM (Elastic Graph Dynamic Link Model) for invariant vis­
ual object recognition (Lee and Liu 1999a,b,c), and (b) auditory 
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sensory agents based on the wavelet-based feature extraction and 
interpretation technique (Hossain et al. 1999). 

2. Logic Reasoning Area - conscious area providing different AI 
tools for logical 'thinking' and rule-based reasoning, such as 
fuzzy and GA (Genetic Algorithms) rule-based systems (Lee and 
Liu 2000b). 

3. Analytical Area - consists of various AI tools for analytical cal­
culation, such as recurrent neural network-based analysis for 
real-time prediction and data mining (Lee and Liu 2000c). 

4.4 Technology Layer Using IBM Aglets and 
Java Servlets 

This layer provides all the necessary mobile agent implementation 
APIs for the development of intelligent agent components in the 
'Conscious Layer'. 

In the current version (vl.6) of the iJADE model, IBM Aglets 
(http://www.trl.ibm.co.jp/aglets/) are used as the agent 'backbone'. 
The basic functionality and runtime properties of aglets are defined 
by the Java Aglet, AgletProxy and AgletContext classes. The ab­
stract class aglet defines the fundamental methods that control the 
mobility and lifecycle of an aglet. It also provides access to the in­
herent attributes of an aglet, such as creation time, owner, codebase 
and trust level, as well as dynamic attributes, such as the arrival 
time at a site and the address of the current context. 

The main function of the AgletProxy class is to provide a handle 
that is used to access the aglet. It also provides location transpar­
ency by forwarding requests to remote hosts and returning results to 
the local host. Actually, all communication with an aglet occurs 
through its aglet proxy. The AgletContext class provides the run­
time execution environment for aglets within the Tahiti server. 
Thus, when an aglet is dispatched to a remote site, it is detached 

http://www.trl.ibm.co.jp/aglets/
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from the current AgletContext object, serialized into a message 
bytestream, sent across the network, and reconstructed in a new Ag­
letContext, which in turn provides the execution environment at the 
remote site. The other critical component of the Aglet environment 
is the security issue. Aglets provide a security model in the form of 
an AgletSecurityManager, which is a subclass of the "standard" 
Java SecurityManager. 

In this layer, server-side computing using Java Servlet technology 
is also adopted due to the fact that for certain intelligent agent-
based applications, such as the WShopper (Lee 2001), in which 
limited resources (in terms of memory and computational speed) 
are provided by the WAP devices (e.g. WAP phones), all the 
iJADE agents interactions are invoked in the 'backend' WAP 
server using Java Servlet technology. 

4.5 Supporting Layer 

This layer provides all the necessary system support to the 'Tech­
nology Layer'. It includes (1) Programming language support based 
on Java; (2) Network protocol support such as HTTP, HTTPS, 
ATP, and so on; and (3) Markup language support such as HTML, 
XML, WML, and so on. 

5 Implementation 
In this chapter, two major iJADE applications used to support intel­
ligent e-Commerce are presented, namely 1) iJADE Authenticator: 
to support intelligent user authentication based on the invariant face 
recognition technique, and 2) iJADE WShopper: to support intelli­
gent agent-based shopping using the fuzzy-neuro technique. 
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5,1 iJADE Face Eecognlzer: System GYervIew 
iJADE Authenticator mainly consists of two subsystems, one at the 
client (i.e. customer) site and the other at the server (e.g. virtual 
shopping mall) site. A schematic diagram of the whole system is 
shown in Figure 2. 
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Figure 2. Schematic diagram of iJADE Authenticate!". 

In summary, there are three kinds of intelligent agents operating. 
within the system. They are: 
1. FAgent Feature Extractor - A stationary agent situated within 

the client machine to extract the facial features from the facial 
image which is captured by the client's digital camera. 

2. FAgent Messager - A mobile agent who acts as a messager that 
on the one hand "carries" the facial features to the server-side 
agent and on the other hand "reports" the latest status back to the 
client machine. 
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3. FAgent Recognizer - A stationary agent situated within the 
server (e.g. virtual shopping mall). Its main duty is to perform 
invariant facial pattern matching against the server-side facial 
database. 

5.1.1 Client-Side Subsystem 

Basically, the client-side subsystem consists of the following three 
stage operations: 
1. Facial image capturing stage using the client's desktop video 

camera. 
2. Facial contour extraction stage using Active Contour Model 

(ACM). 
3. Automatic facial landmarks extraction stage using Gabor feature 

extractor. 

Facial contour extraction stage - Active Contour Model (ACM) 

The Active Contour Model (Blake and Isard 1998) involves the use 
of a 'snake' (Kass et al. 1987) to locate the face contour. The 
'snake' is a continuous curve that forms an initial state (facial tem­
plate) and tries to deform itself dynamically on the image picture. 
This is a result of the action of external forces that attract the snake 
towards image features and internal forces which maintain the 
smoothness of the template's shape (Figure 3). The sum of the 
membrane energy, denoting the snake stretching, and the thin-plate 
energy, denoting the snake bending, gives the following snake en­
ergy: 

E.mi(u(s))=a(s)\us(sf +P(s)\uss(sf a ) 

where u(s) = (x(s), y(s)) is the snake curve and 5 is the arc-length of 
the curve. The parameters of elasticity a and (3 control the smooth­
ness of the snake curve. 
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The deformation of the "snake" is governed by external forces. 
These forces are associated with a potential P(x,y) which, in gen­
eral, is defined in terms of the gradient module of the image convo­
luted by a Gaussian function: 

P(x,y) = -\V(G(x,y)*I(x,y)) | (2) 

or as a distance map of the edge points: 

P(s,y)=d(x,y), P(x,y)=-e-d(x'y)2
 (3) 

where d(x,y) denotes the distance between the pixel (x,y) and its 
closest edge point. The snake is moved by potential forces and tries 
to fall in a valley as if it were under the effect of gravity. 

The total snake energy is given by the functional energies sum as: 

Esnake =\E.m+Eextds = ]a(s)\us(sf+P(s)\uss(sf+P(u(S))ds (4) 
0 0 

The minimum of the snake energy satisfies an Euler-Lagrange 
equation: 

~(auM(s))+T2(fiiM)+^P(u(s)) = 0 (5) 

as as 

and boundary conditions. 

Automatic facial landmarks extraction scheme 
In this module, according to the 50 facial landmarks (e.g. nose, 
eyes, eye-brows, mouth, facial contours, etc.) defined in the "de­
formed" facial template (Figure 4), Gabor filters of 15 different fre­
quency bands ((])) and 8 different orientations (9) are used. A total 
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of 120 feature vectors of different attributes are extracted automati­
cally from these landmark positions. The filter function is given as 
follows: 

2 2 

1 c-^!--) / Y r A - ~ r 2CJ2 ' 2aty(*cos0+;ysra0) 

ACM model -
Initial stage 

Final stage 

Facial template 

Figure 3. Facial contour extraction using ACM. 

Masked Facial 
Images 

Facial Landmarks 
Extraction 

Figure 4. Facial features extraction scheme. 
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5.1.2 Server-Side Subsystem 

The server-side subsystem basically consists of the following mod­
ules: 
• Dynamic Links Initialization scheme. 
• Elastic attribute graph matching scheme between the query im­

age and the images from the facial database. 

In the Dynamic Link Initialization process, dynamic links (zijjci) be­
tween "memory" facial attribute graphs and figure objects from the 
images gallery are initialized according to the following rules: 

zij,ki -£JijJki for Jij € A, Jkl e B, (7) 

where 7s are the feature vectors extracted from the facial landmarks 
and e is the parameter value between 0 and 1; A and B denote the 
figure and memory graphs respectively. 

In the Elastic Graph Matching Module (Lee and Liu 1999b), the at­
tribute graph of the figure is "dynamically" matched with each 
"memory" object attribute graph by minimizing the energy function 
H(z): 

( Y ( Y 
i,jsB;k,leA ieBKkeA J keAXieB J 

within tolerance level fi. 

H(z) is minimized using the gradient descent: 

M*+ i) 
dH(z(t)) 

izii(t) 

(9) 
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where [...]w denotes the value of zy confined to the interval [0,w]. 
At equilibrium (within a chosen tolerance level fi), H(z) will be 
minimized, and the connection pattern in the memory layer repre­
sents the pattern recalled by the figure pattern. 

5.2 iJADE WShopper: a Fuzzy-neuro-Based 
E-Shopping System 

As an extension to the previous work on Fuzzy Shopper (FShopper) 
(Lee and Liu 2000a), a fuzzy shopping agent for Internet shopping, 
/JADE WShopper provides an integrated intelligent agent-based so­
lution for m-shopping via a WAP device. Based on the /JADE 
model discussed in Section 4, /JADE WShopper integrates the fol­
lowing technologies to develop the application: 1) Mobile agent 
technology based on Aglets for the agent framework (the 'Technol­
ogy Layer' of the /JADE model), 2) Java Servlets technology for 
the manipulation of the server-side operations in the brokering ma­
chine (the 'Technology Layer' of the /JADE model), and 3) FShop­
per - intelligent fuzzy-neural based shopping operations (the 'Con­
scious Layer' of the /JADE model). 

Figure 5 depicts the overall system framework of /JADE WShopper 
on m-shopping (mobile shopping via WAP phone) using /JADE 
technology in different cyberstores. Actually, Figure 5 demonstrates 
two situations of 'intelligent agent shopping': 1) Fuzzy Internet 
shopping via a Web browser, and 2) Fuzzy WAP shopping 
(WShopper) using a WAP phone as the WAP device. In other 
words, any agent-based cyberstores can be operated in this frame­
work provided that their agent servers conform to MASIF (Mobile 
Agent System Interoperability Facility) standards. More impor­
tantly, under this infrastructure, both Web-based e-shopping and 
MEB m-shopping can operate simultaneously! 
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VSM, 

Internet <f 

VSM. 

Figure 5. System overview of /JADE IWShopper for mobile shopping. 

The system framework of the IWShopper consists of the following 
modules: 
• Customer requirement definition (CRD) 
• Requirement fuzzification scheme (RFS) 
• Fuzzy agents negotiation scheme (FANS) 
• Fuzzy product selection scheme (FPSS) 
• Product defuzzification scheme (PDS) 
• Product evaluation scheme (PES) 

In this /JADE agents brokering center, there are two types of /JADE 
agents: (1) FShopping Broker - A stationary agent that acts as a 
buyer broker on behalf of the customer. This autonomous /JADE 
agent contains all the necessary information and analytical tech-
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niques (provided by the 'Conscious Layer' of the model), such as 
the requirements for fuzzification and defuzzication, and product 
evaluation techniques; (2) Fuzzy Buyer - A mobile /JADE agent 
that acts as a virtual buyer in the virtual marketplace. This corre­
sponds to all agent communication, interaction and negotiation op­
erations. 

After the customer has input all his/her product requirements (e.g. 
color, size, style, fitness) into the WAP phone, WShopping Broker 
(in the brokering center) will convert all these fuzzy requirements 
into fuzzy variables by using the "embedded" knowledge (i.e. the 
membership functions) with its knowledge base. Of course, 
WShopping Broker will also be responsible for the form data vali­
dation jobs as well. Sample fuzzy membership functions for se­
lected attributes for shoes, including color and degree of fitness, are 
shown in Figure 6. 
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Figure 6. Sample Membership Functions for Color and Degree of Fitness. 
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Once the Fuzzy Seller has collected all the customer fuzzy re­
quirements, it will perform the product selection based on a fuzzy 
neural network (provided by the /JADE DNA data model). Actu­
ally, the fuzzy neural network is an integration of fuzzy technology 
and the Feedforward Backpropagation neural network (FFBP) pro­
vided by the J'JADE Conscious Layer. A schematic diagram of the 
network framework is depicted in Figure 7. 

Figure 7 illustrates the FPSS using a fuzzy-neural network for prod­
uct selection (e.g. a pair of shoes). The fuzzy neural network 
consists of two parts: the fuzzy module and the FeedForward 
BackPropropagation (FFBP) neural network module. The fuzzy 
module provides the network with a bundle of fuzzy variables as 
input nodes. In the example, the fuzzy variables consist of color 
components (i.e. red, yellow and blue), size, length, degree of fit­
ness and price. (Detail explanations of Fuzzy Theory, Neural Net­
works and the system framework for the applications of Fuzzy-
neural network based on Feed-forward Backpropagation (FFBP) 
model can be found in (Lee and Liu 2000b)). 
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Figure 7. Fuzzy-neural network for product selection. 



Intelligent Java Agent-Based Development Environment (iJADE) 291 

6 Experimental Results 

6.1 iJADE Authenticator 

In the experiment, 100 human subjects were used for system train­
ing. A set of 1,020 tested patterns resulting from different facial 
expressions, viewing perspectives, and sizes of stored templates 
were used for testing. A series of tested facial patterns was obtained 
with a CCD camera providing a standard video signal, and digitized 
at 512x384 pixels with 8 bits of resolution. 

The computer system that we adopted to implement and measure 
the performance of the hybrid system was a SUN-Sparc 20 work­
station. Sample iJADE agents' activities screens and snapshots of 
authentication screens are shown in Figures 8 and 9. 

Agist Mobility View Options Tools Help 
Qaiid 

examples exsrclse ClientPatent Thu Mar 2914-0618 CST 2001 

Aglet Mobility View Options Tools Help 
IMivj 

examples exercise MessagerThu Mar 29 14 06 44 CST 2001 
examples exercise ChentChild Thu Mar 2914'06 41 CS r 2001 

Figure 8. iJADE agents' activities. 

6.1.1 iJADE Authenticator Test I: Viewing Perspective Test 

In this test, a viewing perspective ranging from -30° to +30° (with 
reference to the horizontal and vertical axis) was adopted, using 
100 test patterns for each viewing perspective. The recognition re­
sults are presented in Table 1. 

According to the "Rotation Invariant" property of the EGDLM 
model (Lee and Liu 1999b,c), the FAgent possesses the same char­
acteristic in the "contour maps elastic graph matching" process. An 
overall correct recognition rate of over 86% was achieved. 
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Figure 9. Authentication screens. 

Table 1. Results of viewing perspective test 

Viewing 
perspectives 

(from horiz. axis) 

Correct 
classification 

Viewing 
perspectives 

(from vertical axis) 

Correct 
classification 

+30° 
+20° 
+10° 
-10° 
-20° 
-30° 

84% 
90% 
92% 
91% 
89% 
85% 

+30° 
+20° 
+10° 
-10° 
-20° 
-30° 

86% 
88% 
91% 
92% 
87% 
82% 

6,1.2 IJADE Aotfaenticator Test II: Facial Pattern Occlusion 
and Distortion Test 

In this test, the 120 test patterns are basically divided into three 
categories: 

http://Awtiviitit.it
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• Wearing spectacles or other accessories 
• Partial occlusion of the face by obstacles such as cups / books 

(in reading and drinking processes) 
• Various facial expressions (such as laughing, angry and gim­

micky faces). 

Pattern recognition results are shown in Table 2. 

Table 2. Recognition results for occlusion/distortion test. 

Correct 
Pattern Occlusion & Distortion Test , .... 

classification 
Wearing spectacles (or other accessories) 87% 
Face partially hidden by obstacles (e.g. books, cups) 72% 
Facial expressions (e.g. laughing, angry and gimmicky faces) 83% 

Compared with the three different categories of facial occlusion, 
"wearing spectacles" has the least negative effect on facial recogni­
tion, owing to the fact that all the main facial contours are still pre­
served in this situation. In the second situation, the effect on the 
recognition rate depends on what proportion and which portion of 
the face is obscured. Nevertheless, the average correct recognition 
rate was found to be over 73%. 

Facial expressions and gimmicky faces gave the most striking re­
sults. Owing to the "Elastic Graph" characteristic of the model, the 
recognition engine "inherited" the "Distortion Invariant" property 
and an overall correct recognition rate of 83% was attained. 

6.2 iJADE WShopper 

From the implementation point of view, m-shopping in cyberstores 
is performed for simulation purposes. For the product database, 
over 200 items under eight categories were used to construct the e-
catalog. These categories were: T-shirt, shirt, shoes, trousers, skirt, 
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sweater, tablecloth, napkins. We deliberately chose softgood items 
instead of hardgoods such as books or music (as commonly found 
in most e-shopping agent systems), so that it would allow more 
room for fuzzy user requirement definition and product selection. 
Figure 10 depicts the sample screen shots of intelligent mobile 
shopping using WAP simulators as illustration. 
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Figure 10. Sample screen shots of WShopper using WAP simulator. 

For neural network training, all the e-catalog items were 6pre-
trained5 in the sense that we had pre-defined the attribute descrip­
tions for all these items to be 'fed' into the fuzzy neural network for 
product training (for each category). Totally, eight different neural 
networks were constructed according to each different category of 
product. 

From the experimental point of view, two sets of tests were con­
ducted: the Round Trip Time (RTT) test and the Product Selection 
(PS) test. The RTT test aims at evaluating the "efficiency" of the 
WShopper in the sense that it will calculate the whole round trip 
time of the iJADE agents, instead of calculating the difference be-
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tween the arrival and departure time to/from any particular server. 
The RTT test will calculate all the 'component' time fragments 
starting from the collection of the user requirement from the WAP 
phone, through fuzzification, to the product selection and evalua­
tion steps in the brokering center (WAP gateway) and various cy-
berstores, so that a total picture of the performance efficiency can 
be deduced. A comparison with the fuzzy e-shopper (FShopper 
(Lee and Liu 2000a)) will be conducted. 

In the Product Selection (PS) test, since there was no definite an­
swer to whether a product would 'fit' the taste of the customer or 
not, a sample group of 40 candidates was used to judge the 'effec­
tiveness' of the WShopper. Details are given in the following sec­
tions. 

6.2.1 Round Trip Time (RTT) Test 

In this test, two iJADE Servers were used: the Tl server and the 
T2server. The Tl server was situated within the same LAN as the 
client machine, while the T2server was located in a remote site (on 
campus). 

The results of the mean RTT after 100 trials for each server are 
shown in Table 3. 

As shown in Table 3, the total RTT is dominated by the Fuzzy 
Product Selection Scheme (FPSS), but the time spent is still within 
an acceptable timeframe: 5 to 7 seconds. Further, the differences of 
RTT between the servers situated in the same LAN and those at the 
remote sites were not significant except in the FANS, where the 
Fuzzy Buyer needed to take a slightly longer 'trip' than the others. 
Of course, in reality, this factor depends heavily on the network 
traffic. 
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Table 3. Mean RTT summary after 100 trials. 

Time 
(msec.) 

Server 
location 

WShopper 

Tl server 

Same LAN 
as client 

[m-shopping) 

T2sever 

Remote site 
(on campus) 

FShopper 

Tl server 

Same LAN 
as client 

[e-shopping) 

T2sever 

Remote site 
(on campus) 

A. In WAP phone & WAP gateway (WShopper) / Client browser (FShopper) 

CRD 

RFS 25 73 310 305 

B. In Cyberstore (both WShopper & FShopper) 

FANS 

FPSS 

225 

3120 

1304 

3311 

320 

4260 

2015 

4133 

A. In WAP phone & WAP gateway (WShopper) / Client browser (FShopper) 

PDS 

PES 

TOTAL RTT 

310 

53 

3733 

335 

102 

5125 

320 

251 

5461 

330 

223 

7006 

Compared with e-shopping using the FShopper (Lee and Liu 
2000a), m-shopping using the WShopper provides a more efficient 
result, for two main reasons: 1) In the WShopper scenario, all the 
cyberstores and WAP gateways are configured with the iJADE 
agent framework, better management of fuzzy shopping operations 
is provided, and more importantly the fuzzy agents are 'light-
weighted' since all the related fuzzy evaluation APIs are implicitly 
provided by the iJADE framework. 2) As the major task of the 
WAP device is the collection of customer requirements and the 
display of selection results, all the invoking, dispatching and ma­
nipulation work of fuzzy agents (which was originally done in the 
client machine) is now switched to the brokering center, as re­
flected by the short processing time in the RFS and PES processes. 
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6.2.2 Product Selection (PS) Test 

Unlike the RTT test, in which objective figures can be easily ob­
tained, the PS test results rely heavily on user preference. In order 
to achieve a more objective result, a sample group of 40 candidates 
was invited for system evaluation. In the test, each candidate would 
"buy" one product from each category according to his/her own re­
quirements. For evaluation, they would browse around the e-
catalog to choose a list of the 'best five choices' (L) which 'fit their 
taste'. In comparison with the 'top five' recommended product 
items (i) given by the fuzzy shopper, the 'Fitness Value (FV)" is 
calculated as follows: 

5 

ynXi r , ./• . r 
*-i 1 if te L , i m 

FV=JI1 where i = \ J (10) 
15 [0 otherwise 

In the calculation, scores of 5 to 1 were given to 'correct matches' 
of the candidate's first to fifth 'best five' choices with the fuzzy 
shopper's suggestion. For example, if out of the five "best choices" 
selected by the customer, products of rank nos. 1, 2, 3 and 5 appear 
in the fuzzy shopper recommended list, the fitness value will be 
73%, which is the sum of 1, 2, 3 and 5 divided by 15. 

In this experiment, four different product selection schemes are 
adopted: 
• Simple product selection (using product description matching -

traditional technique) 
• Product selection based on FFBP neural network training 
• Product selection based on fuzzy product description - no net­

work training is involved 
• WShopper - product selection based on fuzzy-neural training 
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The corresponding Fitness Values (FV) and the degree of im­
provement (against the 'traditional' technique) under the eight dif­
ferent product categories are shown in Table 4. 

In view of the WShopper PS result, it is not difficult to predict that 
the performance of the Fuzzy Shopper is highly dependent on the 
"variability" (or "fuzziness") of the merchandise. The higher the 
fuzziness (which means the greater the variety), the lower the score. 
As shown in Table 4, skirts and shoes are typical examples in 
which the skirts category scores 65% and shoes 89%. Nevertheless, 
the average score is still over 81%. Note that these figures are only 
for illustration purposes, as human justification and product variety 
in actual scenarios do vary case by case. 

Table 4. Fitness values for the eight different product categories under 
different product selection schemes. 

Product 
category 

T-shirt 
Shirt 
Shoes 

Trousers 
Skirts 

Sweater 
Tablecloth 

Napkins 
Average score 

Simple 
product 
search 

48 
41 
56 
52 
32 
45 
57 
53 
48.0 

Fitness Value FV% (% Improvement) 

Pure FFBP net­
work training 

58 
48 
68 
63 
38 
53 
67 
64 

(+21) 
(+17) 
(+21) 
(+21) 
(+19) 
(+18) 
(+18) 
(+21) 

57.4 (+20) 

Pure fuzzy 
product search 

54 
53 
58 
56 
45 
55 
61 
58 

(+13) 
(+29) 
(+ 4) 

(+ 8) 
(+41) 
(+22) 

(+ V) 
(+ 9) 

55.0 (+15) 

WShopper 
(fuzzy-neural) 

81 
78 
89 
88 
65 
81 
85 
86 

(+ 69) 
(+ 90) 
(+ 59) 
(+ 69) 
(+103) 
(+ 80) 
(+ 49) 
(+ 62) 

81.6 (+ 70) 

Comparing different product selection techniques, the WShopper 
outperforms the FShopper by over 40%; compared with the 'tradi­
tional technique', a promising improvement of 48% is attained. 
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Another interesting phenomenon is found when comparing the PS 
of the 'Pure FFBP training' with the 'Pure Fuzzy PS'. Overall, al­
though the former outperforms the latter by 5%, the 'Pure Fuzzy 
PS' technique produces 'exceptionally good' results in certain 
product categories such as shirt, skirts and sweater, which are all 
'fuzzy' products in which the fuzzification technique might help in 
fuzzyproduct selection. 

7 Conclusion 
In this chapter, an innovative intelligent agent-based system 
framework - the iJADE model - is proposed to facilitate the im­
plementation of intelligent agent-based e-Commerce applications. 
From the implementation point of view, two typical intelligent 
agent-based e-Commerce applications, namely iJADE Authentica-
tor and iJADE Wshopper, are introduced as illustration. This de­
velopment will hopefully signal a new era of e-Commerce applica­
tions using intelligent agent-based systems. 
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Chapter 9 

Automated Internet Trading Based on 
Optimized Physics Models of Markets 

L. Ingber and R.P. Mondescu 

We describe a real-time, internet-based S&P futures trading system, 
including a description of general aspects of internet-mediated inter­
actions with electronic exchanges. Inner-shell stochastic nonlinear 
dynamic models are developed, and Canonical Momenta Indicators 
(CMI) are derived from a fitted Lagrangian used by outer-shell trad­
ing models dependent on these indicators. Recursive and adaptive 
optimization using Adaptive Simulated Annealing (ASA) is used for 
fitting parameters shared across these shells of dynamic and trading 
models. 

1 Introduction 

Launching and exploiting a successful automated trading system im­
plies accomplishing two major tasks, of almost equal significance: 
• designing and developing a robust trading model of markets of 

interest, 
• connecting the system to markets, addressing two problems 

- the communications hardware infrastructure, 
- the software interface. 

To develop a robust and consistent model of markets, we should re­
mark that real-world problems are rarely solved in closed algebraic 
form, yet methods must be devised to deal with this complexity to 
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extract practical informations in finite time. This is indeed true in the 
field of financial engineering, where time series of various financial 
instruments reflect non-equilibrium, highly non-linear, possibly even 
chaotic (Peters 1991) underlying processes. A further difficulty is the 
huge amount of data necessary to be processed. Under these circum­
stances, to develop models and schemes for automated, profitable 
trading is a non-trivial task. 

Apparently, the connectivity task involves mostly a programming ef­
fort, where a host of technical tools may considerably simplify the 
task. In practice an equal amount of work must be devoted to a proper 
design of various software components and solving multiple hard­
ware problems, given the following constraints: 
• necessity of accessing multiple markets. 
• lack of a standard API (Application Programming Interface) for 

accessing different exchanges. 
• lack of an universal language of communication between financial 

institutions. 
• stringent reliability requirements posed on the communication in­

frastructure. 

Currently, there are sustained efforts toward an unified, non-propri­
etary financial "electronic" language (FIX - Financial Information 
Exchange - open protocol (FTX Protocol 2000)). FIX approach is to 
define and promote a common set of types of messages, their for­
mat and the session-level interaction, for communicating securities 
transactions between two parties, in a real-time electronic trading 
environment. 

1.1 Approaches 

Detailed discussions pertinent to the theoretical model underlying 
the trading system and computational aspects were published previ­
ously, see (Ingber and Mondescu 2001). 
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Regarding the financial modeling aspect, in the context of this chap­
ter, it is important to stress that dealing with such complex systems 
invariably requires modeling of dynamics, modeling of actions on 
these dynamics, and algorithms to fit parameters in these models to 
real data. We have elected to use methods of mathematical physics 
for our models of the dynamics, artificial intelligence (AI) heuris­
tics for our models of trading rules acting on indicators derived from 
our dynamics, and methods of sampling global optimization for fit­
ting our parameters. Too often there is confusion about how these 
three elements are being used for a complete system. For example, in 
the literature often there is discussion of neural net trading systems 
or genetic algorithm trading systems. However, neural net models 
(used for either or both models discussed here) also require some 
method of fitting their parameters, and genetic algorithms must have 
some kind of cost function or process specified to sample a parameter 
space, and so on. 

Some powerful methods have emerged during years, appearing from 
at least two directions: One direction is based on inferring rules from 
past and current behavior of market data leading to learning-based, 
inductive techniques, such as neural networks, or fuzzy logic. An­
other direction starts from the bottom-up, trying to build physical 
and mathematical models based on different economic prototypes. 
In many ways, these two directions are complementary and a proper 
understanding of their main strengths and weaknesses should lead to 
synergetic effects beneficial to their common goals. 

Among approaches in the first direction, neural networks already 
have won a prominent role in the financial community. This is due 
to their ability to handle large quantities of data and to uncover and 
model nonlinear functional relationships between various combina­
tions of fundamental indicators and price data (Azoff 1994, Gately 
1996). 

In the second direction we can include models based on non-
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equilibrium statistical mechanics (Ingber 2000) fractal geometry 
(Mandelbrot 1997), turbulence (Mantegna and Stanley 1996), spin 
glasses and random matrix theory (Laloux et al. 1999), renormal-
ization group (Johansen et al. 1999), and gauge theory (Ilinsky and 
Kalinin 1997). Although the very complex nonlinear multivariate 
character of financial markets is recognized (Hull 2000), these ap­
proaches seem to have had a lesser impact on current quantitative 
finance practice, although it is increasing becoming clear that this 
direction can lead to practical trading strategies and models. 

To bridge the gap between theory and practice, as well as to afford a 
comparison with neural networks techniques, we focus on presenting 
an effective trading system of S&P futures, anchored in the physical 
principles of non-equilibrium statistical mechanics applied to finan­
cial markets (Ingber 1984, 2000). 

Starting with nonlinear, multivariate, nonlinear stochastic differen­
tial equation descriptions of the price evolution of cash and fu­
tures indices, we build an algebraic cost function in terms of a La-
grangian. Then, a maximum likelihood fit to the data is performed us­
ing a global optimization algorithm, Adaptive Simulated Annealing 
(ASA) (Ingber 1993a). As firmly rooted in field theoretical concepts, 
we derive market canonical momenta indicators, and we use these 
as technical signals in a recursive ASA optimization that tunes the 
outer-shell of trading rules. We do not employ metaphors for these 
physical indicators, but rather derive them directly from models fit to 
data. 

The outline of the chapter is as follows: Just below we briefly discuss 
the optimization method and momenta indicators. 

In Section 2 we discuss some general, technical elements related to 
building an internet-based interface between the provider of financial 
services (e.g., an exchange) and the client using an electronic trading 
system. 
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In the ensuing two sections we establish the theoretical framework 
supporting our model, and the statistical mechanics approach to­
gether with the optimization method, respectively. In Section 5 we 
detail the trading system, and in Section 6 we describe our results. 
Our conclusions are presented in Section 7. 

1.2 Optimization 

Large-scale, non-linear fits of stochastic nonlinear forms to finan­
cial data require methods robust enough across data sets. (Just one 
day, tick data for regular trading hours could reach 10,000-30,000 
data points.) Simple regression techniques exhibit deficiencies with 
respect to obtaining reasonable fits. They too often get trapped in lo­
cal minima typically found in nonlinear stochastic models of such 
data. ASA is a global optimization algorithm that has the advantage 
- with respect to other global optimization methods as genetic al­
gorithms, combinatorial optimization, and so on - not only to be 
efficient in its importance-sampling search strategy, but to have the 
statistical guarantee of finding the best optima (Ingber 1989, Ingber 
and Rosen 1993). This gives some confidence that a global minimum 
can be found, of course provided care is taken as necessary to tune 
the algorithm (Ingber 1996a). 

It should be noted that such powerful sampling algorithms also are 
often required by other models of complex systems than those we 
use here (Ingber 1993b). For example, neural network models have 
taken advantage of ASA (Cohen 1994, Cozzio-Bueler 1995, Indiveri 
et al. 1993), as have other financial and economic studies (Mayer et 
al. 1996, Sakata and White 1998). 

1.3 Indicators 

In general, neural network approaches attempt classification and 
identification of patterns, or try forecasting patterns and future evolu­
tion of financial time series. Statistical mechanical methods attempt 
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to find dynamic indicators derived from physical models based on 
general principles of non-equilibrium stochastic processes that re­
flect certain market factors. These indicators are used subsequently 
to generate trading signals or to try forecasting upcoming data. 

In this chapter, the main indicators are called Canonical Momenta 
Indicators (CMI), as they faithfully mathematically carry the signif­
icance of market momentum, where the "mass" is inversely propor­
tional to the price volatility (the "masses" are just the elements of the 
metric tensor in this Lagrangian formalism) and the "velocity" is the 
rate of price changes. 

The concept of momentum is at least intuitively appreciated by all 
traders. Many traders use some algorithm to calculate the momenta 
of markets they are trading, e.g., perhaps to use as supplemental in­
dicators to confirm other indicators to act on trades. 

Markets increasingly are becoming inter-dependent, effectively 
defining a larger collective multivariate market. Many traders ac­
count for such circumstances by at least following indicators of 
other markets in addition to those they are explicitly trading. Clearly, 
it would be beneficial to have accurate measures of such inter-
dependencies, beyond statistical correlations, to have indicators that 
measure the importance of inter-dependencies of the dynamic evo­
lution of the markets. However, it also would be useful if such in­
formation could be presented in an understandable intuitive manner, 
without altering any detailed content. Canonical momenta can sat­
isfy this wish-list, and a detailed application to trading is described 
below. 

2 Connection to Electronic Exchanges 

The growth of internet as a communication infrastructure and the 
exponential increase in computer power drastically altered the me-
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chanics of securities trading. Electronic matching of orders elimi­
nates market makers and brokers as intermediaries, allowing a vast 
increase in the number of market participants and better terms for 
financial execution of trading orders. 

Despite more or less visible obstructions by the traditional players, 
electronic exchanges appeared or traditional exchanges converted to 
electronic ones (DTB - Germany, Matif - France, LIFFE - UK, Eu-
rex - Germany and Switzerland merged futures exchanges) and their 
volume exploded (Burghardt 2001). 

Intra-day price feeds, real-time streaming quotes (even order books -
commonly referred to as Level II quotes - (Archipelago 2001)) and 
integrated trade systems are available at almost no cost, and compli­
cated models could be programmed and run by all market partici­
pants. 

Sophisticated automated systems at large financial institutions could 
browse a wealth of data and filtered it, based on various theoretical 
models, in the search of the arbitrage opportunity. 

All these developments have made more prominent the role and the 
functionality of the interface connecting the trading system to the 
provider of financial services (which include both data sources and 
exchanges). By financial services we refer throughout to services re­
lated to trading (submission of orders, trading support or clearing 
services) provided by an exchange or other financial institutions to 
an end user client. 

As a software application, a trading system has mainly two compo­
nents: the computational kernel and the connection API. We talk here 
about the connection API at the client organization level. The API is 
the software layer allowing a trading tool of the client, the trader, to 
communicate with the software of the exchange or other provider of 
financial services. 
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Based on the data (prices, volume, time, various indicators) input and 
on the theoretical model used, the computational kernel generates 
the trading signals and sends them to the order execution module, a 
component of the connection API. 

The connection API must address two classes of problems: 
1. Access to real-time price quotes. 
2. Execution of the trade order. 

We remark that above and in what follows we choose to use - for 
clarity purposes - the term connection API as a rather broad group­
ing of functional units that may not necessarily reflect a more con­
strained software engineering point of view. For example, in most 
cases the data access component requires a separate, independent 
development effort from the order execution module. 

A more complex, commercial version of a connection API should 
have certain features, among which we list 
• enables universal access to multiple exchanges with unique API, 
• allows proprietary trading tools or other systems to connect to the 

order execution system, 
• provides compatibility with multiple financial instruments 

(stocks, bonds, futures, and so on), 
• provides order routing service with real-time updates and various 

execution types and order qualifiers, 
• provides back-office services (trade confirmations, profit/loss 

reports, execution reports, full order book update, settlement 
prices), 

• provides market news services (market opening/closing an­
nouncements, market updates, instruments status/specifications 
changes), 

• provides queries service: range of trades, range of prices, product 
specification changes. 
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Collecting and processing real-time price data could be done using 
3rd party applications (two random examples: Reuters Triarch real­
time services, ESignal data services (eSignal 2001)), or by directly 
writing into the API provided by the exchange, e.g., the Chicago 
Mercantile Exchange (CME) Market Data API - MDAPI 1.0 - or 
the Eurex Values/Gate 3.0 API (Eurex 2001). 

Usually, most vendors provide integrated solutions, essentially trad­
ing applications that combine both the data and the execution sys­
tems. These applications are usually black-box systems that does not 
offer a lower level control of data, trading signals and trading orders, 
imperative requirements for building a proprietary trading tool. 

We focus next on describing the technological and design aspects 
common to the connection API, with emphasis on the order routing 
component of the API. We choose to do so because it is more com­
plex than the data access module and less details are available to a 
general audience. 

2.1 Internet Connectivity: Overview 

In general, connecting a trading system directly to one (or multiple) 
exchanges is a process requiring support and control from the ded­
icated technology and marketing departments of the exchange. It is 
reasonably understood that the trading system cannot be launched 
live without passing several quality control check-points, imposed 
both by in-house and exchange Quality Assurance (QA) depart­
ments. 

The evolution of the trading application from concept to production 
tool could be subscribed to the following milestones: 
• initial software development (concept, design, proto-type), 
• advanced development, 
• technical certification with sub-stages 

- functional testing, 
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- failover/recovery testing, 
- stress testing, 

• network certification, 
• pre-production testing 

- connectivity testing, 
- clearing cycle (end-to-end) testing. 

Associated with these development stages, various requirements 
(hardware and software) must be met within the automated trading 
environment. We describe these requirements below. 

2.2 Internet Connectivity: Hardware 
Requirements 

Reliable data feeds are critical components of a successful auto­
mated trading system. Internet access to exchanges through 3rd party 
applications/intermediaries and standard communication infrastruc­
ture (modems, cable modems, DSL, and so on) is possible, but due 
to reliability concerns and higher probability of connection break­
downs, it is limited for trading systems operating at longer time 
scales (daily, weekly trades) and lower trading volumes, or to per­
sonal trading. 

When trading time scale decreases to minutes or seconds and large 
transactions, direct access to exchanges, with dedicated lines is re­
quired. 

For both data access and order routing, the development, initial test­
ing and certification phases require at least an ISDN line. The pro­
duction stage necessitates frame relay (e.g., 256k AT&T) and ISDN 
connections as main communication backbone, and back-up lines, 
respectively. 

Routers (e.g., Cisco 800, 2610) and possibly, a separate diagnostic 
line, are also required, as well as some 3rd party software applica­
tions (e.g., Reuters TIBCO). 
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All this equipment is usually installed by exchange personnel in 
collaboration hardware manufacturers technical support. Costs and 
timelines for hardware deployment should be factored in when eval­
uating capabilities of a trading model. 

2.3 Internet Connectivity: Software 
Requirements 

Besides design aspects, important considerations are the choice of 
language and development platform. At this moment, preponderantly 
for trading engines requiring fast execution, Java still does not offer 
the required speed and reliability. The languages of choice remain 
C++ and C. 

Although at the client level, the computational kernel could be de­
veloped on any software platform, the need to interface with the API 
provided by exchanges limits considerably the platform choices: cur­
rently, Windows NT and Sun Solaris are the preferred operating sys­
tems, with some exchanges supporting also IBM AIX. 

Moreover, commercial development environments (as Microsoft Vi­
sual Studio or Sun Workshop) and sometimes 3rd party libraries 
(e.g., Rogue Wave (RogueWave 2001)) are also necessary (at least 
when reaching certification and production levels), as only these are 
usually supported by exchanges. 

2.4 API Order Execution Module: Components 
and Functionality 

In terms of design, the connection API must insulate the computa­
tional kernel of various code changes operated by outside providers 
(e.g., exchanges) to which the system is connected. Function of 
specific interests, various design patterns (factory, template, bridge, 
facade, adapter (Gamma et al. 1994)) could be applied. 
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The basic order of events necessary to be handled by the order rout­
ing and execution component of the connection API is: 
1. initialization (instantiate various object factories, register with the 

server to receive responses, and so on), 
2. connect to exchange API server (open session), 
3. authenticate connection (login), 
4. subscribe to a particular instrument (or multiple instruments), or 

to a particular field of a instrument (e.g., bid prices for a certain 
stock), 

5. create and submit orders, 
6. terminate communication with the exchange server and discon­

nect. 

After opening the trading session, the connection API should insure 
(when queried) that connection status and execution reports are avail­
able. 

Various types of order (market order, stop order, limit order, stop 
limit order, market if touched = the opposite of a stop order) and 
types of time-in-force (we list here only those suitable for automated 
trading) must be handled by the order routing module. The particular 
order type and time-in-force type applied in actual trading are chosen 
function of the characteristics of the trading model: 
• fill-or-kill, a limit order, which is canceled if not filled immedi­

ately and completely, 
• fill-and-kill, a limit order that, if not filled completely, all remain­

ing quantity is cancelled, 
• good-till-cancel, an order to be held until filled or until is can­

celled. 

Note that not all of these above qualifiers are necessarily supported 
by the exchange of interest. 

The main task of the order execution API is to create orders. An order 
will contain several fields, among which we list the most important: 
• order identification number, 
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• exchange identification code, 
• instrument identifier, 
• order type (market, limit, stop,...), 
• execution type (fill-and-kill, and so on), 
• price (for stop, limit, stop-limit orders), 
• quantity, 
• time of entry. 

The order execution API component sends and receives (generally 
FIX-compliant) messages. We quote several of them below: 
• single order (new order for a single instrument), 
• cancel request (request to cancel an order), 
• cancel/replace request (a request to cancel a previous order and 

replace it with a new order), 
• status request (a request for status of an order), 
• heartbeat (a periodic signal send by exchange server to verify that 

connection is alive), 
• reject (the order was rejected by the exchange server), 
• cancel reject (the cancel request send by the client was rejected 

by the exchange server), 
• execution report. 

Logic for taking appropriate action function of the message (or com­
bination of messages) received must be implemented at the API 
level, in connection with signals produced by the computational en­
gine. 

Finally, from a development point of view, correct processing of pre­
vious categories of messages is essential. In particular some points 
need attention: 
• the cancel/replace logic, which may depend on the exchange (e.g., 

with the CME FIX API the client needs to send a status request to 
check the state of an order), 

• the closing of a session (should be done gracefully, otherwise lost 
messages or damaged session accounting could occur), 
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• error handling (all possible errors/exceptions should be dealt 
properly), 

• connection management (a crucial component of a connection 
API. The API should dynamically monitor and react to connec­
tivity problems). 

3 Models 

3.1 Langevin Equations for Random Walks 

The use of Brownian motion as a model for financial systems is gen­
erally attributed to Bachelier (Bachelier 1900), though he incorrectly 
intuited that the noise scaled linearly instead of as the square root 
relative to the random log-price variable. Einstein is generally cred­
ited with using the correct mathematical description in a larger phys­
ical context of statistical systems. However, several studies imply 
that changing prices of many markets do not follow a random walk, 
that they may have long-term dependences in price correlations, and 
that they may not be efficient in quickly arbitraging new informa­
tion (Jensen 1978, Mandelbrot 1971, Taylor 1982). A random walk 
for returns, rate of change of prices over prices, is described by a 
Langevin equation with simple additive noise 77, typically represent­
ing the continual random influx of information into the market. 

< t](t) >„= 0, < ri(t), r){t') >r,= S(t - t'), 

where / and g are constants, and M is the logarithm of (scaled) price, 
M(t) = log (P(t)/P(t - dt)). Price, although the most dramatic 
observable, may not be the only appropriate dependent variable or 
order parameter for the system of markets (Brown et al. 1983). This 
possibility has also been called the "semi-strong form of the efficient 
market hypothesis" (Jensen 1978). 
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The generalization of this approach to include multivariate nonlinear 
non-equilibrium markets led to a model of statistical mechanics of 
financial markets (SMFM) (Ingber 1984). 

3.2 Adaptive Optimization of Fx Models 

Our S&P model for the evolution of futures price F is 

dF = \xdt + aFxdz, 

<dz> = 0, (2) 

< dz(t) dz(t') > = dt8(t - t'), 

where the exponent x of F is one of the dynamical parameters to be 
fit to futures data together with /x and a. 

We have used this model in several ways to fit the distribution's 
volatility defined in terms of a scale and an exponent of the inde­
pendent variable (Ingber 2000). 

A major component of our trading system is the use of adaptive op­
timization, essentially constantly retuning the parameters of our dy­
namic model each time new data is encountered in our training, test­
ing and real-time applications. The parameters {/i, a} are constantly 
tuned using a quasi-local simplex code (Barabino et al. 1980, Nelder 
and Mead 1964) included with the ASA (Adaptive Simulated An­
nealing) code (Ingber 1993a). 

We have tested several quasi-local codes for this kind of trading prob­
lem, versus using robust ASA adaptive optimizations, and the faster 
quasi-local codes seem to work quite well for adaptive updates after 
a zeroth order parameters set is found by ASA (Ingber 1996b,c). 
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4 Statistical Mechanics of Financial 
Markets (SMFM) 

4.1 Statistical Mechanics of Large Systems 

Aggregation problems in nonlinear nonequilibrium systems typically 
are "solved" (accommodated) by having new entities/languages de­
veloped at these disparate scales in order to efficiently pass informa­
tion back and forth between scales. This is quite different from the 
nature of quasi-equilibrium quasi-linear systems, where thermody­
namic or cybernetic approaches are possible. These thermodynamic 
approaches typically fail for nonequilibrium nonlinear systems. 

Many systems are aptly modeled in terms of multivariate differential 
rate-equations, known as Langevin equations (Haken 1983), 

MG = fG + gGrf,(G = l,...,A)(j = l,...,N), 

< rf(t) >v= 0, < rf(t),rf'(t') >„= 5"'S(t - t'), 

where fG and g° are generally nonlinear functions of mesoscopic 
order parameters MG, j is an index indicating the source of fluctu­
ations, and N > A. The Einstein convention of summing over re­
peated indices is used. Vertical bars on an index, e.g., \j\, imply no 
sum is to be taken on repeated indices. The "microscopic" index j 
relates to the typical physical nature of fluctuations in such statisti­
cal mechanical systems, wherein the variables rj are considered to be 
aggregated from finer scales relative to the "mesoscopic" variables 
M. 

Via a somewhat lengthy, albeit instructive calculation, outlined in 
several other papers (Ingber 1984, 1991, Ingber et al. 1991), involv­
ing an intermediate derivation of a corresponding Fokker-Planck or 
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Schrodinger-type equation for the conditional probability distribu­
tion P[M(t)\M(t0)], the Langevin rate Eq. (3) is developed into 
the more useful probability distribution for MG at long-time macro­
scopic time event tu+i = (u + 1)9 + t0, in terms of a Stratonovich 
path-integral over mesoscopic Gaussian conditional probabilities 
(Cheng 1972, Dekker 1979, Graham 1978, Langouche et al. 1979, 
1980). Here, macroscopic variables are defined as the long-time limit 
of the evolving mesoscopic system. 

The corresponding Schrodinger-type equation is (Graham 1978, 
Langouche et al. 1979) 

% = 1(9GG'P),GG'-(9GP),G + V, 

9GG'=Vk9f9G', 

9G = fG + l^gf'g
G^ (4) 

This is properly referred to as a Fokker-Planck equation when V = 0. 
Note that although the partial differential Eq. (4) contains informa­
tion regarding MG as in the stochastic differential Eq. (3), all refer­
ences to j have been properly averaged over. I.e., gG in Eq. (3) is an 
entity with parameters in both microscopic and mesoscopic spaces, 
but M is a purely mesoscopic variable, and this is more clearly re­
flected in Eq. (4). In the following, we often drop superscripts on 
M for clarity, with the understanding that M represents the vector 
{MG}. 

The calculation of the long-time evolution of these distributions most 
often defies any algebraic solution, and special techniques must be 
utilized. This is required, for example, to calculate many kinds of fi­
nancial instruments, e.g., bond prices, options, derivatives, and so on. 
People have developed numerical algorithms for each representation, 
i.e., for the Langevin, Fokker-Planck and the Lagrangian probability 
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representations. Methods to treat the latter are developed around the 
path-integral formalism: 

The path integral representation can be written in terms of the pre-
point discretized Lagrangian L, further discussed below (Graham 
1978,Langoucheefa/.1980, 1982), 

P[M,t\M,t0]dM(t) 

DM 

L(MG,MG,t) 

9GC 

9 

Mesoscopic variables have been defined as MG in the Langevin 
and Fokker-Planck representations, in terms of their development 
from the microscopic system labeled by j . The entity gGC, is a 
bona fide metric of this space (Graham 1978). Short-time "fore­
cast" of data points is realized using the most probable path equation 
(Dekker 1980) 

^f = 9G-91/2(9-1/29GG'),G'. (6) 

In the literature on economics, there appears to be sentiment to de­
fine Eq. (3) by the Ito, rather than the Stratonovich prescription. It 
is true that Ito integrals have Martingale properties not possessed by 
Stratonovich integrals (Oksendal 1998) which leads to risk-neural 

f . . . f DMexp{-S) 

x5[M(t0)]5[M(t)}, 
t 

S = min / dt'L, 
to 

j™ nV /2n(2-r i /2rfMG(^, 
v=l G 

\{MG-gG)gGG,{MG'-g
G') 

-v, 
(9GGY\ 
det(<7GG,). (5) 
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theorems for markets (Harrison and Kreps 1979, Pliska 1997), but 
the nature of the proper mathematics - actually a simple transfor­
mation between these two discretizations - should eventually be 
determined by proper aggregation of relatively microscopic mod­
els of markets. It should be noted that virtually all investigations 
of other physical systems, which are also continuous time mod­
els of discrete processes, conclude that the Stratonovich interpre­
tation coincides with reality, when multiplicative noise with zero 
correlation time, modeled in terms of white noise r/J, is properly 
considered as the limit of real noise with finite correlation time 
(Gardiner 1983). The path integral succinctly demonstrates the dif­
ference between the two: The Ito prescription corresponds to the pre-
point discretization of L, wherein 0M(t) —> M(tv+i) — M(tv) and 
M(t) —> M(tv). The Stratonovich prescription corresponds to the 
midpoint discretization of L, wherein 9M(t) —>• M(Vfi) — M(tv) 
and M(t) —> \(M(tv+i) + M(tv)). In terms of the functions appear­
ing in the Fokker-Planck Eq. (4), the Ito prescription of the prepoint 
discretized Lagrangian L, Eq. (5), is relatively simple, albeit decep­
tively so because of its nonstandard calculus. In the absence of a non-
phenomenological microscopic theory, the difference between a Ito 
prescription and a Stratonovich prescription is simply a transformed 
drift (Langouche et al. 1982). 

There are several other advantages to Eq. (5) over Eq. (3). Extrema 
and most probable states of MG, <C MG 3>, are simply derived by a 
variational principle, similar to conditions sought in previous studies 
(Merton 1973). In the Stratonovich prescription, necessary, albeit not 
sufficient, conditions are given by 

5GL = L G - L G:t = 0, 

L>d:t = LdG,MG'+Ld&MG'. (7) 

For stationary states, MG = 0, and dL/dMG = 0 defines < 
MG ^>, where the bars identify stationary variables; in this case, 
the macroscopic variables are equal to their mesoscopic counterparts. 
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Note that L is not the stationary solution of the system, e.g., to Eq. (4) 
with dP/dt = 0. However, in some cases (Ingber 1985), L is a defi­
nite aid to finding such stationary states. Many times only properties 
of stationary states are examined, but here a temporal dependence 
is included. E.g., the MG terms in L permit steady states and their 
fluctuations to be investigated in a nonequilibrium context. Note that 
Eq. (7) must be derived from the path integral, Eq. (5), which is at 
least one reason to justify its development. 

4.2 Algebraic Complexity Yields Simple Intuitive 
Results 

It must be emphasized that the output of this formalism is not con­
fined to complex algebraic forms or tables of numbers. Because L 
possesses a variational principle, sets of contour graphs, at different 
long-time epochs of the path-integral of P over its variables at all 
intermediate times, give a visually intuitive and accurate decision-
aid to view the dynamic evolution of the scenario. For example, this 
Lagrangian approach permits a quantitative assessment of concepts 
usually only loosely defined. 

"Uomeatam"=nG=wmafr (8a) 

d2L 

"Mass" = g m = d(dM°/mmdM°'/aty <8b) 

"Force" = ms- (8c) 

"F = m a" ; t t = ° = a S 5 - ! a ( a s W (8d) 

where MG are the variables and L is the Lagrangian. These physical 
entities provide another form of intuitive, but quantitatively precise, 
presentation of these analyses. For example, daily newspapers use 
some of this terminology to discuss the movement of security prices. 
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In this chapter, the I1G serve as canonical momenta indicators (CMI) 
for these systems. 

4.2.1 Derived Canonical Momenta Indicators (CMI) 

The extreme sensitivity of the CMI gives rapid feedback on changes 
in trends as well as the volatility of markets, and therefore are good 
indicators to use for trading rules (Ingber 1996b). A time-locked 
moving average provides manageable indicators for trading signals. 
This current project uses such CMI developed as a byproduct of the 
ASA fits described below. 

4.2.2 Intuitive Value of CMI 

In the context of other invariant measures, the CMI transform co-
variantly under Riemannian transformations, but are more sensitive 
measures of activity than other invariants such as the energy density, 
effectively the square of the CMI, or the information which also ef­
fectively is in terms of the square of the CMI (essentially integrals 
over quantities proportional to the energy times a factor of an ex­
ponential including the energy as an argument). Neither the energy 
or the information give details of the components as do the CMI. In 
oscillatory markets the relative signs of such activity can be quite 
important. 

The CMI present single indicators for each member of a set of corre­
lated markets, "orthogonal" in the defined metric space. Each indica­
tor is a dynamic weighting of short-time differenced deviations from 
drifts (trends) divided by covariances (risks). Thus the CMI also give 
information complementary to just trends or standard deviations sep­
arately. 

4.3 Correlations 

In this chapter we report results of our one-variable trading model. 
However, it is straightforward to include multi-variable trading mod-
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els in our approach, and we have done this, for example, with coupled 
cash and futures S&P markets. 

Correlations between variables are modeled explicitly in the La-
grangian as a parameter usually designated p. This section uses a 
simple two-factor model to develop the correspondence between the 
correlation p in the Lagrangian and that among the commonly writ­
ten Wiener distribution dz. 

Consider coupled stochastic differential equations for futures F and 
cash C: 

dF = fF(F, C)dt + gF(F, C)aFdzF, (9a) 

dC = fc(F, C)dt + gc(F, C)acdzc, (9b) 

<dzi> = 0,i = {F, C}, (9c) 

< dzi(t)dzj(lf) > = dtS(t -t'),i= j , (9d) 

< dzi(t)dzj(t') > = pdt5(t -t'),i^ j , (9e) 

where < . > denotes expectations with respect to the multivariate 
distribution. 

These can be rewritten as Langevin equations (in the Ito prepoint 
discretization) 

dF 
-£j: = f + gF^F(l+Vi + sgnp7_772), (10a) 
dC 
~dJ

 = 9° + gC°c(sgnp y-rii + 7+7/2), (10b) 

T ^ ^ f l i a - p 2 ) 1 / 2 ] 1 7 2 , (10c) 

Hi = (dty/2pu (10d) 

where px andp2 are independent [0,1] Gaussian distributions. 

The equivalent short-time probability distribution, P, for the above 



Automated Internet Trading 327 

set of equations is 

P = g1/2{2irdt)-1/2exp(-Ldt), 

L = l-M*g_M, 

g = det(g). (11) 

g_, the metric in {F, C}-space, is the inverse of the covariance matrix, 

g
 ~\P9F9CVF*C (9C*c)2 J' ( 1 2 ) 

The CMI indicators are given by the formulas 

F^ (dF/dt-n p(dc/dt-n 
(gFaF)2(l - p^) gFgCaFac{l - p2)' ^ > 

c_ (dc/dt-n p(dF/dt-n 
(gc<jc)

2(l-p2) gcgFocoF{l-p*y K ) 

4.4 ASA Outline 

The algorithm Adaptive Simulated Annealing (ASA) fits short-time 
probability distributions to observed data, using a maximum like­
lihood technique on the Lagrangian. This algorithm has been de­
veloped to fit observed data to a theoretical cost function over a 
.D-dimensional parameter space (Ingber 1989), adapting for varying 
sensitivities of parameters during the fit. The ASA code can be ob­
tained at no charge, via WWW from http://www.ingber.com/ or via 
FTP from ftp.ingber.com (Ingber 1993a). 

http://www.ingber.com/
ftp://ftp.ingber.com
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4.4.1 General Description 

It helps to visualize the problems presented by such complex systems 
as a geographical terrain. For example, consider a mountain range, 
with two "parameters," e.g., along the NorthSouth and EastWest 
directions. We wish to find the lowest valley in this terrain. ASA 
approaches this problem similar to using a bouncing ball that can 
bounce over mountains from valley to valley. We start at a high "tem­
perature," where the temperature is an ASA parameter that mimics 
the effect of a fast moving particle in a hot object like a hot molten 
metal, thereby permitting the ball to make very high bounces and 
being able to bounce over any mountain to access any valley, given 
enough bounces. As the temperature is made relatively colder, the 
ball cannot bounce so high, and it also can settle to become trapped 
in relatively smaller ranges of valleys. 

We imagine that our mountain range is aptly described by a "cost 
function." We define probability distributions of the two directional 
parameters, called generating distributions since they generate possi­
ble valleys or states we are to explore. We define another distribution, 
called the acceptance distribution, which depends on the difference 
of cost functions of the present generated valley we are to explore 
and the last saved lowest valley. The acceptance distribution decides 
probabilistically whether to stay in a new lower valley or to bounce 
out of it. All the generating and acceptance distributions depend on 
"temperatures." 

Simulated annealing (SA) was developed in 1983 to deal with highly 
nonlinear problems (Kirkpatrick et al. 1983), as an extension of a 
Monte-Carlo importance-sampling technique developed in 1953 for 
chemical physics problems. In 1984 (Geman and Geman 1984), it 
was established that SA possessed a proof that, by carefully control­
ling the rates of cooling of temperatures, it could statistically find 
the best minimum, e.g., the lowest valley of our example above. 
This was good news for people trying to solve hard problems which 
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could not be solved by other algorithms. The bad news was that 
the guarantee was only good if they were willing to run SA for­
ever. In 1987, a method of fast annealing (FA) was developed (Szu 
and Hartley 1987), which permitted lowering the temperature expo­
nentially faster, thereby statistically guaranteeing that the minimum 
could be found in some finite time. However, that time still could 
be quite long. Shortly thereafter, Very Fast Simulated Reannealing 
(VFSR) was developed in 1987 (Ingber 1989), now called Adaptive 
Simulated Annealing (ASA), which is exponentially faster than FA. 

ASA has been applied to many problems by many people in many 
disciplines (Ingber 1993b, 1996a, Wofsey 1993). The feedback of 
many users regularly scrutinizing the source code ensures its sound­
ness as it becomes more flexible and powerful. 

4.4.2 Multiple Local Minima 

Our criteria for the global minimum of our cost function is minus 
the largest profit over a selected training data set (or in some cases, 
this value divided by the maximum drawdown). However, in many 
cases this may not give us the best set of parameters to find profitable 
trading in test sets or in real-time trading. Other considerations such 
as the total number of trades developed by the global minimum ver­
sus other close local minima may be relevant. For example, if the 
global minimum has just a few trades, while some nearby local min­
ima (in terms of the value of the cost function) have many trades and 
was profitable in spite of our slippage factors, then the scenario with 
more trades might be more statistically dependable to deliver profits 
across testing and real-time data sets. 

Therefore, for the outer-shell global optimization of training sets, 
we have used an ASA OPTION, MULTI_MIN, which saves a user-
defined number of closest local minima within a user-defined resolu­
tion of the parameters. We then examine these results under several 
testing sets. 
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5 Trading System 

5.1 UseofCMI 

As the CMI formalism carries the relevant information regarding the 
prices dynamics, we have used it as a signal generator for an auto­
mated trading system for S&P futures. 

While currently we are integrating fast-response CMI signals into the 
trading model, next we discuss averaged CMI signals characterizing 
longer time scales. 

Based on a previous work (Ingber 1996c) applied to daily closing 
data, the overall structure of the trading system consists in 2 layers, 
as follows: We first construct the "short-time" Lagrangian function 
in the Ito representation (with the notation introduced in Section 3.3) 

W-D = ̂ ( f - / * ) 2 (14) 

with i the post-point index, corresponding to the one factor price 
model 

dF = fFdt + aFxdz{t), (15) 

where fF and a > 0 are taken to be constants, F(t) is the S&P future 
price, and dz is the standard Gaussian noise with zero mean and unit 
standard deviation. We perform a global, maximum likelihood fit to 
the whole set of price data using ASA. This procedure produces the 
optimization parameters {x, fF} that are used to generate the CMI. 
One computational approach was to fix the diffusion multiplier a to 
1 during training for convenience, but used as free parameters in the 
adaptive testing and real-time fits. Another approach was to fix the 
scale of the volatility, using an improved model, 

dF = fdt + a{^^j' dz(t), (16) 
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where a now is calculated as the standard deviation of the price in­
crements AF/dt1/2, and < F > is just the average of the prices. 

As already remarked, to enhance the CMI sensitivity and response 
time to local variations (across a certain window size) in the distri­
bution of price increments, the momenta are generated applying an 
adaptive procedure, i.e., after each new data reading another set of 
{/F, a} parameters are calculated for the last window of data, with 
the exponent x - a contextual indicator of the noise statistics - fixed 
to the value obtained from the global fit. 

The CMI computed in this manner are fed into the outer shell of the 
trading system, where an Al-type optimization of the trading rules is 
executed, using ASA once again. 

The trading rules are a collection of logical conditions among the 
CMI, prices and optimization parameters that could be window sizes, 
time resolutions, or trigger thresholds. Based on the relationships be­
tween CMI and optimization parameters, a trading decision is made. 
The cost function in the outer shell is either the overall equity or the 
risk-adjusted profit (essentially the return). The inner and outer shell 
optimizations are coupled through some of the optimization param­
eters (e.g., time resolution of the data, window sizes), which justifies 
the recursive nature of the optimization. 

Next, we describe in more details the concrete implementation of this 
system. 

5.2 Data Processing 

The CMI formalism is general and by construction permits us to treat 
multivariate coupled markets. In certain conditions (e.g., shorter time 
scales of data), and also due to superior scalability across different 
markets, it is desirable to have a trading system for a single instru­
ment, in our case the S&P futures contracts that are traded electron-
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ically on Chicago Mercantile Exchange (CME). The focus of our 
system was intra-day trading, at time scales of data used in gener­
ating the buy/sell signals from 10 to 60 sees. In particular, we here 
give some results obtained when using data having a time resolu­
tion At of 55 sees (the time between consecutive data elements is 
55 sees). This particular choice of time resolution reflects the set of 
optimization parameters that have been applied in actual trading. 

It is important to remark that a data point in our model does not 
necessarily mean an actual tick datum. For some trading time scales 
and for noise reduction purposes, data is pre-processed into sam­
pling bins of length At using either a standard averaging procedure 
or spectral filtering (e.g., wavelets, Fourier) of the tick data. Alterna­
tively, the data can be defined in block bins that contain disjoint sets 
of averaged tick data, or in overlapping bins of widths At that update 
at every At' < At, such that an effective resolution At' shorter than 
the width of the sampling bin is obtained. We present here work in 
which we have used disjoint block bins and a standard average of the 
tick data with time stamps falling within the bin width. 

In Figures 1 and 2 we present examples of S&P futures data sampled 
with 55 sees resolution. We remark that there are several time scales 
- from minutes to one hour - at which an automated trading system 
might extract profits. 

Figure 1 illustrates that the profitable regions are prominent even for 
data representing a relatively flat market period. I.e., June 20 shows 
an uptrend region of about 1 hour 20 minutes and several short and 
long trading domains between 10 minutes and 20 minutes. 

Figure 2 illustrates the sustained short trading region of 1.5 hours 
and several shorter long and short trading regions of about 10-20 
minutes. 

In both situations, there are a larger number of opportunities at time 
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Figure 1. Futures and cash data, contract ESUO June 20: (solid line) -
futures; (dashed line) — cash. 

resolutions smaller than 5 minutes. 

The time scale at which we sample the data for trading is itself a pa­
rameter that is extracted from the optimization of the trading rules 
and of the Lagrangian cost function Eq. (14). This is one of the cou­
pling parameters between the inner- and the outer-shell optimiza­
tions. 

5.3 Inner-Shell Optimization 

A cycle of optimization runs has three parts, training and testing, 
and finally real-time use - a variant of testing. Training consists in 
choosing a data set and performing the recursive optimization, which 
produces optimization parameters for trading. In our case there are 
six parameters: the time resolution At of price data, the length of 
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Figure 2. Futures and cash data, contract ESUO June 22: (solid line) -
futures; (dashed line) - cash. 

window W used in the local fitting procedures and in computation 
of moving averages of trading signals, the drift fF, volatility coeffi­
cient o and exponent x from Eq. (15), and a multiplicative factor M 
necessary for the trading rules module, as discussed below. 

The optimization parameters computed from the training set are ap­
plied then to various test sets and final profit/loss analyses are pro­
duced. Based on these, the best set of optimization parameters are 
chosen to be applied in real-time trading runs. We remark once again 
that a single training data set could support more than one profitable 
sets of parameters and can be a function of the trader's interest and 
the specific market dynamics targeted (e.g., short/long time scales). 
The optimization parameters corresponding to the global minimum 
in the training session may not necessarily represent the parameters 
that led to robust profits across real-time data. 
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The training optimization occurs in two inter-related stages. An 
inner-shell maximum likelihood optimization over all training data 
is performed. The cost function that is fitted to data is the effective 
action constructed from the Lagrangian Eq. (14) including the pre-
factors coming from the measure element in the expression of the 
short-time probability distribution Eq. (11). This is based on the fact 
(Langouche et al. 1982) that in the context of Gaussian multiplicative 
stochastic noise, the macroscopic transition probability P(F, t\F', £') 
to start with the price F'(— Fj_i) at £'(= ti-i) and reach the price 
F(= Fi) at t(= ti)y is determined by the short-time Lagrangian Eq. 
(14), 

P(F,t\F',t')= 1 

x 

(27ra2F^ldtiy/2 

expf-f>(i|i-l)dt<J, (17) 

with dti = ti — ti-i. Recall that the main assumption of our model is 
that price increments (or the logarithm of price ratios, depending on 
which variables are considered independent) could be described by 
a system of coupled stochastic, non-linear equations as in Eq. (9a). 
These equations are deceptively simple in structure, yet depending 
on the functional form of the drift coefficients and the multiplicative 
noise, they could describe a variety of interactions between financial 
instruments in various market conditions (e.g., constant elasticity of 
variance model (Cox and Ross 1976), stochastic volatility models, 
and so on). In particular, this type of models include the case of 
Black-Scholes price dynamics (x = 1). 

In the system presented here, we have applied the model from Eq. 
(15). The fitted parameters were the drift coefficient fF and the ex­
ponent x. In the case of a coupled futures and cash system, besides 
the corresponding values of fF and x for the cash index, another pa­
rameter, the correlation coefficient p as introduced in Eq. (9a), must 
be considered. 
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5.4 Trading Rules (Outer-Shell) Recursive 
Optimization 

In the second part of the training optimization, we calculate the CMI 
and execute trades as required by a selected set of trading rules based 
on CMI values, price data or combinations of both indicators. 

Recall that three external shell optimization parameters are defined: 
the time resolution At of the data expressed as the time interval be­
tween consecutive data points, the window length W (in number of 
time epochs or data points) used in the adaptive calculation of CMI, 
and a numerical coefficient M that scales the momentum uncertainty 
discussed below. 

At each moment a local refit of fF and a over data in the local win­
dow W is executed, moving the window M across the training data 
set and using the zeroth order optimization parameters fF and x re­
sulting from the inner-shell optimization as a first guess. It was found 
that a faster quasi-local code is sufficient for computational purposes 
for these adaptive updates. In more complicated models, ASA can 
be successfully applied recursively, although in real-time trading the 
response time of the system is a major factor that requires attention. 

All expressions that follow can be generalized to coupled systems 
in the manner described in Section 3. Here we use the one factor 
nonlinear model given by Eq. (15). At each time epoch we calculate 
the following momentum related quantities: 

a2F^ \dt J J ' 
fF 

AnF = < (nF- < uF >)2 >1'2 = —l~j=, (is) 
oFxydt 

where we have used < UF > = 0 as implied by Eqs. (15) and (14). 
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In the previous expressions, I IF is the CMI, UF is the neutral line 
or the momentum of a zero change in prices, and AITF is the uncer­
tainty of momentum. The last quantity reflects the Heisenberg prin­
ciple, as derived from Eq. (15) by calculating 

A F = < {dF- < dF >)2 >^ 2 = aFxVdt, 

AUFAF>1, (19) 

where all expectations are in terms of the exact noise distribution, 
and the calculation implies the Ito approximation (equivalent to 
considering non-anticipative functions). Various moving averages 
of these momentum signals are also constructed. Other dynamical 
quantities, as the Hamiltonian, could be used as well. (By analogy to 
the energy concept, we found that the Hamiltonian carries informa­
tion regarding the overall trend of the market, giving another useful 
measure of price volatility.) 

Regarding the practical implementation of the previous relations for 
trading, some comments are necessary. In terms of discretization, if 
the CMI are calculated at epoch i, then dFi = Fi — F^\, dt, = 
U — tj_i = At, and all prefactors are computed at moment % — 1 by 
the Ito prescription (e.g., oFx = crF^). The momentum uncertainty 
band AI1F can be calculated from the discretized theoretical value 
Eq. (18), or by computing the estimator of the standard deviation 
from the actual time series of IIF . 

There are also two ways of calculating averages over CMI values: 
One way is to use the set of local optimization parameters {fF, a} 
obtained from the local fit procedure in the current window W for 
all CMI data within that window (local-model average). The sec­
ond way is to calculate each CMI in the current local window W 
with another set {fF, a} obtained from a previous local fit window 
measured from the CMI data backwards W points (multiple-models 
averaged, as each CMI corresponds to a different model in terms of 
the fitting parameters {/F, a}). 
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The last observation is that the neutral line divides all CMI in two 
classes: long signals, when IIF > n F , as any CMI satisfying this 
condition indicates a positive price change, and short signals when 
ITF < n F , which reflects a negative price change. 

After the CMI are calculated, based on their meaning as statistical 
momentum indicators, trades are executed following a relatively sim­
ple model: Entry in and exit from a long (short) trade points are de­
fined as points where the value of CMIs is greater (smaller) than a 
certain fraction of the uncertainty band M A i l F (—M AIIF), where 
M is the multiplicative factor mentioned in the beginning of this sub­
section. This is a choice of a symmetric trading rule, as M is the same 
for long and short trading signals, which is suitable for volatile mar­
kets without a sustained trend, yet without diminishing too severely 
profits in a strictly bull or bear region. 

Inside the momentum uncertainty band, one could define rules to 
stay in a previously open trade, or exit immediately, because by its 
nature the momentum uncertainty band implies that the probabilities 
of price movements in either direction (up or down) are balanced. 
From another perspective, this type of trading rule exploits the re­
laxation time of a strong market advance or decline, until a trend 
reversal occurs or it becomes more probable. 

Other sets of trading rules are certainly possible, by utilizing not only 
the current values of the momenta indicators, but also their local-
model or multiple-models averages. A trading rule based on the max­
imum distance between the current CMI data Hf and the neutral line 
n F shows faster response to markets evolution and may be more 
suitable to automatic trading in certain conditions. 

Stepping through the trading decisions each trading day of the train­
ing set determined the profit/loss of the training set as a single value 
of the outer-sell cost function. As ASA importance-sampled the 
outer-shell parameter space {At, W, M}, these parameters are fed 
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into the inner shell, and a new inner-shell recursive optimization cy­
cle begins. The final values for the optimization parameters in the 
training set are fixed when the largest net profit (calculated from the 
total equity by subtracting the transactions costs defined by the slip­
page factor) is realized. In practice, we have collected optimization 
parameters from multiple local minima that are near the global mini­
mum (the outer-shell cost function is defined with the sign reversed) 
of the training set. 

The values of the optimization parameters {At, W, M, fF, a, x} re­
sulting from a training cycle are then applied to out-of-sample test 
sets. During the test run, the drift coefficient fF and the volatility co­
efficient a are refitted adaptively as described previously. All other 
parameters are fixed. We have mentioned that the optimization pa­
rameters corresponding to the highest profit in the training set may 
not be the sufficiently robust across test sets. Then, for all test sets, 
we have tested optimization parameters related to the multiple min­
ima (i.e., the global maximum profit, the second best profit, and so 
on) resulting from the training set. 

We performed a bootstrap-type reversal of the training-test sets (re­
peating the training runs procedures using one of the test sets, in­
cluding the previous training set in the new batch of test sets), fol­
lowed by a selection of the best parameters across all data sets. This 
is necessary to increase the chances of successful trading sessions in 
real-time. 

6 Results 

6.1 Alternative Algorithms 

In the previous sections we noted that there are different combina­
tions of methods of processing data, methods of computing the CMI 
and various sets of trading rules that need to be tested - at least in a 
sampling manner - before launching trading runs in real-time: 
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1. Data can be preprocessed in block or overlapping bins, or 
forecasted data derived from the most probable transition path 
(Dekker 1980) could be used as in one of our most recent models. 

2. Exponential smoothing, wavelets or Fourier decomposition can be 
applied for statistical processing. We presently favor exponential 
moving averages. 

3. The CMI can be calculated using averaged data or directly with 
tick data, although the optimization parameters were fitted from 
preprocessed (averaged) price data. 

4. The trading rules can be based on current signals (no average is 
performed over the signal themselves), on various averages of the 
CMI trading signals, on various combination of CMI data (mo­
menta, neutral line, uncertainty band), on symmetric or asymmet­
ric trading rules, or on mixed price-CMI trading signals. 

5. Different models (one and two-factors coupled) can be applied to 
the same market instrument, e.g., to define complementary indi­
cators. 

The selection process evidently must consider many specific eco­
nomic factors (e.g., liquidity of a given market), besides all other 
physical, mathematical and technical considerations. In the work 
presented here, as we tested our system and using previous expe­
rience, we focused toward S&P500 futures electronic trading, us­
ing block processed data, and symmetric, local-model and multiple-
models trading rules based on CMI neutral line and stay-in condi­
tions. 

6.2 Trading System Design 

The design of a successful electronic trading system is complex as it 
must incorporate several aspects of a trader's actions that sometimes 
are difficult to translate into computer code. Three important features 
that must be implemented are factoring in the transactions costs, de­
vising money management techniques, and coping with execution 
deficiencies. 
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Generally, most trading costs can be included under the "slippage 
factor," although this could easily lead to poor estimates. Given that 
the margin of profits from exploiting market inefficiencies are thin, 
a high slippage factor can easily result in a non-profitable trading 
system. In our situation, for testing purposes we used a $35 slippage 
factor per buy & sell order, a value we believe is rather high for an 
electronic trading environment, although it represents less than three 
ticks of a mini-S&P futures contract. (The mini-S&P is the S&P 
futures contract that is traded electronically on CME.) This higher 
value was chosen to protect ourselves against the bid-ask spread, as 
our trigger price (at what price the CMI was generated) and execution 
price (at what price a trade signaled by a CMI was executed) were 
taken to be equal to the trading price. (We have changed this aspect 
of our algorithm in later models.) The slippage is also strongly in­
fluenced by the time resolution of the data. Although the slippage is 
linked to bid-ask spreads and markets volatility in various formulas 
(Kaufman 1998), the best estimate is obtained from experience and 
actual trading. 

Money management was introduced in terms of a trailing stop condi­
tion that is a function of the price volatility, and a stop-loss threshold 
that we fixed by experiment to a multiple of the mini-S&P contract 
value ($200). It is tempting to tighten the trailing stop or to work 
with a small stop-loss value, yet we found - as otherwise expected -
that higher losses occurred as the signals generated by our stochastic 
model were bypassed. 

Regarding the execution process, we have to account for the response 
of the system to various execution conditions in the interaction with 
the electronic exchange: partial fills, rejections, uptick rule (for eq­
uity trading), and so on. Except for some special conditions, all these 
steps must be automated. 
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6.3 Some Explicit Results 

Typical CMI data in Figures 3 and 4 (obtained from real-time trad­
ing after a full cycle of training-testing was performed) are related 
to the price data in Figures 1 and 2. We have plotted the fastest (55 
sees apart) CMI values UF, the neutral line 11^ and the uncertainty 
band AUF. All CMI data were produced using the optimization pa­
rameters set {55secs, 88epochs, 0.15} of the second-best net profit 
obtained with a training set based on the March data of the ESMO 
contract (mini-S&P June 2000 contract). We recall the meaning of 
the optimization parameters from 5.4: the first factor is the frequency 
of CMI signals (or time-step between consecutive CMIs), the second 
parameter is the width in time-step units of the time-window used 
for local statistics, and the third parameter is the scaling factor of the 
momentum uncertainty. 

Canonical Momenta Indicators (CMI) 

time resolution = 55 sees 
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Figure 3. CMI data, real-time trading June 20: (solid line) - CMI; (dashed 
line) - neutral line; (dotted line) - uncertainty band. 
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Canonical Momenta Indicators (CMI) 
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Figure 4. CMI data, real-time trading, June 22: (solid line) - CMI; (dashed 
line) - neutral line; (dotted line) - uncertainty band. 

Although the CMIs exhibit an inherently ragged nature and oscillate 
around a zero mean value within the uncertainty band - the width 
of which is decreasing with increasing price volatility, as the uncer­
tainty principle would also indicate - time scales at which the CMI 
average or some persistence time are not balanced about the neutral 
line. 

These characteristics, which we try to exploit in our system, are bet­
ter depicted in Figures 5 and 6. 

One set of trading signals, the local-model average of the neutral line 
< n ^ > and the uncertainty band multiplied by the optimization 
factor M = 0.15, and centered around the theoretical zero mean 
of the CMI, is represented versus time. Note entry points in a short 
trading position (< IT^ > > M AUF) at around 10:41 (Figure 5 
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Canonical Momenta Indicators (CMI) 
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Figure 5. CMI trading signals, real-time trading June 20: (dashed line) -
local-model average of the neutral line; (dotted line) - uncertainty band 
multiplied by the optimization parameter M = 0.15. 

in conjunction with S&P data in Figure 1) with a possible exit at 
11:21 (or later), and a first long entry (< U^ > < -M AUF) at 
12:15. After 14:35, a stay long region appears (< n ^ > < 0), which 
indicates correctly the price movement in Figure 1. 

In Figure 6 corresponding to June 22 price data from Figure 2, a first 
long signal is generated at around 12:56 and a first short signal is 
generated at 14:16 that reflects the long downtrend region in Figure 
2. Due to the averaging process, a time lag is introduced, reflected 
by the long signal at 12:56 in Figure 4, related to a past upward trend 
seen in Figure 2; yet the neutral line relaxes rather rapidly (given the 
55-second time resolution and the window of 88 « 1.5 hour) toward 
the uncertainty band. A judicious choice of trading rules, or avoiding 
standard averaging methods, helps in controlling this lag problem. 
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Figure 6. CMI trading signals, real-time trading June 22: (clashed line) -
local-model average of the neutral line; (dotted line) - uncertainty band 
multiplied by the optimization parameter M = 0.15. 

Recall that the trading rules presented are symmetric (the long and 
short entry/exit signals are controlled by the same M factor), and we 
apply a stay-long condition if the neutral-line is below the average 
momentum < n F > = 0 and stay-short if < IT^ > > 0. The drift fF 

and volatility coefficient a are refitted adaptively and the exponent x 
is fixed to the value obtained in the training set. Typical values are 
fF € ±[0.003 : 0.05], x e ±[0.01 : 0.03]. During the local fit, due 
to the shorter time scale involved, the drift may increase by a factor 
often, and a e [0.01 : 1.2]. 

We note that the most robust optimization factors - in terms of max­
imum cumulative profit resulted for all test sets - do not correspond 
to the maximum profit in the training sets: For the local-model rules, 
the optimum parameters are {55,88,0.15}, and for the multiple mod-
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els rules the optimum set is {45,72,0.2}, both realized by a four-
days training set from the March 2000 mini-S&P contract (Ingber 
and Mondescu 2001). 

Other observations are that, for the data presented here, the multiple-
models averages trading rules consistently performed better and are 
more robust than the local-model averages trading rules. The number 
of trades is similar, varying between 15 and 35 (eliminating cumu­
lative values smaller than 10 trades), and the time scale of the local 
fit is rather long in the 30 minutes to 1.5 hour range. In the current 
set-up, this extended time scale implies that is advisable to deploy 
this system as a trader-assisted tool. 

An important factor is the average length of the trades. For the type 
of rules presented in this work, this length is of several minutes, up to 
one hour, as the time scale of the local fit window mentioned above 
suggested. 

Related to the length of a trade is the length of a winning long/short 
trade in comparison to a losing long/short trade. Our experience in­
dicates that a ratio of 2:1 between the length of a winning trade and 
the length of a losing trade is desirable for a reliable trading system. 
Here, using the local-model trading rules seems to offer an advan­
tage, although this is not as clear as one would expect. More details 
regarding the data and results obtained with the trading system are 
given in our earlier work (Ingber and Mondescu 2001). 

7 Conclusions 

7.1 Main Features 

The main stages of building and testing this system are summarized 
in the followiong lines: 
1. We developed a multivariate, nonlinear statistical mechanics 
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model of S&P futures and cash markets, based on a system of 
coupled stochastic differential equations. 

2. We constructed a two-stage, recursive optimization procedure us­
ing methods of ASA global optimization: An inner-shell extracts 
the characteristics of the stochastic price distribution and an outer-
shell generates the technical indicators and optimize the trading 
rules. 

3. We trained the system on different sets of data and retained the 
multiple minima generated (corresponding to the global maxi­
mum net profit realized and the neighboring profit maxima). 

4. We tested the system on out-of-sample data sets, searching for 
most robust optimization parameters to be used in real-time 
trading. Robustness was estimated by the cumulative profit/loss 
across diverse test sets, and by testing the system against a 
bootstrap-type reversal of training-testing sets in the optimization 
cycle. 

Modeling the market as a dynamical physical system makes pos­
sible a direct representation of empirical notions as market mo­
mentum in terms of CMI derived naturally from our theoretical 
model. We have shown that other physical concepts as the uncer­
tainty principle may lead to quantitative signals (the momentum 
uncertainty band AI1F) that captures other aspects of market dy­
namics and which can be used in real-time trading. 

5. We presented and discussed the main aspects of developing an 
internet-based interface (API) for connecting a proprietary trading 
system to an exchange. 

7.2 Summary 

We have presented an internet-enabled trading system with its two 
components: the connection API and the computational trading en­
gine. 

The trading engine is composed of an outer-shell trading-rule model 
and an inner-shell nonlinear stochastic dynamic model of the market 
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of interest, S&P500. The inner-shell is developed adhering to the 
mathematical physics of multivariate nonlinear statistical mechanics, 
from which we develop indicators for the trading-rule model, i.e., 
canonical momenta indicators (CMI). We have found that keeping 
our model faithful to the underlying mathematical physics is not a 
limiting constraint on profitability of our system; quite the contrary. 

An important result of our work is that the ideas for our algorithms, 
and the proper use of the mathematical physics faithful to these al­
gorithms, must be supplemented by many practical considerations 
en route to developing a profitable trading system. For example, 
since there is a subset of parameters, e.g., time resolution parame­
ters, shared by the inner- and outer-shell models, recursive optimiza­
tion is used to get the best fits to data, as well as developing multiple 
minima with approximate similar profitability. The multiple minima 
often have additional features requiring consideration for real-time 
trading, e.g., more trades per day increasing robustness of the sys­
tem, and so on. The nonlinear stochastic nature of our data required 
a robust global optimization algorithm. The output of these param­
eters from these training sets were then applied to testing sets on 
out-of-sample data. The best models and parameters were then used 
in real-time by traders, further testing the models as a precursor to 
eventual deployment in automated electronic trading. 

We have used methods of statistical mechanics to develop our inner-
shell model of market dynamics and a heuristic AI type model for our 
outer-shell trading-rule model, but there are many other candidate 
(quasi-)global algorithms for developing a cost function that can be 
used to fit parameters to data, e.g., neural nets, fractal scaling models, 
and so on. To perform our fits to data, we selected an algorithm, 
Adaptive Simulated Annealing (ASA), that we were familiar with, 
but there are several other candidate algorithms that likely would 
suffice, e.g., genetic algorithms, tabu search, and so on. 

We have shown that a minimal set of trading signals (the CMI, the 
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neutral line representing the momentum of the trend of a given time 
window of data, and the momentum uncertainty band) can generate a 
rich and robust set of trading rules that identify profitable domains of 
trading at various time scales. This is a confirmation of the hypothe­
sis that markets are not efficient, as noted in other studies (Brock et 
a/. 1992, Ingber 1984, 1996c). 

7.3 Future Directions 

Although this chapter focused on trading of a single instrument, 
the futures S&P 500, the code we have developed can accommo­
date trading on multiple markets. For example, in the case of tick-
resolution coupled cash and futures markets, which was previously 
prototyped for inter-day trading (Ingber 1996b,c),the utility of CMI 
stems from three directions: 
1. The inner-shell fitting process requires a global optimization of 

all parameters in both futures and cash markets. 
2. The CMI for futures contain, by our Lagrangian construction, the 

coupling with the cash market through the off-diagonal correla­
tion terms of the metric tensor. The correlation between the fu­
tures and cash markets is explicitly present in all futures variables. 

3. The CMI of both markets can be used as complimentary technical 
indicators for trading in futures market. 

Several near term future directions are of interest: 
• finalizing the production-level order execution API, 
• orienting the system toward shorter trading time scales (10-30 

sees) more suitable for electronic trading, 
• introducing fast response "averaging" methods and time scale 

identifiers (exponential smoothing, wavelets decomposition), 
• identifying mini-crashes points using renormalization group tech­

niques, 
• investigating the use of CMI in pattern-recognition based trading 

rules, 
• exploring the use of forecasted data evaluated from most probable 

transition path formalism. 



350 L. Ingberand R.P. Mondescu 

7.4 Standard Disclaimer 

We must emphasize that there are no claims that all results are pos­
itive or that the present system is a safe source of riskless profits. 
There as many negative results as positive, and a lot of work is nec­
essary to extract meaningful information. 
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Chapter 10 

Implementing and Maintaining 
a Web Case-Based Reasoning System 

for Heating Ventilation and 
Air Conditioning Systems Sales Support 

I. Watson 

This chapter describes the implementation and maintenance of a 
Case-Based Reasoning system to support HVAC sales staff operat­
ing in remote locations. The system operates on the world wide 
web and uses XML as a communications protocol between client 
and server side Java applets. The chapter describes the motivation 
for the system, its implementation, trial, roll-out detailing the bene­
fits it has provided to the company. The chapter then details how 
the system's case-base grew rapidly causing a problem of case re­
dundancy. A simple algorithm to identify and remove redundant 
cases is described along with the results of applying it to the case-
base. Case obsolescence was also encountered and partially reme­
died using DBMS techniques. The chapter analyses the case-base 
maintenance required by the system in terms of Richter's knowl­
edge containers and Leake and Wilson's CBM framework and con­
trasts this case study with experience from NEC and Daimler-
Chrysler. The chapter observes that had maintenance of the case-
base been considered more explicitly during system design and im­
plementation, some of the resulting maintenance would have been 
unnecessary. 

357 
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1 Introduction 
Western Air is a distributor of HVAC (heating ventilation and air 
conditioning systems in Australia with a turnover in 1997 of $40 
million (Australian dollars AUD). Based in Fremantle the company 
operates mainly in Western Australia, including isolated communi­
ties in the Great Sandy, Great Victoria, and Gibson deserts; a geo­
graphic area of nearly two million square miles. The systems sup­
ported range from simple residential HVAC systems to complex 
installations in new build and existing factories and office build­
ings. 

2 The Problem 
Western Air has a distributed sales force numbering about 100. The 
majority of staff do not operate from head office but are independ­
ent, working from home or a mobile base (typically their car). In 
fact many sales staff seldom visit Fremantle. The sales staff are 
technically trained being required to take a four week training 
course covering most aspects of the systems they supply. They do 
not install systems, this work is done by specialist sub-contractors. 

Simple installations, such as a set of window or exterior wall 
mounted AC box units can be easily specified, and priced by even 
the most novice sales staff. However, the specification and cost es­
timation of more complex systems involving roof mounted AC 
units, ducting, fans and sensors requires the expertise of a fully 
qualified HVAC engineer. Western Air employs about five fully 
qualified engineers (two of whom are the firms owners). Until re­
cently, sales staff in the field would gather the prospective cus­
tomer's requirements using standard form and proprietary software, 
take measurements of the property and fax the information to 
Western Air in Fremantle. A qualified engineer would then specify 
the HVAC system. Typically the engineer would have to phone the 



A Web Case-Based Reasoning System Sales Support 3S9 

sales staff and ask for additional information. Usually the sales 
staff would have to make several visits to the customer's building 
and pass additional information back to the engineer. 

Figure 1. Map of Western Australia. 

The engineer would then specify and cost the installation and a 
quote would be prepared and faxed to the sales staff. The sales staff 
would forward the quote to the customer and is empowered to ne­
gotiate on price within set margins. However, if the customer then 
decided that perhaps they needed fewer sensors or now only 
wanted certain zones in the building cooled the sales staff would 
have to contact the engineer and the cycle would repeat. 

This process could take several weeks if the engineers were busy 
with other work'and during this process the sales staff may be de­
tained "beyond the Black Stump" (Australian slang for "a remote 
place" such as Kununurra in the far north) or lose the sale to a 
competitor. 
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Engineers when preparing specifications and quotes use a variety 
of specialized software to calculate HVAC loadings and made ex­
tensive use of previous installations. In particular Western Air felt 
that basing a quote on the price of a previous similar installation 
gave a more accurate estimation than using prices based on proprie­
tary software, catalogue equipment prices and standard labor rates. 
However, they were aware that they were not making use of all 
their past work. They had nearly ten thousand system installation 
files but most engineers only made use of their favorite few dozen. 
To try to help engineers make use of all the past installations a da­
tabase was created to let engineers search for past installations. The 
database records contained about 30 to 60 fields describing the key 
features of each installation and then a list of file names for the full 
specification. These might be MS Word documents, Excel files or 
AutoCAD files. 

Initially the engineers liked the database and it increased the num­
ber of past installations they used as references. However, after the 
honeymoon ended, they started to complain that it was too hard to 
query across more than two or three fields at once. And that query­
ing across ten or more fields was virtually impossible. In fact most 
of them admitted to using the database to laboriously browse 
through past installations until they found one that looked similar to 
their requirements. 

3 The Solution 
Western Air realized they wanted a system that could find similar 
installations without making the query too complex for the engi­
neers. By chance they employed a new engineer who had done a 
computing Masters degree in the UK that had introduced CBR to 
him. Web based CBR applications have been demonstrated for a 
few years now such as the FAQFinder and FindME systems 
(Hammond et al. 1996) and those at Broderbund and Lucas Arts 
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(Watson 1997). They therefore felt that CBR on the web was suited 
for this project and contacted AI-CBR for advice. 

Western Air decided that merely improving the efficiency of the 
engineers in Fremantle would not solve the whole problem. Ideally 
they would like the sales staff to be able to give fast accurate esti­
mates to prospective customers on the spot. However, they were 
aware that there was a danger that the less knowledgeable sales 
staff might give technically incorrect quotes. 

The solution they envisaged was to set up a web site that sales staff 
could access from anywhere in the country. Through a forms inter­
face the prospect's requirements could be input and would be 
passed to a CBR system that would search the library of past instal­
lations and retrieve similar installations. Details of the similar in­
stallations along with the ftp addresses of associated files would 
then be available to the sales staff by ftp. The sales staff could then 
download the files and use these to prepare an initial quote. All this 
information would then be automatically passed back to an engi­
neer to authorize or change if necessary. Once an installation was 
completed its details would be added to the library and its associ­
ated files placed on the ftp server. 

3.1 Expected Benefits 

Western Air expected the following benefits: 
• A reduction in the time taken to turn around sales quotes from 

an average of five days to two days. It was estimated this might 
save approximately $250,000 a year. 

• An increase in the accuracy of their estimates allowing them to 
judge their margins better and be more competitive. If they were 
able to reliably increase their margins (whilst keeping their 
quotes competitive) by 1% it would increase Western Air's prof­
its by $500,000 a year. 
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3.2 The Team 
The development team comprised: 
• a senior engineer from Western Air (one of the firms owners) as 

project champion, 
• an engineer from Western Air to act as project manager and do­

main expert, 
• a consultant Java/HTML programmer, 
• a consultant from AI-CBR to advise on CBR issues (resident in 

the UK), and 
• a part-time data entry clerk. 

3.3 Implementation Plan 

The project had the direct involvement of one of the firms owners 
so management commitment was not a problem. It was also de­
cided that creating a partially functional prototype was not sensible 
since the system would either work or not. However, a carefully 
controlled and monitored trial was considered essential for two rea­
sons: 
1. It was still not certain that sales staff could create technically 

sound first estimates and therefore a small carefully monitored 
trial was essential to avoid losing the firm money. 

2. There were resource implications since although all sales staff 
had portable PCs, some were old 486 Windows 3.1 machines 
and few had modems or Internet accounts. 

A fixed (non-negotiable) budget was given to the project of 
$50,000 and it was decided that six months would be given for de­
velopment and trial of the system. The project started in October of 
1997 and the trial was planned for March of 1998. 

It was decided initially to deal with moderately complex residential 
HVAC systems because it was felt that this would provide a rea­
sonable test of the system without undue risk. Western Air felt that 
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it was commercially unwise to risk experimentation on high value 
commercial contracts. 

3.4 Hardware & Software 

A Windows NT server was purchased to act as both web and ftp 
server. It was decided to keep the HVAC information in the origi­
nal database (MS Access) since this would remove the need to cre­
ate a new case-library. An evaluation of commercially available 
CBR tools with web facilities was undertaken including Inference's 
CasePoint Webserver, ServiceSoft's Web Advisor, and Bright-
ware's Art*Enterprise (Watson 1997). Inference and ServiceSoft's 
products were eliminated because they are designed for diagnostic 
customer support and predominately handle textual case data. 
Brightware's product although technically suitable was rejected on 
cost grounds. 

retrieve set of 
cases and convert 

into XML 

www server 

Access 
dbase 

10K records 

Windows NT Server 

Figure 2. System architecture. 
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Since a simple nearest neighbor retrieval algorithm would almost 
certainly suffice implementing our own system was a viable option. 
Java (Visual Cafe) was chosen as the implementation language for 
both the client and server side elements of the CBR system. XML 
(extensible Markup Language) (W3 Consortium 1997) was used as 
the communication language between client and server-side ap­
plets. The World-Wide Web Consortium (W3C) finalized XML 1.0 
in December 1997 as a potential successor to HTML. HTML pro­
vides a fixed and limited tag set, whereas XML authors can define 
an unlimited number of tags. XML therefore can incorporate com­
mands that can be interpreted by applications and user-defined at-
tribute:value pairs. Thus, XML is a natural communications stan­
dard for distributed intelligent systems operating on the web. It is 
relatively simple to develop Java applets that can interpret XML 
and display the results in the browser window. 

3.5 System Architecture 

On the sales staff (client) side a Java applet is used to gather the 
customer's requirements and send them as XML to the server. On 
the server side another Java applet (a servlet) uses this information 
to query the Access database to retrieve a set of relevant records. 
The Java servlet then converts these into XML and sends them to 
the client side applet that uses a nearest neighbor algorithm to rank 
the set of cases. 

3.6 Case Representation 

Cases are stored permanently within the Access database as con­
ventional database records. Each record (case) comprises between 
30 to 60 fields used for retrieval and many more used to describe 
the HVAC installations. In addition, links to other files on the ftp 
server are included to provide more detailed descriptions. 
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<?xml version="1.0" encoding="shift_jis"?> 

<Query Structure> 
<Ref Numbei> 1024 </Ref Number> 

<Location> 
<Reference City> Perth </Reference City> 
<Conditions> 

<Daily Temp Range> L </Daily temp Range> 
<Latitude> 33 </Latitude> 
^Flpvat ion^ 0 WFlpvatifww 

<Elevation Factor> 
<Sensible> 1 </Sensible> 
<Total> 1 </Total> 

</Elevation Factor> 

</Conditions> 

</Location> 

</Query Structure> 

^ r 

<! ELEMENT Case Structure 
(Ref Number, Location, ...)> 

<! ELEMENT Location 
(Reference City, Conditions,...)> 

<! ELEMENT Conditions 
(Daily Temp Range, Latitude, Elevation, 
Elevation Factor,...)> 

<! ELEMENT Elevation Factor 
(Sensible, Total)> 

query.xml query.dtd 

Figure 3. A sample of the XML case description. 

Once retrieved from the database the records are ranked by a near­
est neighbor algorithm and dynamically converted into XML for 
presentation to the client browser. A similar XML case representa­
tion to that used by Shimazu (1998) is used by our system. XML 
pages can contain any number of user defined tags defined in a 
document type definition (DTD) file. Tags are nested hierarchically 
from a single root tag that can contain any number of child tags. 
Any child tag in turn can contain any number of child tags. Each 
tag contains a begin statement (e.g. <Case>) and an end statement 
(e.g. </Case>). This is illustrated in Figure 3. 

3.7 Case Acquisition 

Western Air had already put a considerable amount of effort into 
developing their HVAC installation database, which was used as 
the case library for our system. Consequently the project was fortu­
nate in not having to acquire cases or pre-process them. However, 
knowledge engineering was required to create similarity metrics 
and obtain default weightings for the retrieval algorithm. This was 
not surprising as the similarity measure is one of the most impor­
tant knowledge containers of any CBR system (Richter 1998). 
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3.8 Case Retrieval 
Case retrieval is a two stage process. In stage one the customer's 
requirements are relaxed through a process of query relaxation. 
What this process does is to take the original query and relax cer­
tain terms in it to ensure that a useful number of records are re­
trieved from the database. This is similar to the technique used by 
Kitano and Shimazu (1996) in the SQUAD system at NEC. 

SELECT Location.ReferenceRegion, Location.DailyTempRange, 
Location.Lattitude, Location.Elevation, Location.ElevationFactorS, 
Location.ElevationFactorT, Location.DryBulbTempWin, 
Location. DryBulbTempSum, Location.WetBulbTemp, 

FROM Location 
WHERE (((Location.ReferenceRegion)="SW") AND 
((Location. Elevation) Between 0 And 100) AND 
((Location.DryBulbTempWin) Between 50 And 60) AND 
((Location.DryBulbTempSum) Between 60 And 70)) 

Figure 4. Example of an SQL query that has been relaxed. 

For example, let us assume that we are trying to retrieve details of 
properties in or near Perth in the South West of the state. An SQL 
query that just used "Perth" as a search term might be too restric­
tive. Using a symbol hierarchy our system knows that Perth is in 
the South West of the state so the query is relaxed to "Where 
(((Location,ReferenceRegion) = "SW")...)). This query will include 
installations from Perth, Fremantle, Rockingham and surroundings. 
Similarly specific elevations or temperatures can be relaxed to 
ranges (e.g. "Between 60 And 70"). 

Determining exactly how the query could be relaxed involved 
knowledge engineering and for example involved creating symbol 
hierarchies for location, building types and usage. The Java servlet 
queries the database to retrieve a set of broadly similar records. If 
enough records are not retrieved (five is considered to be enough) 
the query is relaxed further. If too many records are retrieved (too 
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many is more than 20) then the query is made firmer to reduce the 
number. Once a sufficient set of records has been retrieved they are 
converted into XML and sent to the client-side applet. 

In the second stage the small set of retrieved records are compared 
by the client-side applet with the original query and similarity is 
calculated using a simple nearest neighbor algorithm: 

n 

Similarity (T,S) = ̂ if(Ti,Si)xwi, (1) 
i=i 

where: 
T is the target case, 
S is the source case, 
n is the number of features in each case, 
i is an individual feature from 1 to n, 
/ i s a similarity function for feature i in cases T and S, and 
w is the importance weighting of feature i. 

Western Air expressed some surprise at the necessity for this sec­
ond step and did not see the need for calculating a similarity score. 
Initially they felt that it would be sufficient to just show the small 
set of retrieved records. However, during the trials the sales staff 
found that the similarity score was useful. Moreover, once they un­
derstood the principle they could override the default feature 
weightings if they wished which they also found useful. Changing 
the weightings let them reflect either the customer's preferences or 
their own experience. 

3.9 Case Retention 

Once an HVAC installation is completed its details are added to the 
Access database and its associated files placed on the ftp server. 
Having a database management system for the case repository has 
proved very helpful since it makes it easier to generate manage-
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ment reports and ensure data integrity. It would be almost impossi­
ble to maintain a collection of 10,000 cases without a DBMS. 

3.10 Interface Design 

The interface to the system is a standard Java enabled web browser 
(Netscape or Internet Explorer). The forms within the Java applet 
were designed to look as similar to the original forms, HVAC 
specification tools and reports that the sales staff were already fa­
miliar with. Microsoft FrontPage was the primary tool used to cre­
ate the web site. 

3.11 Testing 

Two weeks before trial five test scenarios were created by the pro­
ject's champion. These were representative of the range of more 
complex residential installations the system would be expected to 
handle in use. The project's champion an experienced HVAC engi­
neer knew what the correct answers should be. These were given to 
the five sales staff who would initially use the system and they 
were asked to test the system. Out of the 25 tests (5x5) 22 were 
correct. Although the remaining three were not specified as ex­
pected they were felt to be technically acceptable solutions. 

3.12 Roll-out 

The system was rolled out for trial to the five sales staff in March 
of 1998. At first the project's champion monitored all the projects 
that were being processed by the system. As his confidence grew in 
the system this was reduced to a weekly review. 

Acceptance of the system from the five sales staff was very good 
once they understood what it was doing. At first they expected it to 
be calculating HVAC loads as the software they had previously 
used had done. Once they understood that it was interrogating 
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Western Air's database of HVAC installations they understood 
how it could be used to provide them with much more than just 
HVAC loads. During the month's trial the system dealt with 63 in­
stallations all of which were felt to be technically sound. The sales 
staff had not had to use the expertise of the HVAC engineers at all 
for this work although the engineers checked the final specifica­
tions* 

«*" '•' " O E iffl M G*t 0 *&- 133 t & # & *, *»*» |Hhit://146.87.1 ?6.37^toTcbr3 : 

t ^ i^Mt^Hi9Md\ ;Es»feMrf»L_ " ; %V ^fateRfe#zon» 

Figure 5. The Java applet showing property location. 

4 System Demonstration 
Figures 5 to 8 are screen captures showing the systems looks and 
feel. The first screen (Figure 5) shows part of the capture of the 
customer's requirements. Figure 6 shows a retrieved case (judged 
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95% similar) detailing the specification and performance of the 
HVAC equipment. The subsequent screen shows specification for 
ducting and finally the last screen shows a summary screen detail­
ing HVAC loads in the customer's living room. 

£]*g$tt&t**««(» ' " * \ $n»9%9$& * \ " ^Mmml^m 

Figure 6. Java applet showing retrieved case HVAC details. 

5 Benefits 
During the trial month the five sales staff were able to handle 63 
installation projects without having an HVAC engineer create the 
specification. This resulted in a considerable saving in engineers 
time allowing them more time to deal with complex high value 
commercial HVAC contracts. It was estimated that margins had 
been increased by nearly 2% while still remaining competitive. 
Based on this Western Air has invested $200,000 in purchasing 
Pentium notebook PCs for its sales staff. The system was rolled out 
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to the entire sales staff in May of 1998. Western Air are expecting 
profits to increase by $1 million in the first year directly attribut­
able to this system - a more than reasonable return on the invest-
ment of $300,000. 

¥mmwmmmmmam i i i i i I I ' I ' - ™ 
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Figure 7. Java applet showing specification of AC ducting. 

One of the firm's senior engineers commented that: "Since this sys­
tem went live I've had much more time to spend on my own con­
tracts. I used to hate going into the office because I always had a 
string of problems to handle from the mob out in the field. Now I 
feel I have the- time to really help when I do get a problem to deal 
with " 

A member of the sales staff said that: "This is just great It used to 
be really frustrating waiting for them back in Fremantle to deal 
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with our problems. I always had to give sem aggro and when we 
did finally get an answer the bloody customer changed his mind. 
Then they whinge because we can't give them an answer on the 
spot Now I can even use their phone and get good answers real 
quiet It really impresses them!" 

Figure 8. Java Applet showing summary of room HVAC loading. 

6 Maintenance 
IE some sense a CBR system is never finished. The retain process 
of the CBR-cycle (Aamodt and Plaza 1994) means that the case-
base is constantly growing. The concept of completeness in the 
knowledge-based systems literature only applies in domains where 
the domain theory or model is well understood. CBR systems most 
often operate in weak theory domains and the case-base could only 
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be complete if all possible problems in the domain were covered. 
This is very rarely the situation. 

Moreover, although the problem domain must be reasonably stable 
for similar problems to repeat and hence CBR to be useful (Kolod-
ner 1996), the world does change. There are both explicit and im­
plicit changes in the reasoning environment and problem focus, 
which will influence the fit of the case-base to the problem context. 
This will affect the quality and efficiency of the system's results. 
Thus, it has been recognized for some time now within the CBR 
community that to keep a system's performance at acceptable lev­
els routine maintenance will be required (Watson 1997, Leake and 
Wilson 1998, Smyth 1998). 

The remainder of the chapter explores the case-base maintenance 
(CBM) issues encountered after two years of operational use of the 
system. These were case redundancy caused by the acquisition of 
many functionally similar cases and case obsolescence primarily 
caused by equipment obsolescence. I describe the issues encoun­
tered and the remedies applied and shows how initial design issues 
have affected how CBM is required. I then discuss the maintenance 
required by the system in terms of Richter's knowledge containers 
(1995) and Leake and Wilson's CBM framework (1998). I con­
clude by noting that there may be a relationship between 
sophistication or complexity of the case-representation, similarity 
metrics and retrieval algorithms and the complexity of CBM. This 
relationship has software engineering implications; effort put into 
design may reduce CBM, but will of course increase the initial cost 
of the system. 

7 Case-Base Usage and Growth 
The company realized from the outset that use of Cool Air (as the 
system had become known) could not be optional. To ensure con­
sistency all sales engineers had to use the system. This was ensured 
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by making the system useful even to experienced engineers who 
did not believe they needed assistance in specifying projects. Thus, 
from the initial design Cool Air had a form-filling role, work that 
had to done to record and process a quotation anyway for company 
records. In a sense, the case-based assistance was a bonus. Conse­
quently, Cool Air was widely used from the start. 

In May of 1998, the database contained approximately 10,000 re­
cords. These were all relatively recent HVAC installations dating 
back no more than 5 years. Projects were not consistently stored in 
a digital format until the mid 1990s. 

The company employs approximately 100 sales engineers each of 
whom deal with an average of five quotations a week (this average 
is a little misleading since project size and complexity varies 
greatly from simple residential systems to complex retail and 
commercial systems). Engineers work for 48 weeks in the year and 
so the company generates about 24,000 specifications and quota­
tions a year. The company expects to win about 25% of the tenders 
(i.e., 6,000 installations). Of these from 10 to 20% will not proceed 
because the customer will change their mind for some reason. 
Thus, the company expects to perform about 5,000 HVAC installa­
tions per year. Actual figures are shown in Table 1. 

Table 1. Number of HVAC installations by year. 

year 
1998 (may-dec) 
1999 (jan - dec) 
2000 (jan - may) 

total 

no. installations 
2633 
5174 
1984 
9791 

All successfully completed installations are retained in the case-
base. Moreover, any installation problems are recorded and stored 
enabling lessons learned from installations to be captured and 
shown to engineers in future (Watson, 2000). 
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The number of installations is therefore directly equivalent to the 
number of new cases retained by Cool Air. Thus, Cool Air's case-
base has practically doubled in two years (from 10,000 to 19,791 
cases). This considerable growth raised concerns about the utility 
problem with respect to case retrieval (Smyth and Cunningham 
1996) and suggested that a case deletion technique would be re­
quired to control the case-base growth (Smyth and Keane 1995). 

8 Maintenance Issues 
This section describes how two CBM issues were dealt with; 
namely, functionally redundant cases and obsolete cases. Several 
general system problems requiring maintenance other than to the 
case-base were also found and are reported in (Watson and Gardin-
gen 1999). 

8.1 Functionally Redundant Cases 

Many HVAC installations are very similar, even identical to each 
other. For example, within a new housing development there may 
be several identical house designs repeated throughout the devel­
opment. Moreover, a developer frequently builds identical proper­
ties in different locations. Thus, within the case-base there are 
many functionally identical cases with different location and client 
details. 

Cool Air has a two stage retrieval process. In the first server side 
process a set of similar cases (approx. 20) is retrieved from the da­
tabase and sent to the client-side applet. Clearly, there is no point is 
sending 20 identical cases where one would suffice. 

Three solutions to this problem were considered: 
1. Just send one case to the client when all cases in the retrieved set 

are identical. This was rejected because the servlet does not 



376 I. Watson 

know that the cases have the same similarity measure. The SQL 
query retrieves a set that matches within defined limits, the pro­
duction of a numeric similarity metric is done by the client side 
applet. Moreover, even if this were possible, it is undesirable 
because the sales engineers want to be presented with a set of al­
ternatives from which they choose and create a solution. They 
do not want to be given a single solution. 

2. Change the retrieval algorithm on the server side so that it could 
measure similarity, reject identical redundant cases and con­
struct a useful set of alternatives to send to the client applet. This 
was rejected because it would have meant completely changing 
the server side algorithm, which was felt to be working fine. 
Moreover, it didn't confront the problem of the presence of 
functionally redundant cases in the case-base. 

3. Examine the case-base, identify and remove functionally redun­
dant cases. 

Option 3 was chosen as being the sensible solution. There were 
three alternative solutions: 
1. Automatic - an algorithm would be designed to analyze the 

case-base and automatically identify and remove redundant 
cases. This algorithm could be run periodically (perhaps weekly) 
to remove redundancy. 

2. Manual - someone would periodically examine the case-base, 
identify and remove redundant records. 

3. Semi-automatic - an algorithm would analyze the case-base and 
automatically identify sets or clusters of similar cases, flag these 
and a person would select one case from the set to represent it; 
the others would be archived. 

Solution 2 was rejected because the task would be difficult and te­
dious to perform manually. Solution 3 was chosen, at least initially, 
since its success or failure would help determine if solution 1 was 
achievable. 



A Web Case-Based Reasoning System Sales Support 377 

8.1.1 Redundancy Algorithm Design 

Each record in the database contains a field to reference installa­
tions that were part of a larger development, such as a housing, 
apartment or retail development. These units within a large devel­
opment were likely to be similar or even identical. However, this 
could not be guaranteed since a proportion of multiple unit devel­
opments are made up of unique units (this is often used as a selling 
feature). Moreover, this reference does not identify commonly re­
peating standard designs used by many developers in many loca­
tions. Consequently using an SQL query to simply identify all units 
within multi-unit development would not solve the problem. 

An algorithm had to be developed to inspect the case-base and 
identify all identical cases. The algorithm (shown in Figure 9) takes 
each case in turn and compares it to every case in the case-base. 
Identical cases (or those exceed the similarity threshold t) are added 
to the case's similarity set. However, if easel is identical to case3, 
case7 and case9 this results in four identical similarity sets being 
created each containing cases 1, 3, 7 and 9. Consequently, it is nec­
essary to compare all of the similarity sets with each other and de­
lete identical sets. 

It was recognized that comparing each case to every other case is 
not a computationally efficient solution. However, since the algo­
rithm need only be run periodically and can be run off-line over­
night or at the weekend, this is unlikely to cause problems in the fu­
ture. Processing time is much cheaper to the company than consul­
tancy time to improve the algorithmic efficiency. 

The Redundant Set Identification (RSI) algorithm shown in Figure 
9 outputs a list of similarity sets each containing 6 or more cases 
that are identical or whose similarity exceed the a predefined simi­
larity threshold. No two sets have the same membership. 
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begin 
for/'= 1 to n 

for /= 1 to n 
if sim(case,,case^ >= t 

then append (set, ,case;) 
// add the case to a list 

h+ 
end 
if length (set/) not(> m) 

then delete(set,) 
// deletes sets with fewer than m members 

A-+ 
end 
for /1 to s 

for /= H-1 to s 
if set,== sety 

then delete(set/) 
// deletes the first identical set of the pair 

i++ 
end 
H-+ 

end 
end 

where: n = number of cases 
f = similarity threshold (default = 1.0) 
m = membership threshold (default = 5) 
s = number or sets created 

Figure 9. Redundant Set Identification Algorithm. 

Initially, the similarity threshold was set to 1.0 (i.e., identical) but 
the set membership threshold was set to 5. It was felt by engineers 
that being shown that there were several identical solutions pro­
vided a measure of confidence in the solution suggested and there 
would be 15 or so alternatives available if needed. 

Once the sets were identified the system maintainer could examine 
each set in turn, choose a single case to represent the set and set the 
status flag of the other members to archive. 
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8.1.2 Redundancy Algorithm Results 

The RSI algorithm was run over the case-base of 19,791 cases. The 
similarity threshold was set to 1.0 (identical) with the results shown 
in Table 2. 

Table 2. Sets identified with similarity of 1.0. 

set membership <10 <25 <50 <75 <100 <125 <150 >150 totals 

no. sets 11 16 21 17 5 2 5 0 77 

no. redundant cases 86 288 777 1122 438 222 655 0 3587 

3,587 redundant cases were identified in 77 sets or 18.1 % of the 
cases were identified as being redundant. This significant percent­
age was not surprising since if redundant cases were not suffi­
ciently common to be a problem they would not have been noticed 
by users. 

Since cases could be very similar, though not identical, and still be 
functionally redundant (i.e., there are no significant difference in 
the HVAC specifications) the similarity threshold was reduced to 
0.95 (i.e., 95% similarity). The RSI algorithm gave the following 
results. 

The number or redundant cases identified had increased to 5,427 
(27.4% of the case-base) the number of similarity sets only in­
creased by 11, whilst the number of cases increased by 1,840. This 
is because with the weaker similarity threshold more cases are be­
ing added to existing similarity sets. If the similarity threshold were 
set to zero all cases would belong to a single similarity set. 

8.1.3 Selecting a Set Representative 

Once the similarity sets were identified, the next task was to exam­
ine each set and select a single case to represent it. The remaining 
cases in the set would have their status flag set to archive and thus 
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be ignored in future case-base retrievals. Three strategies were con­
sidered: 
1. manually select the representative, 
2. randomly select the representative, 
3. select the median case, i.e., the case with the greatest similarity 

to all cases in the set. 

Solution 1 was rejected because the engineer selected to perform 
the task said that they found it difficult to decide and admitted to 
randomly selecting a "likely looking candidate." In effect little dif­
ferent from solution 2. A simple algorithm was written to select the 
median cases as shown in Figure 10. 

This algorithm creates a list containing the representative case from 
each similarity set (i.e., the case with the highest total similarity to 
other cases in its set, in the event of several cases having an equal 
highest total similarity the first case was selected). These cases are 
retained while all other cases in the similarity sets have their status 
flags set to archive. 

begin 
for / = 0 to s 

n = length(set/) 
fory'= 1 to n 

sirrij = sim(case„ element(set,, 1-n)) - 1 
// calc similarity to other cases 

append(simList, sirriy) // add that total to the list 
j++ 

end 
sort(simList) // sort the list by descending order 
append(caseList, element(simList, 1)) 

// add the first element to the case list 
A-+ 

end 
end 

where: s = number of similarity sets 

Figure 10. Median Case Identification Algorithm. 
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The application of this algorithm reduced the case-base by 5329 
cases (i.e., 5427 cases less one representative from 98 similarity 
sets) as shown in Table 3. The new case-base contained 14,462 
cases, which still represents a significant increase in case-base size 
from its original size. 

Table 3. Sets identified with similarity of 0.95. 

set membership <10 <25 <50 <75 <100 <125 <150 >150 totals 

no. clusters 15 19 25 21 7 4 6 1 98 
no. redundant cases 135 43711531512 665 487 882 156 5427 

8.2 Functionally Obsolete Cases 

The second CBM issue related to case obsolescence. Over time, 
HVAC equipment is withdrawn and replaced and working practices 
change. Cases referring to installations using obsolete products or 
techniques need to be deleted from the case-base to prevent inexpe­
rienced engineers including them in new specifications and quotes. 
The company releases weekly technical memoranda by email and 
specific working practice guidelines, which are, updated quarterly. 
Moreover, sales engineers receive twice annual training to ensure 
they up to date with current products and practice. 

Some CBR systems retain details of obsolete cases since these 
maybe provide useful analogies for problem solving in future. It is 
common for trouble-shooting or diagnostic case-bases to retain 
cases referring to problems with obsolete equipment because simi­
lar problems may occur in future with new equipment (Klahr 
1996). However, it was decided by management that installations 
using obsolete equipment need not be retained for problem solving 
in Cool Air. 

It was a relatively easy administrative job to search the database to 
identify and archive cases that refer to obsolete equipment so they 
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are not included in the case-base retrieval process. This is done 
each time there is a significant product change. However, changes 
also need to be made to the symbol hierarchies used by the SQL 
query relaxation technique. This was not anticipated during the de­
sign of the system. Editing the symbol hierarchies (a sample is 
shown in Figure 11) to remove obsolete items of equipment or en­
tire classes of equipment is not simple. They are stored as tables 
within the database and a good knowledge of the table structure 
and relations between them is required to ensure that the hierarchy 
is not corrupted. 

/T1_RV_source 

Mech_htg_coolt -T2_heat_dist_u 

T3_htg_uti 

'T10_gas_fired 

•T11_coal_fired 

•T12_electrode_ 

•T13_heatpump 

T14_altern_fue 

•T20_M_L_tmp_ 

•T21_radiators 

T22_udr_flr_in 

T23_steam 

•T30_warm_air_h 

•T31_fan_coi 

•T32_convect_htg 

•T33_dual_duct. 

•T34_radiant_ 

U31A_Atholl_B2i 

U32A_Atholl_B2< 

U33A_Sperry_4_ 

U34A_Sperry_4_ 

U35A_TFR_Rea 

Figure 11. A portion of the symbol hierarchy for mechanical heating & 
cooling systems. 

It is not clear that this can be done automatically or even semi-
automatically. A graphical hierarchy editor would greatly help the 
editing task and make it more feasible for a domain expert to do the 
maintenance rather than a programmer. This has been suggested to 
the company but is currently beyond their budget for the system. 
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Finally, it remains unclear how to identify records where obsolete 
working practices were used since these are not explicitly referred 
to in the record structure but remain hidden in the supporting files 
on the FTP server (see Figure 2) or are not even recoded at all. 
Working practices were not considered as important during the de­
sign of either the database or the CBR system and this is an ongo­
ing issue that has not been resolved. 

It is worth comparing this with the experience of Kitano and Shi-
mazu (1996) at NEC with SQUAD. Cool Air's query relaxation 
SQL technique is derived from that of the SQUAD system, but be­
yond this, the system's differ significantly. The SQUAD system 
was design as a corporate memory of software quality control prob­
lems. Whilst it contains over 20,000 cases, it is not clear to what 
degree redundancy or obsolescence of cases is or was a problem. 
However, Kitano and Shimazu (1996) do state that using a DBMS 
to manage a large case-base is extremely useful. 

9 Discussion 

The two years of use of Cool Air has provided an interesting case 
study of a commercially fielded CBR system. CBM was recognized 
as an issue during the initial design and management were aware 
that the system would require regular maintenance if it were to re­
main useful. 

It is useful to analyze the maintenance the system has required in 
terms of Richter's knowledge containers terminology (Richter 
1995). Since as Richter noted in theory each of the knowledge con­
tainers of a CBR system may require maintenance as the domain 
knowledge changes subtly and the case-base grows. 

1. vocabulary - Cool Air has the same case features now as it did 
two years ago, no vocabulary maintenance has been done. How­
ever, use of the system has shown that we failed to capture 
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knowledge about working practice or methods within the case 
vocabulary and this should be addressed in the future. 

2. similarity measure - the concept hierarchy is an essential com­
ponent of the similarity-based retrieval from the database. This 
has required maintenance. However, other components within 
the system's similarity measure have not required maintenance. 
It would be unwise to generalize from this since Cool Air is a 
very relaxed system in that it need only retrieve good or likely 
candidates. A CBR system that had to retrieve with greater pre­
cision may well require maintenance in this area. 

3. case-base - this has required extensive maintenance that is re­
peated periodically. Two forms of CBM were carried out: 
(1) redundant cases were identified and removed using an intro­
spective reasoning technique approximately on a monthly cycle 
and (2) obsolete cases were removed using standard DBMS 
tools whenever a significant obsolescence is identified. It is 
worth remembering here that DBMS techniques were not suffi­
cient to identify redundant cases because redundancy is depend­
ent on similarity. 

4. solution transformation - Cool Air does not perform adaptation, 
this is left to the engineers so no maintenance was required here. 

It can be argued that the redundancy problems we encountered 
were due to (or exacerbated by) the design of Cool Air and the two-
stage retrieval process in particular. Although we have not ob­
served the utility problem (i.e., retrieval performance has not suf­
fered), with a case-base doubling in size over two years it would be 
unwise to ignore the utility problem in the long term. 

In comparison to the CBM processes described by Goker and Roth-
Berghofer (1999) for the HOMER system it must be recognized 
that Western Air is a very small company in comparison to Daim-
lerChrysler and that management processes throughout are much 
more ad hoc and flexible. Yet, it is clear that like HOMER Cool 
Air does follow a distinct "maintenance cycle," although the "Re-
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tain" task is done automatically without intervention from a case-
base administrator. However, the maintenance of the knowledge 
containers is undertaken periodically in a "Refine" task and is 
largely done by introspection using the algorithms described above 
as recommended for HOMER. 

It is also worth analyzing how the maintenance of Cool Air is per­
formed in terms of the case-base maintenance (CBM) framework 
created by Leake and Wilson (1998). Cool Air's maintenance pol­
icy is as follows: 
• Type of data: None. Statistics are gathered on: global usage of 

the case-base, usage of individual cases and the retention of new 
cases, but this information is not used to inform either the reten­
tion of new cases, when to perform maintenance or what main­
tenance to perform. 

• Timing: Ad hoc & Conditional. The removal of redundant cases 
is currently done at irregular intervals. The removal of obsolete 
cases is conditional on the identification of product obsoles­
cence. 

• Integration: Off-line. Data collection is performed off-line 
when the system is not being used. 

• Triggering: Result-based. Maintenance will be triggered if a 
user reports a problem with system 

• Revision level: Knowledge-level. Maintenance focuses on delet­
ing cases. 

• Execution: None. The system executes no maintenance changes 
itself. 

• Scope of maintenance: Broad. Maintenance operations will 
typically affect many cases in the case-base. However, if main­
tenance were scheduled regularly, perhaps after each case reten­
tion, then the scope of maintenance would become narrow. 

With hindsight, the design of Cool Air should be changed to exam­
ine each new case before it is added to the system and only retain it 
if it is significantly different from other cases already in the case-
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base (i.e., the case is useful). This would not only be a simpler al­
gorithm to apply than the maintenance algorithms shown in Figures 
10 and 11, but would also remove redundancy completely in future. 
Making this small implementational change would dramatically 
change Cool Air's maintenance policy to an introspective, continu­
ous, on-line, narrow policy. 

10 Lessons Learned 
The development of the Cool Air system, like many programs 
within small companies came about partially because of chance and 
the vision of one or two people rather than as the product of a care­
fully managed process. The initial goal of the modest development 
project as reported in Watson and Gardingen (1999) was to develop 
a system as quickly and cost effectively as possible. The need to 
maintain the case-base was made explicit to management from the 
outset. Yet, CBM become more complex than envisioned. The fol­
lowing lessons can be learned from our experience: 
• Case-base developers cannot be certain that they have elicited 

all correct case features. Whilst not a CBM issue per se devel­
opers should plan to revisit the case features some time after the 
system is rolled out (Note: this is a different issue from the 
emergence of new case features with time, which is a CBM is­
sue). 

• Storing cases in a DBMS is essential if the case-base is of a rea­
sonable size. Most commercial CBR tools now provide this 
functionality and no longer keep their case in proprietary for­
mats. A DBMS greatly helps with reporting on the case-base, 
removing or archiving obsolescent cases and with general case-
base management. 

• A more complex case-representation will be more complex to 
maintain. However, maintenance may be required less often. 

• If developers inherit a case-base from a legacy database, they 
should consider using an algorithm to analyze the coverage of 
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the case-base, such as the one proposed by Smith and McKenna 
(1998). CBM was greatly increased by the presence in the origi­
nal case-base of many redundant cases. Highlighting this would 
alert developers to the need to explicitly deal with redundancy at 
an early stage before even more redundant cases are acquired 
through new case retention. 

• Developers should look at each of Richter's knowledge contain­
ers (1995) and inquire what the maintenance needs of each con­
tainer might be. This would have brought to our attention the 
need to maintain the symbol hierarchy as equipment changed. 

11 Conclusions 

Cool Air provides a snap shot of how a web CBR system has been 
kept in regular profitable use for two years. Although some of the 
issues dealt with here are specific to this application, the domain 
and the company it is possible to generalize lessons learned from 
the case study. Although the designers of Cool Air explicitly con­
sidered maintenance from the outset in retrospect this was exclu­
sively from a managerial viewpoint to ensure management com­
mitment to expenditure on regular maintenance. I now realize that 
had we considered case-base maintenance from an implementa-
tional viewpoint during design, with the exception of obsolescence, 
we could have better designed maintenance into Cool Air. This 
would have been both more elegant and cost effective. In our de­
fense, I would say that probably in common with most CBR system 
implementers we were so focused on "getting retrieval to work" 
that maintenance became a "we'll deal with that later" issue. De­
signers of CBR systems should therefore remember that they need 
to design a system from the outset that deals with all of the proc­
esses of the CBR-Cycle and not just the retrieval, reuse and revi­
sion processes. 
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There is however, an important software engineering issue here. 
Developers of CBR systems will always be under pressure to de­
liver a functional CBR system quickly. One of the selling points of 
CBR systems has always been that that they can be implemented 
quickly (Harmon 1992). We have recognized that more complex 
case-representations, similarity metrics and retrieval algorithms can 
improve the precision and/or efficiency of retrieval. However, this 
complexity increases the cost of developing systems. This trade off 
is also true for CBM. A richer case representation would have par­
tially solved the redundancy problem identified in Section 8.1.1. 
More extensive knowledge engineering might have captured that 
working practices should have been a case feature, as noted in Sec­
tion 8.2. Both of these would have increased the development cost, 
have reduced the return on investment and may have resulted in the 
system never getting the management backing required to deliver 
it. A great strength of CBR is it's simplicity - the symbol hierarchy 
used by the system to assess similarity (see Figure 11) is already an 
example where the complexity of the system has exceeded the abil­
ity of it's end users to maintain it without professional program­
ming assistance. 

Developers of commercial CBR systems are advised to keep their 
system simple but to recognize that there may be relationship be­
tween sophistication or complexity of the CBR system and the 
complexity of CBM. This relationship has software engineering 
implications; effort put into design, representation and architecture 
may reduce CBM, but may increase the complexity and initial cost 
of the system. Moreover, although a more complex system might 
require less CBM (perhaps because more routine tasks are auto­
mated) that which is required may need the skills of a specialist 
knowledge engineer or programmer. 

For the future, unfortunately, it is not at all clear how Cool Air will 
develop or to what degree it will be professionally and properly 
maintained. Many users within the company view the system as no 
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more than a database and do not appreciate its sophistication. Only 
a few employees are aware that without regular CBM Cool Air's 
performance will steadily degrade. It is also unlikely that the com­
pany will develop a similar system in the future and so they will 
not benefit from the lessons learned. 
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