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SERIES PREFACE 

Methods @Biochemical Analysis was established in 1954 with the publication of 
Volume 1 and has continued to the present, with volumes appearing on a more 
or less yearly basis. Each volume deals with biochemical methods and tech- 
niques used in different areas of science. Professor David Click, the series’ 
originator and editor for the first 33 volumes, sensed the need for a book series 
that focused on methods and instrumentation. Already in 1954, he noted that it 
was becoming increasingly difficult to keep abreast of the development of new 
techniques and the improvement of well-established methods. This difficulty 
often constituted the limiting factor for the growth ofexperimental sciences. Pro- 
fessor Glick‘s foresight marked the creation of a unique set of methods volumes 
which have set the standard for many other reviews. 

With Professor Glick’s retirement from the series and beginning with Volume 
34, I have assumed editorship. Because the rationale used in 1954 for the 
establishment of the series is even more cogent today, I hope to maintain the 
excellent traditions developed earlier. The format of Volume 34 and later 
volumes, however, is changed. Rather than cover a variety of topics as previous 
volumes did, each volume will now focus on aspecific method or the application 
of a variety of methods to solve a specific biological or biomedical problem. 

CLARENCE H. SUELTER 

Easl Lansing, Michigan 
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PREFACE 

Volume 37 ofMethods $Biochemical Analysis focuses on the application of spe- 
cial instrumental techniques to problems in biology. Focusing selected volumes 
of this series on instrumentation is particularly appropriate because advances in 
instrumentation often times provide new vistas in science. The development of 
the pH meter, spectrophotometer, radioactivity and the associated measuring 
devices early in this century had a significant impact on research in many areas of 
biology and biochemistry. Likewise the instrumentation reviewed in this volume 
have and will continue to have a significant affect on the rate in which we 
solve problems. 

The first chapter in this volume describes the application of x-ray crys- 
tallography in biochemistry. The application of this methodology is often 
thought to be beyond the reach of most biochemists to apply this technique in 
their research. The next chapter reviews the application of both transmission 
microscopy and scanning probe microscopy to problems in Biology. The newest 
instrumentation reviewed makes use of fluorescence and fluorescent probes to 
study cell function. The method offers many unique and perhaps yet to be 
explored approaches to the study of biology. Chapter Four reviews well- 
developed techniques for assaying enzymes in tissues of importance to clinical 
laboratories. The application of these techniques in biochemical laboratories 
particularly in studying the steady state levels of enzymes and metabolites in re- 
spiring tissues has yet to be exploited. Finally, the last chapter presents a review 
of rapid-scanning spectroscopy. This powerful technique makes it possible to 
study chemical reactions or processes which have short-lived intermediates with 
spectral properties significantly different from those of reactants and products. 
Repetitive scans of the appropriate spectral region provides information on the 
number and types of species present as well as the kinetics of the formation and 
decay of intermediates. 

CLARENCE H. SWELTER 
Michzgan Stale University 
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1. INTRODUCTION 

The determination of the three-dimensional structure of biological mac- 
romolecules by an interpretation of the X-ray diffraction pattern of appropriate 
crystals (1) will be described here. The result of such a structure analysis is a rep- 
resentation of the electron density, and hence the atomic arrangement, within 
that crystal. It would have been simpler to use a “supermicroscope” to see this 
atomic arrangement. We are able to see the details of an object with amicroscope 
provided that these details are separated by at least half the wavelength of the 
radiation used to view them (2). Visiblelight has wavelengths of the order of 4 to 8 
X cm, and therefore, it cannot be used to view atoms that are separated in 
molecules by distances of the order of 1 0-8 cm. On the other hand, X rays have 
wavelengths of the order of 1 0-8 cm so that the supermicroscope that we should 
build to view atoms would have to employ X rays rather than visible light. Unfor- 
tunately, no appropriate material has yet been found to construct a lens that can 
focus X rays. As a result it is not yet possible to build an X-ray “supermicro- 
scope.” Some studies with longer-wavelength X rays (3), or with a scanning tun- 
neling microscope (4), have enabled us to obtain a view of atoms directly, but 
only on the surface of a structure, and sometimes with problems in interpreting 
the image so obtained. 
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There is, however, an excellent way to view molecules. It is the method des- 
cribed here, X-ray or neutron diffraction. The procedure used can be compared 
with that used in microscopy to magnify an image. The initial stage in the action 
of an optical microscope is carried out. A beam of X rays strikes a crystal and is 
scattered by it. The second stage of the action of an optical microscope involves 
the focusing of light waves by a lens. Since this cannot be done for X rays, the 
focusing is done by a mathematical summation-the scattered beams are com- 
bined (summed) with due attention to their relative phases (which are not 
measured but are derived in one of a variety of ways). The result of such an 
analysis is a complete three-dimensional determination of the arrangement of 
atoms in the crystal with interatomic distances and other features of molecular 
geometry measured to a known degree of precision (5-8). The method is com- 
prised of several experimental and computational stages as follows: 

1. the growth of a diffraction-quality crystal, 
2. the measurement of the scattering angles and intensities of each dif- 

fracted beam, 
3. the determination of the unit-cell dimensions and the molecular contents 

of the unit cell, 
4. the determination of the relative phases of each of the diffracted beams 

(also called Bragg reflections), 

5. the mathematical combination of the diffracted beams to form an image of 
the diffracting material, 

6. the interpretation of the image so obtained, and 
7. the introduction of substrate or inhibitor molecules into the crystal and 

analysis of their binding sites and the implications of these with respect to 
the mode of action of the enzyme. 

2. METHODS FOR OBTAINING SUITABLE PROTEIN CRYSTALS 

A c y t a l  is a solid that has within it a regularly repeating internal arrangement of 
atoms. By contrast, the internal arrangement is not regular in amorphous 
materials such as glasses or gums. Proteins can form beautiful crystals when the 
conditions are appropriate, as are occasionally found during purification. For 
example, deep red crystals of hemoglobin were described as early as 1830 (9). 
The first report ofcrystals ofan enzyme, urease, was published byJ.B. Sumner in 
1926 (10). In 1930, J. H. Northrop crystallized pepsin, trypsin, and chymotryp- 
sin ( 1  1 ) .  Even more spectacular was the crystallization of living material, tobacco 
mosaicvirus, by W. Stanley ( 1  2). These protein crystals did not, however, diffract 
X rays in the way that crystals of smaller molecules do. In 1934, J.D. Bernal and 
D. Crowfoot Hodgkin discovered that good diffraction patterns could be ob- 
tained ( 1  3)> provided the protein crystals were maintained in contact with their 
mother liquor during the diffraction experiment, rather than being dried in air. 
It was many years before the extensive diffraction patterns of any proteins could 
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be analyzed correctly so that their molecular structures could be found. The first 
protein structures so determined were those of myoglobin ( 1  4j, hemoglobin 
( 1  5j, and lysozyme ( 1  6). Now the crystal structures of a large number of protein 
crystal structures, including several large protein complexes, have been re- 
ported ( 1  7 ) .  

The process of crystallization occurs when molecules separate from solution 
and settle onto the surface of a growing crystal. These molecules must be laid 
down in a completely regular manner if a crystal is to form. The extent of 
regularity of this packing of molecules determines the quality of a crystal for X- 
ray diffraction studies. The rate of growth of the crystal is affected by the rate of 
transport of molecules to the surface of the growing crystal and the probability 
that they will find a good site of attachment. It is surprising that proteins, with so 
many functional groups on their surfaces can, under appropriate conditions, 
form such good crystals, rather than the disordered arrangement found with 
some polyfunctional smaller molecules such as glycerol. 

Crystal growth may be roughly divided into three stages. The first stage is 
nucleation, in which a few molecules or ions form a stable aggregate on which 
more molecules will be laid down. The second stage isgrowth, that is, the orderly 
addition of further molecules or ions in a regular manner. In the final stage, 
called t e n i n a t i o n ,  growth ceases. Protein crystals are characterized by a much 
higher solvent (water) content than is generally found in crystals of smaller 
molecules. Side chains on the surface of the molecule may take up different con- 
formations from protein molecule to protein molecule. This, together with the 
variability of positions of water molecules in the center of areas of water in the 
crystal, means that protein crystals are usually less ordered than crystals of 
smaller molecules. 

Diffraction-quality protein crystals are generally grown by preparing a solu- 
tion that is nearly saturated with the protein (1 8 ,  19). The protein must be pure 
and usually needs to be concentrated to the range of 5-  100 mg/ml. Experimental 
conditions such as PH or the amount of added precipitating agent, are then 
changed very slowly to achieve a slight supersaturation, while the number of 
separate nuclei that are formed is controlled (for example, by removing most 
small nuclei by filtration). The solution should then be left undisturbed. Protein 
solubility is generally at a minimum near its isoelectric point, and therefore, 
variation inpH may be useful in screening for the best conditions for growing 
crystals. The degree of supersaturation of the solution should be such as to sup- 
port continued, ordered growth to give large, single crystals rather than amor- 
phous material or a microcrystalline precipitate. I n  this way a few crystals of 
suitable size for diffraction experiments may be obtained. The formation of crys- 
tals is usually most effective if it occurs over several days. The aim is to obtain 
crystals that are several tenths of a millimeter in each dimension. Experiments 
are now in progress to test the effects of microgravity and the absence of liquid 
currents (on the space shuttle) on the quality of the crystals grown (20). 

In aqueous solution, a protein is covered with water moleculcs. Added ions, 
however, will interact with some of these water molecules and will temporarily 
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leave sites on the protein that are free to bind other protein molecules, leading to 
protein aggregation and, possibly, crystallization. The agents generally used for 
this are those highly soluble inorganic salts, such as ammonium sulfate or 
sodium chloride or organic polyethers, such as polyethyleneglycols of a selected 
molecular weight range, which do not denature the protein. A commonly used 
precipitating agent is 2-methyl-2,4-pentanediol (MPD). Changes in experimen- 
tal conditions may produce different types of crystals of the same protein, and 
these are described as polymorphs. They have different unit-cell dimensions and 
different packings of molecules. A protein crystallographer may report unit-cell 
dimensions for several polymorphs of a macromolecule and will then select the 
most suitable one for further study. 

A typical method used for growing protein crystals is the hanging-drop vapor- 
diffusion technique (Fig. 1). A small drop ofaconcentrated protein solution con- 
taining suitable precipitants is suspended from a silicone-treated microscope 
cover glass placed over a spot plate reservoir containing a more concentrated 
solution of the precipitants. The cover glass forms a tight seal over this reservoir. 
In order to achieve vapor equilibrium, some of the liquid in the hanging drop 
distils into the more concentrated solution in the reservoir. This increases the 
concentration of the protein in the solution in the hanging drop, so that protein 
crystals may separate out. 

Biological macromolecules are generally only available in very small quan- 
tities and are often difficult to crystallize. The strategy, therefore, is to use a com- 
binatorial method in which selected combinations of different p H  ranges, 
different salt concentrations, and different precipitating agents are tested for 
their ability to achieve the supersaturation necessary for crystallization. Very 
small amounts of protein are needed. For those interested, a recipe for growing 
lysozyme crystals is provided on page 95 of reference 18. Such recipes for grow- 
ing crystals are usually specific for a particular protein, but they can serve as a 
starting point for crystallizing a similar protein. Membrane-bound proteins are 
more of a problem to crystallize than are water-soluble proteins, and it is only 

hanging drop of protein 
solution (protein plus 0.5 M 
ammonium sulfate solution) 

buffered 1 M ammonium 
sulfate solution 

Fig. 1. The vapor diffusion method for growing protein crystals. Water equilibrates from 
the more dilute protein solution in the drop into the more concentrated solution at the 
bottom of the beaker. This concentrates the solution slowly in the hanging drop. 
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recently that some have been successfully crystallized (1  8). The trick used in this 
case is to add some detergent (composed of molecules with both polar and non- 
polar regions) to increase the solubility of the protein. 

Sometimes it is necessary to add extraneous nuclei in order to achieve crystal 
growth. Appropriate surfaces for crystal growth are provided generally by small 
freshly grown crystals (“seed crystals’’) ofthe same material, or by insoluble crys- 
talline minerals with the appropriate periodicity in their atomic arrangements 
(2 1 ). The arrangement of molecules on the surface of the crystalline mineral pro- 
motes an oriented overgrowth ofprotein molecules, and good crystals have been 
obtained this way. Several unit cells of the mineral may be needed to match one 
unit cell of the protein. For example, crystals of lysozyme (large unit cell dimen- 
sions) grow well on the mineral apophyllite (small unit cell dimensions) (2 1-23). 
Ifgood crystals cannot be obtained, it may be necessary to further purify the pro- 
tein or to obtain protein from a different source and try again. 

2.1. Description of the Crystal-The Crystal Lattice 

The regularity of the internal atomic arrangement in crystal is described in terms 
of aunit cell with specific (and measurable) dimensions. By convention the size of 
this repeat unit is described by edge lengths a, b, and c with angles a, p and y be- 
tween them (a between b andc, p between a ,  and c and y between a and 6). Values 
for each of these six parameters, with their precision, are listed in each report of a 
crystal structure determination. Also, by convention, the unit ofmeasurement of 
unit cell dimensions and interatomic distances is an kgs t rom unit (A), named 
for a Swedish spectroscopist (1 = 1 0 - 8  cm, 10 nm); bond distances are of the 
order of 1-2 A. 

The regularity of stacking of unit cells can be represented by a “crystal lattice,” 
which expresses only the periodicity of the crystal contents, not the actual 
molecule that is repeated. As shown in Fig. 2, the crystal structure is a combina- 
tion (convolution is the mathematical term) of a motif (the macromolecule or a 
group of macromolecules within a unit cell) and the crystal lattice. It is only 
necessary to find the atomic arrangement in one unit cell, and then this atomic 
arrangement is repeated in a manner defined by the crystal lattice to give the 
entire crystal structure. 

2.2. Crystal Symmetry-Choosing a Unit Cell 

There are seven crystal systems, listed in Table 1 ,  that result from the possible 
symmetry of the crystal lattice (24). For example, if the crystal lattice describes a 
cubic unit cell, rotations of90” or 120” or 180” about appropriate directions will 
give a lattice indistinguishable from the orignal; this can be verified by examina- 
tion of a cube. The unit cell conditions (a = b = c, U =  p=y=90°) follow from the 
lattice symmetry. If, however, a # b# c and neither a nor j3 nor y= go”, then the 
symmetry of the crystal lattice is low (triclinic). 

The choice of a unit cell is arbitrary as it merely involves the selection of a 
repeating unit and this can often be done in several ways, as shown in Fig. 3. If, 
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Fig. 2. The crystal lattice is a series of points. When combined (convoluted) with a motif 
such as protein molecule, a crystal structure is obtained. 
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TABLE I 

The Seven Crystal Systems 

Lattice Axial and Angular 
Characteristic (Lauei Constraints from 

Crystal System ( 7 )  Symmetry Symmetry Symmetry* 

1. Triclinic 

2. Monoclinic 

3. Orthorhombic 

4. Tetragonal 

5. Cubic 

6 .  Trigonal 

7 .  Hexagonal 

Identity or inversion (onefold 
rotation or rotatory- inversion 
axis) in any direction 

A single twofold rotation or 
rotatory-inversion axis 
along b 

Three mutually perpendicular 
twofold rotation or rotatory- 
inversion axes along a, b, 
and c 

A single fourfold rotation o r  
rotatory-inversion axis along 
C 

Four threefold axes along 
a+b+c,  -a+b+c, a-b+c. 
-a-b+c 

A single threefold rotation or 
rotatory-inversion axis along 
a + b + c  

A single sixfold rotation or 
rotatory-inversion axis 
(alone c) 

mmm a # b # c  
= p= y = 90" 

- 
3m a = b = c  

a = p = y # 90" 
y < 120" 

Glmmm a = b # c  
a = fl = 90' 
Y = 120" 

I 0 ,  

"These follow from the definition given in the characteristic symmetry column, rather than being the 
direct definition of the crystal system. Note that the symbol # means that values are not equal for 
symmetrv reasons; thev may, however, accidentally be equal. 

however, a unit cell with interaxial angles of 90" and as many dimensions equal 
to each other as possible can be chosen, that is the best selection. The unit cell 
with highest symmetry may, however, require that there be more than one 
repeat unit in the unit cell. When this is the case, there are 14 rather than seven 
types of crystal lattices, known as Bravais lattices and shown in Fig. 4. The 
additional seven lattices have an extra lattice point in the center ofone face ( A ,  B ,  
C), each face ( F ) ,  or in the center of the unit cell ( I ) .  The chosen unit cell of a pro- 
tein should correspond to one of these 14 Bravais lattices (Fig. 4).  

The symmetry of the atomic arrangement within the crystal can be described 
by space group theoly , that is, the theory of the various ways of arranging objects in 
three dimensions such that a continuation of the symmetry operations gives the 
next unit cell and so forth (24). For protein molecules, which are by nature asym- 
metric, the important symmetry operations are rotation axes and screw axes. An 
object is said to havean n-fold rotation axis if, when an object is rotated (360/n)", 
it appears like the original. For isolated objects, by point group theory, n may 
have any value. On the other hand, if the object is in a crystal (with its regular 
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Fig. 3. Unit-cell choices. In this crystal structure the various unit-cell choices each 
enclose the equivalent of one molecule, and therefore each are appropriate choices. It is, 
however, more convenient to choose a unit cell with as many angles near 90" as pos- 
sible. 

internal periodicity) then n may only be 1,2,3,4, or 6. If the object in a crystal is 
rotated about the n-fold axis and then moved (translated) some fraction of the 
unit cell length (h), the crystal is said to have an n,, screw axis. For example, a 
twofold screw axis 2, involves arotation of 180" (= 360"/2) and a translation of $4 
the unit cell length. A twofold axis along thec axis would convert an object atx,y, 
z to one at -x, -y, z. The corresponding twofold screw axis along c would give an 
object at -x, -y, M+z . For more information the reader is referred to International 
Tables, Volumes 1 or A (24). 

2.3. Indexing Crystal Faces-The Meaning of h, k, 1 

The integers that characterize crystal faces are called Miller indices h ,  k ,  and 1, and it 
is rare to find h, k ,  or1 larger than 6, even in crystals with complicated shapes. The 
geometrical construction used to index a crystal face is as follows: from a point in- 
side the n y s t a l ,  three noncolinear axes x ,y, and z are chosen and assigned, by con- 



10 J. P. GLUSKER 

Triclinic Simple 
(P) monoclinic ( P )  

. L c J - *  
Simple 
tetragonal (PI 

Hexagonal 
(HI 

Simple 
orthorhombic ( P )  

Rhombohedra] 
( R j  

Simple 
cubic (P) 

L-.- A 

c-Face-centered b-Face-centered Body-centered All-face-centered 
monoclinic (Cj orthorhombic (B) orthorhombic (I)  orthorhombic ( F )  

Body-cen tered Body-cen tered All-face-centered 
tetragonal(1) cubic (I)  cubic ( F )  

Fig. 4. The 14 Bravais lattices. 

vention, in a right-handed system. If we assume that one corner of the unit cell 
iiesatx = a , y  = 6,andz = calongthesethreeaxesandanotheratx = 0,y = 0,z = 

0, then a crystal face, designated hkl ,  will make intercepts on the three axes atx = 

a h , y  = bk, and z = c/2, as shown in Fig. 5 .  When the indices are negative, they are 
designated -h,-k,-l. If the values ofh,k, and 1 are small for all observed crystal faces, 
then a reasonable unit cell has probably been chosen. For reasons of symmetry, 
planes in hexagonal crystals are described conveniently by four axes, three in a 
plane at 120" to each other. This leads to four indices, hkil, where i = -(h + k ) ,  and 
equivalent crystal faces will have similar indices. 



X-RAY CRYSTALLOGRAPHY OF PROTEINS 1 1  

-Y - 

X 

a 
bll  

Fig. 5. Indexing the faces of acrystal. If the unit cell is cut at a h ,  bh, and c/l, the indices of 
the face are hkl.  This is shown for the 2 13 face. 

In summary, we choose the unit cell so that the faces can be described by small 
values for h, k ,  and 1. Not only do h, k and 1 describe crystal faces, they also des- 
cribe planes parallel to these faces passing through appropriate crystal lattice 
points, as shown in Fig. 5. 

3. OBTAINING A DIFFRACTION PATTERN 

A diffraction pattern can be seen if one looks through a silk umbrella at a distant 
street light at night (Fig. 6). The street light will appear to have additional spots of 
light (diffracted rays) regularly disposed around it. The arrangement of these dif- 
fracted rays, each with a measurable position and intensity, is referred to as the 
diffraction pattern (25). The spacing between these diffracted rays is inversely 
related to the spacing between the threads of the material. It is also a function of 
the distance that the fabric is from one’s eyes. All objects may individually dif- 
fract radiation of the appropriate wavelengths, but the diffraction effect is rein- 
forced when there is a regular periodicity of structure (as in fabric or a crystal). 
This periodicity greatly increases the intensity of the diffraction and makes it 
more readily observable. 

Fig. 6. The diffraction pattern obtained by shining a fine beam of 
visible light through a fine mesh. 
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There is a reciprocal relationship between the periodicity of the fabric and its 
diffraction pattern; the larger the periodicity of the fabric the smaller the peri- 
odicity of the diffracted beams in the diffraction pattern and vice versa. A coarser 
fabric (larger distance between the threads) gives a finer diffraction pattern 
(smaller distance between spots at the detecting system), while a finer weave of 
fabric will give a wider spacing between spots in the diffraction pattern. If the 
scale of this diffraction cxperiment is decreased several orders of magnitude, so 
that the fabric (with its regular weave) is replaced by a crystal (with its periodic 
internal structure), and the visible light is replaced by X rays (with shorter 
wavelengths), the same effects are observed, 

3.1. X-ray and Neutron Scattering by an  Atom 

X rays are scattered by the electrons around atoms in the crystal structure, and 
the amplitude of the scattered wave is proportional to the number of electrons at 
the point of scattering; at atomic positions this corresponds to the atomic num- 
ber Z, of the atom (j). Since most of the electron density in a crystal is near an 
atomic center, the extent to which an individual atom scatters X rays is expressed 
by an atomic scattering factorA, This is defined as the ratio of the scattering of X 
rays by an individual atom to the scattering by a single electron under the same 
conditions. Atoms with high atomic numbers (“heavy atoms”) scatter X rays 
more than those with low atomic numbers. At high scattering angles there is a 
decrease in scattering power that is a result of the size of the atom; this size causes 
interference between waves scattered by the various regions of the atoms. The 
wider the electron cloud around an atom, the greater the fall-off in diffracted X- 
ray intensity at high scattering angles as a function of the scattering angle (des- 
cribed, bv convention, as 20) (Fig. 7) .  A list of X-ray scattering factors for 
individual atoms as a function of 20 may be found in International Tablesfor X-ray 
Cpstallograph.y, Vol. 111 (26). 

Neutrons, on the other hand, are scattered by the nuclei of atoms. The 
nucleus is miniscule, of the order of 10- 1 2-12 cm in diameter, compared with 
the larger size ofelectron clouds that are several orders ofmagnitude larger (1 0-8  
cm). Therefore, scattering by different parts ofthe nucleus is not aconsideration, 
and there is almost no fall-off in the scattering of neutrons as afunction of scatter- 
ing angle. Wavelengths of the order of 1 8, are commonly used for neutrons for 
crystal diffraction studies. Unlike the case for X rays, neutron scattering factors 
for atoms may he negative, as for hydrogen atoms. In addition, it is found that 
scattering amplitudes for neutrons bear no resemblance to the values for X-ray 
scattering. This makes neutron diffraction useful for distinguishing isotopes 
(such as those of hydrogen) or atoms with similar atomic numbers (copper and 
zinc, for example). 

3.2. X-ray Scattering by a Molecule and  by a Crystal 

When the path length differences for X rays diffracted by atoms separated by one 
unit-crll translation are an integral number of wavelengths, there is reinforce- 
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direct beam 
(no path difference) 

direct beam 
(no path difference) 

I I  - 
path difference 

Fig. 7. A wider atom shows a greater fall-off in intensity because of interference between 
X rays scattered by different parts of the atom. (a) A very small atom and (b) a large 
atom. 

ment of the diffraction effect, and this causes the diffracted beam to have suffi- 
cient intensity to be observable. The interference between X rays scattered by 
different atoms in the same unit cell causes the intensities ofthe different diffrac- 
ted beams to have different values (some weak, some intense), giving what is 
called a dzfraction pattern. The directions at which reinforcement occurs (20 
values) and adiffracted beam is observed give ameasure of the dimensions of the 
unit cell of the crystal. 

When there is only one atomj in a unit cell, the amplitude of the scattered 
beamb(hRl)\is proportional toh. When there are several atoms in the unit cell, the 
manner by which X rays (or neutrons) are diffracted by each atom and how these 
diffracted beams interfere with each other (constructively or destructively) deter- 
mines the value of (F(hk1)1, the structure factor amplitude. The intensities of the 
individual diffracted beams give a measure of how much X rays, scattered from 
various atoms in the unit cell, interfere with each other. Thus, p(hkl)lis a measure 
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diffraction vector 

crystal lattice 
planes hkl 

crystal lattice 

Fig. 8. Bragg’s law nh = 2 d h ~  sine, wherehkt defines both the crystal lattice planes and the 
Bragg reflection. 

of the scattering power and position of each atom in the unit cell; zt contains inf0r- 
rnation on the positions of all atoms in the crystal structure. 

W. L. Bragg showed that the angular distribution of scattered radiation from a 
crystal behaves as if the diffracted beam (hkl) were “reflected” from a plane pass- 
ing through a crystal lattice point (hkl). Each diffracted beam is considered as a 
“Bragg reflection” from a lattice plane, so that the angle of incidence of radia- 
tion, (90”-&), equals the angle o f  reflection (27). As shown in Fig. 8,  ifthe angle 
between a Bragg reflection consisting of X rays of wavelength h and the perpen- 
dicular to a set of crystal lattice planes is (90” - O h k l ) ,  and if the perpendicular 
spacing of the lattice planes is dhU, then: 

This is known asBragg’s Law and describes the fact that the path differences of the 
X rays scattered from parallel lattice planes hkl are an integral number of wave- 
lengths. if h and Oh, are known, values ofdM may be determined. When an X-ray 
beam strikes acrystal, diffraction will occur when, and only when, Bragg’s Law is 
satisfied. The spacing between lattice planes dhu is a function of the unit cell 
dimensions and the indices h,k,f ofthose crystal planes, so that if2QhN is measured 
for several different Bragg reflections (with different hkl values), the unit-cell 
dimensions can be found. 
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3.3. The Reciprocal Lattice and Ewald Sphere 

The X-ray or neutron diffraction pattern of acrystal consists of isolated spots, not 
a continuum (Fig. 9). There is, however, an evident intensity variation across an 
X-ray diffraction photograph. The spots on the photograph are positioned at the 
“sampling regions” within the “envelope profile” (which is the diffraction pat- 
tern of all the atoms in one unit cell). These sampling regions are arranged on a 
lattice that is reciprocal to the crystal lattice, and hence, is called the rec$rocal lat- 
tice. The X-ray diffraction pattern of a crystal is the sampling of the X-ray diffrac- 
tion pattern of the contents of a single unit cell at the reciprocal lattice points. 

To construct the reciprocal lattice, one starts with the crystal lattice and, after 
selecting a crystal lattice point as the origin, looks for series of equally spaced 
parallel planes through the crystal lattice points, for example, the 10,01, or 1 1  
series of planes. If the distance between these crystal lattice planes is dhH (in k’ ), 
then the distance of the reciprocal lattice point from its origin in a direction per- 
pendicular to the planes is h j d h H  = dgu (see Fig. 10). This operation is repeated for 
eachpossible set of planes. The result is a new lattice called the reciprocal lattice. 
Each set of crystal lattice planes in a crystal structure, specified by the Miller 
indices h, k ,  and 1 ,  is represented by a single reciprocal lattice point, desig- 
nated hR1. 

Before we can measure the intensity of a Bragg reflection, we need to deter- 
mine where and from what direction to orient the X-ray detector. A geometrical 
description of diffraction, the Ewald sphere, allows us to calculate which Bragg 
reflections will be formed ifwe know the orientation of the crystal with respect to 
the incident X-ray beam. In the Ewald construction (shown in two dimensions in 
Fig. 1 l ) ,  a sphere of radius l/his drawn with the crystal at its center and the recip- 
rocal lattice on its surface. A Bragg reflection is produced when a reciprocal lat- 
tice point touches the surface of the Ewald sphere. As the orientation of the 
crystal is changed, so is the orientation of its reciprocal lattice. 

Generally the Bragg’s Law is useful in describing the directions, 2@&, of dif- 
fracted beams, but it provides no information that will help us to understand the 

Fig. 9. Diffraction pattern of D-xylose isomerase 
(Courtesy of H. L. Carrell). 
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h 

1 
I00. 

Crystal lattice Reciprocal lattice 
Fig. 10. Constructing a reciprocal lattice. The reciprocal lattice point hkl represents the 
reciprocal of the distance between the crystal lattice planes hkl, is perpendicular to these 
planes, and has distances d "(hkl) = Udjhkl). 

magnitudes of the intensities (which depend on the arrangement of atoms in the 
crystal). To this end, the concept of sampling the transform of the contents of one 
unit cell is much more informative. 

4. COMBINING SCATTERED WAVES IN ORDER TO OBTAIN AN 
IMAGE O F  THE DIFFRACTING MATERIAL 

(SIMULATING AN X-RAY LENS) 

In the X-ray diffraction experiment the number of scattered X-ray beams (Bragg 
reflections) that must be recombined (summed) is large. These would have been 
focused by an X-ray lens if such a lens could have been devised. This summation 
is done mathematically, and there are several algebraic representations of waves 
that are convenient for this. Values for the amplitudes p(hkl)I of the waves 
necessary are obtained from the intensities of the Braggreflections. Values for the 
relative phases ofthese waves, however, are not obtained experimentally. Unfor- 
tunately, in the summation of a series ofwaves, the contributions of the relative 
phase angles are as important as, and generally more important than, the con- 
tributions of the amplitudes of the diffracted beams. 



crystal lattice 
planes hkl 

4 ’  v 

hkl reciprocal lattice point 
touches Ewald sphere 

( b )  

Fig. 11. The Ewald sphere construction, used to determine which Bragg reflections will 
be obtained for a given orientation of a crystal. (a) The geometry of diffraction. (b) The 
Ewald sphere and its relationship to the reciprocal lattice. 

1 7  
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4.1. Relative Phase Angles 

The relative phase of a sinusoidal wave is a measure of a relative position of the 
crest of the wave measured from some particular vantage point; this may either 
be the crest ofanother wave travelingin the same direction, or achosen origin. In 
X-ray diffraction, the phaseofa Bragg reflection is defined relative to the phaseof 
an imaginay Bragg reflection at the origin of the unit cell, as shown in Fig. 12. 
The origin of the unit cell ofthc crystal is merely a convenient geometrical con- 
strucrion rhat may be choscn in one of several ways. This means that there is no 
such thing as the "absolute phasc" ofa Bragg reflection, and the phase we use is 
one relative to  t h e  origin that we have selected. Once the origin of the unit cell is 
choscn, all atomic- coordinates will be given Ivith respect to it ,  and all phase 
angles of' Bragg reflections will be relative to that chosen origin. 

Various niethods have been used for the representation ofthe amplitude and 
relativr phase angle of a Bragg rrtlccriori. I t  is usual to diagram thc phase angle 
o n  a circle, with 360" as the periodicity (\\,avelength). By convention this angle is 
measured in a countrrclockLvise direction. A line is drawn whose length is pro- 
porrional to the amplitudc and whose orientation gives a nicasure of the phase 
angle. I f  the phase angle is O", the line is horizontal; if the phase angle is go", the 
line is vertical (Fig. 131. The line rnay then be considered a vectorF(hRZ), with an 
angle a(hkl )  and a length k ( h k l  jl, the strucrure factor amplitude. The summation 
ofwavm such as these then becomes a geomctrical probleni, and it can bc done 
vcctorially, as shoi%m in Fig. 13. 

4.2. The Use of Fourier Series 

Any rnathematical function that repeats in a regular periodic manner can be rep- 
resented as the sum of sine and cosine functions of appropriate amplitudes and 
phases. The periodicities of the terms are the appropriate integral fractions of the 

phase difference '> from wave scattered 
at origin = relatlve 
phase a ( h k l )  

__ -I --& 

chosen unit-cell 
origin 

Fig. 12. Definition of d phasr angle with respect to an imaginary wave scattered at the 
unit-cell origin 
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30" 

Fig. 13. Representation of a phase angle on a circle. The structure factor F(hR1) can be 
considered to be composed of a componentA(hkl) parallel to the horizontal axis (phase 
0 " )  and acomponent B(hkl) in adirection perpendicular to it (phase 90"). The ratio of the 
magnitudes of these two components express the phase angle a(hkl).  

repeat unit. These statements constitute the Fourier theorem (28). The electron 
density in a crystal precisely fits these requirements since an exact repeat of the 
electron density occurs from unit cell to unit cell. Therefore, a Fourier series is a 
useful method for representing the electron density in a crystal provided the 
component terms involved in its calculation are available. The amplitudes and 
periodicities of the terms are obtained from the intensities of the appropriate 
Bragg reflections, but the relative phases of these components are not known. 

A Fourier analysis involves breaking down a periodic (repetitive) function into 
its component waves, and then deriving the amplitude, frequency, and phase of 
each of these component waves. In effect, a Fourier analysis takes place in the dif- 
fraction experiment when the scattering of X rays by the electron density in the 
crystal produces Bragg reflections, each with a different amplitude IF(hkl)I and a 
relative phase a .  Thus, X-ray diffraction gives the components to be summed to 
give an electron density map (without the necessary relative phase angles). 

A Fourier synthesis is a mathematical calculation whereby, in the case ofX-ray 
diffraction, the scattered waves (with correct amplitudes and relative phases) are 
recombined to give the electron density in the crystal. It is essentially the oppo- 
site of a Fourier analysis and is the equivalent of image formation by a lens. It  is 
the stage of the experiment in which the crystallographer and the computer act as 
the lens of a microscope. Provided the relative phases can be found, an electron 
density map can be calculated (Fig. 14). 
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Fig. 14. Combining phases to obtain an electron-dcnsitv map. Valuec ofh,  k ,  I and the 
phase anglc arc gkrn for each term in the summation. 

4.3. The Electron-Density Map 

The electron density( p(xyz) at apointx,y,z in the unit cell is expressed in electrons 
per cubic and is highest near atomic centers. Electron density values can be 
plotted at constant intervals to give a representation of features of such a map. 
The equation for the electron density at any point x,y,z in the unit cell then 
involves P(hRI1, the structure factor amplitude, and ahkl, the relative phase 
angle. 
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p(xyz) = $ Fyx IF(hk1)I cos 2n(hx + ky + lz - ahkl). 
h k l  

Ifa single point within the unit cell is chosen with fractional coordinatesx,y,z (dis- 
tance xu parallel to a, y b  parallel to b, and zc parallel to c), the electron density, 
p(xyz), at that point is given by Equation 2. The right-hand side of this equation 
involves a summation that includes all measured Bragg reflections. If, for exam- 
ple, the intensities of 6,000 diffracted beams are measured, there will be 6,000 
(F(hkI)(values included in the summation in Equation 2 for just one point in the 
electron-density map. The summation must be repeated for each electron den- 
sity point, x,y, and z, and it is usual to choose % to W of the minimumd spacing of 
the measured data as the spacing between points at which the electron density 
is computed. 

If the electron density of a crystal could be accurately described by a single 
cosine wave that repeats three times in the unit cell dimension, d, that is, has a 
periodicity of d/3, its diffraction pattern would have intensity only in the third 
order (only one Bragg reflection, 3 0 0). Conversely, if only one order of the dif- 
fraction spectrum is observed (the Bragg reflection h = 3, for example), then the 
diffracting density amplitude must correspond to a cosine wave with frequency 
d h  ( d / 3 )  (29, 30). This can be considered as an “electron-density wave,” one of 
the components summed to give an electron density map. Each Bragg reflection 
provides an “electron-density wave” that contributes to Equation 2, the total 
electron density. In this way the relationship between the order (hkl)  of a Bragg 
reflection and its contribution to the electron density is established. 

The Bragg reflections that we are summing are X rays (electromagnetic radia- 
tion) that have aconstant wavelength and frequency. These are different from the 
electron-densitywaves in Equation 2. To avoid confusion, it is best to think ofthe 
electron-density waves, the mathematical components of Equation 2, as having 
periodicity rather than frequency or wavelength. Thus, the contribution of the 
(400) Braggreflection to the electron-density map is a wave that has four crests in 
the length a. Each Bragg reflection contributes an electron-density wave of 
known amplitude, periodicity, and relative phase to the total electron density 
(29-31). 

4.4. Fourier Transforms (Between Crystal and Diffraction Space) 

We have shown that the electron density can be expressed as a Fourier series with 
the structure factors as coefficients. In an analogous way, the structure factors 
can be expressed in terms ofthe electron density. There is amathematical way of 
expressing these analogies, and it involves Fourier transforms (Fig. 15). The elec- 
tron density is the Fourier transform of the structure factor, and the structurefac- 
tor is the Fourier transform of the electron density. If the electron density can be 
expressed as the sum of cosine waves, that is, a Fourier series, its Fourier trans- 
form gives a function with high values at positions corresponding to intensity in 
the diffraction pattern. The Fourier transform provides the possibility of using a 



22 J.  P. GLUSKER 

I I I 

500 I 
FT I 

0 1 2 3 4 5 6  

I I I 
Fig. 15. The Fourier rransform. Two unit-cell length are shown on the left and the Fourier 
transforms of their contents on the right. 

mathematical expression to go back and forth between reciprocal space (struc- 
ture factors) and real space (electron density) (32). Thus, ifthe electron density is 
known correctly, then structure factors and their relative phases can be com- 
puted by Fourier transform techniques, and vice versa. 

4.5. Effects of the Atomic Arrangement 

The structure factor amplitude (magnitude) &hkl)Iis the ratio of the amplitude of 
the radiation scattered in a particular direction by the contents of one unit cell to 
that scattered by asingle clectron ;it the origin of the unit cell under the same con- 
ditions. The structure factor F(hRI) has both a magnitude (amplitude) IF(hkl)) and 
a phase angle a h H  measured relative to the origin of the unit cell. The structure 
factor may also be defined as the Fourier transform of the unit cell contents sam- 
pled at reciprocal lattice points, hkl; p(hkl)I is derived from the square root of the 
intensity of a Bragg reflection. The experimentally measured ‘‘observed’’ struc- 
ture factor amplitudes are denoted by po(hkl)l;  those calculated for a proposed 
crystal structure (a model) are designated IF,(hkl)l. 
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Once x J ,  y J ,  and zJ are known for each atom in the unit cell, i t  is possible to 
calculate Fhkl and its components, P,(hkl)I and ( C Z ~ M ) ~ .  This calculation is broken 
into two parts, one, A ~ M ,  involving a cosine function and the other, Bhu, involving 
a sine function (Fig. 16). For each atom the scattering factor& at the value of sinelh 
appropriate for the diffracted beam, hkl, is multiplied by acosine or sine function 
that contains h,k,l and x,y,z in it. This is done for each atom in the structure, and 
the values are all summed to give A h k /  and Bhkl .  This entire computation is then 
repeated for every Bragg reflection. 

4.6. Effects of Atomic Displacements and Vibrations 

A precise register of the positions of  atoms from unit cell to unit cell is not found 
in practice, and deviations from this exact register, referred to as “disorder,” 
increase as the temperature is raised because atornicvibrations are thereby made 
larger. What is obtained i n  an X-ray diffraction photograph is the equivalent ofa  
snapshot ofvibratingmolecules, each with atonis in different unit cells displaced 
randomly to different extents from their average positions, because the frequen- 
cies of X rays are four orders of magnitude greater than the frequencies of 
atomic vibrations. 

If the molecule vibrates much, o r  is disordered in some way or another so that 
atoms in i t  lie in slightlv different locations from unit cell to unit cell, the overall 
view of the molecule becomes more fuzzy, and therefore the apparent size of an 

For a n  a tomjat  x,?, z, with scattering factor 
6 at the s in  0 1 h value of thc Bragg reflection hhl 

the structure factor I F ( h k l )  I is calculated from: 

I IF(hk1)l 1 2 =  IA(hhl)2+B(hk1)2 J 

where: 

A(hkl)= XfJcos2z(hxJ+ kyJ+ kJ) 

and 

B(hhZ) = Xhsin 2z(hxJ+ kyJ+ kJ). 

The phase angle a(hk1) = tan-’ [B(hhl)/A(hkl)] 

Fig. 16. Formulae for calculating structure factors when atomic positions are known. 
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individual atom is increased. We stressed earlier that a larger size in real space 
means a smaller size in reciprocal space. Thus, as the atoms appear to become 
broader and fuzzier, the diffraction pattern decreases in extent and becomes 
narrower, and the diffracted beams decrease in intensity (Fig. 1 7 ) .  This fall-off 
can be approximated by an exponential factor, exp[-Bj(sin* 0/h2],  that is, applied 
to the scattering factors, where BJ, the displacement parameter for an atom, is 
related to the root-mean-square amplitude of atomic vibration, 2: 

where& is the scattering factor for a stationary atom at the same value of 
sine/h, and 

B = 8n2ii2 (3b) 

4 

2 B = l A  

-D- B=3.5A2 

4- B=10A2 - B=40 A2 

lo  1 

0 sin 0lA 1 

t l t  T 
2 A  I A  0.8A 0.4 A 

Fig. 17. The cffcct of atomic vibrations on the scattering factor for an oxygen atom. If the 
vibration is high enough, data will not be measurable beyond the resolution indicated at 
the bottom of the figure. 
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5. MEASURING DIFFRACTION DATA flF(hRl)I] 

The apparatus we use today for measuring the intensities of Bragg reflections 
(Fig. 18) consists of the same three components that were used in the first diffrac- 
tion experiment (1). 

1. A source of X rays (or neutrons), 
2 .  A crystal appropriately placed in a beam of this radiation, and 
3. A means of detecting and recording the spatial direction and intensity of 

each Brag  reflection. 

5.1. The Diffraction Equation 

Diffraction occurs when a reciprocal lattice point passes through the Ewald 
sphere and satisfies the Bragglaw (Equation 1). The measured intensity, I(hk1) , of 
a diffracted X-ray beam can be calculated for a crystal rotating with a uniform 
angular velocity, o, through a reflecting position 

I, h3 V, L p * A  

ov2 I(hkl)  is proportional to IF(hW12. (4) 

This equation shows that the intensity, I(hRI), of a diffracted beam is propor- 
tional to the square of the structure factor amplitude, IF(hkl)l. The intensity of the 
incoming incident X-ray beam, I , ,  and the wavelength h of the radiation are 
selected by the experimenter. V is the unit cell volume. As V, , the volume of the 
crystal in the incident X-ray beam, increases, so do the intensities of the dif- 
fracted beams. The Lorentz factor L takes into account the relative time each 
reflection is in the diffracting position. It is a geometric correction, calculated as 
a function of the scattering angle 20. The polarization factorp accounts for the 
polarization of the X-ray beam after diffraction and, like the Lorentz factor, is a 
function of the scattering angle. The absorption factor A accounts for the absorp- 
tion of each diffracted beam as it travels through the crystal. The correction for 
absorption is afunction of the wavelength of the radiation, the atomic contents of 
the unit cell, and the path length of each diffracted beam through the crystal. 

5.2. Sources of X rays 

When choosingx rays for a diffraction study the longer wavelength radiation will 
give a better separation of Bragg reflections and less radiation damage to the crys- 
tal, while shorter wavelength radiation scatters to a higher resolution and is 
absorbed less readily. The radiation generally chosen for protein studies is the 
characteristic CuKa radiation, obtained when high-speed electrons hit a copper 
anode, ejecting electrons from the metal atoms. As L-shell electrons move to K- 
shells, characteristic radiation is emitted, wavelength 1.54 18 b;. The X-ray beam 
used for diffraction studies is carefully collimated by a hollow, straight metal 
tube designed to produce a narrow, nearly parallel, beam of radiation so that all 
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Fig. 18. (a) The general setup of apparatus used to measure X-ray diffraction intensities. 
In practice, film is often rrplaced by electronic or other detection devices. (b) Thc 
relationship of the chosen unit-cell axes to the indices of Bragg reflections in the diffrac- 
tion pattern. An orthorhombic crystd is shown for simplicity. 

points on the crystal may be completely bathed in X rays of a uniform in- 
tensity. 

Intense sources of radiation increase I, in Equation 4 and give bctter diffrac- 
tion because the peak-to-background ratio is increased. This intensity is ob- 
tained with rotating anode generators. Since so much heat is produced in an 
X-ray tube, the anode is rotated at high speed, and the electron beam is directed 
to the outer edge of this rotating target so that the heat can be dissipated more 
readily. Even more intense radiation is obtained from synchrotron sources. Syn- 
chrotron radiation is extremely intense X radiation emitted by very high-energy 
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electrons that travel at nearly the speed of light and have their direction of travel 
bent in a circular path by powerful magnets. The radiation so obtained consists 
of pulses (on a nanosecond scale) with a high degree of polarization and has a 
continuous spectral distribution (is polychromatic) so that it can be “tuned” to a 
selected wavelength. 

There are three accessories used to produce monochromatic (one-wave- 
length) radiation: metal foil filters, crystal monochromators, and focusing mir- 
rors. An element with atomic number Z can be used as a selective filter for 
radiation produced by an element of atomic number Z + 1. Alternatively, an 
intense Bragg reflection from a crystal (a monochromator crystal) can be used as 
the incident beam for X-ray diffraction studies. Third, focusing mirrors, de- 
signed to produce a beam that is not only monochromatic but also convergent, 
may be used. In this case the incident beam is doubly deflected by two perpen- 
dicular metal sheets. 

5.3. Detectors of X rays 

Films, counters, and imaging plates are commonly used to record X-ray diffrac- 
tion data. They are each highly sensitive to X rays and can provide a precise 
measure of the intensities of the diffracted beams. X rays, like visible light, 
interact with the silver halide contained in the emulsion of photographic film. 
When the film is developed, black metallic silver is deposited at the positions at 
which the diffracted rays have hit it. The extent of the blackening by silver is 
directly proportional to the intensity of the diffracted beam that hit it. This black- 
ening is measured by use of a photometer, which enables the optical density to 
be measured and recorded at regularly spaced grid points on the film, giving 
numerical values for the extent of blackening (and hence the incident X-ray 
intensity) at each measured point. 

Scintillation counters, Geiger counters, and proportional counters directly 
measure the intensity of a diffracted X-ray beam, as opposed to a photometric 
device that measures the intensity of the effect of that beam on photographic 
film. Counters, however, are involved in sequential measurement, one Bragg 
reflection after another, so that the crystal needs to be reasonably stable in the X- 
ray beam for the data to be precise over the long periods of time required for data 
measurement. During such measurements, it is necessary to relate each Bragg 
reflection to its reciprocal lattice index (k,k,l). This requires information on the 
orientation of the crystal with respect to a set of fixed orthogonal axes that are 
related to the geometry of the detection device (33). Each reciprocal lattice point 
hkl of the crystal can be related to the camera system by Equation 5 :  

(orientation matrix of crystal) x 
(orthogonalization matrix to camera geometry) X ( k k l ) .  ( 5 )  

This equation makes it possible to calculate the relative orientation ofcrystal and 
detector device for each Bragg reflection, hkl, so that the detector can be oriented 
and then the intensity of the diffracted beam can be measured. 
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The area detector is an electronic device for measuring many diffracted inten- 
sities at one time. It is a two-dimensional, position-sensitive detector that records 
the intensity of a Bragg reflection (diffracted beam) and its precise direction (as a 
location on the detector); it acts like an electronic substitute for film. This detec- 
tion device is now used extensively for crystals of biological macromolecules. 
Such a detector may involve a niultiwire proportional counter coupled to an 
electronic device or a television imaging system; both devices permit arecording 
of the data in a computer-readable form. Alternatively, imaging plates may be 
used. These havc phosphorescent material layered on them and store informa- 
tion on the extent of X-ray exposure until scanned by a laser, when the intensity 
and location of the light then emitted is recorded. 

There are two sources of error that have to be taken into account when assess- 
ing the experimental error in a measured intensity. Errors can arise from the ran- 
dom fluctuations in the source of radiation and in the detection system; these 
errors follow a Poisson distribution and are proportional to the square root ofthe 
measured value (the count, hence the term counting statistics). The second type of 
error to be considered is the instabilitv of the instrument and the crystal. This is 
monitored by the measurement of a few chosen Bragg reflections at regular 
intervals during data collection. .4ny fall-off in intensity as a function of time is 
considered to indicate crystal decay. This problem is usually obviated for pro- 
teins by measuring large numbers of Bragg reflections at the same time, as in the 
L a w  method (described later); in  this case all Bragg reflections were measured 
with the same state of the crystal and radiation source. 

5.4. Preparing a Crystal for Diffraction Study 

The results of an X-ray diffraction experiment are only as good as the  quality of 
the crystal and the intensity data that result from it. Time and care invested in 
obtaining a good crystal and setting up a careful experiment for measuring dif- 
fraction data result in more precise results in terms of a molecular model. Crys- 
tals may be examined under a polarizing microscope for imperfections such as 
cracks or voids, and to make sure that they are single. If the crystal is not single, 
the diffraction pattern will be a superposition of two or more patterns, in differ- 
ing orientations, and may be very difficult to interpret. 

A good diffraction pattern from protein crystals generally requires mounting 
the crystal in contact with its mother liquor inside a thin-walled glass capillary 
tube along with a drop or two of the mother liquor so that an equilibrium 
atmosphere is maintained (Fig. 19). The capillary containing the crystal is then 
mounted on the goniometer head. Alternatively, a flow cell, in which liquid with 
a controlled composition is allowed to flow over a crystal, can be used to main- 
tain the required crystal environment. 
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Fig. 19. The mounting of aprotein crystal in a 
capillary tube. 

5.5. Measurements at Low Temperatures 

Lower temperatures reduce the rate of decay of protein crystals. In addition, 
thermal motion is reduced at lower temperatures, so that Bragg reflection data at 
higher scattering angles are enhanced in intensity. This increases the effective 
resolution of the data. Macromolecules may be studied at low temperatures, pre- 
ferably by mounting them on a fiber rather than in a capillary tube. It is impor- 
tant that the temperature be kept within a small range (+ K) during the data 
collection, and that steps be taken to prevent the crystal from receiving a coat of 
ice from, moisture in the environment. 

5.6 Laue Diffraction 

A Laue photograph is produced by irradiating a stationary crystal with a beam of 
X rays that has a wide range ofwavelengths (“white” radiation). It differs from all 
of the other methods for collecting diffraction data in that the crystal is stationary 
throughout the experiment. Diffraction is therefore dependent on the mul- 
tiwavelength feature of the incident beam. With the current accessibility of syn- 
chrotron radiation, Laue methods are often used for macromolecular studies, 
and it is possible to collect large numbers of Bragg reflections on a single 
photograph in very short times (34, 35). 

5.7. Problems with Large Structures 

Large macromolecular structures have specific experimental requirements that 
result from the greater size of the unit cell, which, in turn, leads to a high number 
of diffracted Bragg reflections. If the unit cell is very large, reciprocal lattice 
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points may be so close together that Bragg reflections will overlap, making it very 
difficult to obtain precise intensity measurements. In addition, for large mole- 
cules there are fcwcr unit cells per crystal leading to weaker intensities. The use of 
rotating anodes or  synchrotron radiation sources, the use of longer wavelength 
radiation, increasing the crystal-to-film distance, and sophisticated analyses of 
the shapes of the measured Bragg reflections (peak profiles) when these are 
scanned instrumentally, are tvpical ways used for overcoming these experi- 
mental problems. 

5.8. Putting the Intensity Data on  a n  Absolute Scale-The Wilson Plot 

For each Bragg reflection, the raw data normally consist of the Miller indices 
(h,k, l ) ,  the integrated intensity [ (hkl )  and its standard deviation [o( l ) ] ,  and the 
direction in which the diffracted beam traveled. The conversion ofl(hkl) to p(hkl)I 
involves the application of corrections for X-rav background intensity, Lorentz 
and polarization factors, absorption effects, and radiation damage (see Equation 
4). The absorption correction is coniplicated by the glass front the capillary and 
the liquid front mother liquor that the X-ray beam encounters. Therefore an 
experimental measure of the variations in this correction is usually made (36) .  
This process of obtaining values of IF(hRI)I is known as data reduction. 

Structure amplitudes b(hkl)lare on an absolute scale when they are expressed 
relative to the amplitude of scattering by a single electron under the same con- 
ditions. In order to obtain the necessan scale factor, the average intensity from a 
crystal, as a function of scattering: angle, is compared with the theoretical values 
to be expected for a completely random arrangement of the same atoms in thr 
same unit cell: 

K < I ( M ) >  -= z f , ~ { e x p [ - 2 ~  sin20/~21} ( 6 4  

In(<r(/zk/)>/CjJ)= - In  K - 2 ~  sin2 o / A ~ ,  (6b) 

where <Z(hkl )>  is the mean value ofZ(hRI) in the chosen range of sine and a is 
the sum of the squares of the scattering factors of the protein atoms. This graph, 
known as a Wzlson plot (37), provides both the scale factor K and an average tem- 
perature factor B for the crystal under study. Since the disposition of atoms in 
proteins is not entirely random, there is appreciable scatter of points in their 
Wilson plots. 

6. MEASURING UNIT-CELL DIMENSIONS AND SPACE GROUP 

6.1. Unit Cell Dimensions 

Unit cell dimensions are obtained from measurements of 20 values of several 
Bragg reflections for which the indices h ,  k ,  and 1 are known. Values of 2OhM are 
measured as accuratelv as possible and, since the wavelength A, of the radiation 
used is known, a value ofdhu may be found by Bragg’s equation. The value of d h k ,  
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is related to the unit cell dimensions and, if 28hu values are measured for several 
reflections, values of the unit cell dimensions may be derived. The selected 
group ofreflections chosen to do these calculations should contain adistribution 
of Miller indices (h,k, l ) ,  and they should have relatively high 2 8 h k l  values. 

6.2. Space-Group and Crystal Symmetry 

The internal symmetry of the crystal is revealed in the symmetry of the Bragg 
reflection intensities and this symmetry will give information on the crystal sys- 
tem and space group. Friedel noted that the intensity distribution in the diffrac- 
tion pattern is centrosymmetric (38). 

Friedel's Law: I(hkl)=I(hz). ( 7 )  

As a result, there are Bragg reflections with different (but related) indices that 
have identical intensities. The only exception to Friedel's Law is found if atoms 
scatter radiation anomalously, as discussed later. 

There may also be more symmetry in the intensities in the diffraction pattern 
than that implied by Friedel's Law. This additional symmetry in the diffraction 
pattern is called Laue symmetry (because it can be displayed on Laue X-ray diffrac- 
tion photographs of an appropriately aligned crystal). For example, if a crystal is 
monoclinic, then the intensities I ( h k l )  and Z(h2l) are the same, although I (hkl )  
does not equalZ(hk1). Orthorhombic crystals, with thiee mutually perpendicular 
twofold rotation axes, have more symmetry than monoclinic crystals and their 
intensities I ( h k l )  = I ( h k l )  = Z(hR1) = I ( h k t ) .  If, by chance, the crystal is monoclinic 
with the p angle equal to go",  the Laue symmetry in the X-ray diffraction pattern 
will show thatI(hkl) does not equalI(hkl). It is the symmetryofthe diffraction pat- 
tern that tells us that a crystal lattice is orthorhombic, not the fact that a = p 
= y = 90". 

Systematic absences in the diffraction pattern show that there are translational 
symmetry elements relating components in the unit cell (Fig. 20). The intensity 
of every member of a particular group of Bragg reflections may be zero, for 
example, hkO when h + k is odd. A twofold screw axis, parallel to the unit cell 
translation, a ,  will convert an atom at x to one at x + %. This repetition every a/* 
implies apparent halving of the spacing between x values for atoms Cy and z do 
not contribute to this argument). Therefore, in this case, a Bragg reflection hOO 
will be absent if h is odd, provided all atoms in the structure are repeated at a/2. 
The spacing in reciprocal space has been doubled, 2h,  because the repeat unit in 
real space has been halved, a/2.  

A careful tabulation of systematic absences in the X-ray diffraction pattern 
allows the space group of the crystal to be assigned. This, after the determination 
of unit cell dimensions, is the next piece of information that the X-ray crys- 
tallographer obtains. Space group determination is done systematically con- 
sidering each class of Bragg reflection (hOO, O k O ,  001, hkO, h01, O k l ,  hkl)  and 
checking that examples of reflections in these classes with appreciable intensities 
for even and odd values of each index either are observed or are consistently 
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Fig. 20. The use of sysematic absences in X-ray diffraction patterns to determine thr 
space group ofthe crystal. (a) P2 I 2 12 I /zk 0,  (b) hk 1, ( c )  1222 or 1 2  I 2 , 2 ,  , hk 0, and (d) hk 1. In 
the second case there is a space-group ambiguity. 

absent. There are 230 possible space groups for crystals, but if the molecule has 
asymmetn, as for proteins, this number is reduced to 65 (Table 2). The crys- 
tallographer can determine the space group by consulting the appropriate page 
from the Internatzonal Tables (24). Sometimes two or more space groups fit the con- 
ditions imposed by crystal svmmetry on the Bragg reflections, giving rise to a 
space group ambiguities. 

A knowledge of the space group svrnmetry is essential for the structure deter- 
mination because only the contents of the asymnietric unit, combined with the 
relationships between positions of atoms listed for the space group, are needed 
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TABLE 2 

Space Groups of Unsymmetrical (Chid)  Objects 

Noncentrosymmetric, Chird Molecules 

1 
3-5 
16-24 

75-80 
89-98 

143- 146 
149-155 
168-173 
177-182 
195-199 
207-214 

Triclinic C ,  
Monoclinic c2 

Tetrago nal c 4  

D4 

Orthorhombic D, 

Trigonal c 3  

D3 

Hexagonal c6 

D6  
Cubic T 

0 

P1 

P222, P2221, P2,2,2,  P 2 , 2 , 2 , ,  C2221, C222, F222, 
P2, PZ,, c2 

1222, I 2 , 2 , 2 ,  
P4, P 4 , ,  P4,, P4,, 14 ,14 ,  
P422, P42,2, P4,22, P4,212, P4222, P4,2,2, P4322, 

P4,2,2,1422,14,22 
P3, P31, P32, R 3  
P312, P321, P3112, P3121, P3212, P3221, R32 
P6, Pb, ,  P6,, P6,, Pb,, P6, 

P23, F23,123, P2,3,12,3 
P622, P6,22, P6522, P6222, P6422, P6322 

P432, P4132, F432, F4,32,1432, P4332, P4,32,14,32 

to calculate F ( h k l ) .  The space group PZIZIZ1 has only one asymmetric unit that 
needs to be studied. The symmetry operations: x,y,z; %-x,-y,M+z; %+x, 
M-y,-z; -x, %+y,%-z, give the rest of the contents of the unit cell and of the 
crystal structure. 

6.3. Crystal Density and Unit-Cell Contents 

The weight of all the atoms or ions in the unit cell can be calculated if the unit cell 
dimensions and the density of the crystal are known. This means that crystal den- 
sity measurements are important in the early stages of acrystal structure analysis. 
Avertical column with a density gradient, calibrated with crystals of known den- 
sity, is used to measure protein densities. These are determined by where along 
the column the crystal settles and so that, by interpolation, its density can be 
estimated (39). This method must be done with care to ensure that the measure- 
ment is good. The density of a crystal is given by 

M, X n 
D, = 

NAvog 

where M, is the sum of the atomic weights of all atoms in the asymmetric unit, Vis 
the volume of the unit cell in R3, n is the number of asymmetric units per unit cell 
and N A ~ ~ ~  is Avogadro’s number (6.022 X loz3) .  

Most macromolecules crystallize with about 50% or more solvent of crys- 
tallization. If an approximate value for the molecular weight is known, then the 
number of subunits per cubic Amay be found. Matthews (40) introduced ause- 
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ful measure r/, , the ratio of the unit cell volume to its molecular weight content. 
The value of V ,  varies between 1.7 and 3.5 per dalton and gives a measure of 
the molecular weight of protein in the unit cell. If the value ofV,, obtained from 
the measured density lies outside this range, it needs adjustment by an integral 
factor n that indicates how many protein subunits there are in the asym- 
metric unit. 

6.4. The Experimental Data Set 

The data set is now available, generally as a file in a computer-accessible storage 
device. The relevant data for each Bragg reflection are h ,  k ,  and 1, the observed 
structure factor magnitude and its estimated standard deviation o(F). Addi- 
tional information for each reflection in the Bragg reflection data file includes 
whether the reflection is above or below a threshold value (observed or unob- 
served), sinelh value of the Bragg reflection, and atomic scattering factors,h, for 
each atomic type j in the crystal. Other information in the computer data file 
include unit cell dimensions with their estimated standard deviations and the 
space-group svmmetry. 

7 .  PHASE DETERMINATION 

The principal method used to determine the relative phases of a biological rnac- 
roniolecule is the method of isomorphous replacement. Phases can be estimated 
by comparing intensities of isomorphous (isostructural) crystals that differ only 
in the identitv o f  one atom, and otherwise contain identical atomic arrange- 
ments. The isomorphism is generally between the crystalline macromolecule 
and its heavy-atom derivative obtained by replacing some of the solvent in the 
crystal bv a compound containing a heavy atom. 

Two other methods for deriving relative phases are still in the developmental 
stage. One method involves experimental measurements of scan profiles of 
“multiple Bragg reflections” (41) These Bragg reflections occur when the pri- 
mary diffracted beam is rediffracted in the crystal, denoted by two reciprocal lat- 
tice points lying simultaneously on the Ewald sphere. Intensity changes occur, 
which may yield some phase information. The instrumentation is complicated, 
and the method requires much experimental care. A second method requires 
diffraction data at or near atomic resolution, a situation rarely possible for pro- 
teins. Relative phase angles can be estimated by statistical methods that are based 
on the concept that the electron density is never negative and that it consists of 
isolated, sharp peaks at atomic positions (42). These statistical methods are 
called direct methods. This is the present method of choice for small molecules, but 
its use for macromolecules is only just being investigated. 

7.1. Preparation of Heavy-Atom Derivatives of Proteins 

Thc method of isomorphous replacement is the primary method uscd to deter- 
mine phases for protein structures. Isomorphism is the similarity of‘ crystal 
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shape, unit cell dimensions, and structure between substances of nearly, but not 
completely, identical chemical composition. The arrangements of atoms in the 
isomorphous crystals are the same, but the identity of one or more atoms in this 
arrangement has been changed. Ideally, isomorphous compounds are so closely 
similar in composition that they can form a continuous series of solid solutions. 
The best known examples are provided by the alums (M,),(SO,) (M3) , (S04)s  
2 4 H 2 0 ,  where MI is a monovalent cation such as potassium or ammonium and 
Ms is a trivalent cation such as aluminum or chromium (43). 

Isomorphous replacement is now employed in the determination of the 
structures of biological macromolecules (44,45). Proteins crystallize with 50% or 
more of the crystal volume filled with solvent. Compounds containing heavy 
atoms can be diffused into the crystals through the solvent channels when they 
are added to the crystallizing mother liquor. Hopefully, the heavy (metal) atom 
will settle on preferred sites on protein molecules in the crystal. Ifthe crystal still 
has the same unit-cell dimensions, it is considered isomorphous to the un- 
substituted (“native”) crystal. The intensities in the diffraction patterns of the 
native crystal and the heavy-atom derivative are then compared. Some com- 
monly used heavy-atom compounds include uranyl nitrate, p-chloromercuri- 
benzoic acid, and platinum complexes such as Pt(ethylenediamine)C12. Attention 
must be paid to pH, since insoluble hydroxides form at highpH, and protein 
side chains are protonated at lowpH. In addition, concentrations of heavy atom 
derivatives should not be too high, generally in the 0.001 -0.1 M range (8). The 
method of isomorphous replacement, when applied to a protein, requires the 
preparation of several heavy-atom derivatives, each with metal attached to dif- 
ferent sites on the protein. 

7.2. The Patterson Map 

All methods of deduction of the relative phases for Bragg reflections from a pro- 
tein crystal depend, at least to some extent, on a Patterson map, commonly 
designated P(uuw) (46, 47). This map can be used to determine the location of 
heavy atoms and to compare orientations of structural domains in proteins if 
there are more than one per asymmetric unit. The Patterson map indicates all the 
possible relationships (vectors) between atoms in a crystal structure. It is a 
Fourier synthesis that uses the indices h , k , l ,  and the square of the structure factor 
amplitude IF(hkl)l of each diffracted beam. This map exists in vector space and is 
described with respect to axes u ,  u ,  and w ,  rather than x,y,z as for electron- 
density maps. 

This equation has the same form as Equation 2 for electron density, but note that 
there is no phase angle in the expression! 

A peak at location u,v,w in the Patterson map represents a vector from the 
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origin of the Patterson function O,O,O to the point u,u,w. A Patterson map is cen- 
trosymmetric, irrespective of whether or not the space group of the crystal 
studied is centrosymmetric or noncentrosymmetric. Any pair of atoms yield two 
vectors, one atu,u,w, and one at -y -u, -w ; atom 1 to atom 2 and atom 2 to atom 
1 .  If any two atoms in the unit cell are separated by a vector u,u,w, then there will 
be a corresponding peak in the Patterson map at u,v,w (Fig. 21). This peak rep- 
resentsthevectorbetweentwoatorns,oneatx, ~1 ,zl andoneatx, +u,yI  +v,zl + 
w; it tells us what uuw are, but not what x 1  ,yl ,zl are. All other interatomic vec- 
tors appear as peaks in the Patterson map, each vector having one end at the 
o r i p  of the map; thus for N atoms there are N2-Npeaks in the Patterson map, 
and there result too many overlapping peaks to be useful for interpretation. The 
heights of the peaks are approximately proportional to the products of the 
atomic numbers 2, Z, of the atoms at the two ends of the vector. The peak at the 
origin of the map, representing the vector between each atom and itself, has a 
value proportional to CZ?. 

A Patterson map has been likened to the impressions of 100 strangers at a 
cocktail party (48).  While there are only one hundred invitations, there are 5000 
introductions to be made. The concept ofthe interatomicvectors and their direc- 
tionality is likened to the guests having their shoes nailed to the ground and hav- 
ing to twist in different directions and extend their arms by differinglengths, with 
differing strengths of grip, in order to greet everyone. These handshakes are 
equivalent to the vectors between atoms in the Patterson map. 

High peaks in the Patterson map represent either vectors between heavy 
atoms or the overlap of several interatomic vectors, and can be analyzed to give 
the fractional atomic coordinates of the heavy atoms. If there is only one heavy 
atom in the asymmetric unit, the interpretation of the Patterson map is sim- 
plified since, to a first approximation, the map is dominated by heavy-atom- 
heavy-atom vectors. For example, in the space group P 2 , ,  the general atomic 
positions are: 

x, y, z and -x, %+y, -z. 

The vectors between symmetry-related atoms can be found by subtracting the 
coordinates of one atom from that. of another atom at a symmetry-related site. In 
this particular case the vectors between like atoms in different asymmetric units 
lie at: 

u = 2x, u= %, u! = 2.2. 

Apart from the high peak at the origin (the sum of the vectors from each atom to 
itself), there should be one high peak in the Patterson map atu = $4, and the posi- 
tion of this peakwill give values forx  and z of the heavy atom in the unit cell (with 
the screw axes at x = 0 ,  z = 0). They coordinate of one atom is arbitrary in this 
particular space group. This is evident in the general positions of the space group 
(listed above) since if there is an atom aty there is also one at $4 + y ,  but no infor- 



origin . x 

n 
origin -= u 

0 
u = 0.16 

2-i =0.28 \ I  

Fig. 21. Vectors in a Patterson map. (a) A peak in a Patterson map indicates that the vector 
defined between the origin of the Patterson map and the peak in it must be found between 
atoms in the crystal structure. (b) Harker sections of the Patterson map for a heavy-atom 
derivative of D-xylose isomerase (Courtesy of H. L. Carrell). 
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mation on wherey is. They value ofasecond atom is necessarily not arbitrary, but 
is relative to that of the first atom. Specific peaks, first described by David Harker 
(49), are associated with the vectors between atoms related by these symmetry 
operators. These peaks are found along“1ines” or in “sections” (such asu = $4 for 
the space group P 2 , ) .  

The unit cell of a protein is assigned with respect to a right-handed system of 
axes. Once a heavy atom has been located, its phase angle may be +a or -a for 
FH, since it is not known whether the interpreted peak in the Patterson map is 
from atom 1 to atom 2 or atom 2 to atom 1. Several methods have been 
developed to remove this ambiguity of which the most decisive are those that 
involve the preparation of a derivative containing both heavy atoms and/or 
anomalous dispersion measurements ( 5 ) .  

7.3. Relative Phases by the Method of Isomorphous Replacement 

The relative phases of the native protein data set can be deduced from the 
changes in intensity of Bragg reflections between the native protein and its heavy- 
atom derivative. These are small intensity differences between two large num- 
bers. The value of F(hkl)1* should be replaced by the difference between the 
square of the structure amplitude for the heavy-atom derivative and that of the 
native protein1F2pH-Fb(. In practice the coefficient (FPH-FP)2 is used to give aniso- 
morphous difference-Patterson map. This makes it possible to locate the heavy 
atom and determine its three-dimensional coordinates with respect to the unit- 
cell dimensions. These heavy-atom positions are generally refined by least- 
squares methods. 

When a heavy atom has been located in the unit cell, its structure factor FH can 
be used to estimate the relative phase angle Fp of the native protein. The value of 
Fpdepends on the positions and scattering powers of each atom in the unit cell. If 
anew atom is added, and it does not cause any disruption in the crystal structure, 
values of the modified structure FpH will be obtained by a vectorial sum as 
follows: 

where P represents the original protein and H represents the atom with a 
changed identity. Each ofthese structure factors has aphase and an amplitude. If 
the magnitudes oflFpl andIFpH( have been measured, and if it has been possible to 
locate the variable atom or the heavy atom, then the structure factor of the heavy- 
atom alone FH (which includes a phase angle) can be calculated. Several different 
heavy-atom derivatives of the protein PHI , PH2,  etc., are studied. The construc- 
tion used to derive native protein phase angles is illustrated in Fig. 22.  Ifthere is 
only one heavy-atom derivative, there is an ambiguity so that at least two heavy- 
atom derivatives are needed in order to find the phase angle a. This is the reason 
that multiple isomorphous replacement (MIR) must be used. An absolute 
requirement of this method is that the positions of the heavy atoms be known 
rclative to the same unit-cell origin. The phases so derived may be refined 
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Fig. 22. The construction for determining protein phases from heavy-atom derivatives. 
(a) with a single heavy-atom derivative two possibilities (X, and X,) are obtained. Ifthere 
are two heavy-atom derivatives, the phase ambiguity is resolved. 

mathematically in order to obtain the best possible set. Once the relative phases 
are found, an electron density map can be calculated. 

This method of isomorphous replacement, together with anomalous disper- 
sion data collection is, to date, the principal method that has been successful for 
phase determination of macromolecules. It was first used successfully for pro- 
teins, myoglobin by John Kendrew and coworkers (1 4), and hemoglobin by Max 
Perutz and co-workers (1 5). Unfortunately, it is common to find that, although a 
heavy-atom solution has been soaked into a protein crystal, no regular (ordered) 
substitution has occurred, and solutions of other heavy-atom compounds must 
be tried. 

There are many imprecisions that occur with this method of deriving phases. 
The bulky heavy-atom compound generally disturbs the positioning of many of 
the atoms in the area in which it has bound. This may cause local displacements 
plus changes in unit cell dimensions. Even at 2 8, resolution, changes of 2% in 
unit cell dimensions can cause problems in phase estimations. In addition, the 
site occupancy of the heavy atom may vary from crystal to crystal and also on X- 
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ray exposure. Therefore, if data from several crystals are needed for the data set, 
this must be taken into account. Secondly, the heavy atom position must be cor- 
rectly determined and should be relative to the same origin for each derivative. 
Errors in determining the locations of heavy atoms in the unit cell have caused 
incorrect structures to be reported. 

7.4. Superposition and Molecular Replacement Methods 

The molecular replacement method used for protein structure determination 
(50,5 1 )  involves determining the orientation and the position in the unit cell of a 
known structure such as that of a homologous protein that has previously been 
determined or the same protein in a different unit cell (a polymorph). For the 
rotation function the Patterson map is systematically laid down upon itself in all 
possible orientations (Fig. 23). Six parameters that define the position and orien- 
tation of the protein in the unit cell are found from maxima in a function that de- 
scribes the extent of overlap between the two placements of the Patterson 
function. This function will reveal the relative orientations of protein molecules 
in the unit cell. The rotation function is thus a computational tool used to assess 
the agreement or degree of coincidence of two Patterson functions, one from a 
model and the other from the diffraction pattern. 

2 - 1  

3 

inferred 
orientation 
of molecule 

Patterson map 
w near its origin 

Fig. 23. A rotation function 



X-RAY CRYSTALLOGRAPHY OF PROTEINS 41 

Once the Orientation of the molecule is determined, it is necessary to position 
the fragment with respect to the crystallographic axes. A translation function was 
developed that essentially takes this molecule (whose structure and orientation 
are now known) and calculates the degree of overlap or coincidence of the two 
maps (the experimental map and a copy), when one map is translated various 
amounts with respect to the other (52). These comparisons are made at each 
position in the unit cell. Computer program systems such as MERLOT (53) exist 
that do rotation-translation searches for macromolecules, although the transla- 
tion problem still seems to be more difficult to solve than the orientation 
problem. 

7.5. Anomalous Dispersion 

If the wavelength of the X rays used in the diffraction experiment is near the 
absorption edge of an atom in the crystal structure, then anomalous effects are 
observed on the diffraction pattern, and these effects can aid in phase determina- 
tion. Normally, there is a 180" phase shift of awave on diffraction. This is not so if 
anomalous dispersion occurs. Therefore, Friedel's Law (Equation 7 )  no longer 
holds, and ( h k l )  # (hx). Measurements of these two types of Bragg reflectionshkl 
and hx will give information on the absolute configuration of the structure (54- 
57). For example, an anomalous difference Patterson map with coefficients 
[F(hkl)-F(hkl)] * will give peaks corresponding to vectors between anomalous 
scatterers. Not only that, it will also give the correct enantiomorph. 

Anomalous dispersion has been used in several ways in protein structure 
determination. In the case of cranbin ( 5 8 )  the anomalous scattering of sulfur 
atoms could be used to solve this structure for which diffraction data were 
obtained to an unusually high resolution (that of a small molecule). The effect is 
also used to aid in phase determination (Fig. 24) by helping to resolve any phase 
ambiguity. It may also help assure that no origin change occurred in deriving 
heavyatom position. In addition, enzymes may be engineered with seleno- 

radius I Fpl 

radius I FpH+ I 

Fig. 24. Anomalous scattering as an aid in protein phasing. F p ~ f  implies 
ture factor, and FPH- implies the h x  structure factor. 

the hkl struc- 
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methioninc replacing methionine (59). Bacterial strains deficient in the niethio- 
nine metabolic svsteni will not grow unless methionine is added to the growth 
medium. Ifselenomethionine is added instead, the bacteriagrow fairly well, and 
each methionine is now replaced by selenomethionine in each enzyme it pro- 
duces. By this method a heavy atom has been introduced into the protein, and it 
may be located from a Patterson map. If the diffraction data are measured at 
various wavelcrigths (by tuning synchrotron radiation), intensitv data are ob- 
tainrd Lvith and rvi thout  aiionialous scattering, so that i t  may be possible to solve 
r h c .  1)liasr ~,roblcm. 

8. CALCULATING T H E  ELECTRON-DENSITY MAP 
OF T H E  PROTEIN 

Thc. question at this  stage is “How docs one derive the atomic arrangement in a 
cr\.stal from thr intcnsities in their respecti\re diffraction patttrns?” The answer 
is .that X-ray beams, \\.ith amplitudes represented by (the square roots of) the 
measured intcnsities of’the diffracted beams, must be recombined by a Fourier 
synthesis in  a iiianner similar to that by a lens in the optical microscope. The rela- 
tive phases in macromolecular cn,stallography nccessal?; for the Fourier syn- 
thesis are derivcd bv the method of isonnorphous rcplacemcnt. 

8.1. Electron-Density Modification 

Thc. clrctroii dmsity in a crystal structure is positive or zero at all points, and this 
inforniatiori has  been ~ised i n  attempts t o  iniprove electron-dcnsitv maps. If 
phase inforination is poor, i t  may still be possible to calculate the electron- 
dcrisitv map Lvith thest. less than optimal phases, modify the electron density in 
sonic wav to make it  more satisficton (perhaps by use of some chemical infor- 
mation), and then c a r n  out a Fourier transformation to give new relative phases. 
The assumption is that these new phases are better than the original ones and 
that the new electron density map will therefore be easier to interpret (60). This 
process mav be repeated. The aim is to suppress any unwanted noise from the 
maps so that they may be interpreted more precisely. Two assumptions are made 
for this method. The first is that the electron density in solvent areas, in which 
there is much motion of atoms, is time-averaged to a fairly constant value, and 
the second is that there is an absolute value below which the electron density may 
not fall. These conditions lead t9 the method of density modification (60-62), 
which was originally introduced to help “correct” the phases of partially known 
structures but has proved invaluable for X-ray diffraction analyses of large struc- 
tures. An example is provided by “solvent flattening,” used for macromolecular 
structures when the unit cell contains a high proportion of solvent, which may be 
50% or more for macromolecular crystals. An “envelope” defining the approx- 
imate boundary of the molecule is determined from the electron-density map, 
and all electron density outside this envelope is set to the average value for water 
background. A new set of phases is then determined by Fourier transformation 
of this solvent-flattened map. 
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8.2. Use of Noncrystallographic Symmetry 

Many protein crystals exist with more than one molecule per asymmetric unit. 
These molecules are sometimes related by noncrystallographic symmetry 
(pseudosymmetry), that is, additional symmetry (such as a twofold rotation axis) 
that is not part of the symmetry defined by the space group. This feature can be 
very useful in finding the molecular structure using rotation functions. Addi- 
tionally, it is also possible for a compound to crystallize in different forms with 
different packing (polymorphism). If the molecular transforms of the com- 
ponents of the crystal are known, it is possible, by the methods described above, 
to determine their positions and orientations in the respective unit cells. 

If there is one protein molecule per asymmetric unit, but it has some local 
symmetry such as a twofold axis of rotation relating two identical subunits, then 
use can be made of this information in order to solve the structure. For example, 
the orientation ofthe twofold rotation axis can probably be determined from the 
rotation function. In a similar way, the translation function canlead to informa- 
tion on the positions of the two related subunits. If the twofold axis can be 
located, then the electron density for the two symmetry related portions of the 
molecule can be averaged. An envelope is drawn in the electron-density map 
that essentially defines the edge of each molecule. The electron density in the two 
independent molecules is then averaged and the solvent region is flattened. By 
Fourier transformation a better set of phases is obtained for a new electron- 
density map, which may be more readily interpreted ( 6 3 ) .  

8.3. Entropy Maximization 

There are many cases in crystallography where not all the necessary Bragg reflec- 
tion data are available. The reason may be because the resolution is limited 
(because of poor crystal quality or wavelength restrictions) or because of pro- 
blems in obtaining phases. What is generally done with data that cannot be 
measured is to ignore them in any calculations, that is equate them all to zero. 
This may be satisfactory in early stages but it causes problems when refining 
structures. Entropy maximization methods can be used in an attempt to obtain 
more unbiased information from measured data (64-66). Lack of pattern, which 
is what is aimed at for unmeasured data, can be interpreted as “chaos” or “max- 
imum entropy.” The unmeasured data are constrained to provide the least 
regular (most chaotic) perturbations to the known data. The procedures in- 
volved are highly complex, but the result is a less biased map than that obtained 
by current methods. 

9. INTERPRETING THE ELECTRON-DENSITY MAP 

There are two general ways in which electron-density maps are used in structure 
determination. Each will be considered in turn. 
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a. Electron-density maps may be used to locate atoms and determine the 
arrangement of the atoms in the crystal structure. 

b. Difference electron-density maps may be used to refine a trial structure, to 
find a part of the structure that may not yet have been identified or located, 
to identify errors in a postulated structure, or  to refine the positional and 
displacement parameters of a postulated structure. This type of map is 
useful for small molecules and is also very useful in studies of the struc- 
tures of crystalline macromolecules, since it can be used to find the loca- 
tion of substrate or inhibitor molecules when the crystal structure of the 
macromolecule is known. 

Since the electron density is calculated only at grid points, it is necessary to 
contour the values ofthe electron density at each of these grid points so that the 
locations and shapes of peaks in this map can be evaluated (Fig. 25) .  Contouring 
is the drawing of lines connecting points of equal value (generally electron den- 
sity) and is done for successive plane sections, usually, but not always, parallel to 
planes defined bv two of the three crystallographic axes. This is analogous to the 
contouring for altitude on geographic maps found in atlases. Contouring can be 
done manually, but more frequently it is now done by computer. Contoured 
sections are then superimposed a t  appropriate distances apart to obtain a three- 
dimensional image of the contents of the map. 

The availability of high-performance computer graphics systems has made it 
possible for contoured electron-density maps to be displayed on a graphics 
screen (67). The maps so calculated may have peaks that look like chicken wire. A 
stick riiodel of the-molecular fragment can be fit, again by computer graphics 
technolov, into this elcctron dcnsity. The whole map with the molecule posi- 

41-%-40--43- I IY4.J - 56-51-46-38 1 I l l  -1 
Fig. 25. Contouring an electron-density map that has numerical values at grid points. 



X-RAY CRYSTALLOGRAPHY OF PROTEINS 45 

tioned in it, can then be rotated and viewed from all directions in order to check 
the correctness of the fit. The coordinates of the atomic positions in the trial 
structure with respect to the axes of the electron-density map are then auto- 
matically determined and recorded. 

9.1. The Resolution of an  Electron-Density Map 

Resolution is the ability to distinguish two close objects as separate entities rather 
than as a single, blurred object. In X-ray crystallography, resolution is defined as 
h/2sinemax, the maximum value ofU2sine in the measured data set. This mea- 
sure is used by consideration of Bragg’s Law h = 2d sine, so that U2sine gives d ,  
the interplanar spacing; often the resolution is alternatively described in terms of 
d spacings. As shown in Fig. 26, the values ofe,, are determined by how far out 
from the center of an X-ray diffraction photograph the diffraction data are vis- 
ible. Most X-ray structures of small molecules are determined with CuKu ra- 
diation, h = 1.54 w, and the maximum “resolution” that can be obtained 
(because 20 cannot be greater than 180”) is U2sine = 0.77 A. A limit to how high 
a resolution may be obtained experimentally is also imposed by the scattering 
power of the atoms present and the quality of the crystal (since disorder or high 
thermal motion will reduce Om,). It is essential, when inspecting an electron 
density map, to know resolution of the map. Many crystals, however, do not scat- 
ter to high enough 28 for the maximum possible resolution to be achieved. 

The resolution is higher (better), if diffraction data have been obtained to high 
scattering angles (higher sine), but the value of the resolution is represented by a 
lower number. At a resolution of 0.8 A, each atom is distinct. For protein crystal 
structures, on the other hand, the resolution is seldom better than 1.5 8, and is 
generally poorer. An example is given in Fig. 26 as prqjections ofelectron density 
calculated (with precise phase angles) for a small molecule. At high resolution, 
the atomic positions in the molecular line diagram provide an excellent fit to the 
electron-density map. At low resolution, however, the electron density is more 
diffuse, and, while the line diagram fits reasonably well, it might have been more 
difficult to find the exact atomic arrangement if it were not already known. 

9.2. Macromolecular Model Building 

High-performance computer graphics systems and their associated software 
have greatly improved methods of model building. Several computer programs 
have been developed over the years that display the electron density and allow 
one to construct a trial structure (model). Although the features of model- 
building programs vary, the basic ideas behind them are the same. The program 
FRODO (67) provides an extensively used example. The electron-density map 
can be viewed from different directions, and coordinates of peptide or side chain 
fragments can be docked into it by simple manipulations with dials or a light 
pen. 

Initially the polypeptide backbone of the protein ((-NH-CHR-C0)n) is 
sought in the map, and this procedure is called tracing the chain. The model used 
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Fig. 26. The resolution of a crystal structure shown on the left is the appearance ofasmall 
molecule at various resolutions and on the right adiagram ofthe relative number of Bragg 
reflections included in the calculation. 

for this is usually polyalanine (R = CH3) .  I t  is generally possible to see the elec- 
tron density associated with the carbonyl oxygen of the main chain, and that will 
fix the orientation and position of the peptide unit. Later the electron-density 
map is searched for evidence of the locations of the side chains (R), provided the 
amino acid sequence of the protein is known. The number of atoms in such a 
model is so large that only a small region of the electron-density map is used for 
selecting atomic positions. The individual atoms are generally not resolved, but 
models of side chains or backbone are best positioned to fit the electron density. 
Sometimes in the refinement the investigator will omit part of the structure, 
usually in a specific area in the unit cell. Then an electron density map should 
show an image of the omitted portion at half the expected peak height. In this 
way some measure of the precision of the overall model can be obtained. 
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It is usual to start with a low resolution map, to about 5 Aresolution. At this 
resolution only the overall shape can be found, while sometimes cylindrical 
rods, characteristic ofa  helices can be seen. At about 3 Aresolution the map will 
show the polypeptide backbone of the molecule clearly enough for it to be 
traced. Finally, electron-density maps are calculated at high resolution (1.5-2 8, 
resolution), at which point the side chain conformations can be defined more 
clearly. 

9.3. Refinement of a Protein Crystal Structure 

Most protein structures are refined by methods that involve reciprocal space 
rather than real space. The procedure involves improving the model obtained 
for the crystal structure while keeping the measured structure amplitudes IF(hkl)I 
fixed. If the data have been obtained to very high resolution, the atomic coor- 
dinates x , y ,  and z and a temperature factor are adjusted (68,69) to give the best 
agreement between the observed structure factors and those calculated for the 
molecule model; thus 

is minimized (where w is a weight, often the inverse of a measure of the reliability 
of the value ofF,). This method can only be used if there are many Bragg reflec- 
tions measured for each parameter to be refined. At 2 Aresolution, the number 
of positional parameters (three per atom) to be determined is approximately 
equal to the number of Brag  reflections measured. At lower resolution, there 
are fewer observations than parameters, so that it is not possible to locate 
individual atoms. 

This problem is addressed by fixing the geometry of various groups (such as 
the peptide group, which is planar), thereby reducing the number ofparameters 
by introducing constraints on the way the refinement may go. Restraints may 
alternatively be used in which the parameters may vary about defined values. 
The refinement involves many cycles because of approximations used in setting 
up the equations to be fitted by the experimental data. The refinement is con- 
sidered to be complete when individual changes in parameters are no longer 
significant, that is, some small fraction of the estimated standard deviation 
(e.s.d.) of the parameter. The e.s.d. is a quantity determined during the refine- 
ment and gives a measure of the precision of the analysis. The final results from a 
least-squares refinement are used to calculate a difference electron-density map 
(which, ideally, should be near zero at all grid points if the model is correct). Any 
high peaks or deep troughs in this map should be investigated as they may indi- 
cate a problem with the model. 

The trouble with this method of least squares is that the result of the refine- 
ment may be a local rather than global minimum. Therefore it is common to 
refine a protein crystal structure by use of molecular dynamics. This means that 
each atom is assigned a velocity, and equations of motion are solved under the 
restraints of X-ray information. The assigned velocities, while initially corres- 
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ponding to room temperature (-300 K ) ,  are increased to correspond to veloci- 
ties to 2000-4000 K ,  and then are reduced. This method, called simulated 
annealing, allows that the conformation of the model to change over appreciable 
energy barriers and should give, on refinement, a better approximation to the 
structure at the global energy minimum. The “temperature” aspects of the 
refinement are purely mathematical and input by the assigned atomic velocities. 
The computer program XPLOK (70) is used for this. 

The refinement procedure should involve a final check of the electron-density 
map to insure that no major part of the structure lies in an area devoid of much 
electron-density. This has to be done judiciously. In all cases a knowledge of the 
amino acid sequence is needed. Those areas of the protein that are in high 
motion or disordered will be hard to find in the electron-density map because 
the electron density is smeared over such a large volume. Therefore it may be 
found that some of the ends of the polypeptide chain cannot be located. 

9.4. Difference Maps for Macromolecules 

Difference electron-density maps are ofgreat use in protein crystallography, par- 
ticularly for locating the binding of small molecules such as substrates and 
inhibitors (Fig. 27) and for examining the effects ofchanges inpH. Since the pro- 
tein crystal is approximately half water (generally in the 27-65% range), there is 
plenty of space for such molecules to be soaked into the crystal. If, however, 
some conformational change takes place as the small molecule binds, the crystal 
may crack or the molecular contents may become disordered so that no diffrac- 
tion is observed. Conditions must then be found that avoid this problem. An 
entire set of Bragg reflections to as high a resolution as possible must be mea- 
sured for acrystalline protein-ligand complex. The phase problem is considered 
initially solved by use of the phirses for the native (unsubstituted) protein. Any 
change that occurs when substrate, inhibitor, or drug binds or when a mutation 
occurs can then be found in electron-density maps. 

When a substrate or inhibitor binds to aprotein, it displaces water. As aresult, 
electron density for ordered water is replaced by electron density for part of the 
ligand molecule. This means that there will be no appreciable peak in the dif- 
ference map. In addition, because of somewhat incorrect phases, the substrate 
or inhibitor will appear in a difference map with reduced electron density, 
usually about half that of a well-phased map. Consequently, the practice has 
sometimes been to enhance coefficients in the Fourier expression. Often a map 
that combines the features of a difference map, enhanced by afactor of 2 ,  and of 
the native protein map, is used. The coefficients of the Fourier synthesis are 
then: 

where n is usually 1, but may be as large as 5 .  By this method the macromolecular 
difference electron-density map is enhanced to emphasize 
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Fig. 27. A difference electron-density map showing inhibitor binding (Courtesy of 
H. L. Carrell). 

Thus, 2(FpH - FP) + Fp is used rather than FPH - Fp. Note that it is assumed that 
the phases of the protein-ligand crystal structure are the same as those of the 
native structure (protein only). 

At this point it must be clear to the reader that the electron-density maps or other 
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Fourier maps obtained ar f  only as good as the relative phase angles used in their calculation. 
The structure amplitudes are important in this calculation, but if the phase 
angles are not approximately correct, the crystallographer may be in the situa- 
tion of refining an incorrect structure, often to a quite reasonable result, but to a 
local minimum in deviations between observed and calculated structure ampli- 
tudes. If there are unusual features in a crystal structure, such as nonbonded 
atoms that approach each other too closely, or unusual features of folding, it is 
best to return to the determination of the phase angles and check that there was 
not a better set of phase angles that could have been used. 

9.5 The Precision of the Derived Protein Structure 

There are many possible sources of errors in a protein structure determination. 
None of the intensities measured are totally precise, but contain the experimen- 
tal errors normally encountered for the methods used. In addition, the heavy- 
atom positions and relative phase angles derived from them may contain errors 
due to disturbances to atomic positions caused by introduction of the heavy 
atom. 

Some protein crystal structures reported in the scientific literature initially 
have some regions of their polypeptide backbones erroneously interpreted. The 
problems have mainly been in loop regions, where the protein molecule is often 
decidedly floppy. The reasons for this are that (for example) it is not possible to 
see individual aioms at 2.8 Aresolution. In essence the problem is analogous to 
that found when looking at an object through a low-power microscope; some- 
times it is difficult to tell what is joined to what. At higher power this problem 
diminishes, as does the problem of locating the backbone and side-chain atoms 
in protein when higher-resolution X-ray diffraction data are obtainable. 

The similarities in folding of analogous proteins in different crystal structures 
arid the catalytic activities pf crystals indicate that conformations of proteins in 
crystals are similar (if not identical) to those in solution. LocalpH in the crystal 
structure may, however, differ from that of the solution from which the protein 
crystal was grown ( 7  l ) ,  so that the protonation state of various side chains may 
not be clear. 

10. THE NATIVE PROTEIN STRUCTURE 

Once the arrangement of atoma. in the macromolecule has been determined, 
one can proceed to analyze the results. At this stage it is essential to take into con- 
sideration the resolution of the structure determination, the extent to which 
refinement of the structure has been possible, the constraints and restraints used 
in the refinement, and the overall R value. At 6 resolution a protein molecule 
looks like a folded solid tube, and no atomic detail can be found. At 3.5 8, resolu- 
tion more information is obtained and bulky side chains might even be dis- 
cerned. Many protein structure determinations can only be carried out to 
2.2-2 .5  Aresolution and the overall atomic arrangement can be deduced by use 
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of geometric building blocks (planar peptide grou s, most likely side chain con- 

arrangement will be clearer, and at 0.8 8, resolution (as is the case for crambin), 
complete atomic detail results. This is the resolution to which most small- 
molecule crystal structures are determined. There are several tasks for the crys- 
tallographer when the atomic model has been determined. These include a 
calculation of torsion angles and a Ramachandran plot, a calculation of hy- 
drogen bonding, and the identification of a-helix- and P-sheet components and 
a calculation of bond distances and angles. These will be described in turn. 

The polypeptide chain of a protein folds systematically into a specific three- 
dimensional structure (72). There are various levels of structure in such a folded 
protein. Primary structure refers to the amino acid sequence, secondary structure is 
any regular local structure of a segment of a polypeptide chain, while tertiary struc- 
ture is the overall topology of the folded polypeptide chain. Quaternary structure 
describes the aggregation of folded polypeptides with each other by means of 
specific interactions, such as the aggregation of subunits to give a complete pro- 
tein molecule. 

The polypeptide backbone of a protein consists of a repeated sequence of 
three atoms-the amide nitrogen (Nt) ,  the a-carbon ( C a ) ,  and the carbonyl car- 
bon ( C t ) ,  where i is the number of the residue starting from the amino end 
(remember the order of words in “amino acids”). The repeat distance between 
peptide units in an extended trans conformation is approximately 3.8 A. The 
peptide group has a permanent dipole moment with the negative charge on the 
carbonyl oxygen atom, and is, as noted first by Pauling in 1933 (7 3), nearly planar 
and can exist in either the cis or the trans form; in practice the trans form is that 
most commonly found. 

formations) and refined to check this. At 1.6- 1.8 R resolution the overall atomic 

10.1. Torsion Angles 

The torsion angle was introduced originally in order to facilitate a description of 
steric relationships across single bonds. If one looks directly along a bond, the 
two atoms of the bond become apparently superposed as a point. Groups 
attached to the two atoms of the bond stick out radially. A graphical description 
of this is familiar to organic chemists as a Newman projection (74); the atom 
nearer the viewer is designated by radii spaced at 120” angles while the atom 
further from the viewer is designated by a circle with equally spaced radial exten- 
sions. The bonds to the nearer atom are drawn so that they penetrate the circle, 
while bonds to the further atom do not. X-ray diffraction results can give values 
for the angles between these radii. 

A torsion angle is determined by how much a bond has to be twisted to cause 
two substituents on the atoms it connects to be eclipsed (Fig. 28). By definition, a 
torsion angle is positive if a clockwise twist about the central of three connected 
bonds that is needed to make the near (upper) bond (A-B in a series of four- 
bonded atoms A-B-C-D) eclipse the far (lower) bond (C-D);  a negative torsion 
angle is a counterclockwise twist. The direction of view along the bond [that is, 
which is nearer to you (A-B)  or (D-C)] is immaterial; reversing the sequence of 



52 J. P. GLUSKER 

clockwise 

(lj 
counterclockwise 
,---- 

torsion angle dihedral angle 

view from A-B-C-D to D-C-B-A does not change the direction ofthe twist necessary to 
make A - B  and C-D lie on top ofeach other. There is no overall change in the shape 
of the molecule if you turn it over to look at it from the other end. 

The conformational analysis of protein structures involves three torsion 
angles, c$ (phi), w (psi), and w (omega) for the main chain (Fig. 29). The angle w 
describes rotation about the peptide bond -CO-NH-, and this is generally 1 80°, 
sometimes 0”. Each peptide group essentially lies on a flat rectangle, and it is 
necessary only to describe how each of these rectangles is related to the next, so 
that only two angles are needed to describe how the peptide planes of adjacent 
residues lie with respect to each other. The torsion angle @ is the torsion angle 
about the -NH-CHR- bond, and w is the torsion angle about the -CHR-CO- 
bond. Torsion angles, in addition, may be used to designate the conformation of 
the side chains. These are denoted by x(xl to x” chain away from Ca) .  The steric 
interactions within the side chains in the trans form of the peptide bond (O = 

180”) are much more favorable than those in the cis form (w = O O ) ,  where there 
may be steric interference with side chains from residuesi + 2. If the residuei + 1 
is proline, however, the cis and trans forms (Fig. 30) have similar energies. Proline 
is the onlv amino acid taking part in acis peptide that is normally encountered 
in proteins. 

When a protein structure is obtained by fitting a model to the electron-density 
map, the c$ and w torsion angles are calculated for each amino acid residue. 
These angles give a good indication of the types of folding throughout the back- 
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Fig. 30. cis and trans proline. 

bone of the protein. Geometrical restraints on @ and w occur for steric reasons. 
For example, $ and w cannot both be zero, otherwise the carbonyl oxygen and 
the hydrogen atom on the nitrogen would overlap each other. Glycine has only a 
hydrogen atom as the side chain and therefore has more conformational flex- 
ibility than the other amino acids. It is usual to construct a conformational map, 
obtained by plotting@ versus y/ for each amino acid to give a Ramachandran plot 
(Fig. 31), named after G. N .  Ramachandran (75) who was the first to perform 

sheet 
I80 

120] 

60 

.. . .. h .. * 
.- .. E 0 1  . ** .. *he. 

.*. 
-60 

-IZ0 1 

U * 

gl ycine 

4 

* 

t 
4 

% *  * 
-180 I I I 1 I I .% 

-180 -120 -60 0 60 120 180 

#phi) 

Fig. 31. The Ramachandran plot of a P-barrel structure (D-xylose isomerase) (Courtesy 
of H. L. Carrell). 
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such an analysis. This plot shows that points are clustered in specific regions in 
the map; these regions represent a helix, P sheet, and other ordered features of 
secondary structure. If too many points lie outside these areas, there may be 
something wrong with the interpretation of the electron-density map. 

10.2 Accessing the Protein Data Bank 

When three-dimensional structural data on a protein are required, the place to 
seek them is the Protein Data Bank (PDB) (76). This data bank is a computerized 
archive for the three-dimensional structures of biological macromolecules de- 
termined by X-ray and neutron diffraction. This database is organized and 
maintained at Brookhaven National Laboratory. The files are available on re- 
quest from personnel at the PDB and are best accessed by computer. At present, 
the structural data (atomic coordinates, journal references, and in many cases, 
structure factors for protein crystal structures) for about 1200 biological mac- 
romolecules, over 550 with atomic coordinates, are available. Also available 
from the same source is a list of proteins that have been crystallized and the 
experimental conditions used. Each protein structure in the Protein Data Bank 
report has an identifying code (ID-CODE), a header record containing useful 
information o n  the protein such as the name and source ofthe protein, a series of 
references to published articles on the protein, and the resolution of the data. 
Data on the refinement, such as the programs used, the R value, the number of 
Bragg reflections, the root-mean-square deviation from ideality, and the num- 
ber of water molecules that have been located, are also provided. Then follows a 
description of the protein, its arnino acid sequence, including an analysis of 
which parts are helix, sheet, and turns. The main entry is a list of atomic coor- 
dinates (ATOM) and information on coordinates of metals, substrates, and 
inhibitors bound to the protein (IIETATM). Coordinates ofa protein or nucleic 
acid can readily be extracted in a suitable form for use with a computer-graphics 
system so that the three-dimensional structure can be viewed and analyzed. 

10.3. Bond Distances and Angles 

Three atomic coordinates, x,  y ,  and z, describe the position of an atom in the 
asymmetric unit ofthe crystal structure. This is the way that atomic positions are 
listed in thc Protein Data Bank. They are each measured as a fraction of the dis- 
tance along the appropriate unit cell edge and therefore are also called fractional 
coordinates. The value listed forx , for example, is afractional coordinate relative 
to the length of the a dimension and is measured parallel to this unit cell edge. 
One unit cell repeat, whatever its length, corresponds to 1.000 in fractional coor- 
dinates, so that if the value ofx is 0.6725, the atom lies 67.25% along the a spac- 
ing, measured parallel to the a axis. The v and z coordinates are defined in an 
analogous manner (Fig. 32) .  Because atomic arrangements in crystal structures 
are periodic from unit cell to unit cell, part of a molecule may be in one unit cell 
and another part in an adjacent unit cell. Values that are reported usually corres- 
pond to adistinct molecule so thai, for convenience, some atoms may have nega- 
tive values for their coordinates ( x , y ,  and z), and coordinates ofother atoms have 
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Fig. 32. The meaning of x, y ,  and z coordinates for three atoms. 

values greater than 1 .OOOO. If there is an atom at x, there is another at 1 + x,  and 
another at n + x,  n being any integer. This information is used to determine how 
the molecules pack together. 

The notation may be simplified by setting Ax = x1-x2 so that it equals the dif- 
ference in x values for the two atoms at the ends of the bond for which the dis- 
tance if being calculated. This gives 

r2 = (aAx)2 + (bAy)2 + ( C A Z ) ~  + 2ab cosyAxAy ( 1 1 )  

+ 2ac COSPAXAZ + 2bc cos aAyAz. 

The bond angle, A-B-C, is the angle between the bonds A-B and B-C formed 
by three atoms A,B, and C ,  connected in that order. If the length ofA-B = L~ , B-C 
= L ~ ,  A C= L ~ ,  then the angle A-B-C = 6 may be calculated from: 

While values of x, y,  and z are listed in the Protein Data Bank (76), these are 
generally derived from a model involving fragments of specified geometry that 
have best fit the electron density map. The coordinates listed are good for view- 
ing on a graphics screen, but generally do not indicate individually determined 
atomic positions. 

10.4. Vibration Parameters 

The temperature factors for a protein, output with x,  y ,  and z from the least 
squares refinement, while generally only isotropic (the same in all directions), 
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can give some useful information on the general mobilities of various portions of 
the protein. These temperature factors contain information on static disorder, 
caused for example by a conformational variability of the side chains, and on the 
dynamic motion as afunction oftemperature. These two situations can generally 
be distinguished by studies at various temperatures. An overview of molecular 
flexibility can be obtained by examining a backbone model of the protein 
molecule with temperature factors listed for each peptide group. In the case of 
lysozyme this indicated that the two lobes of the structure could move with res- 
pect to each other ( 7 7 ) ;  this may be important in the catalytic mechanism. The 
side chains are more mobile than the backbone. Much more sophisticated 
analyses of vibration parameters are now underway. 

10.5. Motifs in Protein Structures 

During the folding of a water-soluble globular protein, hydrophobic amino acid 
residues are mostly folded into the interior of the protein, while the hydrophilic 
amino acid residues tend to lie on the surface of the protein. The result is a pro- 
tein molecule with a hydrophobic core and a hydrophilic surface. These remarks 
apply to the side chains of the protein. The main chain, however, contains polar 
C=O and N-H groups, and their polarities must be neutralized when the main 
chain is in the hydrophobic core. Two types of secondary structure, a helices and 
f3 sheets, satisfy this requirement by forming hydrogen bonds between the C=O 
and N-H groups. I t  is necessary to avoid hydrophobic patches on the surface ofa 
protein during folding because, as shown by the mutation of hemoglobin to 
sickle-cell hemoglobin, such hydrophobic areas tend to favor aggregation of the 
protein, and therefore sickle-cell. hemoglobin forms fibers. 

The polypeptide chain in an a helix folds in a right-handed spiral manner 
with 3.6 residues per turn and a translation per residue along the helical axis of 
1.5 (3.6 X 1.5 = 5.41 8, for one complete turn). This foldingwas first described 
by Pauling ( 7  8 ) .  Hydrogen bonds are formed between the carbonyl oxygen atom 
of residue i and the amide nitrogen of residue i + 4. These hydrogen bonds all 
point in the same direction, nearly parallel to the helix axis, and therefore the a 
helix has a dipole, with the N terminus positive and the C terminus negative. The 
a-helix is a very stable folding pattern. The backbone atoms of an a helix are 
packed together tightly inside the helix and are in van der Waals contact so that 
there is no empty space in the middle of the helix. Side-chain residues point out 
from the helix and do not intedere with the helix formation. For proline resi- 
dues, the amide group is part of a five-membered ring, and rotation about the 
C-N bond is not possible. Therefore, proline is considered a “helix breaker,” 
and if found in an a helix, a bend or kink in the helix is usually observed at 
that point. 

The periodicity of 3.6 residues per a-helical turn means that if the helix is 
viewed down its axis, the side chains stick out approximately every 100”. There- 
fore, if the helix is on the outside of the protein, the nature of the side chains must 
change from hydrophobic for the part that faces the interior of the protein to 
hydrophilic for the part of the protein that can interact with solvent. This can be 
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represented by a"he1ical wheel." It is often found that one side of the wheel con- 
tains hydrophobic residues that pack into the interior of the protein, while the 
other contains hydiophilic residues that point toward the surface of the protein. 
Such a helix, with side chains changing from hydrophobic to hydrophilic and 
vice versa every three to four residues, is described as an amphipathic helix. 

A second type of hydrogen bonding between different portions of a polypep- 
tide chain, also first postulated by Pauling and found later in many structures, is 
called the P sheet (79). Individual polypeptide chains lie side by side and form 
hydrogen bonds between the carbonyl group oxygen atom of one chain and the 
amide-hydrogen atom of another. The polypeptide chains in this side by side 
packing may be either parallel or antiparallel. Antiparallel sheets have unevenly 
spaced hydrogen bonds perpendicular to the strands and the narrowly spaced 
bond pairs alternate with widely spaced pairs. Parallel sheets, on the other hand, 
have hydrogen bonds that are more evenly spaced. When examined end on, the 
p sheet appears to be pleated in that successive C, atoms and their substituent 
side chains point alternately above or below the sheet plane. Parallel strands tend 
to be buried in the interior of the protein. Often, P sheets have a right-handed 
twist that varies form 0 to 30". When the twists of two P sheets are approximately 
zero, they can pack readily. When, however, they have different degrees of twists, 
one P sheet needs to be rotated with respect to the other for them to pack. It is 
found that P sheets are connected to each other by means of an a helix, a coil, or 
another strand, generally with a right-handed topology. The a helices follow the 
curvature of the P sheet. 

After a protein structure is determined it is usual to calculate interatomic dis- 
tances, including hydrogen bonding. This calculation will give a good overall 
picture of the protein folding. The C=O group of the backbone will form a hy- 
drogen bond to the NH group of the backbone three amino acid residues away 
for a 310 helix and four residues away for an a helix. Other types of hydrogen 
bonding, involving two groups of amino acid residues that are widely separated, 
probably indicate P-sheet formation and turns. It is usual to try to simplify re- 
ported crystal structures of proteins, and this is done by representing a helices by 
cylinders and P strands by flat arrows, the arrow pointing to the C terminus. 

10.6. Molecular Architecture 

Proteins are constructed of modular systems or domains. These are portions of 
the polypeptide chain that can fold independently into a stable structure. A pro- 
tein may be just one domain, or may be comprised of many domains. A typical 
domain may be roughly 25 A in diameter and consist of 100-150 amino acid 
residues. For example, two a helices, joined by a loop (the helix-loop-helix 
motif) can give a calcium-binding motif or a DNA-binding motif. The so called 
Greek key motif consists of four antiparallel P strands arranged in a pattern 
reminiscent of one found in ancient Greekfriezes ( S O ) .  The pap motif consists of 
two P strands that are parallel but not necessarily adjacent connected by an a 
helix, which shields the strands from solvent. Some examples of these types of 
motifs are shown in Fig. 33.  
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Fig. 33. Some motifs in protein structures. The a helix is represented as a coil and p sheet 
as a line with an arrow. (a) helix-turn-helix, (b) Greek key, (c )  Jelly roll, and (d) PUP 
structures. 

M. Levitt and C .  Chothia(8 1) constructed taxonomicclassifications ofprotein 
structure and noted that a helix and p sheet structures within protein domains 
are organized in a limited number of ways. The four main subcategories are 
named a for a-helical proteins, p for proteins that are primarily composed of p 
sheets, a + p for proteins with both a helices and p sheets, and alp for those pro- 
teins that have alternating a-helix- and p-sheet arrangements. 

When more than 60% of the amino acid residues in a protein adopt a helical 
conformation, the protein is usually classified as a. The a helices are usually in 
contactwith one another. The simplest antiparallel a structure, a four-helix bun- 
dle, consists of four a helices, aligned to form a hydrophobic core. The structure 
is cylindrical and has a left-handed twist of approximately 15" between the heli- 
cal axes. Hemerythrin provides an example of this topology. The "globin fold," 
so-named because it was found in myoglobin and hemoglobin, consists of eight 
a helices arranged to enfold the active site heme group. The angles between the 
a-helical axes are approximately 50". 

The packing of a helices can be considered in terms of knobs (the side chains) 
and holes (or grooves and ridges) Three classes of a-helix- to a-helix interactions 
are found, and these have different angles between the main axes of two a 
helices. When the interhelical angles are near go", the contact residues are small, 
but if the a helices are more parallel to each other, it is found that the residues at 
the contact point are larger. For example, if the contact point on each helix 
involves giycine, the helices pack with an angle of 80" between helix axes. The 
second class includes the side chains alanine, valine, isoleucine, serine, or 
threonine, and the angle between helices is 60". In the third class, the interhelical 
angle is small, approximately 20", and the side chains are generally leucine or 
threonine (hence the "leucine zipper"). Polarity also affects the nature of the 
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contact. Large residues will not allow close penetration ofthea helices, and polar 
residues will resist being buried in a nonpolar environment. 

Proteins that are composed mainly of P sheets are folded either as barrels or as 
layered sheets. Barrel structures are made with either six or eight strands of P 
structure wrapped into a cylinder, forming the surface of the barrel. Barrels are 
also formed by folding of a slightly more complicated variation of the Greek key 
motif and the jelly-roll motif (which has an extra swirl in the Greek key pattern 
and a slightly different topology of connections). 

Another class, the a + P class, has approximately equal amounts of a-helical 
and P-sheet structure. Often there is a cluster of helices at one or both ends of a 
single p sheet. One type of a + p  structure is the open-face sandwich P structure. 
The subtilisin inhibitor has afive-membered P-sheet structure with two a helices 
protecting its open face. 

Proteins that are classified as alp generally have one major p sheet per do- 
main. This is usually parallel sheet. The a helices occur in the loops connecting 
the strands and pack against the P sheet. The simplest arrangement is the singly 
wound parallel barrel consisting of eight parallel fl strands forming a central P 
barrel with eight a helices surrounding the strands. This motifwas first identified 
in triose phosphate isomerase (82) and is found in many proteins (Fig. 34). Since 
PUP units generally have a right-handed connection, the direction of the strands 

Fig. 34. The barrel structure of D-xylose isomerase. 
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around thr barrel is the same in all such structures. The active site of the enzyme 
is generally found at the C-terminal end of the p strands and involves residues 
that are part of the 0 sheet or very near it. 

Another metal-binding motif found in proteins, such as troponin C ,  cal- 
modulin, and parvalbumin, is the “helix-loop-helix motif,” also known as an EF 
hand, which binds calcium ions in an octahedral manner (83,84).  This is named 
by analogy to a right hand in which the index finger is the E helix, acurled second 
finger is the loop, and the thumb is the F helix (Fig. 35).  The vertices of the 
octahedron are designated X ,  Y ,  Z, - X ,  -Y, -Z in a right-handed system. The 
position -Y is filled bv a conserved backbone carbonyl group and -Z by the 
shared glutamic acid group. Generally in proteins with this calcium-binding site 
X is aspartic acid; - X  is a water molecule. The sequence by which amino acids 
bind to the calcium ion is the order X(i) ,  Y(i+!), Z(i+2), Y(i+3), - X ( i + 4 ) ,  
-Z(i + 5 ) .  

The viruses with icosahedral symmetry are impressive structures resulting 
from protein assembly. Sixty copies of a fundamental unit are arranged on the 
surface of a shell. These structures have 532 symmetry (twofold, threefold, and 
fivefold symmetry axes) (85). Icosahedral symmetry is the most efficient arrange- 
ment for a closed shell, since it has the lowest surface-to-volume ratio, most 
nearly approximating a sphere. A regular three-dimensional icosahedron can be 
generated from an extended planar hexagonal net of equilateral triangles. It  is 
possible to put 60 equivalent objects on the surface of an icosahedron in such a 
way that each is identically situated and related to the others by a rotational 
operation, yet many virus structures have a capsid with more than 60 units. To 
account for the additional subunits, it is necessary to relax the requirement that 
each subunit have the same environment. 

D. N. S, 01. Wa 

i 

Fig. 35. The EF hand. (a) Residues found in several calcium-binding proteins are shown. 
Wa = water, ox = main chain carbonyl, D,N,S,E, as amino acids. (b) The order in which 
the protein winds around the calcium starting at amino acid residue i (  -6) then binding 
i+2 ( -4 ) ,  i + 4 ( - 2 ) ,  i+6(0) ,  i + 8 ( + 2 ) .  and t f l  l ( + 5 ) .  
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11.  PROTEIN-LIGAND INTERACTIONS 

Just as compounds containing heavy atoms can be soaked into a protein crystal, 
so substrates and inhibitors can be soaked in and may thereby give some infor- 
mation on the location of the active site. If such a binding of substrate causes very 
little change in the overall shape of the protein, the native protein and the ligand- 
protein complex may be isomorphous and crystallize in the same space group 
with the same unit-cell dimensions and a similar atomic arrangement. The rela- 
tive phases used to calculate the electron-density map of the protein-ligand com- 
plex are, by necessity, assumed to be approximately the same as those found for 
the native protein. In order to enhance the image of the ligand bound to the pro- 
tein, a difference map is calculated (Fig. 36). The difference map contains peaks 
where there is more electron density in the ligand-protein map than in the native 
protein map and troughs where there is less electron density. Therefore, besides 
having peaks in the area of ligand binding, this difference map will also indicate 
which protein side chains have moved. Binding of a ligand, even if it is a sub- 
strate, at a given site does not always assure one that the active site has been 
located. Care must be taken in interpreting such maps. Information on both 
productive and nonproductive binding sites may be obtained. 

The binding of drugs and other small molecules to biological mac- 
romolecules involves a fit between the two that depends not only on shape, but 
also on the distribution of charge on the surfaces of both so that a complemen- 
tary fit may be obtained. Molecules with similar but not identical formulae may 
bind to the same receptor in the same or different ways, depending on the nature 
of the functional groups in each. Some actual measurements of the way that 
small molecules bind to proteins will now be described. The data so obtained are 
of great use to the pharmacologist in modeling, for example, the possible 
interactions of a drug with a receptor of unknown structure. 

1 1.1. Binding of Drugs to Cytochrome P-450,, 

The cytochrome P-450 enzyme system that has been characterized structurally is 
the form cytochrome P-450,, , which catalyzes the oxidation of the monoter- 

Q Fig. 36. A difference map showing water 
and substrate binding (Courtesy of H. L. 
Carrell). 
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pene camphor (2-bornanone). This reaction is the first step in acatabolic process 
that allows the organism to use camphor as a sole carbon source. The enzyme 
places a hydroxvl group on the 5-ex0 position of camphor. The crystal structure 
ofthis P-450,, has been determined to 2.2 8, resolution in the absence ofbound 
substrate and to 1.6 A resolution in the presence of camphor (86). The enzyme 
contains 414 amino acids of known sequence. X-ray studies on the camphor-P- 
450,,,,, complex show a pentacoordinated iron atom with only one axial ligand, 
the sulfur atom of Cys-357 (Fig. 37). The camphor was located above the pro- 
toporphyrin IX. Cys-357, the axial thiolate ligand to the iron of the pro- 
toporphyrin, is protected in a pocket of Phe-350, Leu-358, and Gln-360. 

The active site of the enzyme, which is lined with the hydrophobic residues 
Phe-87,Tyr-96, Leu-244,Val-247 andVal-295, lies deep inside the protein, above 
the heme group (on its distal side) and next to the dioxygen-binding site. 
Camphor, the substrate, is held in place in this active site by a hydrogen bond 
with the hydroxyl group ofTyr-96, which binds to the carbonyl oxygen atom of 
camphor. Other contacts holdingthe camphor in place, such as Phe-87, Val-247, 
and Val-295, are made with the methyl groups of the camphor and are hydro- 
phobic. 

The camphor lies 4 8, above the pyrrole A ring of the protoporphyrin IX. The 
orientation of the camphor implies that a heme-bound “activated” oxygen atom 
can add only from the direction that gives 5-exo-hydroxycamphor, the product 
that is actually found. Thus the stereospecific nature of the oxidation is demon- 
strated in the crystal structure. Abstraction of hydrogen can occur from either 
the exo or endo positions C5 of camphor, but oxygen adds stereospecifically only 
to the re face to give only the exo compound. 

Crystal structures have been reported for the enzyme with several bound 
drugs (8 7) .  Metyrapone- and 1 -, 2- and 4-phenylimidazole-inhibited complexes 
of cytochrome P-450,, have been refined to 2.1 8, resolution. Except in the 2- 
phenylimidazole complex, each complex forms an N-Fe bond to the heme iron 
atom. In the 2-phenylimidazole complex, water or hydroxide coordinates the 
heme iron atom and the inhibitor binds to the camphor pocket. 

Fig. 37. Stereoview of part of the active site of qtochrome P-450,,, showing the por- 
phyrin ring, the sulfur ligand to the ion (below), and the bound camphor (abovc). 
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The three-dimensional information so obtained is now being used to model 
the shapes of other less soluble cytochromes P-450 and the manner by which 
they catalyze reactions with the appropriate substrates. 

11.2. Binding of Drugs to Dihydrofolate Reductase 

Another enzyme for which X-ray diffraction studies have aided in an analysis of 
the mode of action is the enzyme dihydrofolate reductase. This catalyzes the 
reduction of 7,s-dihydrofolate to 5,6,7,8-tetrahydrofolate, an essential coen- 
zyme used in the synthesis of thymidylate, inosinate, and methionine. The 
antitumor agent methotrexate is a powerful inhibitor of dihydrofolate reduc- 
tase, causing, on binding, a cellular deficiency of thymidylate (the cause of its 
antitumor activity). The crystal structures of the enzyme from two bacterial 
sources- Escherichia coli and Lactobacillus casei-and from chicken liver have been 
studied (88-90). Both the E. coli and L. casei enzymes have been studied as com- 
plexes with methotrexate bound at the active site, and, in the case of the L. casei 
enzyme, the cofactor, NADPH, was also present. 

The methotrexate molecule is found to lie in a cavity, 15 8, deep, in the E. coli 
enzyme. The pteridine ring of methotrexate lies nearly perpendicular to the 
aromatic ring of the p-aminobenzoyl glutamate group. The entire inhibitor 
molecule is bound by at least 13 amino acid residues ofthe enzyme by a system of 
hydrogen-bond- and hydrophobic interactions. A similar binding is found for 
the L. casei enzyme complex. 

The absolute configuration of tetrahydrofolate (in the Cahn-Ingold notation, 
91) is S at C6 (92, 93), but if dihydrofolate is bound in the same orientation as 
methotrexate, the configuration should be R. When dihydrofolate (or tetrahy- 
drofolate) is bound in the enzyme in the same way as methotrexate, the hy- 
drogen atom that is transferred to NADPH points in the wrong direction. Thus, 
dihydrofolate and methotrexate must bind to the enzyme with different orien- 
tations as established by X-ray crystallographic studies. The bindingoffolate and 
methotrexate are shown in Fig. 38. 

11.3 Protein-Catalyzed Reactions 

The first crystal structure of an enzyme, that of lysozyme, was determined by D. 
C. Phillips in 1965 (1 6). The most striking feature in the three-dimensional struc- 
ture of this enzyme is a prominent cleft that traverses one face of the molecule. 
The X-ray structure of lysozyme complexed with a three-residue oligosac- 
charide showed that this cleft was, indeed, the substrate binding site. The crystal 
structure of this complex provided the first three-dimensional model for how 
enzymes work. In its catalytic action, the cleft binds a penta- or hexasaccharide 
(ABCDEF) and the enzyme cuts this between D and E (Fig. 39). Phillips, however, 
had only X-ray diffraction data on a bound trisaccharide (ABC) ( 1  6). By model 
building he proposed that glutamic acid 35 transfers its proton to the bridging 
oxygen atom between sugar rings D and E. The C-0 bond then breaks, leaving a 
positive charge at C1 that is stabilized by the ionized carboxylate aspartate 52. 
The EF portion of the polysaccharide then leaves, and the carbonium ion 
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Fig. 38. Binding to dihydrofolate reductase. 

interacts with a hydroxyl group, regenerating the active enzyme. Phillips con- 
sidered that the D-ring is distorted to a half-chair conformation, more like the 
transition state. Others have suggested that loss of water on substrate binding 
increases the ability of aspartate 52 to stabilize the transition state. Details of this 
mechanism are still under investigation. 

Considerable structural data for serine proteases are also available. These 
particular enzymes, so-named because they have a common mechanism, cata- 
lyze the breaking of peptide bonds by hydrolysis. The crystal structures of several 
serine proteases show that the mechanism of hydrolysis is apparently similar for 
each. The specificity of each enzyme is, however, different and is dictated by the 
nature of the side chains flanking the scissile peptide bond (the bond that is 
broken in the catalytic mechanism). 

X-ray crystallographic data on chymotrypsin provide a plausible mechanism 
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Fig. 38. (Continued) 

of action of the enzyme (94). In the first step of any catalyzed reaction, the 
enzyme and substrate form a complex, ES, commonly called the Michalis com- 
plex. The hydrolysis of the peptide bond involves three amino acid residues, his- 
tidine 57,  serine 195, and aspartic acid 102. These form a hydrogen-bonded 
grouping called a catalytic triad. The shape of the active site of chymotrypsin is 
complementary to the aromatic side chain of its substrates. Serine 195 is then in 
an ideal position to carry out the required nucleophilic attack on the peptide car- 
bony1 carbon atom. A tetrahedral intermediate is formed. The imidazole ring of 
histidine 57 accepts the proton thereby liberated. The peptide bond is then 
cleaved and an acyl-enzyme intermediate is formed (bound through serine 195). 
The new N terminus of the substrate (now product) is released from the enzyme 
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Fig. 39. The mechanism of action of ly- 
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and replaced by a water molecule. The acyl-enzyme is then converted back into 
its native state by the second half of the mechanism, which is a deacylation. A 
proton is abstracted from a water molecule, and the resulting hydroxide ion 
attacks the carbonyl group of the acyl group that is covalently attached to serine 
195. Histidine 5 7  donates a proton to the oxygen, the new C terminus ofthe 
product diffuses away, and the enzyme is restored to its original active state. The 
importancc of enzyme-bound water to this mechanism has been pointed out. 

11.4. Studies with Crystalline Mutant Enzymes 

Structural and enzymatic studies of proteins containing amutation in one amino 
acid residue, particularly one thought to be catalytically significant in some way, 
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can provide complementary information that aids in the elucidation of the 
mechanism of action of an enzyme. It is important not to assume that a mutant 
enzyme necessarily acts by exactly the same mechanism as does the wild-type 
enzyme. Ifthe mutant enzyme is isomorphous with native enzyme, the phases of 
the native enzyme can be used to calculate electron-density maps and difference 
electron-density maps. These will indicate the structural result of the change in 
the identity of the one amino acid. For example, serine proteases have three 
residues that are essential for catalysis. The catalytic role of serine 195 and his- 
tidine 57 is well established, but the function of aspartic acid 102 is less clear (94). 
This aspartic acid may either stabilize the conformation of the histidine, main- 
tain the correct tautomer, or stabilize the positive charge that forms during the 
reaction. A crystallographic analysis was carried out on a mutant enzyme with 
aspartic acid at position 102 replaced by asparagine (95). This study demon- 
strated the role of aspartic acid in the native structure. The activity of the mutant 
enzyme toward a variety of substrates is reduced several orders of magnitude 
relative to the activity of the native enzyme. In the crystal structure of the mutant 
enzyme, the histidine 57 does not act as the base that accepts a proton from 
serine 195. This implies that in the native protein aspartic acid 102 plays a critical 
role by providing hydrogen-bond stabilization of the functional tautomer and 
serves to keep the catalytic site (histidine 57 and serine 195) correctly oriented 
for action. 

11.5. Reactions in the Crystal 

The elucidation of catalytic mechanisms of enzymes by diffraction methods is 
very difficult, even when the three-dimensional structure has been determined 
to a reasonably high resolution. With conventional X-ray sources, diffraction 
data collection for macromolecules usually takes days, while chemical reactions 
that are catalyzed by enzymes may occur in fractions of a second. Nonetheless, it 
has been possible to study catalysis by altering the experimental conditions (eg., 
p H, ionic strength, or temperature) such that substrate is much more slowly con- 
verted to product. Alternatively, the chemical nature of the substrate and/or 

Ser 195 
Asp 102 

Fig. 40. The catalytic triad in chymotrypsin and a possible mode of action. 
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enzyme may be altered. As a result, the enzyme-substrate complex can be 
viewed crystallographically. 

The very high-intensity X-ray sources provided by synchrotron radiation give 
adramatic reduction in the time needed for diffraction datacollection. Transient 
events that occur on the multisecond time scale can now be investigated. With 
fast data collection methods, it is possible to obtain a set of crystal structures that 
represent various stages along the enzyme-catalyzed reaction coordinate. 
Methods are being developed that will enable the investigator to obtain a direct 
visualization of the conversion of native enzyme-substrate complex to enzyme- 
product complex as a function of time (96, 97). This is done by use of Laue 
methods, in which large numbers of Bragg reflection intensity data are re- 
corded simultaneously. 

An example of this method is provided by a study ofglycogen phosphorylase 
b,  an enzyme that catalyzes the phospholytic breakdown of glycogen to glucose- 
I-phosphate. Crystals are catalytically active, but the reaction is too fast to study 
directly by diffraction methods. ,4 glycosylic substrate analogue, heptenitol, is, 
however, converted more slowly to heptulose-2- phosphate, presumably by the 
same mechanism. This substrate analogue provides a useful model system for 
following the enzyme-catalyzed reaction via crystallographic methods. The rate- 
limiting step in this reaction is the conversion to product of the Michalis com- 
plex, so that the enzyme-substrate complex accumulates transiently in the 
crystals. Several X-ray diffraction data sets were recorded as a function of time. 
Each set then provided a snapshot of the reaction 

heptenitol + P; 3 heptulose 2 phosphate, (13) 

depicting the formation and transformation of the enzyme-substrate complex 
into product. 

The crystal was mounted in a flow cell (98) ,  substrate solution was flowed over 
the crystal for about 10 minutes, and h u e  photographs were taken with a syn- 
chrotron source of white radiation. It was possible to measure over 100,000 

Fig. 41. The reaction of glycogen phospholylase b studied by synchrotron Law dif- 
fraction. 
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reflections per second. Data sets, each of one second duration, were taken 
before, during, and after the initiation of the reaction. The site of binding had 
already been established by structural work with monochromatic radiation. The 
course of the reaction was followed by this study (Fig. 41). Unfortunately, if the 
lifetime of the intermediate is very short (less than 3 seconds), other methods 
must be used. 

12. CONCLUSIONS 

There are several pitfalls in the determination of crystal structure ofproteins, and 
some have appeared in published papers, necessitatinglater retraction. First, the 
resolution of the diffraction data should always be kept in mind when a crystal 
structure determination is reported. This limits how well the molecule can be 
located in the electron-density map. Second, the investigator must assign the 
correct space group. Third, the reader should check how many heavy-atom 
derivatives were used and whether or not anomalous scattering was also used in 
phase determination. It is also necessary to know to what resolution the iso- 
morphism pertained. The more Bragg reflection data, the better the phases. The 
interpretation of the electron-density map has, in certain cases, caused pro- 
blems, generally because the electron-density maps were not calculated to a suf- 
ficiently high resolution. Finally, any unusual characteristics need further 
investigation. 
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Advantages and Disadvantages of SPM 

1. INTRODUCTION 

in 1986, the Nobel Prize in Physics was awarded jointly to Ernst Ruska, Gerd 
Binnig, and Heinrich Rohrer. Ruska, of the Fritz Haber Institute in West Berlin, 
was recognized for his research on electron optics and for the original design of 
the transmission electron microscope in the 1930s. Binnig and Rohrer, of the 
IBM Zurich Research Laboratory, shared the award for their design of the scan- 
ning tunneling microscope, research conducted in the 1980s. In presenting the 
Prize for research spanning a half-century, the Nobel Committee noted the 
significance of electron microscopes in all areas of science, calling them “one of 
the most important inventions of the century.” 

When it first became commercially available in the 1955, the transmission elec- 
tron microscope (TEM) provided the highest imapng resolution available to study 
cellular ultrastructure, as well as to analyze a wide variety of isolated subcellular 
components. With the advent of molecular biology techniques, the TEM is still 
the instrument of choice to allow correlation of the now abundant molecular 
data and probes to their location and function in cells. The TEM should be con- 
sidered within the full range of image collection devices including scanning EM, 
Light microscopy (LM), laser scanning confocal microscopy (LSM), and scanningprobe mic- 
roscopy (SPM) (Table 1) .  

Often, the most appropriate approach to a research problem in any area of 
study, is to use one or more of these microscopes to corroborate other data. 
Images of specimens can provide the necessary visual data to correlate with 
biochemical or physiological measurements. Correlative research that takes 
advantage of the capabilities of LM and LSM ( I )  can also extend the usefulness of 
TEM data. Although the SEM has unique capabilities and is often complemen- 
tary to the TEM, its application to biochemical research is limited by its resolu- 
tion of 3 nm-6 nm and its mostlv topographical (surface) images. The SEM will 
not be discussed here, but the reader is referred to two excellent treatments of 
this instrument and its uses (2,3). The family of scanning probe microscopes, 
including scanning tunneling and atomic force microscopes, are just beginning 
to contribute to atomic resolution imaging of biologically interesting speci- 
mens. 

Detailed descriptions of the theoretical and practical aspects of TEM opera- 
tion are covered in numerous texts (4-6). For the purposes of this chapter, we 
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TABLE 1 

Comparison of Selected Characteristics of Microscopes 

Resolving Magnification Special 
Power -ge Features 

Light microscope 200 nm 5- 1500X Live samples 
Fluorescence 

h s e r  scanning confocal microscope 1 OOnm 5-64,OOOX Live samples 
Fluorescence 
2-sectioning 

structures 
Transmission electron microscope 0.2nm 500-500,OOOX Internd 

10-250,OOOX Surfaces Scanning electron microscope 3-6nm 
Scanning tunneling/atomic force (0.2nm Surfaces 

microscopes 

present a brief overview sufficient to provide the fundamentals necessary to an 
understanding of the effects of instrument design and operation on the data con- 
tained in the final image. Any treatment of the uses of TEM in biochemical 
research would be remiss without discussion of the hybrid instrument: the scan- 
ning transmission electron microscope and the auxiliary analytical device called 
the energy dispersive X-ray microanalyser. These are introduced in the context 
of their use in high-resolution imaging and analytical data collection. 

This chapter was written to provide abriefdiscussion ofinstrumentation, pre- 
sent the advantages and disadvantages of specimen preparation techniques for 
biochemical research, assess the sources of error and artifact, provide selected 
examples of applications, and outline general experimental procedures, where 
they can be prescribed appropriately. 

2. THE TRANSMISSION ELECTRON MICROSCOPE 

The TEM is roughly analogous to a compound light microscope, that is, it can 
image particulate samples and ultrathin sections or replicas through samples. 
The TEM produces data on the ultrastructural morphology of samples, size, and 
shape of macromolecules, and with specialized specimen preparation, can be 
used to localize antigens, enzymes, gene products, and elements at the sub- 
cellular level. 

Transmission EM images are of higher resolution than a LM, by a factor of 
1000, and a laser scanning LSM by a factor of 500 (Table 1). This increase in 
resolving power is due largely to the smaller wavelength of electrons as com- 
pared to either light or lasers. Wavelength itself is inversely related to both mass 
and velocity of the energy source. Hence, the wavelength can be decreased by 
increasing the velocity of the particles. The shorter wavelengths characteristic of 
electrons and the ability to accelerate them result in increased resolving power 
over the longer wavelengths of light. 
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Although some principles of optics may be applied to both LM and TEM, 
image formation in aTEM is fundamentally different than that of either a LM or 
LSM. An understanding of the process of image formation is essential for illus- 
trating the specific applications of such microscopy to biochemical research. 

2.1 Image Formation 

The process of image formation in aTEM can be described by combining several 
principles of physics and must be interpreted in the context of the physical 
design ofthe microscope. To this end, the general design and function ofthe mic- 
roscope components will be combined with the necessary theoretical con- 
siderations in the brief description that follows. Voluminous literature exists that 
describes the TEM in greater detail, and the reader is referred to two texts for 
more comprehensive information (4 ,  5 ) .  

Pared to its most essential components, a standard TEM consists of an elec- 
tron beam source, a column of lenses to control the beam and render magnified 
images, a viewing and recording system, and a system to ensure a high vacuum 
environment for operation. Of course, the microscope is also designed with the 
requisite electronic and mechanical components to render it operable. The 
entire microscope column is kept at high-vacuum, 1 Op6 torr (approximately 
l o p 3  Pa). The vacuum system in the TEM is crucial to its operation, because it 
prevents extraneous scattering events between the electron beam and air or 
water molecules that would interfere with the desired scattering events between 
the electron beam and the sample that produce the image. The vacuum system 
prohibits the imaging of any living (wet) samples (7) .  

The electron source is a filament of tungsten wire or a crystal of lanthanum 
hexaboride mounted on a tungsten wire. As a voltage is applied to the filament, 
electrons are emitted from the tip and are attracted toward an anode. The typical 
range applied to a filament in aTEM is between 20,000 and 200,000 volts. Just 
below the anode is the first of the series of electromagnetic lenses that function as 
the basis of the imaging process. As the current is changed in a lens, the beam of 
electrons is deflected to control illumination, focus, and magnify the image, 
depending on the specific lens function. The two condenser lenses at the top of 
the column function to control the intensity of illumination on the specimen for 
viewing and recording the images. The second condenser lens is fitted with an 
aperture that defines the diameter of the cone of illumination that will strike the 
specimen and also shields the specimen from too many stray electrons. 

The next four lenses, objective, diffraction, intermediate, and projector, are the 
magnifying lenses. The objectivc lens is the most important and complex lens in 
aTEM. The specimen itself is immersed in the lens and is moveable in X, Y, and Z 
directions, as well as 60" tilt in each direction and rotation through approx- 
imately 360". Since the specimen itself is a major source of contaminants, the 
objective lens is also fitted with an anticontaminator that functions as a cryo- 
pump to remove most local contaminants. 
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When the electron beam strikes the specimen, anumber of interactions occur 
that ultimately form the final image. Since these interactions are both numerous 
and complex, and well documented (3-5), only a brief description of those 
important for imaging biological, generally noncrystalline samples will be in- 
cluded here. 

Inelastic and elastic scattering events are the key interactions in TEM image 
formation of non-crystalline samples. Absorption, which constitutes the major 
interaction leading to LM image formation, does not contribute appreciably to 
TEM images. An exception is the absorption of electrons into stain puddles or 
dirty areas of the sample. In this case, the electrons contribute to localized heat- 
ing and distortion of the sample. Diffraction, a scattering of the electron beam 
through a specific angle, occurs in crystalline samples and can contribute to 
image contrast. 

Inelastically scattered electrons are produced when beam electrons strike the 
electrons in the atoms of the sample. The beam electrons are scattered through 
small angles and suffer a loss of energy. Elastically scattered electrons are pro- 
duced when beam electrons strike the nuclei in the atoms of the sample. These 
electrons are scattered through large angles with little or no energy loss. In a stan- 
dard TEM bright-field image, most of the inelastically scattered electrons are 
transmitted to the viewing screen and most of the elastically scattered electrons 
are not. The extent to which the proportion of inelastically and elastically scat- 
tered electrons occur depends on the mass-thickness of the sample. Hence, the 
thickness of the sample and the variations in atomic number of the various atoms 
making up the sample affect the specific scattering events. This differential scat- 
tering from one portion of the sample to another results in the contrast that 
forms the final image. 

Terms used to describe the contrast are electron transparent (lucent) and electron 
dense. Electron transparent-areas scatter fewer electrons and appear bright in the 
image, whereas electron dense areas scatter more electrons and appear dark. 
Discrete areas of electron transparency and electron density, then, are responsi- 
ble for the contrast required for image formation. 

An objective lens aperture placed just below the sample is used to enhance 
contrast. A smaller aperture will screen out more electrons creating more con- 
trast. The choice of a small aperture size, however, must be balanced by the 
resulting increase in aperture contamination and subsequent objective lens 
astigmatism. Decreasing acceleratingvoltage can also increase contrast, but here 
again, a compromise exists. Decreasing accelerating voltage results in a dimmer 
image and decreased resolving power. 

The specimen-beam interactions that form the image also produce damage 
to the specimen. Careful specimen preparation can help minimize damage. The 
deposition of hydrocarbons onto the sample (contamination) can be reduced 
greatly by a good vacuum system and use of the objective lens liquid nitrogen 
anticontaminator. Mass loss due to electron beam radiation is the most serious 
problem (8, 9), and can be somewhat reduced, but not completely eliminated. 
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The most effective means to reduce mass loss appears to be with the use of a cold 
specimen stage. Different samples lose mass at different rates, but most lose 
some percent and then are quite stable thereafter. Mass loss becomes important 
in several quantitative procedures, such as mass mapping of macromolecules 
and elemental analysis. 

Electromagnetic lenses have three major aberrations that can reduce the 
resolution and image quality in aTEM: spherical and chromatic aberration and 
astigmatism. Spherical and chromatic aberration are constituitive to microscope 
design, but astigmatism can be corrected by the user. Astigmatism occurs when 
the lens symmetry is altered by differing magnetic strengths in two directions at 
90" to each other, and hence the resulting electron beam is no longer round. The 
cause is usually contamination on the lens aperture, and the result is a blurred 
image that cannot be focused. Each lens that requires it is equipped with a 
stigmator that is used to correct this defect by compensatingfor the asymmetrical 
magnetic strength. Objective lens astigmatism is an especially serious problem 
in the high magnification imaging ofmacromolecules, viruses, etc. It  is crucial to 
identify ob,jective lens astigmatism and correct it, especially before each high 
magnification image is photographed. 

2.2. Advantages and Disadvantages of TEM 

As stated previously, the fundamental advantage of aTEM over the light micro- 
scope is the increase in resolving power. This allows imaging of cell ultrastruc- 
ture and a myriad of subcellular organelles and components. Although the great 
magnifying capability of the TEM is often cited as the advantage, in reality, 
without the resolving power, additional magnification provides no additional 
information. 

The TEM can be used to corroborate other data and is a powerful imaging tool 
when used along with the light microscope, laser scanning confocal microscope, 
scanning electron microscope, and/or scanning probe microscope. The data 
produced by the TEM can be complementary to those produced by other imag- 
ing devices, as well as those data produced by biochemical, physiological, and 
molecular means. 

Disadvantages of TEM depend on the researcher's point of view. Since the 
TEM operates under high vacuum conditions, live specimens cannot be imaged. 
In addition, specimen preparation for TEM is not trivial. In fact, in some cases, it 
is as much art as technology. In general, proper specimen preparation requires 
both auxiliary equipment and expertise. The more complex the research ques- 
tions, thc morr complex and tedious the specimen preparation. This, however, 
can be approached - from a more positive stance. The vast capabilities of the 
TEM can be cxploitcd by the selection of specific specimen preparation pro- 
tocols that are suited to specific experimental designs. 

Generally, images in the TEhl are two-dimensional, because the depth-of- 
focus of the imaging lenses is greater than the thickness of most biological 
specimens. Tilting the specimen and viewing stereo pairs, especially of speci- 
mens prepared as replicas or that are shadowed, can provide three-dimen- 
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sionality, as can the more equipment- and time-intensive three-dimensional 
reconstructions. Reconstructions can be done with serial sections in the conven- 
tional TEM mode, or can be accomplished using digtal imaging in the scanning 
transmission EM mode. 

The cost of acquiring and maintaining a TEM and the expertise required for 
some forms of specimen preparation are often considered as obstacles to use. 
Multiuser facilities can be both effective and cost-efficient ways to provide access 
to state-of-the-art equipment and the requisite expertise. There are also national 
resource facilities available for some techniques and specialized equipment. 

2.3. Specialized Auxiliary Equipment 

A specialized instrument that is a hybrid between aTEM and a scanning EM and 
is used to view transmitted images is the scanning transmission electron micro- 
scope. Auxiliary equipment can be attached to a TEM or a STEM to enhance its 
capabilities, the most common one being the energy dispersive X-ray micro- 
analyser. These two instruments are described in the following two sections. 

2.3.1. SCANNING TRANSMISSION ELECTRON MICROSCOPE 

The scanning transmission electron microscope (STEM) can be either a “dedi- 
cated” or “nondedicated” instrument. A nondedicated STEM is a TEM on 
which scanning coils and a separate imaging screen are attached. It produces a 
conventional TEM image or, when the scan coils are activated, it produces a 
transmitted image, but one that is formed by avery small beam of electrons that 
is scanned across the sample surface. The STEM can image sections that are thic- 
ker than those that can be imaged in a conventional TEM. Thicker sections are an 
advantage when doing serial reconstructions and for increasing the signal for X- 
ray microanalysis (1 0- 13). Because the image is produced point-by-point as the 
beam scans across the sample, digital imaging capabilities are possible. While 
the nondedicated STEM can provide advantages for imaging and X-ray micro- 
analysis, the dedicated STEM provides better resolution and additional methods 
of signal collection especially useful for imaging macromolecules ( 1  4). 

A dedicated STEM is an instrument that has no postspecimen lenses and 
images only in the scanning transmission mode. It is generally equipped with a 
field emission electron source, which is very bright and coherent allowing for 
maximum resolution (1 0). 

Such an electron source requires very high vacuum, so the instrument is 
designed with this in mind. These instruments are highly specialized and not as 
ubiquitous as a conventional TEM; however, the Brookhaven National Labora- 
tories in Upton, New York operates a dedicated STEM as a national resource for 
research requiring such capabilities. 

As Engel and Reichelt ( 1  3) point out, there are several imaging modes that are 
used in STEM, including bright-field, dark-field, and a combination of the two. 
The STEM can be used to study and map periodic structures ( 1  4) since the signal 
can be digitized and processed. Aebi et al. ( 1  5) provide an excellent discussion of 
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the uses of STEM in imaglng protein structure and protein-protein interactions, 
and the recommended methods are described in the specimen preparation 
section. 

Leapman and Andrews (16) discuss the advantages and disadvantages of 
using a dedicated STEM to examine frozen macromolecules and to conduct 
mass mapping and elemental analysis. Imaging and analysis of macromolecules, 
or most biological samples, can be limited by electron beam radiation damage 
(mass loss) to the sample and by alterations in structures that occur as a conse- 
quence of the preparation methods (see section below on specimen prepara- 
tion). Use of the STEM dark-field signal, that is, collecting the elastically scattered 
electrons, is particularly useful for mass mapping of unstained proteins because 
the signal is related linearly to the mass-thickness of the portion of the sample 
directly under the electron beam (17,  18). In fact, mass mapping of mac- 
romolecular weights using low electron beam doses is the most recognized 
application of STEM in biology. 

Traditional methods of measuring mass, e.g., centrifugation and chroma- 
tography, rely on averaging a population of molecules. Sequencing would con- 
stitute the most accurate technique. The STEM can analyze single macro- 
molecules, while distinguishing the size and shape of the molecule at the same 
time. Since the intensity of the signal reaching the dark-field detector is linearly 
related to the number of atoms under the beam and the STEM images one spot at 
a time, it is possible to directly calculate the mass. The background from the 
specimen substrate is subtracted, and the resulting intensity multiplied by a 
calibration constant. Tobacco mosaic virus is used as an internal standard for 
calculating the calibration constant. 

Three additional advantages of STEM mass mapping are that very small 
amounts of specimen are needed, mass per unit area or length can be calculated, 
and heterogeneous populations can be examined (1  7,  18). Engel et al. (1 9) suc- 
cessfully mapped the hexagonally packed intermediate layer from the cell en- 
velope ofMicrococcus radrodurans using STEM. They achieved 3nm resolution with 
morphology that corroborated images obtained with negative staining. The 
mass mapping technique also allowed them to examine the mass of individual 
domains of the monolayer. 

Johnson and Wall (20) conducted mass mapping of dynein ATPase and pro- 
duced a unique image of the structure, which they termed athree-headed bouquet. 
The STEM permitted measurement of molecular weight of the asymmetric 
dynein and its individual domains and provided high-resolution imaging. 
Mosesson et al. (2 1 )  conducted similar studies on human fibrinogen and provide 
a thorough discussion of the mathematics required to conduct mass mapping 
and to calculate expected errors. 

Mass mapping is not without possible errors in accuracy. Mass loss accounts 
for inaccuracies, especially in proteins. Wall and Hainfield (1  7)  report that a dose 
of 1 Oe-/O. 1 nm2 is a reasonable compromise between structural preservation 
and accuracy of mass measurements. Use of a cold specimen stage is requisite. 
Since proteins, nucleic acids, and lipids suffer mass loss at different rates, adose- 
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response curve is recommended as a starting point for each specific experiment. 
Proper specimen preparation, especially a clean background, is essential for 
accurate mass mapping. The STEM itself may contribute random errors, such as 
electron beam fluctuations. 

Many of the specimen preparation procedures described in the next few sec- 
tions apply to the STEM. Imagingof frozen-hydrated specimens in combination 
with image processing, however, appears to allow for the optimum structural 
preservation (at least the  minimum perturbation) and contrast in STEM imag- 
ing. Mass mapping requires placing the sample on very clean carbon-coated 
specimen grids and freeze-drying at a microscope vacuum level for optimum 
results. 

2.3.2. ENERGY DISPERSIVE X-RAY MICROANALYSIS 

A second common auxiliary device is an energy dispersive X-ray microanalyser. 
X-ray microanalysis is based on the collection and segregation of the X rays that 
are generated via inelastic scattering events from the interaction of the primary 
electron beam and the electrons of the atoms of a specimen. Such X rays can be 
characterized either by their wavelength or by their energy, and each is specific to 
the element that produces it. Sorting ofX rays by wavelength is termed wavelength 
dispersive spectroscopy (WDS) and is performed using a microprobe. Since EDS is 
more common than WDS in biological applications, it will be considered here. 
The reader is referred to Goldstein et al. (3) and Anderson (22) for further infor- 
mation on WDS. 

Sorting ofX rays by energy is termed energy dispersive spectroscopy (EDS) and can 
be accomplished by adding a detector and its attendant electronics and com- 
puter to aTEM (or STEM) column. This device, with its X-ray detector immersed 
in the objective lens, can provide elemental analysis of particulate or ultrathin 
specimens (Fig. 1 )  (23-27). Elements from sodium to einsteinium can be de- 
tected using a standard EDS system. In addition, qualitative data on elemental 
concentration can be produced, and compositional mapping of elemental loca- 
tion can be conducted. 

Specialized detectors and/or systems permit identification of elements to a Z 
of 5 (boron). Although three common elements in biological samples, carbon, 
oxygen, and nitrogen are theoretically within the detection range of EDS, in 
reality, they are not well localized with this technique. Nitrogen and carbon can 
be detected using WDS, and oxygen can be detected with an additional tech- 
nique called electron energy loss spectroscopy (not covered in this chapter). 

The fundamental theory of EDS is based on the production o fX rays as one of 
t h e  resultant signals from specimen-beam interactions. As an electron from the 
beam interacts with electrons from atoms of the sample (inelastic scattering), i t  
may knock an electron out of a shell. An electron from an outer shell will move 
into the inner shell and consequently loses energy in the form of an X ray. Each 
element has characteristic X-ray energies based on the movement of electrons 
from an M shell to an L shell and an L shell to a K shell. Approximately I % of the 
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Fig. 1. Energy dispersive X-ray microanalysis spectrum of magnetite granules in  the 
abdomen of a honeybee. The iron (Fei peaks are from the magnetite granules, phosphorus 
(P), and calcium (Ca) are from the specimen. The chlorine (Cl) is from the resin, and the 
copper (CUJ  is from the specimen S L I ~ ~ O I - ~  grid and is also a system peak. Specimens were 
fixed in glutaraldehyde and embedded in Spurr’s firm epoxy resin. Sections were carbon 
coated before X-ray analvsis was conducted in the STEM mode on a JEOL lOOCX I1 
equipped with a Link Systems AN 10000 EDS. The authors acknowledge Uko Zylstra, 
Calvin College, Grand Rapids MI for providing the sections of honeybee abdomen. 

X rays produced strike the detector and are then counted and precessed by the 
EDS computer. Thus, EDS on ;i TEM (or STEM) can determine the specific 
elements present in a specimen and their relative concentrations. Most EDS 
units are also capable of constructing compositional maps in order to localize 
individual elements, as well as the spatial relationship of one element to 
others (24). 

Several caveats must be stated in regard to EDS. One is that for biological sam- 
ples, the best minimum detectible concentration is approximately 0.004%, with 
a more realistic limit of Q0.01% (25) and, in the TEM, spatial resolution is on the 
order of Q50nm- 1 OOnm, depending on the specific technique and specimen 
preparation used. Higher resolution is attainable with a dedicated STEM 
equipped with a field emission electron source and freeze-dried samples. In 
addition, specimen preparation must be particularly rigorous, since accuracy of 
detection localization and quantitation depend absolutely on retaining the 
elements of interest in precisely the same location as in the living state. 

Quantitation of X-ray data can be problematic for biological samples, since it 
is very difficult to prepare suitatlie standards (26, 27). Accurate quantitation is 
also difficult, unless it is conducted with consideration for mass loss. I t  is 
estimated that proteins may lose as much as 30% of their mass at electron doses 
common in electron microscopes (8) .  Although structural detail may be lost, 
macromolecules may retain enough stability to be andysed using the low-dose 
elcctron energy loss. Johnson et al. (25) prescnt an excellent technical discussion 
of errors in EDS quantitation. 

A combination of STEM and either energy dispersive X-ray microanalysis (see 
below) or  electron energy loss can detect low elemental concentrations at the 
subcellular level. Leapman and Andrews (1 6 )  reported the ability to quantitate 
calcium in Purkinje cell dendrites to an accuracy of (1 2 atoms. A low tempera- 
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ture stage was necessary to reach-this resolution, although, at this writing, a 
method of transferring frozen samples into the dedicated STEM is soon to be 
commercially available. 

2.4 Specimen Preparation 

While correct instrument operation is important, proper specimen preparation 
accounts for 90% of the quality of the data gathered from the TEM. Hence, the 
major part ofthis chapter will be devoted to specimen preparation procedures. I t  
is the diversity of procedures that have been developed to prepare biological 
specimens for viewing in the microscopes that actually defines their potential 
applications to biochemical research. 

Specimen preparation requires patience, practice, and meticulous attention 
to cleanliness and detail. While there are many specimen preparation techniques 
that exist, six will be discussed here, as they are the most useful for biochemical 
research. These techniques are sufficiently complex and multifaceted that a 
separate chapter could be written on each. In some cases, specific procedures 
must be empirically derived for each type of specimen and experimental condi- 
tion. For these, we refer the reader to excellent reviews of a particular subset of 
specimen preparation procedures or to specific papers that contain a well- 
developed methods section. For more generic procedures, we provide a general 
description of the protocol. 

2 . 4 . 1 .  ULTRATHIN SECTIONING 

Ultrathin sectioning is used to prepare specimens that are too large to view di- 
rectly with the electron beam, e.g., animal and plant tissues, fungi, bacteria and 
cultured cells, and organelle preparations. I t  is the basis for most of the im- 
munolabelling and in situ hybridization techniques. Both the theory and practice 
of ultrathin sectioning have been well described in a number of texts and 
laboratory manuals (28-31), so it is sufficient here to describe only the general 
procedure as a basis for the special applications for biochemical research. 

Ultrathin sectioning is the penultimate step in a sequential protocol involving 
fixation, dehydration, and embedding of a specimen. The protocol itself is 
devised to preserve the specimen in as lifelike a state as possible, to prepare it for 
the process of ultrathin sectioning, exposure to the vacuum and electron beam 
of the microscope, and to impart enough contrast to permit imaging; all this is 
done with a minimum of introduced artifacts. 

The initial step of biological specimen preparation for ultrathin sectioning 
can be accomplished by one of two methods: chemicalfixation or ultrarapidfreezing. 
Chemical fixation uses a sequential protocol beginning with an aldehyde fol- 
lowed by a second fixation with an organometallic. The method has become 
quite standardized and requires no special equipment. Ultrarapid freezing 
generally requires auxiliary equipment, but can result in better-preserved mem- 
brane structures and antigen and elemental localization over chemical fixation. 



84 KAREN L. KLOMPARENS AND JOHN W. HECKMAN, JR. 

A brief comparison will suffice to define the methodology and uses of these 
two techniques. 

Chemical fixation begins with immersion of small (less than 1 mm5) pieces of 
tissue or subcellular preparations in a low concentration, 0.5%-4% aldehyde, 
usually glutaraldehyde or a mixture of glutaraldehyde and formaldehyde (pre- 
pared from paraformaldehyde). Glutaraldehyde cross links with both soluble 
and membrane-bound proteins in the specimen to form complexes of polymers 
(3 1 ) .  The reaction releases H+ into the solution, therefore, a suitable buffer is 
necessary to maintain the pH at the physiological level of the specimen. After a 
number of washes to remove unreacted aldehyde, the specimen is placed into a 
0.5%-1% solution of osmium tetroxide, or a similar chemical. Osmium cross- 
links unsaturated lipids and, because of its high atomic number, imparts auseful 
degree of contrast to the image. 

Ultrarapid freezing is a recently developed alternative to chemical fixation. A 
number of methods can be employed, including plunge freezing, slam freezing, 
propane jet freezing, and high-pressure freezing (32-34). With these methods, a 
small sample is rapidly frozen using a cryogen, such as liquid propane, and 
stored under liquid nitrogen until further processing. The high-pressure freezer 
operates by placing the specimen 1 n a chamber, raising the pressure to approx- 
imatelv 2 100 atmospheres, and spraying the sample with jets of liquid nitrogen. 
The use of high pressure depresses the freezing point of water to -22°C and, 
thus, greatly reduces ice crystal growth (a common artifact of poorly frozen 
samples). 

Following one of the methods of fixation, the sample is dehydrated. With 
chemical fixation, conventional liquid phase dehydration is carried out in either 
anhydrous acetone or alcohol. [Jltrarapidly frozen samples are dehydrated by 
immersing the frozen sample in abath of solvent (methanol, ethanol, or acetone) 
held at -80°C for several days, a process calledj-eeze substitution. For freeze- 
substituted samples, osmium tetroxide is usually dissolved in the dehydrating 
solvent in order to aid in fixing the tissue and imparting contrast in the 
image. 

Once dehydrated, the sample is infiltrated and embedded in an epoxy or 
modified acrylic resin. Most epoxy resins commonly in use can interfere with 
postembedding immunolabeling, resulting in reduced, although accurate, lab- 
eling and have a high content of chlorine that can be detected during X-ray 
microanalysis. Modified acrylics, such as LR White, can be used for enhanced 
immunolabeling, or cryo-ultrathin sections can be used (see pg. 89). For X-ray 
analysis, a standard should be prepared using the same epoxy resin as was used 
for the sample. There are numerous artifacts associated with the process of 
ultrathin sectioning, and care must be taken to minimize these, as they can affect 
image quality and some experimental procedures such as immunolabeling 
(30, 3 5 ) .  

The final step in the preparation of bulk preparations is to positively stain the 
ultrathin sections. Positive staining is done with heavy metals, such as uranyl ions 
and lead, to impart additional contrast to the image for viewing. Straightforward 



TRANSMISSION ELECTRON MICROSCOPY AND SCANNING PROBE MICROSCOPY 85 

ultrathin sectioning is used to study morphology and anatomy, to make 
measurements of size and purity of cell fractions (Figure 2), and as a basis for 
immunolabelling and other techniques as described in the next sections. 

2.4.2. TARGET-SPECIFIC LABELING 

There are currently many methods used to conduct target-specific labeling and 
many refinements of each of these methods designed for individual specimens 
and many experimental variables (36, 37).  Target-specific labeling can be con- 
ducted using either pre- or postembedding (in resin), employing either an 
antibody conjugated directly to a particulate probe, e.g., colloidal gold or in- 
directly via a secondary antibody or Protein A conjugated to gold. The affinity for 
an enzyme and its substrate, and for alectin and its specific sugar residue can also 
be used to perform target-specific labeling at the ultrastructural level (38). These 
techniques have been used successfully to label a variety of targets at the sub- 
cellular level. The highly specific avidin-biotin interaction provides an addi- 
tional method to label areas of interest (39,40) and has been used recently with 
polymerase chain reaction for in situ labeling at the LM level (4  1 ). Thus, judicious 
decisions and careful planning at the onset of the experiment are imperative in 
order to choose the most appropriate method for the specific sample and 
experimental conditions in order to produce useful data. 

As with most specimen preparations for TEM, methods for target-specific 
labeling are not trivial. Quality results are, however, quite attainable, provided 
there is meticulous attention to detail. In most cases, decisions concern strikinga 
balance between acceptable morphology and optimum localization of labeling 
along with the practical considerations of expediency and cost. Antibodies with 
high specificity for the antigen are an absolute requirement for successful im- 

Fig. 2. Transmission electron micrographs of mitochondria isolated from chick heart. 
Mitochondria were prepared according to standard procedures. Micrographs were used 
to assess the intactness of the organelles resulting from the isolation technique. Mitochon- 
dria were provided by Dr. Peter P. Toth, University of Iowa Hospitals and Clinics. Bar 
= lpm. 
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munolabeling. Antibody specificity should be assessed by ELISA or Western 
blot analysis before attempting EM-level labelling. 

There is no one correct method for any given sample or experimental cir- 
cumstance! Only a general outline of procedures can be provided, and this must 
be varied for each specimen and each set of experimental conditions by em- 
pirically derived modifications. Kellenberger and Hayat offer an excellent in- 
troduction to the theory of imrnunolabeling (42). Childs (43) presents an 
extensive discussion of immunolabeling, and describes the advantages and dis- 
advantages of pre- and postembedding labeling. Bendayan (44-50) has provides 
numerous reviews of immunolabeling methods, as well. 

Protein A-gold immunolabeling is, perhaps, the most commonly used 
method for localizing antigens with a particulate probe. Protein A can be com- 
plexed to colloidal gold which serves as aelectron dense marker in the TEM. The 
colloidal gold can be prepared by reducing chloroauric acid (44) or can be 
purchased from a number of suppliers either alone or conjugated to Protein A. 
Protein A-gold can be used in the pre-embedding mode for cell surface antigens 
and isolated subcellular fractions, and in the post-embedding mode for tissue 
sections. Protein A can bind to the IgG of most mammalian species and IgM of a 
few species. Protein A does not bind to mouse IgCl or IgM; an important factor 
when choosing a method for use with mouse monoclonal antibodies (51, 5 2 ) .  
Protein A will also bind to any endogenous sources of IgC in a specimen and has 
been reported by Behnke et al. (53)  to bind nonspecifically to specimens with a 
high affinity for the charged surface of the gold particles. For some applications, 
then, gold conjugated directly to the primary antibody, or to a secondary anti- 
body, may prove more useful. Controls are of fundamental importance for 
accuracy of labeling interpretation and especially for quantitation (see pg. 88). 

2.4.2.1. Pre-embedding General Experimental Procedure. The pre-embedding 
technique is reasonably straightforward as compared to the postembedding 
method. I t  can, however, label only surfaces of the samples, unless a soluble 
probe, e.g., biotin, is used in a system involving active uptake of the target 
molecule. While there is no one protocol that will work for all samples and/or 
experimental conditions, agenerd procedure would follow these steps: Samples 
arc exposed first to a buffer conmning 1 % ovalbumin or powdered milk to block 
nonspecific binding sites. Incubation with the antibody, at an empirically de- 
rived concentration, time, and ternperature is the next step. A 1 : 200 dilution of 1 
mg/ml IgG for 2 hr at room temperature is a reasonable scheme to start with. The 
sample is then rinsed in decreasing dilutions of buffer, ending with a solution 
containing 1 % ovalbumin as milk protein. Incubation with the probe (ProteinA- 
gold or secondary antibody-gold) follows. Concentration of the probe, incuba- 
tion time, and temperature must also be arrived at empirically, although a 1 : 10 
dilution of Protein A for 1-2 hours at room temperature should give results. 
Samples are given a final rinse and then examined using negative staining (for 
small particulates) or prepared by fixation, embedding, and ultrathin sections 
(for cell cultures and other samples requiring sectioning). Controls are identical 
to those discussed in the section on page 87-88. 



TRANSMISSION ELECTRON MICROSCOPY AND SCANNING PROBE MICROSCOPY 8 7 

2.4.2.2. Postembedding General Experimental Procedure. Labeling using the post- 
embedding method requires that samples be adequately fixed to preserve 
morphology, but must retain antigenicity (54) (Figure 3). In general, low concen- 
trations (1 -4%) of freshly prepared formaldehyde (from paraformaldehyde) or a 
combination of formaldehyde and 0.1 %- 1 % glutaraldehyde are used. Osmium 
tetroxide is usually avoided, although there are exceptions to all of these gen- 
eralizations and final protocols are usually derived empirically. Embedment in 
LR White or LR Gold (modified acrylic resins) is recommended for TEM and in 
glycol methacrylate for corroborative LM. Labeling is performed on ultrathin 
sections that have been collected on nickel grids. 

The labeling protocol is similar to that described for preembedding labeling. 
Before labeling, however, an etching step using 0.4% sodium metaperiodate for 
15 min-1 hr may be required to expose antigens, especially if osmium was used 
as a fixative. Care must be taken not to have the sections dry out, and floating is 
preferred to immersion in order to minimize background. 

Postembedding labeling limits the Ab-Ag interactions to only those at thesur- 
face of the section. The specimen image in aTEM consists of the entire thickness 
of the specimen. The image may contain antigenic sites that are expected to, but 
are not labeled, but these may be within the section and simply not exposed to the 
labeling solutions. Hence, image interpretation must be carefully conducted 
with this in mind. Specific protocols for labeling in plant systems are described 
by Herman and Melroy (55), and those for labeling enzymes are provided by 
Sternberger ( 5 6 )  and Bendayan (45). 

2.4.2.3. Controls. Controls are of fundamental importance to the accurate and 
credible interpretation of target-specific labeling experiments. There are three 
primary controls: 1) incubation with probe (Protein-A gold or secondary anti- 

Fig. 3. Transmission electron micrograph of smooth muscle cells of rat small intestine 
labeled with antiactin antibody followed by gold-labeled goat antirabbit IgC. Specimens 
were fixed in 2% formaldehyde and 0.1 % glutaraldehyde in 0.1 M phosphate buffer. Final 
embeddingwas in Lowicryl K4M resin. Micrograph courtesy of Dr. Susan J. Hagen, Divi- 
sion of Gasteroenterology, Brigham and Women’s Hospital, Harvard Medical School, 
Boston MA. J. Elec. Micros. Tech. 16:37-44 (1990). Hagen and Trier, H. Histo. and Cyto. 
36:717-727 (1988). Nu = nucleus. Bar = 0.5pm. 
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body-gold) alone to assess nonspecific binding of probe (especially if Protein A is 
used) to sample or to resin, 2) incubation with primary Ab that has been exposed 
to an excess ofantigen in order to confirm specificity, and 3) incubation with pre- 
immune serum, then probe (Protein A gold or secondary antibody-gold) to 
assess specificity of the IgC. An additional control that confirms the specificity of 
IgC and Protein A gold binding can also be performed (44). For plant samples, a 
control that uses a “nonsense” antibody raised in the same manner as the 
antibody of interest is recommended. There is some evidence that use of 
Freund’s adjuvant in the preparation of polyclonal antibodies can produce non- 
specific binding to plant cell wall components (personal communication, G. de 
Zoeten, Michigan State University). 

2.4.2.4. Quantitution. If comparisons are to be made between areas of a sample 
or between samples, quantitation should be performed. Subjective evaluations 
of areas with “more labeling” or “less labeling” are increasingly unacceptable. 
There are several quantitative methods available (57,58) that will provide credi- 
bility to such comparisons. Griffiths and Hoppeler (57 )  discuss two approaches 
to quantitation of immunolabeling. One, which they term relative quantitation, 
is used to compare amounts of antigen in the same or different organelles or in 
one organelle under different experimental conditions. These methods can be 
as simple as counting the gold particles per unit area. Absolute quantitation is 
used when the number of antigens per unit area or volume of an organelle in a 
section is desired. 

Two major factors influence the accuracy of quantitation: steric hindrance of 
the antigen-antibody complex arid differences in the penetration capacity of the 
antibody into the surface of the section. Clearly, steric hindrance is a greater 
problem in samples with a high density of antigens than in those in which the 
antigens are more dispersed. Penetration into resin sections may be avoided by 
the use of cryosections. Of course, the compromise here is the difficulty in 
obtaining a large number of quality cryosections. 

Posthunia et al. (58 )  reports the use of the immunogold technique to quanti- 
tate soluble protein in ultrathin sections, using a model system using a matrix of 
gelatin and cryoultrathin sections. Their choice ofembedding in polyacrylamide 
(PAA) followed by cryoultrathin sectioning demonstrated adequate penetration 
of the PPLA into the gelatin and minimized the problem of matrix density that 
contributes to error in quantitation of gold cryoultrathin sections. 

24.2 .5 .  Double-lubeling. Double-labeling is also possible with immunocyto- 
chemical methods (59).  In this case, using Protein A or a secondary antibody 
bound to gold markers of different sizes can differentiate between antigen sites. 
An especially refined method of double-labeling the same tissue section with two 
different antibodies and two sizes of gold probe was described by Bendayan (44). 
In this method, one side of a grid is floated on the labeling solutions for one 
antibody of interest, the grid dried and turned over, and floated on solutions for 
the second antibody of interest. Since the TEM image consists of the entire 
thickness of the section, both of the different size gold markers, one set on top 
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and the other on the bottom, can be viewed simultaneously. Alternatively, pre- 
embedding techniques can be used to label one antigen of interest and post- 
embedding techniques used for the second antigen. 

2.4.2.6. Cryosectioning. For some antigens in very low titer, the above tech- 
niques may not be successful. Cryoultrathin sectioning, developed by Tokuyasu 
(SO), followed by labeling, may be the method of choice. This method is perhaps 
the most technically complex and difficult of all TEM specimen preparation 
techniques. A well-frozen sample is a necessity and this method also requires an 
ultramicrotome with the cryounit attachment. The specifics of this technique 
and experimental procedures have been discussed in great detail in two reviews 
(60, 61). 

Often the best approach is to employ several techniques. Ultrathin sectioning 
and labeling of resin sections provides a straightforward method of preparing 
many samples, but may have reduced antigenicity. Cryoultrathin sectioning 
may provide the optimum conditions for maximizing labeling, but is much 
more difficult in terms of providing many samples for replications. A specific 
application of this two-pronged approach is presented in the following section. 

2.4.2.7. In Situ Hybridization Using Gold Probes. Another target-specific label- 
ing technique is in situ hybridization at the ultrastructural level. Newmark (62) 
suggested in “An embarrassment of peptides,” that one of the next steps in 
molecular biology should be to determine the physiological function of the 
numerous peptides that have been defined usingmolecular biology. In this way, 
TEM level in situ hybridization, sometimes referred to as hybridization histochemis- 
tv, can be used to localize genes or their transcripts (63-67). Such labeling can be 
done using radiolabeled nucleotides (see section on autoradiography) or biotin- 
ylated probes. The specific protocols for preparing biotinylated probes are 
detailed by Bayer and Wilchek in a previous volume in this series (39). 

Singer and colleagues (68, 69) have successfully visualized cytoskeletal 
mRNAs and their associate proteins using biotinylated cDNA probes followed 
by antibodies to biotin and collodial gold-conjugated antibodies. Their method 
used in situ hybridization followed by whole mount TEM of Triton-extracted 
chicken embryo fibroblasts. Cytoskeletal mRNAs were found in close proximity 
to actin protein and further from tubulin filaments. While the whole mount 
technology does limit the technique to extracted cells, applications to thin sec- 
tions will allow greater resolution. 

Wenderoth and Eisenberg (70, 7 1 )  present compelling evidence for using a 
two-pronged approach for in situ hybridization. Their study localized myosin 
heavy chain mRNA in cardiac tissue and compared frozen and LR White 
embedded specimens. The LR White embedded samples showed high struc- 
tural integrity, but lower numbers of gold probe (Fig. 4a), while the cryosections 
were more highly fragmented, but showed greater numbers of gold probe (Fig. 
4b). From their results, it appears that relative concentration of message can be 
demonstrated, but that current methods do not permit a n  analysis of abso- 
lute numbers. 
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Fig. 4. In sztv hybridization at the ultrastructural level of localized myosin mRNA at the 
rnvofibril borders isn rabbit heart muscle. Tissue was hybridized with biotinated anti- 
sense mRNA riboprobe. Biotin was detected with an antibiotin primary antibody and a 
gold-labclcd secondary antibody. A. Ultrathin section from LR Whitc embedded muscle. 
B. Cryoultrathin section from rapidly frozen muscle. A complete morphometric analysis 
showed the same distribution for both embedding methods. Cryoultramicrotomy 
yielded higher absolute numbers of gold clusters, but poor morphological quality. The 
LR White method was preferred because of good ultrastructural integrity even though 
there was a lower signal. Micrographs courtesy of Dr. Brenda Russel-Eisenburg, Physiol- 
ogy and Biophysics, University of Illinois, Chicago, IL. Wenderoth and Russell-Eiscn- 
berg, J .  Histo. and Cvto. 39:1025-1033 (1991). Russell et al. Keystone Conference on 
Molecular Biology of the Muscle, R339-345 (1992). Bar = lpm. 

McFadden et al. (72) reported a straightforward method of preparing plant 
specimens in order to use both 32P-labeled DNA probes and biotinylated DNA 
to localize complementary RNA and rRNA in ultrathin sections of plant tissues. 
Their method using phase-partition fixation in 4% paraformaldehyde and 0.25% 
glutaraldehyde, if successfully applied to other cell systems, may overcome the 
technical problems usually encountered d u e  to mRNAs being difficult to retain 
in using standard fixation procedures. Such procedures for TEM generally dena- 
ture and/or mask mRNA rendering the probe ineffective at labeling. Labeling of 
Vibratome o r  cryostat sections prior to embedding provide an  alternative to 
minimize this problem. Another avenue to avoid loss of RNA is the use of alow- 
temperature resin, such as Lowicryl K4M. 
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Use of biotinylated probes instead of tritium-labeled probes can provide 
faster signal detection with a similar signal-to-noise ratio. For example, Binder et 
al (73, 74) used biotinylated dUTP incorporated into mitochondrial rDNA 
followed by antibiotin antibody conjugated to Protein A-gold and compared 
that procedure to tritium-labeled rDNA. Their specific protocols were designed 
forDrosophilu ovary tissue and arewell detailed in their report. As expected, use of 
the TEM provided superior spatial resolution as compared to LM. In their sys- 
tem, a low concentration of glutaraldehyde (0.1%) with 4% paraformaldehyde 
was essential for retaining a strong signal. 

For some research, Fab fragments can also be used for labeling. These are 
especially useful for mapping of complex structures such as protein arrays. Such 
labeling can be used to identify structural domains or can be used to localize 
functional sites. Aebi et al. (1 5)  illustrated Fab labeling of the giant phage capsid 
and provided a filtered STEM image to clearly distinguish labeled from non- 
labeled capsomeres. Obviously, this technique is limited ifthe array of interest is 
labile (damaged) during the labeling protocol. 

Thiry (75-77) presents a unique method of localizing DNA on ultrathin sec- 
tions. He incubated ultrathin sections in terminal deoxynucleotidyl transferase 
and various nonisotopic biotinylated nucleotide analogues. The biotinylated 
nucleotide analogues were immunolabeled by either monoclonal antibody 
coupled to colloidal gold or by antibiotin antibodies to the biotinylated nucleo- 
tides. This method appears to be useful with avariety offixatives and embedding 
media, thereby maintaining the quality of standard TEM structural and mor- 
phological preservation. The exact details of the protocol for this method are 
well documented by Thiry (75). 

Viral RNA can be localized in tissues using biotinylated probes ( 7 8 ,  79), and 
both light and TEM in situ hybridization can localize other mRNAs (80). As 
should be obvious from the preceeding discussion, each tissue type, probe, and 
experimental design is unique. There is no “cookbook” labeling protocol. 

2.4.3.  HIGH-RESOLUTION AUTORADIOGRAPHY 

High-resolution autoradiography is an additional method used for target-speci- 
fic labeling (8  1-8 9). This method employs aradioactive label that is incorporated 
into the specimen prior to fixation and embedding. In general, a low-energy 
emitter, such as tritium, is the label of choice because of the very thin sections 
used in TEM. Detecting the label requires the production of metallic silver as a 
result of the interaction of the product of radioactive decay and a photographic 
emulsion that has been overlaid on an ultrathin section of the treated sample. 
Silver scatters electrons from the beam creating the contrast that is necessary for 
visualization. With careful attention to the specific specimen-source geometry 
(87), the silver tracks can be correlated to the underlying specimen image. 

High-resolution autoradiography requires rather long periods of time for 
completion as compared to the other target-specific labeling methods described 
previously. Because the sample bulk in an ultrathin section is so small (less than 
IOOnrn thick), only very small amounts of radiolabel are actually present within 
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each experimental section. Even for a low-energy emitter, a monolayer of emul- 
sion is required in order to be able to quantitate the location ofthe label. Because 
ofthese limitations, parallel use ofAR at the light level, which uses larger samples 
("thick" sections of 1-2 pm), is highly recommended. 

Resolution of the TEM-AR method is dependent on the section thickness, 
emulsion thickness, energy of the radionuclide used, and the developer used to 
reduce the silver halide to metallic silver. Estimates of resolution range from 
70nm to 100nm. This is less resolving power than gold labeling, but is a useful 
technique when dealing with a target of interest to which antibodies cannot be 
raised. The flat-substrate procedure is the most common and is described in the 
next section. 

2.4.3.1. Flat-substrate Method. The first step is to coat clean, frosted-end mic- 
roscope slides with 0.4% collodion. These coated slides are allowed to dry and 
then are used to support thick sections for light microscope-level autoradi- 
ography or ultrathin sections for TEM-level autoradiography. Thick sections 
may be spaced at intervals along the length of the slide. Ultrathin sections are 
placed in a row at a distance approximately 5mm from the nonfrosted end of the 
slide. I t  is helpful to prepare a cardboard template of the slide with the area to 
receive the sections well marked, since precision is required when applying the 
emulsion and when retrieving the sections. 

After the sections have been collected on the slides, athin (3nm-4nm) coating 
of carbon is applied. Liquid emulsion is applied to the slide according to the 
manufacturers instructions. For light microscope-level autoradiography, a 
thicker laver of emulsion is acceptable than is required for TEM-AR. For op- 
timum TEM resolution, a monolayer of emulsion is requisite. One or two blank 
slides mav be coated to use later as a test of the storage conditions. Once the 
emulsion is dry, the slides are stored in a light-tight box containing a small packet 
of silica gel or other drying agent. The boxes are wrapped in 1-2 layers of 
aluminum foil and stored at 4 " C .  Depending on the initial level of radioactive 
label, amount of incorporation, and section thickness, the autoradiograms will 
be ready to develop in 30-60 days. The thick sections for light microscopy can be 
tested 2-3 weeks after coating with emulsion. 

Autoradiograms are developed according to the manufacturer's instructions. 
One-half strength D-19 or Microdol (both from Kodak) are usually recom- 
mended. Agitation while developing, washing, and fixing is not necessary. The 
light microscope slides can be stained and/or coverslipped before examination. 
The TEM sections must be released from the slides by floating the plastic with the 
sections off onto the surface of a dish of water. Hydrofluoric acid can be used to 
etch the microscope slide and thereby aid in release of the plastic from the slide. 
A grid can be placed on top of each group of ultrathin sections and the entire 
sandwich retrieved from the water using paper or a screen. 

Once dry, the grids can be picked up, positively stained with uranyl acetate 
and/or lead citrate and examined in the TEM. 
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24.3.2. In Sku Hybridization. In general, EM-level autoradiography is a com- 
promise between the desire for better resolution than is provided by the light 
microscope and the need for sufficient efficiency to produce a meaningful Ag 
signal. While traditional TEM-AR may be useful for some studies, it has lower 
resolution than most of the immunolabeling techniques. Despite this disadvan- 
tage, autoradiography at the ultrastructural level for in situ hybridization using 
radiolabeled nucleotides is possible (90-92). The method is successful with 
whole mount chromosomes (65) ,  and for localizing 32P-labeled DNA probes 
hybridized to complementary RNAs in resin-embedded ultrathin sections of 
plant samples (72). Tritiated cDNA probes require long exposure times and 
generally give less-than-desired resolution due to grain size and geometry effects 
of the AR process, making them less useful than a biotinylated probe (see Section 
2g). Raikhel et al. (92) provide a detailed set of procedures for in situ hybridiza- 
tion of RNA in plant tissues. 

A number of hybridization protocols for light microscopy using radiolabels, 
including those using synthetic oligonucleotides and intracellular amplification 
ofDNAusingpolymerasechainreaction,areavailable (41,93,94).  Coghlanetal. 
(95) provide an excellent review of hybidization histochemistry at the LM level 
that serves as an important foundation upon which to build similar techniques 
using oligonucleotides and PCR at the TEM level. Included in their review is a 
comprehensive list of references for hybridization procedures for a variety of 
tissues at the light level. 

At this writing, the technique using PCR has been applied to only a few sys- 
tems at the TEM level, so it is not possible to prescribe a general protocol. As 
methods develop in this area, especially those that incorporate biotinylated 
probes, rather than radioactive probes, the resolution of the technique will 
improve. Chiu et al. (93) provide the most detailed procedures for such PCR 
amplification of DNA in tissue sections at the LM level. 

2.4.4. NEGATIVE STAINING 

Negative staining is, perhaps, the most commonly used TEM preparation tech- 
nique for biochemical research. The technique derives its name from the speci- 
men’s characteristic in which it is surrounded by a contrasting medium. If this 
medium is more than twice the density of the specimen, the image of the 
specimen remains electron lucent while the surrounding area is dark (Fig. 5a). 
Negative stains are salts of heavy metals that exist in a disassociated form in an 
aqueous medium and dry down to form a fine-grained film. 

There are several reasons for the wide use of negative staining. First, the 
majority of biochemical studies involve, at least in part, macromolecular struc- 
tures or cell fractions. Subjects in this size range are generally small enough to be 
viewed directly, if the surrounding area is sufficiently electron dense. Second, as 
the heavy metal salts dry, they form acast around the biological material forming 
a relatively stable structure. The sample seldom requires chemical fixation, and 
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Fig. 5. Glutamine synthetase (E.  colt (arrows) negatively stained with sodium silicotung- 
state prepared by the method of Valentine et al. (98). This rapid and simple technique, 
occasionally with some individual modifications, still provides one of the highest resolu- 
tion molecular images. Bar = 0.1 pm. B. Low angle rotary shadowcast of molecules ofgum 
arabic glycoprotein (arrows) printed in reversed contrast. This technique allows easy 
visualization of extended macromolecules that are difficult to see with negative staining; 
these preparations are highly resistant to beam damage. Bar = 50nm. 

the resulting image is, thus, closer to the living state. Third, the technique itself is 
generally preformed quickly, with less effort as compared to other preparation 
techniques. Last, it potentially forms the highest resolution method of imaging 
an electron lucent specimen. 

2.4.4.1. Stain Characteristics. While any element with greater electron scatter- 
ing power (2 X 2 Zspecirnen or higher) than the specimen could theoretically be 
incorporated into a negative stain, there are a number of other important charac- 
teristics. First, in order to be a negative stain, the stain material should not react 
(e.g., bind to or alter molecular structure) with the sample itself under the con- 
ditions of application ( e g ,  pH, buffers, etc.). Second, it should be highly soluble 
in water so that it dries fine grained and nearly amorphous. Third, it should be 
able to withstand the electron beam at least long enough to capture an image at 
the desired level of resolution. Three groups of compounds having these charac- 
teristics have been employed routinely since negative staining was first reported 
(96) for TEM. These are compounds based on molybdenum, tungsten, and 
uranium. 

Molybdenum is used for negative staining in the form of ammonium molyb- 
date (NH,)6M07024).  This stain has been used for a number of membrane 
studies and yields the greatest ultrastructural details with the least damage (97).  
Ammonium molybdate (AM) is soluble in 2.3 parts ofwater but is quite insolu- 
ble in alcohol. The pH of a 1 % solution is about 5.0 and can be adjusted to about 
pH 8.0 with NH40H. 
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Tungsten, in the form of a sodium or potassium salt of phosphotungstic acid 
(24w04 2H3P04 48H20) or silicotungstic acid (98) (Na4(Si[W3OI0l4) 
20H,O), has been used as a negative stain since 1955 (99). These salts are pre- 
pared by titration of the acid to the desired pH. They are very beam stable, fine 
grained, and resist recrystallization. In addition, they will tolerate high buffer 
concentrations. 

Uranium is generally used in the form of uranyl acetate. It can be purchased as 
such, and stain preparation is merely a matter of dissolving the appropriate 
quantity in water prior to use. 

Uranyl acetate is generally found in the biological EM lab, since it is also used 
in routine positive staining of ultrathin sections. For negative staining, a sat- 
urated solution (about 4%) works well. Uranyl acetate works best at an acidic pH; 
it is unstable at pH above 6.0. For staining at higher pH, uranyl oxalate may be a 
better choice where graininess isn’t a major factor (97). Uranyl acetate can be 
used at higher pH values if Na2EDTA is added to suppress the precipitation of 
uranyl hydroxide. 

There are a number of other high atomic number compounds that have been 
tried as negative stains; some of the these have been tailored to specific ap- 
plications (e.g., 100). The best advice for the practitioner embarking on a new 
project, with no specifics in the literature, is to try one or more of the three types 
mentioned above at sensible pH and concentrations and to compare results. 

2.4.4.2. Support Films. Since the specimens to be negative stained are gen- 
erally in solution, some support medium is needed to mount the preparation on 
a grid for observation. While there are a number of choices in this regard, plastic 
and carbon are the two main compositional categories. 

Plastic films can be formed from a number of polymers; two of the most com- 
mon are collodion (nitrocellulose) and polyvinyl formal (Formvar). A number of 
other plastic materials can be used for thin films, some with specific advantages 
(1 0 1). Plastic films are usually prepared either by spreading a drop of solution of 
the plastic (in an appropriate solvent) onto a clean water surface, or by stripping 
off a film that has been coated onto a clean, flat surface (such as aglass slide) onto 
the surface of clean water. 

In order to cast a film by spreading a drop on to a water surface, the plastic of 
choice is dissolved in a nonwater soluble solvent, such as isoamyl acetate for 
collodion or parlodion, at a concentration of 0.5%-4%. Higher concentrations 
produce thicker films. A single drop [ca. 1 Oyl-20y1 (microliters)] of this solution 
is dropped onto the dust-free surface of adish of distilled water, and the solvent is 
allowed to evaporate. The water surface can be made scrupulously clean by cast- 
ing two such films in series, discarding the first with (hopefully) all of the dust 
particles entrapped. 

To cast the film from a flat surface, a similar solution of plastic is made and a 
clean surface (e.g., glass microscope slide) is dipped into the solution, drained 
and allowed to dry. One side of the film is detached by scratching the edge with a 
razor blade, and the slide is gently dipped in to a dish of dust-free water at an 
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angle of about 45” .  Fogging the coated slide slightly with one’s breath seems to 
help detach the film, and with a little practice intact films can be removed from 
both sides of the slide by alternating the angle of inclination during immersion. 

After the film is floating on the water, grids are laid carefully out on the surface 
in rows with about 1 mm between grids to facilitate subsequent handling. Gen- 
erally the grids are positioned with the rough “dull” side down with the thinking 
that the rough side will make a stronger bond with the film. Areas of the film that 
have a gray to silver interference color usually have the best combination of 
strength and thickness (ca. 30nm-50nm) for most applications. 

There are a number of ways to retrieve the grid/plastic layer from the water 
surface. One of the easiest is to pick up the grid/plastic layer with paper laid care- 
fully on top (the paper needs to cover a larger surface then the plastic film for this 
to work well) and then lifted up off the water surface. Alternatively, a paraffin- 
(Parafilm) coated slide is brought down across the grid/plastic layer at an angle 
and then picked up. 

In addition to continuous films, plastic films can be made with holes in them. 
These are useful in viewing certain specimens, especially for crystallography, 
without the background of asupport film. General methods for making them are 
reviewed by Hayat (29). All plastic films provide strong flexible supports for 
many negative staining specimens, but they do have some drawbacks. Uncoated 
plastic films are subject to considerable mass loss under the electron beam. In 
general, nitrocellulose films seem to be less stable than the Formvar films in this 
regard. Both types of plastic films can be rendered considerably more stable by 
evaporating a thin (ca. 5nm) coating of carbon on one surface. 

Pure carbon can be used to produce support films and for many applications, 
this seems to be the best choice. Several negative staining techniques are predi- 
cated on the mechanical properties of these films, as well. Although thicknesses 
of about 1 Onm are usually used, extremely thin carbon films can be produced at 
as little as 1 nm-2nm, that still retain sufficient strength for subsequent process- 
ing steps. In addition to a high mechanical strength in thin dimensions, carbon 
films are exceptionally beam stable. Carbon films often tend to be hydrophobic, 
which may interfere with specinien spreading in some negative staining ap- 
plications. This tendency can be removed by briefly glow discharging them prior 
to use. Glow discharge equipment is available from most vacuum evaporator 
manufacturers or can be fashioned in the lab (e .g . ,  102). 

Carbon films can be made by evaporating a layer of carbon over a plastic- 
coated grid prepared as outlined above and removing the plastic afterwards. 
This is easily done by placing the grids carbon and plastic side up on a pad of 
filter paper saturated in the appropriate plastic solvent. Several changes can be 
approximated by transferring the grids to different areas of the filter paper pad. 
Several 5-min steps seem to workwell for this. Usually, a thicker layer ofcarbon is 
applied than would be used for just stabilizing plastic films. A coating that forms 
a distinct gray color change on a piece of white paper works well. 

A second approach to making carbon films is to form them on a smooth sur- 
face, then remove them, in an analogous manner to the production of plastic 
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films mentioned above. The support surface of choice is freshly cleaved mica, 
since this is a crystallinely flat surface. This method also allows the manipulation 
of the carbon film without the grid attached, which is necessary for some 
techniques. 

To prepare these carbon films, a piece of mica is pried apart by starting an 
intersheet break by inserting a sharp probe. Once started, the halves are pulled 
apart easily with fine forceps and placed in the vacuum evaporator, cleaved side 
up. A carbon film about 5nm-lOnm thick is then deposited at high vacuum. If 
film-coated grids are being made, the film-covered mica is scored into grid-sized 
squares with a needle and immersed slowly in distilled water at about a 45" 
angle. The film squares float free and can be picked-up from below with bare 
copper grids. 

One of the advantages of negative staining is the relative ease of specimen 
preparation. Specimen isolation, to the extent that it has been accomplished for 
other biochemical techniques, is usually sufficient. Negative staining can be 
used routinely to image crude clinical samples (e.g., blood, feces, urine, plant 
tissues) with little or no postcollection processing, as well as to image material 
purified to the crystalline state. 

2.4.4.3. StainingProcedures. There are many methods of applying the specimen 
and negative stain to the supporting grid. One or more of the following ap- 
proaches should be suitable for any initial investigation. 

The simplest approach is to apply a drop of the specimen in solution to the 
surface of an appropriately coated grid, wait 20 sec-60 sec, blot off excess solu- 
tion from the edge of the grid with a piece of absorbent paper, and apply the 
negative stain solution before the grid dries. The excess negative stain is wicked 
off to near dryness by touching the edge of the grid to absorbent paper. This is 
conveniently done by supporting the grid over the edge of a glass slide on one 
edge of which a piece of low-tack double-stick tape has been applied. The 
specimen and stain drops can then be accurately applied with an adjustable mic- 
roliter pipet. This method requires only about 2 yl of sample solution per 
preparation. 

A second approach is to float the coated grid on the surface of a specimen 
droplet, which has been formed on a hydrophobic surface, such as a paraffin 
film. The specimen adsorbs to the coated surface of the grid. After about a 
minute, the grid is transferred directly to a stain droplet on the same hy- 
drophobic surface, left for a few seconds, then picked up and blotted at the edge 
until near dryness. 

The spray approach requires the smallest amount ofboth specimen and stain. 
While this can be done with a pharmaceutical nebulizer, it is accomplished most 
easily by using a modified airbrush, such as that described by Tyler and Brandton 
(103). This device uses a plastic microliter pipet tip to hold the stain specimen 
mixture and allows the areosol dispersion of as little as 5 yl- 10 y1 of the mixture. 
The target in this case is acoated grid. Since the droplets of stain/specimen are so 
small (5  yl-20 ym in diameter), they dry-down rapidy, so there is less time for any 
drying defects to occur. When using either the nebulizer or airbrush approach, 
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one should exercise care in the control of the aerosol overspray, since there is a 
potential health hazard from all of the negative stains and possibly from the 
specimen, too. 

One of the most useful methods of negative stainingof macromolecules is the 
carbon sheet adsorption aproached used by Valentine (98). In this method, a thin 
carbon film is generated on a freshly cleaved mica surface, scored with a needle, 
and then partially submerged in a volume of the specimen solution (a porcelain 
spot plate works well). This allows the film to detach partially from the mica and 
to float free. After allowirig the sample molecules to attach to the lower surface of 
the film, the mica and film are withdrawn and the film is floated off on a volume 
of negative stain. Clean fine-mesh grids are laid on top of the film and then picked 
up on apiece ofpaper or Parafilm, as are the coated grids (see above). An interest- 
ingvariation on this technique uses a pleated carbon film. This is done by push- 
ing the film gently into the edge of the staining dish, which then sandwiches the 
specimen in a thin “tube” of negative stain (104). This often yields a more 
uniform preparation (e.g., 105). 

2.4.4.4. Beam Damage. As higher- and higher-resolution images are sought, 
the effect of the electron beam damage on the biological specimen becomes 
more important. With UA-stained TMV, Williams and Fischer (106) note that 
beam exposure long enough to expose a micrograph (within 30 sec) causes 
significant damage: periodicity of the capsomeric subunits is obliterated. Such 
beam damage could be alleviated to a degree by offsetting the projector lens 
while scanning and focusing, and returning it to centration for micrography at 
low beam intensity. Another approach to this is to use low-temperature observa- 
tion methods (107). 

2.4.4.5. Immunosorbent Electron Microscopy. Another variation of negative stain- 
ingis inimzinosorbent electron microscopy (ISEM). This is based on the specificity ofthe 
antigen-antibody interaction and used in conjunction with negative staining of 
particulate samples (1  08- 1 10). Usingvirus as an example, antibody against virus 
coat protein is applied to the surface of a plastic-coated grid in order to speci- 
fically trap the virus in a subsequent step. A second application of antibody can 
be applied to “decorate” the virus particles and improve the ease of imaging (Fig. 
6). Decoration is particularly useful when working with viruses in low titer or in a 
mixture of virus and virus-like particles. The final step before viewing is to 
negatively stain the preparation, using any of the stains we just described. 

While ISEM is used routinely to monitor virus purification, it may, likewise, 
have similar application for subcellular fragments. The ISEM preparations are 
generally free of any extraneous material and successfully trap specimens of 
interest, even if thev are in low concentration. 

Negative staining, coupled with image analysis, has provided an increasingly 
accurate description of the nuclear pore complex (1 1 1- 1 13) and ribosomal sub- 
units ( 1  14). Well-ordered specimens, such as the nuclear pore complexandvirus 
capsids, have a high enough degree of symmetry to allow processing of a digital 
image in order to filter out interfering signals. 
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Fig. 6. Transmission electron micrograph of negatively stained mixture of blueberry 
shoestring virus (BBSSV) (arrows) and cauliflower mosaic virus (CMV) (arrowheads) pre- 
pared using the immunosorbent electron microscopy technique with the decoration step 
added. The antibody used was prepared against coat protein of BBSSV. have a “halo” of 
antibody molecules surrounding them. The CMV shows no such halo. Viruses were pro- 
vided by Ms. Jerri Gillett, Botany and Plant Pathology, Michigan State University, East 
Lansing MI. Bar = O.lpm. 

2.4.5.  SHADOWINGAND REPLICA TECHNIQUES 

Metal shadowcasting, often combined with replica techniques, is another ap- 
proach to providing contrast to electron lucent samples. It is the oldest method 
for providing contrast to biological samples for TEM (1 15). Shadowcasting 
works by applying a fine vapor of metal atoms at an oblique angle to the surface 
of a sample. In order for a structure to be differentially shadowed, it must have 
some physical relief relative to the horizontal surface. The resulting TEM image 
is, thus, a two-dimensional projection of the three-dimensional structure of the 
specimen surface (Fig. 5b). However, since the three-dimensional structure is 
retained by the replica, it can be recovered easily by for viewing by photograph- 
ing it at various tilts and either digitally or stereo-optically recombining the 
tilted images. 

During the shadowcasting process, the thin, discontinuous metal film ac- 
cumulates faster on the side of the sample toward the metal vapor source. This 
causes relatively more electron scattering in areas with a thicker film coating and 
lighter, shadow regions where little metal is deposited. These light shadows may 
be disconcerting to the nonmicroscopist. The shadows can be reversed with little 
additional effort making interpretation easier (e.g., 1 16). Since the mass thickness 
of macromolecules or viral-sized biological materials is generally inconsequen- 
tially small relative to that of the metal used in shadowing, these small samples 
can be viewed directly after shadowcasting. Alternatively, the discontinuous 
metal film can be bound together with an overlying second film, one of amor- 
phous carbon, and this composite replica mounted on the grid. 
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While small (ca. GlOOnm), particulate samples can be viewed directly after 
shadowcasting (pseudoreplicas), larger samples require that the biological ma- 
terial be stripped away to form a high resolution replica. Replica techniques are 
advantageous over other methods, here, in that thicker specimens can be used. 
With this approach, only the evaporator device dimensions limit primary sam- 
ple size. 

I n  addition to being able to fit in the evaporator, the sample must tolerate the 
conditions required for the vacuum evaporation of the metal film and carbon 
backing. The specimen must be tirtually dry, i.e., it must not give off appreciable 
or uncontrolled amounts of water vapor in the evaporator. This can be accom- 
plished by either drying the specimen or keeping the entrained water frozen at a 
temperature that precludes significant sublimation [discussed under freeze-etch 
techniques (see Section 2.4.5.4)]. 

2 .4 .5 .1 .  General Preparation Techniques. For dispersed samples, the general 
specimen isolation techniques for shadowcasting are generally more rigorous 
than those required for negative staining. Since the shadowing technique high- 
lights surface structures, care needs to be exercised in the choice of buffers and 
vehicles, for some techniques, to avoid the obscuration of details by crystallized 
buffer components (1  17) .  Usually, if the specimen will tolerate it, dialysis against 
distilled water yields a cleaner image ( 1  18 ) .  If  this is not possible, volatile buffers 
(e.g., ammonium acetate or carbonate systems) can be used ( 1  1 7 ) .  

Freeze-drying is one of the first methods used to try to eliminate the damage 
caused by air drying of the specimen. This is still the method of choice for some 
surface detail studies ( 1  19, 120). Freeze-drying for TEM replica preparation can 
be accomplished in a number of ways, but by far the easiest is to use the 
temperature-controlled stage of a freeze-etch machine to keep the specimen 
temperature below the ice recrystallization temperature during the sublimation 
process. The exact temperature varies with the solute concentration of the 
specimen, but generally a temperature of about -90°C should not be exceeded. 
A vacuum in the 1 O-4Pa range is usually suffkient, with a liquid nitrogen cold 
trap (such as the cold microtome arm in the Balzers-type freeze-etch machine). 
Under these conditions, a thin frozen sample (such as the specimen sprayed or 
absorbed onto a coated grid or mica surface) should be completely dry in less 
than half an hour). 

Critical point dryying (CPD) is a second means of removing fluid phase from a 
sample prior to replica making. The theory behind CPD is that if the sample can 
be placed in a solvent that can be brought to its critical point, then the effects of 
surface tension encountered during dry-down can be avoided. In practice, the 
fluid of choice is carbon dioxide. 

C o t  exists as a liquid at 5 X 1 O6 Pa at 5 to 10°C and can be exchanged with a 
miscible dehydration solvent in the sample (e.g., ethanol or amyl acetate) in the 
CPD chamber. After several send changes, all of the sample volume that was 
filled with dehydration solvent should be filled with liquid COB . The tempera- 
ture is then raised to above 3 1 "C (usually about 40"), and the pressure is brought 
up to over 7.4 X 1 O6 Pa. The COT at this point will exist as agas and can be bled off 
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slowly, thereby avoiding the surface tension problems associated with an evap- 
orative drying. 

One of the most widely used methods of preparing biomolecules and other 
small specimens for shadowcasting is to apply an aerosol of the specimen dis- 
solved in a glycerol solution to the surface of freshly cleaved mica ( 1  17, 1 18). An 
especially facile and reliable method is to use an artists airbrush, suitably modi- 
fied to hold a microliter pipet tip filled with the specimen solution. While this 
method was originally proposed for extended macromolecules, it works well for 
a range of subjects from globular macromolecules to viruses. 

With this technique, 10 yl-20 p1 of the specimen in a 10%-50% glycerol solu- 
tion is sprayed onto the surface of a freshly cleaved mica chip. The mica chip is 
then placed into a vacuum evaporator, and the vacuum is brought to the 
evaporation level. 

Once a suitable mounting of the specimen has been achieved, the evaporator 
is pumped down (generally to the low lop4 Pa range) prior to shadowing. The 
temperature of the sample also can affect the final grain size of the evaporated 
film and lower temperatures form finer-grained films, due to the suppression of 
grain migration and coalescence on the specimen surface. 

2.4.5.2. Molecular Spreading. Long macromolecules present a unique prepara- 
tion problem in that an unobstructed view of the entire molecule length is 
usually desired. In the case of DNA or RNA, this is compounded by a width of 
about 2 nm, which is at or very near the resolution limit for shadowcasting 
techniques. The general solution to these problems has been to use molecular 
spreading techniques that allow the full length of the molecule to be presented in 
one plane. This technique was first developed by Kleinschmidt and Zahn (1 2 1) 
and has fostered the development of many variant techniques that improve the 
results for specific classes or condition of molecule (108, 122). 

2.4.5.3. Evaporation Techniques. There are a number of evaporation techniques 
available for the vaporization of the shadowing metal under vacuum (1 23). The 
least involved and least expensive is to use resistance heating. This is accomplished 
by heating the metal of choice to the boiling point with a filament heated by an 
electrical current. Usually, the shadowing metal is placed in a conical coil (bas- 
ket) formed in the center of the tungsten wire filament. This is heated to incan- 
descence, under vacuum, and the shadowing metal first melts and then is boiled 
off the filament. While this method can be used for any metal (indeed, the basket 
itself can be heated to yield a tungsten film), it works better for those metals boil- 
ing at temperatures much lower than tungsten. Platinum, under vacuum, boils 
very close to the tungsten melting point and often alloys with the heater wire. 
This can be alleviated at a slight cost in resolution, by using a Pt:Pd alloy. A 
similar resistance approach can be applied to the formation of carbon films. In 
this case, carbon in the form of a woven strand, is placed between the electrodes 
and evaporated directly. 

A second method of evaporation is to use the heat produced by a carbon arc. 
In this method, a pair of carbon electrodes are brought into contact in the 
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evaporator by spring or by gravitational force. As a current is run through them, 
the area where they contact each other becomes exceedingly hot, and an arc 
develops. If the end of one electrode is wrapped with metal, it will be melted and 
preferentially evaporated by the arc. This method is used with platinum, with a 
predetermined length of fine wire being wrapped around the carbon electrode. 
The metal film thickness can be determined by the length of the wire used once 
the system has been calibrated. If no metal is provided to the arc, it evaporates 
the carbon rods. This evaporation allows the production of fine-grained carbon 
films for replica backing and the other uses we just mentioned. 

A more reliable and rapid technique for evaporating both shadowing metals 
and carbon is via electron beam bombardment. This method makes use of a 
focused flux of high-energy electrons to provide the necessary power for the 
evaporation of a small metal or carbon source. Generally, this is used to form 
thin films of Pt/C, W/Ta, and pure C. The platinum films contain some carbon 
(usually <5%) due to the presence of the carbon support rod. The electron beam 
gun evaporation approach greatly improves throughput and consistency com- 
pared to the other approaches. 

High-resolution sputtering has been used to produce fine-grained films for 
SEM ( 1  24). As yet, the utility in TEM is largely unknown and it may prove in- 
compatible with the vacuum and thermal requirements of TEM sample 
preparation. 

The amount of metal, its type, the angle, and the method of shadowing affect 
the final image information. In general, a low-shadowing angle (e.g., 3”-10”) is 
used for small specimens and higher angles for larger specimens (e.g., 45”).  In 
addition to these “conventional” shadowing conditions, interesting results have 
been obtained by using near vertical metal shadowing, which yields higher- 
resolution replicas than any lower angle preparation (1 25). High resolution 
replicas of periodic samples have also been made by plain carbon shadow- 
ing ( 1  26). Carbon-backing films on replicas are generally deposited nearly 
vertically. 

The average metal film thickness can be determined by anumber of methods 
(123). Quartz crystal thickness monitors are generally trouble free and a real 
advantage in obtaining consistent results. The shadowing-film thickness de- 
pends on the contrast and resolution required and on the type of specimen. For 
specimenswith regularfeatures, aboutO.5nmofWlTaand 1.5nm ofPt/C give the 
best result ( 1  27). 

2.4.5.4. Freeze-etch Techniques. F?eezP-fTactuTe andfreeze-etch are two similar tech- 
niques that have become the standard methods of revealing high-resolution 
subcellular details in three dimensions. These techniques have the advantage 
that the material to be prepared is, generally, subjected to fewer fixation steps 
than other methods. Indeed, if the sample is ultrarapidly frozen, it holds the 
potential of being completely “lifelike.” In essence, freeze-fracture is a method 
for forming a replica of a frozen-hydrated sample, which is fractured to expose 
internal details. The two techniques differ mainly in the postfracture processing. 
Freeze-fractured material is shadowed directly after fracturing, while freeze-etch 
material is allowed to sublime for varying periods to expose details that were 
buried under the fracture-plane surface. 
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Although there are countless variations of equipment and techniques, there 
are six basic steps common to any freeze-etch protocol. First, the specimen must 
be isolated in a manner that does not alter the aspects under investigation. Also, 
any prefreezing treatments, such as cryoprotecting, mild chemical fixation, or 
surface labeling need to be completed before freezing. Second, the specimen 
needs to be frozen rapidly enough to prevent resolvable ice crystals from form- 
ing (32).  Third, the specimen must be introduced onto the precooled stage ofthe 
freeze-etch machine, brought to as low a vacuum as practicable and fractured 
either by tensile stress or a cryogenic knife. If the specimen is to be etched, the 
etching process is started as soon as the sample is fractured. This is accomplished 
by the method described for freeze-drying (above), with the exceptions that the 
etching temperature is generally lower (e.g., - 100°C to - 1 10°C) and the time 
shorter, usually less than 5 min, even for deep etching. When the etching is com- 
pleted or if it is omitted (in the case offreeze-fracture), the surface is shadowed by 
one ofthe methods wejust mentioned. Immediatelyfollowing theapplication of 
the shadowing metal, the replica is backed with a thin carbon film. Although it 
has less effect on the final image contrast or resolution than the thickness of the 
metal film, it is important to monitor the thickness of the carbon film as well. Too 
much backing carbon tends to make replicas curl during cleaning and difficult to 
adhere to the support grid. The last step in the freeze-etch process is cleaning the 
replica. Unless postfracturing labeling techniques are to be performed (e.g., 128), 
all remaining sample material should be stripped from the underside of the 
replica. This is done by floating the replica for several hours on a bleach or 
chromic acid solution. If the sample is high in silicates (see the following para- 
graph), an HF bath can be included. After digestion is complete, the replica is 
transferred by loop to several water washes, then mounted on a grid. 

One of the most interesting adaptations of the freeze-etch technique is to use 
it to prepare samples of macromolecules and macromolecular assemblies car- 
ried on finely divided mica flakes (1 16). In this technique, the sample is briefly 
incubated with a slurry of micachips, which are then ultrarapidly frozen, usually 
by slam freezing. The resulting sample is transferred quickly to the cold stage of a 
freeze-fracture machine and lightly cut with the microtome knife to expose a 
fresh surface. The sample is then etched deeply (for 4 min at - 100°C ), rotary 
shadowed at a low angle, and backed with a thin carbon film. The replica is 
detached from the mica substrate by digesting it with HF, washed several times, 
and mounted on a grid. The random orientation of the mica flakes with respect 
to the fracture face means that some areas of the replica present the molecules at 
the optimum orientation. 

2.4.5.5. Replica Interpretation. While shadowcasting and replica techniques 
yield specimens that are remarkably stable in the TEM, they do require careful 
interpretation. Artifacts abound in all shadowing preparations and are especially 
prevalent in freeze-fracture techniques. A thorough review of these artifacts (e.g., 
129) is strongly suggested. Among the artifacts common to all shadowing ap- 
proaches is decoration, which is caused by the preferential nucleation of shadow- 
ing metal on other condensible material. This is correlated to physicochemical 
differences in the specimen surface. Characteristically, decoration provides a 
“false” structural impression. 
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One type of decoration that is likely to be inescapable is self-decoration. This 
occurs during the shadowing phase due to the build-up of shadow cast metal; 
one shadows the shadow. Self-shadowing is more significant at lower shadow 
angles. Using high-shadowing angles and tilting the grid with low voltages and 
using small apertures in the microscope for added contrast also reduce this form 
of decoration (1  30). 

Glycerol, used in spray mounting techniques may decorate the surface of the 
specimen on the mica surface. The protein surface structure of theTMV particle, 
which shows clearly a helical pattern in low-dose negative-stained and freeze- 
dried shadowcast images (106, 131), is not visible if the particles are applied to 
mica via glycerol spray. 

In freeze-fracture preparations made without consideration of the residual 
gas composition in relation to specimen temperature, water vapor can condense 
on the frozen specimen. This can occur nonrandomly on the fracture surface, 
giving the impression of membrane particles that aren’t there or masking those 
that are. 

Interestingly, decoration, while it degrades the apparent topographical image 
may not degrade the total information in periodic structures. Gold migration on 
freeze-etched catalase crystals (1  32) causes lower shadowing resolution but 
yields higher periodic information, based on the optical transforms. 

2.4.5.6. Other AMlications. A modification of either negative staining or shad- 
owing is the Miller chromatin spreading technique, described in a discussion, “Por- 
trait of a Gene,” by Miller and Beatty (1  33). In this method, nuclear contents can 
be isolated and separated, and centrifugation can be used to deposit the chroma- 
tin on carbon-coated grids. The chromatin can be stained with FTA for imaging 
proteins or with UA for imaging nucleic acids, or it can be rotary metal shad- 
owed. Osheim and Beyer ( 1  34) provide a comprehensive description of these 
methods. 

Snapshot blotting is a technique that allows the transfer of nucleic acids and 
nucleoprotein complexes from electrophoresis gels to TEM grids for examina- 
tion (135) .  In this method, carbon films are attached firmly to TEM grids, sub- 
jected to glow-discharge and dipped in spermidine to render the surface 
hydrophilic. The grids are inserted into ethidium bromide-stained gels, elec- 
trophoresed for 30 sec, removed, dehydrated, and shadowed before viewing. 
Using this method, Jett ( 135) examines the assembly oftranscription complexes. 
The location of protein bound to DNA matched sites that were predicted from 
sequence analysis. The method is quick and appears to be a reliable way to 
examine nucleic acids and protein complexes. 

2.4.6. Energy Dispersive X-ray Microanalysis. Specimen preparation for X-ray 
microanalysis requires exacting protocols, not dissimilar to those for immuno- 
labeling. Preparative techniques must preserve the spatial integrity of the ele- 
ments of interest and, if quantitation is required, the concentration of those 
elements. Clearly, bound elements present less of a challenge than a highly 
mobile, and, of course, very biologically interesting, element, such as calcium. 



TRANSMISSION ELECTRON MICROSCOPY AND SCANNING PROBE MICROSCOPY 105 

Accurate preservation of the elements must be accompanied by high-quality 
preservation ofthe sample structure. To be useful, the sample must be beam sta- 
ble and have enough contrast and integrity to produce an image with clearly 
recognizable structural features. This becomes critical if compositional map- 
ping is to be conducted (Fig. 7). 

In general, quick-freezing, by one of the methods mentioned previously, pro- 
vides the most reliable retention of elements ( 1  36- 139). Quick-freezing may be 
followed by freeze-substitution and ultrathin sectioning or by cryosectioning. As 
with immunolabeling, a combination of these methods may well result in the 
optimum balance of fidelity of morphology, accuracy of localization, and feasi- 
bility of preparation. As with many of the other specimen preparation tech- 
niques, there is certainly no one best method for a given sample, or a given set of 
experimental variables. 

Frozen-hydrated samples can be examined using EDS. Image contrast is 
generally quite low, and the water in the sample contributes to higher back- 
ground counts and decreased resolution. Radiation damage to frozen-hydrated 
specimens also reduces the ability to conduct high-resolution X-ray analysis 
(138). One advantage of frozen-hydrated samples, however, is the ability to 
examine elements within vacuolar spaces, since elements migrate to the nearest 
membraneupon drying. In addition, ifwetweight dataandlorwatercontent isof 
particular interest, frozen-hydrated samples may be the method of choice. Most 
EDS, especially for quantitation, is conducted on samples that have been cryo- 
sectioned, transferred to the TEM with a cryotransfer device, and then freeze- 
dried in the microscope column. While EDS may have some application in 
biochemical research, it is most commonly used to assess elemental distribution 
at the cell and tissue level and, as yet, has only minor application to analysis of 
macromolecules, nucleic acids, and enzymes. 

Fig. 7. Compositional map of iron from ultrathin sections of honeybee abdomen (see 
Fig. 1). The bright pixels represent iron-rich areas and are correlated directly to the 
magnetite granules seen in the ultrathin sections. Bar = 0.5pm. 
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3. SCANNING PROBE MICROSCOPY 

Scanning probe microscopes (SPMs) are the most recent family of imaging instru- 
ments. These microscopes image specimen surface morphology at atomic and 
near-atomic level resolution ( 140). Thescanningtunneling microscope (STM) and the 
atomicforce microscope (AFM) are two of the most commonly used. The potential 
applications of the STM and AFhl are just beginning to be applied to biological 
samples. As Fisher et al. (141) so aptly point out, SPMs have tremendous poten- 
tial for biology, but the limits of the art and technology, as well as its practical 
uses, are just beginning to be understood. Hansma et al. (142) present an 
excellent overview of the potential applications of both STM and AFM. Despite 
the fact that AFMs have been commercially available for a short time, consider- 
able literature exists, which demonstrates its potential use in biochemical re- 
search, especially for examining DNA ( 1  43, 144), structural proteins ( 1  45), gap 
junctions (1  46), and RNA length measurements (1 47). The SPMs have also been 
suggested as a new technique for sequencing DNA, but that application is still 
unproven ( 1  48). 

Bccause SPM is a new technology, specimen preparation (Section 3.3.) and 
reproducibility, and image interpretation, especially for biological specimens, 
emerge as the predominant challenges to useful application. Image interpreta- 
tion is, at once, compounded and enhanced by the fact that, unlike other imag- 
ingdevices with which most researchers are familiar (LM, LSM,TEM), the SPMs 
use computer-generated images derived from electronic signals representative 
of quantum mechanical interactions between the sample and the probe. Image 
processing to enhance detail and remove electronic noise must be conducted 
judiciouslv in order to maintain accuracy. 

Image interpretation will continue to be a basis for controversy and for prog- 
ress in applying SPM to biological problems. In just one example, Clemmer and 
Beebe (149) present evidence that highly ordered pyrolytic graphite, which has 
been used as a substrate for biomolecules, may actually mimic the “structure” of 
DNA. In two technical treatments, Stemmer and Engel (150) and Stemmer et al. 
( 15 1) provide specific information on instrument parameters, tip geometry, and 
correlation with TEM images that provide a foundation for sound interpretation 
of topographs. Because scientists are more familiar with interpreting TEM (and 
SEM) images, these instruments may well find extended use in assessing the 
developing technology of SPM. 

3.1. Image Formation 

The STM requires aconductive specimen to operate and is the SPb4 of choice for 
examination of conductive material science samples. It  produces an image by 
using the variations in tunneling current, which occur when a fine metal tip is 
passed very close to a specimen surface. Either the sample or the tip is mounted 
on a piezoelectric tube that allows for ultrafine movement in X, Y, and Z di- 
rections. 

The electrons in the atoms on the sample and on the tip form clouds, whose 
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densities decrease exponentially with the distance from the surface. Tunneling 
current, aquantum mechanical process, occurs when electrons from an atom on 
the tip of a probe carrying a small electrical current move toward the atoms on 
the sample surface. Tunneling increases exponentially with decreasing sample- 
probe tip distance. The tunneling current is, therefore, exceedingly sensitive to 
the distance between the probe and the atoms on the surface. The variations in 
this distance are used to generate a computer image of the sample surface at 
atomic level resolution. 

The AFM creates atomic level resolution images of the surfaces of noncon- 
ductive specimens, using the quantum mechanical phenomenon of repulsive 
atomic force. The AFM records the repulsive forces that occur when electron 
clouds of two atoms, one in the microscope probe and the other at the sample 
surface, are in close proximity to each other. In most AFMs, the sample is 
mounted on the piezoelectric tube, so the sample moves in relation to a sta- 
tionary tip. As the sample is very close to the probe, the fluctuations in electric 
dipole moment of the interacting atoms create a repulsive action between atoms 
of the specimen and atoms of the probe. As the probe is deflected by the atoms 
on the surface of the specimen, its movement is intercepted by a laser beam, 
which transmits the information to the computer for image generation. 

3.2. Advantages and Disadvantages of SPM 

The STM has been used to image biological samples, but those must either be 
“doped” with metal or coated with metal in order to produce the necessary con- 
ductivity. Metal-coated samples are more stable than the softer “native-state” 
sample, and height measurements have been quantified in a few specimens (1  4 1, 
15 1). The major disadvantages of this method are that the sample must be dried 
or frozen, the grain of the metal may interfere with very small surface features, 
and, of course, the sample is no longer in the native state. Except for some very 
accurate height measurements, most images are not yet appreciably improved 
over those produced by high-resolution TEM (1 41, 15 1, 152). In addition, for 
some samples, X-ray crystallographic measurements may differ from STM 
results, most likely due to artifacts of specimen preparation (150, 151) (see the 
next paragraph). 

Because the AFM does not require a sample to be conductive in order to pro- 
duce an image, it is used increasingly to examine biological samples. Native state 
samples can be imaged in their hydrated state. Disadvantages include the dif- 
ficulty in securing the sample on the specimen support and the probability that 
the soft sample may be deformed by the tip-sample interaction. The recent 
availability of high aspect ratio probe tips are expected to increase the resolution 
in the AFM, but tip interaction with soft biological specimens may remain pro- 
blematic. However, as with TEM, “disadvantage” may be inherent in a point of 
view. One unique use of the normally disadvantageous specimen-tip interac- 
tions was employed by Hoh et al. (1 46). They increased the force on the AFM tip 
to use it as a micromanipulator to dissect the top membrane of isolated gap 
junctions to expose the array of channels within. 
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3.3. Specimen Preparation 

There are, as yet, no definitely established specimen preparation protocols for 
SPM of biological samples. Preparation has not become “standard,” as in the 
case for many TEM specimen preparation techniques. The growing body of 
literature in the area does allow for a discussion of successful methods, but many 
refinements are to be expected. Fisher et al. ( 1  41)  provide an excellent overview 
of methods, although new and modified technique development is occurring at 
a very rapid pace. 

Specimen preparation for SPM differs in the inherent challenges depending 
on whether or not STM or AFM is used. One challenge common to both is the 
necessity of preparing a stable, flat sample that is not pushed along the substrate 
by the probe. In addition, deformation of the sample by probe-tip interactions 
must be considered. 

As stated previously, because STM requires a conductive sample, biological 
specimens usually undergo some. regimen of preparation. For example, Amrien 
et al. ( 1  53) prepared recA-DNA complexes by freeze-drying and then coating 
with a 1 nm layer of platinum-iridium-carbon alloy. Similarly, phage was imaged 
by STM after coating with platinum-carbon by Garcia et al. (1 54)  and freeze- 
fracture replicas of biomembranes were imag$d by Zasadzinski et al(155). Coat- 
ing techniques clearly do not allow examination of native material but are often 
necessarv with STM. Native DNA ( 1  56) and hydrated bacterial surface proteins 
(157) have also been imaged by STM with little additional preparation. 

Edstrom et al. ( 158) directly imaged phosphorylase kinase and phosphorylase 
b in the STM by applying the protein to pyrolytic graphite substrates and drying 
in nitrogen gas. Their remarkable images, X-ray crystallographic measure- 
ments, and TEM images are all consistent. In an additional study (159), they 
examined the protein complex using both STM and AFM using the same 
specimen prepartion procedure with similar results. Because proteins are less 
sensitive to surface tension, freeze-drying or critical point drying (used in SEM 
specimen preparation) did not offer any advantage. As a result, air drying of pro- 
teins was proposed as a useful technique for SPM of proteins. 

Imaging with the AFM does not require that the specimen be conductive. For 
this reason, the AFM offers greater potential for biological samples than does 
STM, although there are still challenges inherent in the design of the tips and the 
cantilevers on which they are borne (1 40). Low-temperature methods, under 
development, may prove to be as reliable a method of specimen preparation for 
the AFM as it has been for the TEM. 

Zasadzinski et al. (160)  imaged polar or headgroup regions of hydrated 
phosphatidylethanolamine bilayers using AFM. Specimen preparation used the 
Langmuir-Blodgett technique of deposition onto mica surfaces with the result- 
ing sample imaged under water. They report that their AFM results correlated 
well with X-ray measurements and electron diffraction of various monolayers. 
Imaging in water provides the technique most likely to allow accurate imaging of 
native state lipid and lipid/protein nionolayers. Other research (161)  also indi- 
cates the potential usefulness of L.angmuir-Blodgett films for anchoring macro- 
molecules for SPM. 
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While whole cell surfaces have been imaged by AFM ( 1  62), the most useful 
application for this high resolution technique is likely to be the examination of 
nucleic acids ( 1  63,164),  proteins ( 1  56,159),  and subcellularentities such as actin 
filaments in living glial cells ( 1  65). 

Specimen preparation techniques for nucleic acids and proteins include 
various chemical treatments of freshly cleaved mica that permits strong attach- 
ment of the specimen to the surface and imaging under alcohol films or in the air. 
Lyubchenko et al. (147) treated freshly cleaved mica in an atmosphere of 3- 
aminopropyltriethoxy silane. The micawas then immersed for 2 hr in a buffer of 
1 OmM Tris-HC1, 1 OnM-2OmM NaC1, and 5mM EDTA containing 0.1 pg/ml 
RNA. The mica was washed with dHpO and imaged in the AFM mode. Hansma 
et al. ( 1  64) report treating mica with magnesium acetate, rinsing, drying, and 
subjecting it to glow discharge. Single-stranded DNA in 0.5% formaldehyde and 
15mM ammonium acetate was applied by floating the mica on drops of the fluid 
for 2-5 min. Samples were then examined with AFM. Various environmental 
chambers for specimen observation, such as an electrochemistry cell, can also 
provide enhanced data collection by adsorbing molecules tightly to a gold sur- 
face ( 1  66). 

4. CONCLUSIONS 

Both the transmission electron microscope and the scanning probe microscope 
(particularly the atomic force microscope) are the highest-resolution-imaging 
devices available for biochemical research. While knowledge of the instruments 
is important, the selection of appropriate methods of specimen preparation and 
the correct execution of those methods are critical for accurate ultrastructural 
data. In fact, use of more than one method can be quite desirable, especially if 
alternative methods of data corroboration are not available. 

We emphasize again that there is rarely a generic method that can be des- 
cribed for all specimen types and experimental conditions. Indeed, specifics 
must usually be derived empirically for each research project. While we have dis- 
cussed the basic guidelines and offer some specific protocols for the most com- 
mon specimen preparation techniques and have provided references that 
contain the most detailed methodologies for other techniques, the literature is 
replete with specifics and should be consulted before beginning any ultrastruc- 
rural project. As both techniques and instruments improve for electron micro- 
scopy and as scientists become increasingly proficient with scanning probe 
technology, microscopic imaging will continue to provide unique data for 
biochemical research. 
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1. INTRODUCTION 

The rapid growth in our understanding of biochemical reactions and mecha- 
nisms during the past century, in large part, depended on the use of physical 
methods LO systematically disassemble cellular organization to yield purified 
biochemical components. Plant and animal tissues were subjected to homog- 
enization, sonication, centrifugation, and other disruptive physiochemical tech- 
niques in order to prepare sufficient biologcal material for examinations within 
the controlled environments of a test tube or cuvette. Investigations of cellular 
organization using electron microscopy clearly indicated that compartmen- 
talization and sequestration within the cell are important to control the function 
and activity of specific cellular components. However, it is difficult to use this 
technical approach to integrate "test-tube" biochemical investigations with in 
situ cellular experiments. 

Although measurements in a cuvette make it easier to modify salt concentra- 
tion and pH, it would be more appropriate, biologically, for such measurements 
to be performed in acontrolled, quantifiable mannerwithin acell. Could the cell 
itself be transformed into an analytical chamber to pursue holistic experimental 
approaches for biochemical examinations within the context of cellular environ- 
ments? To perform these types of zn situ investigations, at least three issues 
require close attention in designing analytical approaches and instrumentation; 
namely, specificity, sensitivity, and resolution. To pursue such experiments on 
specific molecular species within the complex biochemical milieu of the cell, one 
requires appropriate sensors or probes. Either a probe is required that is unique 
for a protein whose function and location is to be examined, or a probe must 
serve as a reporter molecule, providing quantitative information about the 
steady-state or fluctuations in biological parameters (e.g., Cai+ concentration, 
pH, membrane potential). Since most investigations on individual cells are 
signal-limited, it is necessary to develop methods that have high sensitivity for 
measurements of subcellular localization and biological activity. Finally, ap- 
proaches and instrumentation must be designed to provide resolution at micron 
and submicron levels to demonstrate localization of structure and activity within 
the dimensions of the cell. The recent introduction of a large variety of fluores- 
cent probes and sophisticated imaging systems now provides the technical 
ability to both visualize and quantitate biochemical events in living cells. It is the 
aim of this chapter to demonstrate that fluorescence-based whole-cell analytical 
approaches can meet the demanding requirements of specificity, sensitivity, and 
resolution that are necessary for the examination of biochemical components 
and mechanisms within a single cell or tissue. 

2. INSTRUMENTAL DESIGN AND PROBES 

2.1. Fluorescence Microscopy for Imaging and Analysis 

Fluorescence is the property of a molecule in an excited electronic state to emit 
light as a result of returning to the ground state. The emission spectrum of 



QUANTITATIVE IMAGING TECHNIQUES IN FLUORESCENCE MICROSCOPY 1 19 

fluorescent molecules is red-shifted in relation to the excitation spectrum. 
Measurable parameters of this process are the excitation and emission spectra 
(1-6), fluorescence intensity (1-6), fluorescence lifetime (7-9), and degree of 
polarization (1 0- 12). To take advantage of these measurable fluorescent proper- 
ties for cellular analysis and imaging, optical instruments have been designed 
consisting of the following components: 

A microscope to both focus the excitation source onto the sample and then 
focus the emitted light onto a photo-detection system (e.g., photo- 
multiplier, charge-coupled device (CCD), film, retina) is a central require- 
ment for all imaging systems. 
A source of high intensity, coherent illumination that can be focused to a 
small beam diameter (approximately lpm) to excite a wide variety of 
fluorescent probes. Most analytical systems employ an Argon or Krypton 
laser to provide illumination between 360nm and 600nm. 
Optical detectors in the form of aphotomultiplier tube or CCD to convert 
fluorescence intensity into electronic pulses that can be manipulated by 
computers. 
Light modulation devices such as acousto-optic modulators (AOM) or 
neutral density filters to provide attenuation for the excitation source. 
Galvanometric mirrors or two-dimensional stages to offer addressable, 
precise beam positioning on the sample. 
A computer for system control and management, experimental organiza- 
tion, data collection, manipulation, and analysis. 

Two instrument configurations that demonstrate these features are shown in 
Figs. 1 and 2. The ACAS 570 Interactive Laser Cytometer (Meridian Instru- 
ments, Inc.) (Fig. 1) utilizes ahigh speed two-dimensional stage to move the sam- 
ple across a stationary excitation beam that is focused through the center of the 
optical path of the objective. The ACAS is comprised of an argon laser, two- 
dimensional (X-Y) scanning stage, inverted microscope, and photomultiplier 
tubes, all under computer control (13). The laser beam passes through an 
acousto-optic modulator (AOM) and is then focused by a microscope objective. 
The AOM provides rapid and precise control of the intensity and duration of the 
laser illumination. The fluorescent signals detected by the photomultiplier 
tube(s) are digitized and presented in a variety of formats by the computer. The 
pixel-resolution of the image can be varied by adjusting the step size between 
data points (from O.1pm to 100pm). The same cells can be monitored over a 
period of time to provide kinetic data following biochemical manipulations. The 
fluorescence cytometer can be used in confocal mode by adding optics that 
reduce the laser spot to a diffraction limited size (approximately 0.3pm) in con- 
junction with a focusing lens and pinhole positioned in front of the photo- 
multiplier tube(s). Confocal microscopy (discussed in more detail below) is an 
imaging feature that can significantly enhance axial resolution and, to a lesser 
extent, lateral resolution. 
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t: 

Fig. 2. Diagram of the optical path of the bilateral laser scanning confocal microscope 
(INSIGHT). Real-time confocal imaging is obtained through the use of a double-sided 
mirror which simultaneously scans the sample and the oculars or detector at video rates. 
BSO, beam shaping optics; LM, laser mirror; D, dichroic; M4, mirrors; SM, scanning 
mirror; G, galvonometer; L1 -L3 lenses; S, variable slit. 

The bilateral laser scanning confocal microscope (Fig. 2) is another type of 
fluorescence imaging system that utilizes a CCD as a detector and a scanning 
light cursor to excite fluorescence in cells. A double-sided, galvanometer-driven 
mirror simultaneously scans the specimen and the detector, building a confocal 
image (14, 15). This configuration utilizes a slit at the detector rather than a 
pinhole. The instrument can provide “real-time” confocal views of fluorescence 
that can be observed through the oculars. 

In conventional fluorescence microscopy, emitted light from above and 
below the plane of focus can degrade image contrast and resolution. Confocal 
imaging significantly reduces out-of-focus fluorescence by introducing an aper- 
ture (slit, pinhole, or spinning disk) in the emission path, restricting light obser- 
ved at the detector (Fig. 3). In both systems described here, the degree of 
confocality can be adjusted to optimize for a particular sample thickness and 
fluorescence intensity of the sample. The advantages of this technology for a 
variety of analytical approaches will be discussed in more detail later in this 
chapter. 

2.2. Probes-Natural Fluorophores and Fluorescent Indicators 

2.2.1. PASSIVE REPORTER GROUPS 

Although a number of biological molecules are inherently fluorescent, e.g., 
aromatic amino acids, flavins, vitamin A, chlorophyll, and NADH, most of these 
endogenous fluorophores can only be excited in the ultraviolet (UV) region (be- 
tween 260nm and 360nm). For both technical (special UVoptics) and biological 
(photodamage) reasons, the use of these chromophores for imaging has been 
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Fig. 3. Simplified diagram of the confocal components of the ACAS 570. The laser beam 
is cxpanded to provide a diffraction limited spot at the sample. A focusing lens in front of 
the detection system directs the fluorescence from the focal plane through an adjustable 
pinhole. In  the bilateral laser scanning confocal microscope, a similar technique is 
employed with a cursor rather than a point for illumination and detection. 

limited to relatively few investigations (16, 17) .  The bulk of cellular fluorescence 
measurements has been performed with dyes that are incorporated either bio- 
synthetically or by covalent modification of appropriate site-specific or func- 
tion-specific molecules (1 8-23). Perhaps the two best examplcs of such probes 
are antibodies derivatized with either fluorescein isothiocyanate (FITC) or rhod- 
amine isothiocyanate (TRITC) tci visualize specific antigen cellular localization 
and phospholipids derivatized with fluorescent dyes to demonstrate lipid en- 
vironments within the cell ( 18-23). The most comprehensive description of 
commercially available fluorescent probes and references discussing their use 
may be found in Molecular Probes- Handbook of Fluorescent Probes and Research 
Chemicals (24). 

I n  general, fluorescent probes offer several physical characteristics that may 
be exploited bv the investigator to pursue cellular investigations. 

1. Fluorescence is very sensitive to the chemical environment and may be 
utilized to provide information about the microenvironment surround- 
ing the probe ( 5 ,  6). The fluorescence intensity (quantum yield) (1-3), the 
maximum emission wavelcngth (1 -3), the fluorescence lifetime (6-9), or 
the polarization ( 1 0- 12) may all be monitored for specific changes that are 
induced as a result of changes in polarity, pH, ion concentration, mem- 
brane potential, or ligand binding. 

2. Measurements of specific fluorescence quenching processes may also be 
utilized to provide environmental information, specifically with regard to 
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the distance between macromolecules within or on the surface of the cell. 
The two types of quenching phenomena that have demonstrated their 
value for cellular analysis are the long-range (-80nm) nonradiative pro- 
cess of resonance energy transfer (25-27) and the quenching that results 
from intermolecular collisions (6, 28). In the case of resonance energy 
transfer, energy is transferred from the excited singlet state of a donor to 
the excited singlet state of an acceptor. The amount of transfer or reso- 
nance is given by the overlap of the fluorescence emission spectrum of the 
donor and the absorption spectrum of the acceptor. Utilizing the Forster 

where R1 is the intermolecular distance, Ro is a constant for each donor- 
acceptor pair and ET is the efficiency of transfer, intermolecular distances 
may be determined between donor-acceptor pairs, e.g., FITC and 
TRITC. Collisional quenching may be utilized to examine accessibility of 
fluorophores and has been used more selectively to assess exposure of 
fluorophores on the cell surface (6, 28). 

3. Measurements of fluorescence polarization have also been most useful in 
determining macromolecular organization and dynamics in cells. When a 
fluorophore is excited with plane-polarized light and the fluorescence is 
observed through analyzing polarizers, the degree of polarization of 
fluorescence usually decreases. This is calledfluorescence depolarization and 
is a result of the random movement of the fluorophore. If the fluoro- 
phores, however, become constrained by associating with mac- 
romolecular assemblies or with the membrane, the degree of fluorescence 
polarization increases. In this manner, the polarization value can serve as 
an indicator for degree of immobilization (30-32). In addition to these 
steady-state fluorescence analytical methods, there are a number of time- 
resolved approaches to explore fluorophore environments (33, 34). Al- 
though very powerful, the use of these methods has been limited by the 
absence of commercial instrument packages to image time-related fluor- 
escence in cells under growth conditions. 

2.2.2.  ACTIVE PROBES 

In the previous section, we discussed the general properties of fluorophores that 
serve as passive reporter molecules for cellular organization and biological 
activity. Recently, a variety of photoactivatible or “caged” probes have become 
available that are either nonfluorescent or biologically inert prior to activation by 
the appropriate exciting wavelength. These fluorescent dyes have been modified 
chemically to quench their fluorescence or biological activity until the probe is 
“uncaged” by incident illumination (24, 35-39). Utilizing these probes, light 
may be used to initiate intracellular biological activity and then to follow the 
biochemical consequences of this optical triggering by the use of appropriate 
passive probes. 
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3. APPLICATIONS AND METHODS 

Analytical approaches utilizing fluorescence imaging may be categorized as 
follows: 

Quantitation of molecular components in single cells or cell popula- 
tions 
Topologically defined kin& analyses of cellular activities 
Fluorescence In Situ Hybridization (FISH) 
Confocal microscopy and three-dimensional reconstruction 

An additional advantage of these approaches is that repetitive measurements 
on the same field(s) of cells can be performed during the course of an experi- 
ment. Cells can be maintained under growth conditions and optically probed in 
a continuous manner. Computer control of experiments permits the sequential 
and/or multiparametric analysis of hundreds of cells. Results may then be pre- 
sented in avariety of formats giving detailed information about cell structure and 
function of specific metabolic and signaling pathways. This is difficult with other 
single-cell analytical methods such as flow cytometry (40-42). In the following 
section, we will present a series of model investigations to highlight a number of 
analytical approaches. Unless otherwise noted, the data were obtained with the 
ACAS 570 Interactive Laser Cytometer. 

3.1. Quantitation of Molecular Components in 
Single Cells o r  Cell Populations 

3.1.1. QUANTITATION OF GLUTATHIONE IN LIVING CELLS IN TISSUE CULTURE 

Glutathione (GSH) and glutathione-S-transferase (GST) protect cells against free 
radical damage and chemical injury (43,44).  GSH is found at high levels in most 
cell types and is the most prevalent cellular thiol. GSH and GST levels in cells are 
important in predicting drug resistance and cellular integrity (45, 46). Mono- 
chlorobimane (MCB) is incorporated readily into live cells and becomes fluor- 
escent when conjugated to GSH by GST (44,45).  Therefore, utilizing fluorescence 
imaging approaches, it is possible to directly measure GSH concentration on an 
individual cell basis. 

In the experiments shown in Figs. 4 and 5 ,  NIH 3T3 fibroblasts grown in 
Dulbecco’s Modified Eagle’s Medium (DMEM) containing 10% calf serum at 5% 
C 0 2 ,  were loaded with lpM MCB for 30 min at 37°C. The fluorescence was 
quantitated by exciting with the argon ion laser (35 1-363nm) and collecting 
emitted light above 390nm. Manipulations to block GSH synthesis, such as addi- 
tion of buthionine disulfoxide (BSO), dramatically reduce GSH levels (Fig. 5 ) .  

Similar reductions in GSH levels can be seen with the sulfhydryl-reactive 
mycotoxin patulin in granulosa cells (47). Figure 6 depicts a series of images 
showing the dose response of GSH activity after 2 hr incubation with patulin in 
granulosa cells. Doses of 0.1 pM and 1 pM patulin reveal dose-dependent de- 



QUANTITATIVE IMAGING TECHNIQUES IN FLUORESCENCE MICROSCOPY 125 

Fig. 4. GSH fluorescence in NIH 3T3 cells labeled with 1pM monochlorobimane for 
30 min. 

pletion of GSH, while 10pM and lOOpM patulin overlap with the background 
values, indicating total depletion of GSH. 

These results demonstrate a number of advantages provided by imaging 
approaches for quantitation. The concentration of an important bioactive mole- 

Fig. 5. GSH fluorescence in NIH 3T3 cells incubated overnight with lOpM buthionine 
disulfoxide and then labeled with 1 pM monochlorobimane. 
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cule can be measured both spatially and temporally within living cells. It is also 
possible to examine large populations of cells to determine cellular hetero- 
geneity in relation to responses to modifying drugs. Experiments may be per- 
formed on small numbers of cells, limiting the need for large amounts of 
tissue. 

3.1.2. QUANTITATION OF ONCOGENE EXPRESSION IN TISSUE CULTURE CELLS 

Abnormal expression of the ras oncogene has been correlated to tumor forma- 
tion and carcinogenesis (48, 49). Using a fusion gene prepared with a metal- 
lothionein (MT) promoter and the ras T24 structural gene (49-51), ras T24 
protein (p21) expression in rat liver epithelial MTR6 cells could be manipulated 
by altering the zinc concentration in the growth media, and quantitated using 
fluorescence cytometry (51).  It has been shown that increased expression of the 
ras gene causes tumors in rats (48,49), and a correlation between expression of 
the oncogene and down regulation ofgap junction function has been established 

Untreated cell cultures (i.e., no additional zinc) and cultures exposed to 
1 OOpM ZnSOJ for 2 days were fixed and stained with a streptavidin-fluorescein 
antibody against p2 1 (for detailed method, see 5 1) .  The average fluorescence in 
several hundred single cells was determined and displayed in a histogram show- 
ing control (no additional zinc) and IOOpM zinc-treatcd cells (Fig. 7 ) .  Zinc 
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Fig. 7. Histogram ofthe average fluorescence intensity of rat liver epithelial cclls carrying 
a zinc-inducible MTrasTP4 fusion gene. Control cells [dark gray) and cells treated with 
ZnSO, (100pM, 48 hr; light gray) were fixed, probed with FITC-antibody against the ras 
T24 protein (pPl), and analyzed on a single cell basis. Notice the marked increasc in 
fluorescence in the treated cells, reflecting the enhanced accumulation of ras T24 
protein. 
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induces the expression of ras T24, and the result is the observed fluorescence 
increase due to increased FITC-antibody binding. The MTR6 cells show an 
increase of about fourfold in fluorescence intensity following exposure to zinc. 
In a similar manner, fluorescence immunoassays may be pursued at the single- 
cell level. Although these measurements were performed on fixed cells, micro- 
injection techniques may be employed in conjunction with fluorescently labeled 
antibodies to pursue similar investigations in living cells. 

3.1.3. MEASUREMENTS OF pH IN MAMMALIAN CELLS 

The strict regulation of intracellular pH is vital for cell growth and function. 
Variations in pH affect both biosynthetic and metabolic pathways (52-56). A 
number of growth-related biochemical factors have been demonstrated to re- 
quire changes in intracellular pH for their activity (57-59). To pursue such 
measurements in a noninvasive manner in living cells, it is possible to exploit the 
environmental sensitivity of fluorescent probes to monitor pH. The ester of 
SNAFL calcein AM (24) is one of avariety of probes that may be utilized for this 
purpose (60-62). This molecule is initially nonfluorescent and can passively dif- 
fuse across the plasma membrane of cells. Within the cell cytoplasm, endo- 
genous esterases cleave the ester-linked groups producing SNAFL calcein, a 
strongly fluorescent molecule now trapped within the cell cytoplasm. The cal- 
cein derivative of SNAFL serves to bind the SNAFL to intracellular glutathione 
and inhibit dye leakage (24), a significant problem with previous pH probes. 
SNAFL calcein is optimally excited by the 514nm line of the argon laser, and 
emissions at 570nm and 630nm are collected simultaneously and ratioed. Figure 
8 shows the ratiometric pH profile within 3T3 cells. The pH values have been 
extrapolated from a standard curve generated following exposure of cells to the 
proton ionophore nigericin (63) (10pg/ml) and subsequent incubation with a 
series of buffers of known pH. 

Although there is considerable heterogeneity in pH values observed within a 
cell, whole cell pH values are between 7.1  and 7.2, in agreement with previously 
reported values for 3T3 cells (64). This same type of intracellular heterogeneity 
exists in cells labeled with BCECF (another ratiometric pH probe) and may be in 
part due to a chemical interaction of the fluorescent probe with the cells. This 
may represent a biologically relevant feature not observed previously for mea- 
surements performed on cells in suspension. With BCECF, some of the hetero- 
geneity can be diminished by including glucose in the buffer and treating the 
cells with the mitochondrial poison CCCP (M. Wade, unpublished results). 

3.1.4. 
IN TISSUE CULTURE 

MEASUREMENTS OF MEMBRANE POTENTIAL IN CELLS GROWING 

The use of potential-sensitive fluorescent probes to monitor the electrical poten- 
tial across a cell membrane permits an accurate, noninvasive measurement of 
membrane potential changes in a wide variety of cells, vesicles, and organelles 
without the external electrical or mechanical manipulation required by micro- 
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electrode techniques (65, M. K .  Frame et al., manuscript in preparation). Fluor- 
escence-imaging techniques can quantitate membrane potential changes in 
single cells or groups of cells equilibrated with the potential-sensitive bisoxonol 
dye DiBAC4( 3) (66,67), which exhibits apotential-dependent partitioningacross 
the plasma mrmbrane. Since DiBAC4( 3) fluorescence increases significantly in 
the cell compared to extracellular DiBAC,(S) as a result of dye binding to 
intracellular components (predominantly proteins), cell depolarization results 
in an increase in cell fluorescence (67). Figure 9 shows several images ofafield of 
human teratocarcinoma (HT) cells grown in DMEM plus 10% FCS at 37 "C in 5% 
COY and subscquently labeled with 5pM DiBAC4(3) in DMEM for 20 min at 
37°C. The DiBAC4(3) remained in the media throughout the measurements at 
37 "C. Afterestablishingabaseline, 50mM KClwasadded todepolarize thecclls. 
The normalized plot, reflecting about 35% enhancement in fluorescence follow- 
ing the addition of KCI is also shown in Fig. 9. 

Figure 10 shows the results of a stepwise addition of increasing concentrations 
of KC1 to a group of cells. A clear dose-dependent increase in fluorescence is 
apparent as the cells become more depolarized. The actual changes in mem- 
brane potential can be estimated b y  using the Nernst equation to calculate mem- 
brane potential at various external potassium concentrations (68). 

3.2. Kinetic Analysis of Cellular Activities 

Cellular function depends on the movement of molecules within membranes 
(18, 20, 23, 69), through cytoplasmic compartments (13, 21, 70), and between 

Fig. 9. Fluorescence of HT cells labeled with 5pM DiBAC4(3) and dcpolarizrd by 50 mM 
KC1. The time plot is normalized against the first measurement. 
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Fig. 10. Sequential addition of KCI to DiBAC,(S)-labeled HT cells. 

cells (intercellular communication) (7  1-73). Rapid changes in ionicfluxes, Cat+ 
concentration, and membrane potential are important controllers of these 
dynamic cellular processes. Quantitative fluorescence microscopy has made 
significant contributions to our understanding of rapid dynamic processes that 
are necessary for signaling mechanisms within and between cells. The following 
experimental approaches have been utilized to measure such transient fluor- 
escence changes. 

3.2.1. 

Small changes in free intracellular calcium can affect gap junction function, cell 
division, muscle contraction, neutrophil stimulation, and other essential cell 
functions (74-77). Recently, several fluorescent probes to measure intracellular 
free calcium have been developed (24, 78-80). Indo-1 and Fura-2 were de- 
veloped as dual emission or dual excitation calcium-sensitive ratiometric 
probes. The ability to ratio emissions or excitations can eliminate or mitigate 
artifactual fluorescence changes resulting from variations in dye concentration, 
photobleaching, and dye leakage that may exist within or between cell pop- 
ulations. However, both Indo- 1 and Fura-2 require UV excitation. More recen- 
tly, the single excitation/emission probes, Fluo-3 and Rhod- 1, have become 
available (24, 78). Fluo-3 can be excited by the 488nm line of the argon laser and 
emits in the visible spectrum at a wavelength similar to fluorescein (530nm). The 
advantage of this probe is that UV excitation is not required. A major disadvan- 
tage is that it is difficult to quantitate the absolute calcium concentration in cells 
because ratioing is not possible. The relative size and temporal resolution of 

CA++ OSCILLATIONS IN CULTURED CELLS 



Fig. 6. GSH fluorescence in granulosa cells stained with 40pM monochlorobimane 
after Z-hr incubation with various coricentrations of patulin. Reading from left to 
right: (top) control (OpM), alpM; (middle) l.OpM, 1OpM (bottom) 1OOpM and back- 
ground control without MCB labeling. (Data courtesy of Dr. Robert C. Burghardt, 
Texas A & M University, Callege Station, Texas.) 

Fig. 8. SNAFL calcein fluorescence ratio map in fibroblasts. Ratio of 570nm and 
630nm emissions was calculated and plotted as a function of pH, which was indepen- 
dently determined in nigericin-treated cell cultures. 

Fig. 11. H T  cells labeled simultaneously with WM Fluo-3 (detector 1) and .!$M Fura Red 
(detector 2). 

Fig. 12. The same field as Fig. 11 following the addition of l.%M ionomycin. Note the 
increase in signal in detector 1 and the decrease in detector 2. 



Fig. 13. Time plot summarizing the ratio change as a function of time. The  vertical line 
denotes the addition of the ionomycin. 

Fig. 22. Male peripheral blood mononuclear cells labeled with b io t in4  chromosome 
probe/avidin (FITC; green) and counterstained with propidium iodide (red). 
Seventeen optical sections (27 x 2 7 ~  each) were imaged at 0.wm intervals in the 
Z-axis, and reconstructed at various viewing angles with the SFP algorithm. (Sample 
courtesy of Dr. James F. Leary University of Rochester Medical Center, Rochester, NX) 

Fig. 25. Bacteria (Brudyrhixobium ju$onicum) labeled with propidium iodide to define 
the bacterial volume (red) and a fluorescent antibody against BJ38 (FITC; green). 
Twenty-two optical sections (18 x l g m  each) were imaged at 0.wm intervals in the 
Z-axis and reconstructed with the SFP algorithm. Notice the polar organization of 
BJ38, a protein that is thought to play a role in attachment to soybean root hairs. 
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Ca++ transients, however, are relatively easy to determine in cells. Further quan- 
titation can be pursued with the calcium ratio probe, Indo-1 . 

A potentially useful approach to provide better quantitation with Fluo-3 
would be to label cells with a combination of Fluo-3 and Fura Red, a long 
wavelength calcium indicator that displays an intensity decrease as calcium 
values increase (8 1).  Theoretically, the ratio of the emissions of these two probes 
could be correlated to calcium concentration by using a standard curve. Pre- 
liminary findings indicate that such a ratio of emissions at 530nm (Fluo-3) and 
630nrn (Fura Red) can be measured. HT cells were labeled with both Fho-3 and 
Fura Red and excited with 488 nm light from the argon ion laser. The emissions 
at 530 nm and 630 nm were simultaneously detected and ratioed. Figure 11 
depicts images from both detectors before addition of ionophore. Figure 12 
shows the same field several seconds following addition of 3 pM ionomycin. 
Ioriomycin is a calcium ionophol-e that not only opens membrane channels to 
extracellular calcium, but also causes significant internal release of calcium 
stores. Note the increase in signal in Detector 1 (Fluo-3) and the drop in signal in 
Detector 2 (Fura Red), which indicates that an increase in intracellular calcium 
has occurred. The plot of free Ca++ change, displayed in Fig. 13, shows the Fluo- 
3/Fura Red emission ratio as the ordinate and time as the abscissa. An initial rise 
in calcium is clearly seen, followed by areturn to near baseline levels. The photo- 
bleaching characteristics of cells labeled with Fluo-3 or Fura Red were deter- 
mined by repetitively scanning the same areaof cells and plotting the integrated 
value as a function of scan numbcr. Following 50 scans, the fluorescence inten- 
sityhad onlydecreased bv5% (datanot shown). Theniinimalphotobleachingis a 
result of the use of a highly focused laser beam (approximately 1 pm in diameter) 
and an acousto-optic modulator (XOM). The AOM pulses the laser such that the 
sample is only illuminated for a brief period of time over a discrete area. 

The bilateral laser scanning confocal microscope permits real-time measure- 
ments of changes in intracellular calcium. Freshly isolated rat heart cells were 
loaded with 5pM Fluo-3. Fluorescence images were collected every 0.2 seconds 
by a frame grabber, or in real-time (30 framedsecond) on video tape using the 
INSIGHT. Figure 14 shows three images and a time plot illustrating the calcium 
oscillations seen in these beating cells as a function of time. This type of temporal 
resolution requires the rapid detection capability obtained by a real-time imag- 
ing system. 

3.2.2. DIFFUSION OF MEMBRANE A N D  CITOPLASMIC COMPONENTS 

The measurement of fluorescence redistribution after photobleaching (FRAP) is 
a unique, noninvasive method for directly analyzing dynamic processes in living 
cells (13, 18-23, 69-73). FRAP experiments have provided important insights 
into membrane structure (18, 20), mechanisms of hormone action (82, 83), 
nucleocytoplasmic communication ( 13, 2 I ) ,  cytoplasmic organization and 
structure (84), actin and tubulin assembly (85 ,22) ,  cell-cell communication (13, 
65, 67-69), cell differentiation and proliferation (86), parasite membrane struc- 
turc (87), and bacterial membrane biosynthesis (88-89). 
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Fig. 14. Measurements of Gaff oscillations in adult rat heart cells labeled with 3pM Fluo- 
3.  These cells beat in culture with electrical stimulation. (Sample courtesy of Dr. Scott 
Henry, Parke-Davis, Ann Arbor, MI).  Data were obtained with an INSIGHT confocal 
microscope. 

FRAP measurements on membranes are made by photobleaching a micro- 
scopic area (1 pm-2pm in diameter) with a short, intense pulse of light from an 
argon ion laser. Recovery of fluorescence within the bleached area due to the 
lateral diffusion of neighboring intact fluorophores is subsequently measured 
by repetitive scanning across the cell surface with an attenuated laser beam. The 
rate and extent of recovery permits calculation of the diffusion coefficient (mo- 
bility) of the fluorescent species and the fraction, which is mobile (termed the 
recoverable percent). In a representative investigation, NIH 3T3 fibroblasts 
were labeled with 1 -acyl-2-(N-nitrobenzo-2-oxa-1,3-diazole)-aminocaproyl- 
phosphatidylcholine (NBD-PC) (20pg/ml at 4°C for 20 minutes), a fluorescent 
derivative of a naturally occurring membrane phospholipid. A gray-scale image 
of fluorescence is presented to visualize the distribution of the fluorophore 
across the entire cell (Fig. 15). Prebleach scans are made across the cell surface to 
establish the initial fluorescence intensity profile. An area on the membrane is 
then targeted for photobleaching (denoted by an X on the image). Postbleach 
scans monitor the recovery of fluorescence (Fig. 16). Final data from an experi- 
ment include mobility (in cm2/sec), standard deviation from the fit curve, per- 
cent fluorescence recovery, and the initial bleach percentage (Fig. 17). The use of 
FRAP techniques is based upon the introduction of fluorescent probes into 
either the cytoplasm, specific cytoplasmic compartments, or the plasma mem- 
brane. The total time needed to photobleach, monitor, and analyze fast diffusing 
species in the membrane is approximately 2 to 3 min. Typically, NBD-PC and 
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Fig. 15. Image of a fibroblast, fluoresccntlv labeled with NBD-PC (20pg/ml for 20 min). 
The image displays the start (.), end (.), and bleach point (X) for the FRAP experi- 
ment. 

other lipid probes display a recoverv percentage of 60%-90% and a mobility of 
1.5 X 1 0-9 to 6 X 1 OP9 cm'/sec. Proteins usually recover less than 50% and move 
at rates that are a factor 10 to 100 slowcr. FRAP experiments with proteins 
therefore require more time than measurements with lipids. 

D ;'0 Jcl 63 313 139 1 3  
l n t ~ t l $ ~ l r , ;  r ~ .  F > I I V T ~  1,1 Fr = 0.25 p n i i  

Fig. 16. Composite plot displaying the gradual recovery of NBD-PC fluorescence intrn- 
sity (Y-axis) along across section ofa 3T3 cell (X-axis) within 50 sec after photobleaching a 
spot on the cell membrane at the position indicated by the vertical line. 
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3.2.3. INTERCELLULAR COMMUNICATION 

Intercellular communication mcasurements are another way in which photo- 
bleaching and fluorescence recovery can be employed to monitor movement of 
fluorescent molecules. In this approach, FRAP is used to measure dye transfer 
between contacting cells (7  1-73]. Molecules less than 1000 dalton in molecular 
weight ( M Y ,  such as carboxyfluorescein (MW 370), can freely transfer through 
gap junctions. The measuremcrit of gap junctional communication has been 
cxaniined by loading cells with carboxyfluorescein diacetate ( 1  pg/ml for 15 min 
(a 37 O C) and then selectively bleaching whole cells. Cells that are in contact and 
havc functional gap junctions arc able to reestablish the fluoretcence equilib- 
r i u m  by transfer of carboxyfluorescein from unbleached neighboring cells to the 
blcached cell. Numerous studies have documented the utility of this technology 
for communication measurements (69, 7 1-73, 93). Rates have been calculated, 
and it has been shown that the rate of communication is proportional to the 
number of contacting cells (94).  In rat liver epithelial cells that contain a zinc- 
inducible ras T24 gene, a reduction in intercellular communication was cor- 
related with increased expression of the ras p21 protein [see above and (51)]. 

3.3. Fluorescence In Situ Hybridization (FISH) 

Fluorescence In Sitzi Hybridization is a technique that utilizes fluorescently 
modified DNA probes to hybridizc to specific sequences in metaphase chromo- 
some preparations or interphase nuclei. These probes can be used to localize 
single-gem copies, teleomeres, centromeres, and specific whole chromosomes 
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(95-97). A more specialized use of this technique with great promise for clinical 
evaluations of chromosomal abnormalities has been termed chromosome 
painting. The DNA probes for this type ofanalysis are prepared from a chromo- 
some-specific library. Reciprocal translocations within chromosomes are de- 
tected rapidly by fluorescence imaging, reducing the need for the more involved 
labor-intensive procedures of chromosome banding. Movements of chromo- 
somal pieces are observed as shifts in the fluorescence signal from the hybridized 
chromosome. Figure 18 shows a metaphase spread in shades of gray from a 
mouse, human hybrid in which d l  chromosomes are stained with propidium 
iodide (dark gray) and only the human chromosomes are stained with FITC 
(light gray). The overlap of the w o  signals is evident. 

3.4. Confocal Microscopy and 3-D Reconstruction 

Laser scanning confocal microscopy can significantly enhance the details of sub- 
cellular structures labeled with fluorescent probes. In addition, spatial resolu- 
tion is improved significantly, permitting topically defined investigations of 
cellular activity using fluorogenic reagents or reporter molecules. The advantage 
ofconfocal microscopy is that out-of-focus fluorescence from above or below the 
plane of focus is greatly reduced (98). Three-dimensional reconstructions of sub- 
cellular structures, cells, or tissue sections can be prepared from a series of opti- 
cal slices (theoretical Z axis resolution is approximately 0.6pm-0.7pm) acquired 

Fig. 18. Metaphase image of a mouse/human hybrid bearing multiple human chromo- 
somes, probed with FITC-biotinylatetl human DNA (light gray) and counterstained with 
propidium iodide (dark gray). The human chromosomes show up in light gray as a result 
ofacombined signalofFITC and PI. (SamplecaurtesyofDr. Roger A. Schultz, University 
of Maryland School of Medicine, Bdrimore, MD.) 
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as the plane-of-focus is automatically moved in small increments through the 
sample. A significant advantage of this technique is that it results in nondestruc- 
tive, high-resolution optical sections of living tissues so that dynamic processes 
may be followed and cellular variations in organization can be analyzed tem- 
porally. In addition, it provides the axial resolution that is not available in con- 
ventional transmission electron microscopy without recourse to the difficult 
technical process of preparing serial sections. Recently, several confocal studies 
have been published that implicate differences between nuclear and cytoplasm 
calcium values in smooth muscle and neuronal cell types (99, 100). These data 
were generated using the UV-excitable dye, Indo-1 , and confocal optics to local- 
ize the calcium response accurately. 

The advantages of confocal microscopy for observing fluorescent structures 
can be seen in Fig. 19. A composite photograph is presented of a confocal image 
and a standard nonconfocal fluorescence image of the same astrocyte labeled 
with FITC conjugated anti-tubulin; note the blurring in the nonconfocal image. 

In Fig. 20 various optical sections are depicted from a neuron microinjected 
with Lucifer Yellow, which was located within a thick (> 100pm) brain section. 
The various sections do not show much information, but when they are com- 
bined in a reconstruction as shown in Fig. 21, the three-dimensional nature of 
the structure becomes clear. Similar detailed images are observed for interphase 
nuclei which have been hybridized with FITC derivatized oligonucleotide 
probes. Figure 22 displays a reconstruction in which it is quite evident that two 

Fig. 19. Composite photograph showing confocal (left) and non-confocal (right) images 
of an astrocyte labeled with FITC anti-tubulin. (Sample courtesy of Dr. Charissa Dyer, 
Wayne State University, Detroit, MI).  
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Fig. 20. Tissue section from the ventral posteromedial nucleus of rat thalamus. A neuron 
was microinjected with Lucifer Yellow and 15 optical sections ( 1  80 X 180ym each) were 
imaged at 2.5pm intervals in the Z-axis. (Sample courtesyof Dr. Robert Rhoadcs, Medical 
College of Ohio, Department of Anatomy, Toledo, OH.) 

copies of the number 1 chromosome exist (FITC, green) within each nucleus 
(propidium iodide, red). 

Lily pollen was stained with acridine orange and imaged using the bilateral 
laser scanning confocal microscope (INSIGHT). Figure 23 shows a three-dimen- 
sional reconstruction of 49 separate slices, using a modified version of the SFP 

Fig. 21. Three-dimensional reconstruction of the optical sections displayed in Fig. 20. 
Notice how the manv small and separate areas of fluorescence that were observed in most 
ofthe sections combine into long extensions from a single cell. (Sample courtesy of Dr. 
Robert Rhoadrs, Medical College of Ohio, Department of Anatomy, Toledo, OH.) 
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Fig. 23. Lily pollen stained with acridine orange. Forty-nine optical sections (86 X 86pm 
each) were imaged with the INSIGHT at 0.5pm intervals in the Z-axis and reconstructed 
with the SFP algorithm at two different viewing angles. 

algorithm (1 01 - 103). The SFP algorithm combines multiple sections into one 3- 
D reconstruction using a modified volume rendering technique known as ray- 
casting combined with a depth-shaded function. Shown here are two different 
views reconstructed from two angles. Figure 24 shows a 3-D reconstruction ofan 
insect isolated from Italian bacon and labeled with acid fuchsin. The entire insect 
was scanned in a confocal mode with a high numerical aperture objective. 

Fig. 24. Macerated male mite (Tyrophagus Longer), stained with acud fycgsin. Forty opti- 
cal sections (720 X 720pm each) were imaged at 0.5pm intervals in the Z-axis, and recon- 
structed with the SFP algorithm. Views from the bottom (left panel) and top (right panel) of 
the sample are displayed. (Sample courtesy of Dr. Manfred G. Walzl, University of 
Vienna, Austria.) 
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A particularly important future role for confocal microscopy and D recon- 
struction may be as a means to attain the imaging capability usually reserved for 
scanning electron microscopy. To minimize the harsh preparation procedures 
necessary for electron microscopy, confocal imaging was attempted on bacteria 
stained with two distinct fluorescent probes: the DNA-binding dye propidium 
iodide and a fluorescein tagged antibody against a bacterial antigen, BJ38 (Fig. 
25). Reconstruction of the optical sections demonstrates a unique polar or- 
ganization for this protein localized to a loose tuft of material projecting away 
from the bacterial outer membrane. The reconstructed image of the bacteria 
demonstrates the power of this technology for examining the surface organiza- 
tion of bacterial components without the need for scanning electron micro- 
scopy. The significant advantages of this technology are that: a) multiple 
fluorescent probes can be viewed simultaneously; b) a variety of fluorescence- 
based analytical approaches may be utilized; c) no dehydration or vacuums are 
required for sample preparation resulting in less damage to the antigen or mem- 
brane organization; and d) microbial organisms such as bacteria or yeast may be 
used to obtain such images. 

4. CONCLUSION 

The instrumentation and probes for fluorescence analysis and imaging are now 
available to perform multiple biochemical analyses in living cells. The interplay 
between cellular structures and differentiated cell function can now be dy- 
namically visualized and monitored to provide topologically specific informa- 
tion about the biology of the cell. 
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1. INTRODUCTION 

The automated assay of enzyme activities is a major activity of clinical, food, 
environmental. research, and other analytical laboratories. The assay of en- 
zymes in body fluids is the authors’ area of expertise. Earlier reviews of labora- 
tory automation are by Alpert ( 1  1 and Schwartz (2); the latter described the early 
days of continuous flow, i.e., Technicon AutoAnalyzer” systems with brief men- 
tions of alternate automated devices. Perez-Bendito and Silva (3) describe con- 
tinuous flow as applied to rate methods, and Roodyn (4) in his book, describes 
the topic of automated enzyme analyzers up to about 1970 and gives detailed 
information on enzyme assays on the Technicon AutoAnalyzer including a 
FORTRAN program for data reduction; he also provides adetailed bibliography 
to about 1969. He discusses other early instruments for enzyme assays such as 
the Bausch and Lomb “Zyrnat 340,” the Joyce Loebl “Enzymat,” the LKB 
“Reaction Rate Analyzer,” the AGA Medical “Autochernist,” the Vickers “Mul- 
tichannel 300,” the Warner-Chilcott “Robot Chemist,” the Beckman “Kintrac 
VII,” the Gilford “Multiple Sample Absorbance Recorder,” and the Smith Kline 
“Eskalab.” The degree of automation of the AutoAnalyzer was superior to that 
of the other devices; this was surely the reason for the dominant position of 
Technicon equipment in clinical laboratories in the late 1960s and early 1970s. 
The addresses of the manufacturers of the above devices are given by Roodyn (4). 
This information is largely of historical interest and is included here for com- 
pleteness. The above automated enzyme analyzers have nearly all disappeared 
from clinical chemistry laboratories. 

The development and application of centrifugal analyzers, a major advance 
in automated enzyme assays, is described by Tiffany et al. (5) .  This devicewas the 
first to use computerized process control and data reduction. There are many 
reports in the literature that evaluate or compare specific instruments. Some 
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examples of such studies are those by Valcircel and Luque de Castro (6) describ- 
ing the Technicon RA-100, BMD Hitachi 705 , and Beckman Astra-8 analyzers 
( 7 ) ,  theAbbottSpectrum(8,9, lo), theDuPontaca(11, 12), theDuPontDimen- 
sion (13, 14), the Hitachi 704 (15, 16), the Hitachi 7 1 7  ( 1 7 ,  18), the Hitachi 736 
and 737 (19,20), theKodakEktach6m 700 (21,22,23), andtheCorningACS 180 
(24). Other reports make comparison of various instruments, e.g., the Hitachi 
737 versus the Ektachem 700 (25), and the Baxter Paramaxversus the Ektachem 
700 (26). These studies deal with enzymes and other tests, comparability of the 
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9 

Fig. 3. View of the disposable cuvets used in the Baxter Paramax. Thecuvets are provided 
as a long chain and are cut off by the instrument. 

results with those from accepted methods for many analytes, quality control 
data, and other performance characteristics. Unfortunately, these reports be- 
come obsolete quickly owing to model changes, improvements of all types, 
reagent reformulations, and the like. Figures 1 to 7 show some representative 
details of contemporary automated enzyme analyzers with some special or 
unique features. 

The distinction between “batch” and “discrete” analyzers is an important 
one. The AutoAnalyzer is a batch instrument; groups of specimens are analyzed 
together along with standards and quality control specimens or knowns. It is 
inefficient to analyze one specimen on the AutoAnalyzer owing to the required 
calibration with every run. Contemporary analyzers such as the DuPont aca and 
Kodak Ektachem are extremely stable, and only infrequent calibration is 
needed; these devices meet the needs of clinical laboratory analyses: any test at 
any time. Assaying specimens as they arrive in the laboratory provides better and 
more timely testing services rather than accumulating specimens and analyzing 
them in groups. 

Our review covers the major developments in automated enzyme assays since 
about 1975. The well-documented advantages of automation are several: reduc- 
tions in imprecision, increased productivity of the staff, standardization of 
methods, faster assay of specimens and reporting of results, and fewer human 
blunders. 
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Decode 
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Fig. 6. Detail of the preprocessing device, the “Plus,” for the DuPont aca analyzer. 
Separation and pretreatment steps are carried out here, and then the treated sample is 
added to an aca cup for analysis by the DuPont aca. 

2. WHAT XS AUTOMATION? 

As is discussed by others (6), “automation” is often poorly defined, and there are 
clearly many levels of automation (27). Modern, computer-controlled instru- 
ments require less-and-less human intervention. But is it desirable to have the 
instrument (or robot) replicate every human manipulation? The answer is a 
qualified yes, and we discuss here the rationale and precautions of various steps 
in the analytical chain and the sateguards that must be built into the instrument 
to maintain the integrity of the results. 
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A comparison of some currently available automated enzyme analyzers is 
given in Table 1.  Two caveats apply: The selection of instruments is based on 
those that have large peer groups in the College of American Pathologists (28) 
proficiency testing surveys, and continuing updates of equipment makes it 
highly likely that some of the instruments will have features not shown in the 
table. 

3. SOLUTION-BASED, ABSORPTION 
SPECTROPHOTOM ETRIC METHODS 

Ultraviolet and visible absorption spectrophotometry are still the most widely 
used techniques for enzyme assays in aqueous systems. Nephelometry or tur- 
bidimetry are used for a few special situations, e.g., assay of serum or urine 
amylase with a starch solution as the substrate where the clearing of the solution 
is measured, or similarly, the assay of serum lipase where the clearing of an olive 
oil emulsion is followed. Table 2 shows the current list of clinically important 
enzymes and their substrates. Automated analyzers rely largely on “self-indi- 
cating” substrates such as NAI)(P)H, p-nitrophenylphosphate, phenolphtha- 
lein monophosphate, thymolphthalein monophosphate, derivatives of 4- 
nitrophenvl maltopentaoside, and so on. These instruments generally do not 
permit a separation step to complete the analysis; the reaction vessel is also the 
cuvet or measuring container. The reaction chemistries may be quite complex; 
however, the specimen handling and spectrophotometry must be adapted to the 
mechanical requirements of the instrument. Microwell readers can serve nicely 
to measure enzyme activities simultaneously in 96 wells (29). Flow-injection 
analysis of enzyme is a variant of continuous flow spectrophotometry and has 
been applied to the assay of enzymes (30). 

3.1. Specimen Identification 

Identification is a major problem in clinical laboratories, and serious untoward 
events can occur with misidentified specimens. Unambiguous identification is 
possible today with bar-coding and similar machine-labeling techniques (3  1). 
The model discussed here is for testing patient-derived materials in a clinical 
laboratory; the model can, of course, be extended to other applications. A 
machine-readable label on eveiy specimen is the contemporary standard of 
modern equipment. Keying in identifiers to an instrument is less desirable 
owing to the inevitable human errors. In our experience with bar-code readers, 
they “read” the label correctly or don’t work at all. The topic, automated 
specimen identifications, is described in more detail in Section 8.2 here (32). 

3.2. Specimen Preparation 

Preparation for analysis ranges from a mundane step such as centrifugation to 
sophisticated procedures like pretreatment by chromatography, extraction, 
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reaction with antibodies, and so on. The DuPont aca (see Table 1) uses some 
reagent packs that incorporate pretreatment columns in the packs, e.g.,those for 
the assay of the CK-MB isoenzyme of creatine kinase (CK, EC 2.7.3.2). A pre- 
treatment module for the aca, the aca plus, provides additional capabilities to 
carry out separation and isolation steps so that the treated specimens can then be 
analyzed in the usual way on the aca. 

The Kodak Ektachem 250 uses reactions on thin films and a ‘‘radial wash” 
technique as a pre-analysis step for certain analytes. The Baxter Stratus instru- 
ment uses a similar strategy. The Corning ACS 180 employs a double-antibody 
technique to measure CK-MB and a fully automated separation step using 
antibody coated on magnetic particles; nothing is required of the operator 
except loading the reagents and bar-coded specimens into sampling wheels. 

Removing the stopper from a tube of blood can be eliminated-and the 
occasional aerosol that is produced during opening- by piercing the stopper’s 
rubber septum with the probe as is done on the Baxter Paramax or as has been 
suggested by Columbus and Palmer (33) in a special blood collection device that 
is centrifuged axially and then sampled through a port in the plastic tube. Others 
(34) have devised aplastic cone that is inserted into the rubber stopper that serves 
as an opening to the specimen and as aguide for the sampling probe. Safety con- 
cerns in the handling of potentially infectious specimens is stimulating more 
development in this area of automation. 

3.3. Specimen Integrity 

Unattended assays have unique requirements that manual techniques do not. 
On-instrument stability is an issue, particularly if the environment of the instru- 
ment is hotter than the laboratory bench, the typical case. For example, CK is 
unstable at 37”C, is light sensitive, and is easily oxidized during storage; such 
concerns impact the validity of CK assays (35). Specimen evaporation can be a 
serious problem, particularly for small specimens held in containers with large, 
exposed surfaces for prolonged periods of time (36, 37). Evaporation lids are 
desirable, but they cannot always be used owing to instrument constraints on the 
specimen probe. 

3.4. Pipeting Specimens 

Specimen sampling has special needs in automated instruments. The analyzer 
must detect an incomplete or “short” specimen, an air bubble, and any solid 
material such as afibrin clot in a serum specimen or the silicon separator gel used 
in many blood collection tubes; failures of any of these invalidates the results, 
and the operator must be alerted. Use of anticoagulants is common in hos- 
pitalized patients, and therefore delayed clotting is a major problem in clinical 
laboratories. The instrument must sense when excessive force is needed to 
aspirate the specimen. Because it is impossible for the analyst to monitor the 
pipeting of specimens, these checks for possible failures must be in place, par- 
ticularlywith the typical 2p1 to 20pL specimens in common use. The metering of 
tiny specimens is an art that is beyond the discussion here. 
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TABLE 2 

Specificin, of Enzyme-Catalvzed Reactions 

Enzyme (Abbre\iation, 
IUB Group, EC No.) Substrate 

~~ 

Comments 

Alpha-amylase (hydrolase, 
EC 3.2.1.11 

Acetylcholinesterase 
(hydrolase, EC 3.1 .1 .7)  

Pseudocholinesterasr 
(ChE, hydrolase, 
EC 3.1.1.8)  

Acid phosphatase (ACP, 
hvdrolase, EC 3.1.3.2)  

Alkaline phosphatase (ALP, 
hvdrolase. EC 3 1 3 1 )  

Angiotensin converting 
enzyme (ACE, hvdrolase, 
EC 3.4.1.5.11 

Aspartate amiiiotransferate 
(AST, transferase, 
EC 2.6.1.1)  

Aani ne ami notranrferase 
[ALT, transfo-are, 
EC 2.6.1.2)  

Aldolase (ALD, lyase, 

Ceruloplasmin (oxido- 
EC 4.1.2.13)  

reductase, EC 1.16.3.1) 

Creatinr kinase (CK, 

Gamma-glutamyl 
transferase, EC 2 7 3 2 )  

trarisferase (GGT, 
transferase, EC 2.3.2.2) 

a- I ,*  links in D-glucose 
polymers, e.g., 
polyglucose(C6, G7, etc.), 
many starches, glvcogen, 
drxtrins 

thiocholine 

ct! o I i ne 

Acetylcholine acetyl 

Many aliphatic esters of 

Hydrolyses manv 
phosphate esters, e.g., 
pNPP, G6-P,  phenyl-P, 
8-glycerop hosp hate, 
phenolphthalein- P, 
thyniolphthalein- P, 
naphthol-P 

esters as ACP 
Hydrolyses same phosphate 

Splits peptides at certain 
sites, e.g., between GLY 
and PHE, also hippurvl- 
L-histidvl-L-leucine is 

substrate 
L aspartate + 2-oxoglutarate 

or L-glutamate + 
oxaloacetate 

L-alanine + 2-oxoglutarate 
or L-glutamate + 
pyruvate 

Fructose- 1.6-di-P 

Manv oxidizable substrates 
r.g., phcnvlenediamine 

Creatine + ATPor creatine ~ 

P 4- ADP 
Transfers agammaglutamyl 

group from many 
“donor” peptides to an 
“arrt-ptor” peptide 

Does not cleave 8-1-4 links 
as occur in cellulose, 
a- 1-6 links at branches of 
starches, maltose 

Moderately specific 

Choline is 
HOCHVCH2N(CH,),+, 
a quaternary amine. The 
OH group can be 
esterified with many 
groups; esters arc 
substrates. 

Cleaves phosphate esters 
like ALP but at pH of 
about 5 .  

ALP has unusual pH 
optimum of about 9.  
Optimum pH varies with 
substrate. 

A nonspecific hydrolase; 
also acts on angiotensin I 
bradykinin, met-enke- 
phalin, leu-enkephalin 

Absolutely specific; only 
reacts with L-aspartate or 
L-glutamare. Enzyme is 
stereo-specific. 

reacts with L-alanine or 
L-glutamate. Enzyme is 
stereo-specific. 

Absolutely specific. Only 

Highly specific 

Nonspecifir. Capable of 
oxidizing many 
substrates 

Highly sperific 

Nonspecific but requires 
gamma-glutamyl group. 

156 
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TABLE 2 

(Continued) 

Enzyme (Abbreviation, 
IUB Group, EC No.) Substrate Comments 

Glutamate dehydrogenase 2-oxoglutarate + NH,' + Moderately specific 
(GDH, oxido-reductase, 
EC 1.4.1.3) NAD 

Lipase [ tiracylglycerol Emulsified long-chain tri-, Nonspecific but requires 
lipase] (hydrolase, di-, and monoglycerides. carboxylic acid-alcohol 
EC 3.1.1.3) Also slowly splits soluble ester group. 

NADH or glutamate + 

esters and esters in 
micelles. 

Lactate dehydrogenase (LD, Pyruvate and other Moderately specific 
oxido-reductase, ketoacids + NADH. Also 
EC 1.1.1.27) lactate and other 

a-hydroxy acids + NAD 

D-fructose, ATP + 
D-mannose, or ATP + 2- 
deoxy-D-glucose 

ADP or pyruvate + ATP 

Hexokinase (HK, ATP + D-glucose, ATP + Moderately specific 
transferase, EC 2.7.1.1 .) 

Pyruvate kinase (PK, Phosphoenol pyruvate + Abolutely specific 
transferase, EC 2.7.1.40) 

3.5. Temperature Control 

Temperature control to maintain the reaction solution within +/-0.1 "C of the 
, desired temperature is required for enzyme assays. The rule-of-thumb is that the 
rate of enzyme-catalyzed reactions doubles for every 10°C or about 7% increase 
in the rate for every degree increase. Copeland et al. (38) described the effects of 
temperature on the activity of purified alkaline phosphatase (ALP, EC 3.1.3.1) 
from human liver, intestine, placenta, and porcine kidney. All the enzymes 
exhibited linear Arrhenius (log activity vs. temperature) relationships, and the 
activityat30"C wasabout 1.2-times thatat25"C.Theactivityat37"Cwasabout 
1.7-times that at 25°C. The choice of temperature depends of course on the 
assay. For clinical work, 30°C is a compromise owing to the instability of some 
enzymes at 37"C, but the latter has the advantage of giving faster rates (39). 

The National Institutes of Standards and Technology [NIST, formerly the 
National Bureau of Standards (40)] sells a high-purity gallium standard in a 
Teflon and nylon container [Standard Reference Material (SRM) no. 19681 for 
use as a temperature standard. The melting point is 29.7 7 " C and can be used to 
calibrate thermometers and other temperature-sensing devices. 

In the past, 25 " C was the commonly used temperature for enzyme assays; this 
temperature has the disadvantage of requiring cooling of the reaction chamber 
or cuvets and of course slower enzyme reaction rates as compared to 30°C or 
37 "C. A number of professional societies (e.g., International Federation of Clini- 
cal Chemistry (IFCC), National Committee for Clinical Laboratory Standards 
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(NCCLS)] have recommended that 37°C be used as the standard temperature 
for enzyme assays, and this semng is now widely used in automated analyzers. 

3.6. Absorbance Accuracy 

In cuvet-based analyzers, absorbance accuracy is checked readily with solutions 
ofeither K2Cr2O7 or (NH,J2Co(SO4)2, both in diluteH2S04. SolutionsofKNOs 
are useful in the ultraviolet region (see Table 3). For assays using NAD(P)H, 
K2Cr207 is particularly convenient; its peak absorbance wavelength, 350nm, is 
closetothatofNAD(P)H,340nm. K2Cr207 in5 mmol/LH2S04isstableforyears 
in well-closed, hard-glass containers. Such a solution containing 0.9350 g/L 
K2Cr207 has an absorbance of 10.0 at 350nm, and suitable dilutions can be pre- 
pared with 5 mmol/L H2S04 to checkabsorbance accuracy at 350nm, to see ifthe 
instrument is giving a linear absorbance response with concentration, and to 
check for stray light with a solution having anominal absorbance of about 3.0 A. 
NAD(P)H can be used to check for linearity and stray light, but it is unsuitable for 
checking absorbance accuracy owing to its variable water content. Other useful 
compounds to check linearity are: oxyhemoglobin, p-nitrophenol, cyano- 
methemoglobin, and biuret-protein complex prepared with BSA or HSA (41). 
Glass filters that fit 1 -cm cuvet holders are available from the NIST as SRM 9301 
for checking absorbance accuracy. 

Grating and prism spectrophotometers should recover the theoretical ab- 
sorptivities shown in Table 3; interference-filter photometers typically produce 
lower values, and glass-filter photometers produce lower values still. As ageneral 
rule, the wider the band-pass of the filter, the lower the absorptivity. In any case, 
even filter photometers should show constant absorptivities with time. Because 
many automated enzyme assays do not use a standard but rely on the ab- 
sorptivity of the chromophore to determine the activity, low values of the 
absorptivity owing to a wide band-pass filter will yield lower enzyme activities. 

Instructions on the use of K2Cr207 solutions for checking absorbance ac- 
curacy are given in Appendix 1 .  

3.7. Wavelength Accuracy 

Wavelength accuracy, i.e., does the instrument’s setting agree with the actual 
wavelength of the light, affects the accuracy of spectrophotometric assays. The 
emission lines of mercury or deuterium permit very precise wavelength settings; 
less satisfactory but still useable are holmium oxide or didymium filters, e.g., 
NIST SRMs 2009, 2010, 2013, and 2014. The problem with most automated 
enzyme analyzers is that the above techniques cannot be used owing to the con- 
figuration of the optics and cuvets, inability to insert a filter in the measuring 
chambers, and so on. Korzun and Miller (42) proposed a methyl red solution 
measured at two pH values to judge if the wavelength setting is correct. Their 
method does not establish wavelength accuracy but can be used to monitor shifts 
in wavelength. 
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TABLE 3 

Reagents for Checking Absorbance Accuracy ( 1  79) 

Material Wavelength, 
(Formula weight) nm Concn., g/L a, Wg-cm Note 

K,Crz07 (294.12) 257 
350 
257 
350 

(NH, )2Co(So4)2 (28 7.14) 400 

450 

500 

510 

550 

600 

400 

450 

500 

510 

550 

600 

0.0500 
0.0500 
0.1000 
0.1000 
10.538 

10.538 

10.538 

10.538 

10.538 

10.538 

21.105 

21.105 

21.105 

21.105 

21.105 

21.105 

14.38 
10.72 
14.45 
10.74 
0.3406 

2.1062 

4.4550 

4.7466 

2.1117 

0.3733 

0.3537 

2.0680 

4.4354 

4.7075 

1.9864 

0.2993 

KNO, (101.10) 302 11.70 0.0703 

In 5 mmoVL HZSO, 
In 5 mmoVL H,SO, 
In 5 mmol/L HzSO4 
In 5 mmoVL H,S04 
In 1% H,S04 
(10 mL conc. H,SO,/L) 
In 1% HzS04 
(10 mL conc. HzS04/L) 
In 1% H,SO, 
(10 mL conc. H,SO,/L) 
In 1% H,SO, 
(10 rnL conc. HZSO, /L) 
In 1% H,S04 
(10 mL conc. H,SO,/L) 
In 1% HzSO4 
(10 mL conc. H,SO,/L) 
In 1% H,SO, 
(10 mL conc. H,SO,/L) 
In 1% HzSO4 
( 1  0 mL conc. HZSO, /L) 
In 1% H,S04 
(10 mL conc. HzSO4 /L) 
In 1% HZSO4 
(10 mL conc. HzS04/L) 
In 1% H,S04 
(10 mL conc. H,S04/L) 
In 1 %  HzSO4 
(10 mL conc. H,SO,/L) 
In H,O 

3.8. Time Control 

Control of the reaction monitoring time is important for accurate enzyme 
assays. Electronic time control is used almost universally, but a discussion of this 
is beyond the scope of our chapter. 

3.9. Cuvet Control 

Disposable plastic or permanent glass cuvets are being used in automated 
enzyme analyzers. Plastic cuvets can be manufactured to close tolerances for the 
solution path length and be sufficiently transparent in the near-ultraviolet spec- 
trum. A disadvantage is cost and disposal. Permanent glass cuvets have better 
dimensional stability, and quartz cuvets have excellent transparency in the 
ultraviolet region to about 200nm. Their disadvantage is the necessary flushing, 
washing, and drying after each specimen and the build-up of protein on the walls 
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when serum specimens are analyzed. Periodic replacement is necessary even for 
“permanent” cuvets, a significant cost item. On balance, plastic cuvets are prob- 
ably superior for enzyme assays. Some automated analyzers monitor the cleanli- 
ness of cuvets prior to each use, an advantage. Standard 1 -cm cuvets are available 
from the NIST as SRM 932. 

3.10. Control of Interferences 

With permanent cuvet systems, carryover ofreagents and (or) specimens can be a 
problem. For example, if the same cuvet is used for a lipase assay and a tri- 
glyceride substrate and is then used to measure triglycerides in serum, a poten- 
tial problem of triglyceride carryover exists. Turbidity of any cause, e.g., lipemia, 
can cause serious errors owing to the high background absorbance and the small 
change in absorbance therein for a specimen with low enzyme activity. Many 
automated analyzers will flag starting absorbances that are too high. A detailed 
examination of instrument- and method-associated interferences owing to 
icterus, hemolysis, and turbidity is available in the monograph by Click and 
Ryder (43) .  

Interferences that occur in enzyme assays are numerous. The list of enzyme 
inhibitors prepared by Zollner (44) is invaluable. The workby Young (45) details 
many effects on enzyme results (or absence of same) caused by drugs and in-vivo 
changes or chemical, in-vitro interferences. 

Another issue with sampling is possible cross contamination of ad.jacent 
specimens or specimen carry-over. At least two options exist: The instrument 
must wash or clean the probe between specimens, a sometimes fallible pro- 
cedure because large wash volumes must be used if a low enzyme activity 
specimens follows one with tremendous activity. Alternately, a new pipette tip or 
probe is used with each specimen as is done on the Kodak Ektachem 700 avoid- 
ing the problem of contamination but adding the cost of pipette tips. 

If the same probe selects different reagents for successive assays, then probe 
washing is an issue as is possible contamination of the reagent by the probe. In 
cuvet chemistries, mixing of the reagent with the specimen and/or the reaction- 
triggering agent must produce a uniform solution. 

Some examples of problems Rmnd in the assay of serum enzyme are prob- 
ably quite general: Many enzymes are not substrate specific but give interfering 
reactions with analytes present in serum. A few instances of nonspecificity are 
given as follows. 

3.10.1. KETOACIDS 

Keta acids, such as acetoacetic or p-hydroxybutyric, present in the blood of 
patients with diabetes mellitus or after a prolonged fast, interfere in alanine 
aminotransferase (ALT, EC 2.6.1.2) assays and will give falsely increased values. 
The rate-limiting reaction is: 
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Alanine + 2-oxoglutarate - ALT - L-glutamate + pyruvate. 

The indicator reaction is 

Pyruvate + NADH t- LD - Lactate + NAD. 

A reaction that interferes is 

Keto acids + NADH - LD - NAD + products. 

In the design of the ALT assay, the LD (EC 1.1.1.27) is usually allowed to 
“burn out” the keto acids before the rate measurements are made. LD reagent 
must be free of ALT activity, and a water-blank specimen will reveal reagent con- 
tamination. In general, the reagent enzymes must always be checked for con- 
tamination with the enzyme being measured or any other enzymes that might 
interfere. 

3.10.2. AMMONIUM IONS 

Ammonium ions interfere in the assay of aspartate aminotransferase (AST, EC 
2.6.1.1). The rate-limiting reaction is 

Aspartate + 2-oxoglutarate f- AST - oxaloacetate + L-glutamate. 

The indicator reaction uses MDH (EC 1.1.1.37) and is 

Oxaloacetate + NADH + MDH + malate + NAD. 

However, endogenous glutamate dehydrogenase (GDH, EC 1.4.1.3) will allow 
the following reaction to occur yielding falsely increased AST values: 

2-oxoglutarate + NH4+ + NADH + GDH- glutamate + NAD. 

Obviously, reagents containing NH4+ ions must be avoided. 

3.10.3. GLYCEROL 

Glycerol is present at low concentration in serum; occasionally, patients have 
hyperglyceridemia. Endogenous glycerol must be consumed before triacylgly- 
cerol lipase (EC 3.1.1.3) is measured to avoid falsely increased lipase values. 

3.10.4. OXIDIZED ENZYMES 

CK has thiol groups that are oxidized easily; this is most noticeable in specimens 
that have been stored. Oxidized CK can be restored with thiol-reducing agents, 
but this generally takes more time than what is allowed in the lag phase, and the 
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enzyme activity will be underestimated. This problem is even more acute in 
lyophilized products that are being used as calibrators or control materials. 
Grossly erroneous calibration can occur if the CK is not fully reduced, i.e., fully 
activated, prior to use. 

3.10.5. AMINO-ALCOHOL BUFFERS 

Amino-alcohol buffers are used commonly for alkaline phosphatase (ALP, EC 
3.1.3.1) assays. Some sources of these buffers are contaminated with a potent 
ALP inhibitor, an obvious interferant (46).  

3.1 1. Photometric Accuracy 

The accuracy needed in the measurement of absorbances is related inversely to 
the measuring interval. The DuPont acauses a 17-sec measuring time for kinetic 
enzyme assays. Thus for a specimen with an AST activity of 20 U/L and measured 
using NADH in the indicator reaction, then the absorbance change in 17 sec is 
only 0.035 A units. A trivial error of 0.004 A introduces an 1 1  % error. Clearly, 
highly accurate spectrophotometry is needed here and in other automated 
enzyme analyzers that use very short measuring intervals. 

3.12. Extracting Enzyme Activities from Spectrophotometric Data 

Data reduction of spectrophotoinetric readings must consider the extreme 
situations that are encountered with patients’ specimens. The kinetics of en- 
zyme-catalyzed reactions are described in the excellent volume by Bergmeyer 
and Gawehn (47). The discussion here assumes solution-based reactions occur- 
ring in cuvets; kinetic, dry-film reactions are described elsewhere in this review. 
The factors discussed here include the lag phase, finding the linear portion ofthe 
rate curve, substrate depletion, highly turbid specimens, and highly active 
specimens. An example for calculating enzyme activities from spectrophoto- 
metric data is in Appendix 2. 

3.13.1. LAGPHASE 

The lag phase is the time for the enzymatic reaction to reach maximum velocity; 
the latter is the rate that is zero-order in substrate, and substrate-saturation 
kmetics are assumed. At the beginning of the reaction, changes in concentration 
of the substrate are assumed to be trivial, and the substrate is present in large 
excess. The lag phase depends on the specimens’ activity and the complexity of 
the reaction scheme being used. For example, the determination of LD with the 
pyruvatc-to-lactate reaction has little or no lag phase, even with serum speci- 
mens having low activity: 

F‘yruvate + NADH - LD - lactate + NAD 

We can infer that the mechanism of the above reaction is simple and that the 
intermediates form and decay at it rate that is greater than the overall rate. 
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A coupled reaction is used for the assay of AST: 

Aspartate + 2-oxoglutarate t- AST - oxaloacetate + L-glutamate 

Oxaloacetate + NADH c- MDH + malate + NAD. 

To estimate the AST activity, the first reaction must be rate limiting, and for 
this to be so, the oxaloacetate must reach a fairly high steady-state concentration; 
the time for this to occur is the lag phase. Generally, a large excess of MDH is 
used so that the rate of the second reaction (above) is always much greater than 
that of the first. If the AST activity is extremely high, the MDH may be insuffi- 
cient to obtain accurate results. More MDH can be used, but the reaction may 
then be too fast for the measuring device to provide meaningful enzyme 
data. 

Bergmeyer (48) gives some estimates of the required enzyme activity in the 
indicator reactions. The AST reaction scheme can be restated as: 

kl k2 
A-B-C, 

where kl and k2 are the rates of the first and second reactions. Table 4 illustrates 
the effect of the relative values of kl and k2 on the overall rate. Obviously, k2 
must be more than 100-times k l  for the assay to be useful. Increasing the 
indicator enzyme activity to give a k2 of 1000 is not necessary unless many highly 
active specimens must be analyzed with good accuracy. For many enzyme 
assays, the latter yields too few measurement points to give a satisfactory rate 
curve necessitating dilution and reassay. 

A three-step reaction scheme is used for the assay of CK (49). The reac- 
tions are: 

Creatine-P + ADP t- CK - creatine + ATP 

ATP + glucose f- hexokinase - ADP + glucose-6-phosphate 

G-6-P + NAD(P) + G-6-PDH - NAD(P)H + 6-P-gluconolactone. 

TABLE 4 

Effect of the Rates of the First and Second Reaction on 
the Overall Rate in Coupled Systems of Two Reactions 

k l  k2 Overall Rate 

0.3 
1 
10 
100 
1000 

Infinite 

10.2 
0.46 
0.74 
0.96 
0.993 
1 .oo 
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The CK assay has a lag phase of several minutes for specimens with a normal 
CK activity even in the presence of a large excess of the activities of hexokinase 
(EC 2.7.1.1) and glucose-6-P-dehydrogenase (G6-PDH, EC 1.1.1.49). Alonglag 
phase for the CK assay is predictable based on the above discussion for atwo-step 
assay. Specimens with increased CK activities generally have shorter lag phases. 

3.13.2.  

Algorithms exist for curve searching; many use only two points at a fixed time 
after the start of the reaction, an unsatisfactory approach for accurate work. At a 
minimum, a curve-searching algorithm must be implemented to trap certain 
errors, to identify when the lag phase is over, to be certain that there is an ade- 
quate linear portion of the curve, and that the region of substrate exhaustion has 
not been reached. With highly active specimens, substrate exhaustion may occur 
during the lag phase, and the absolute absorbance can be used to trap such 
results. Highly turbid specimens with low or high enzyme activities and with 
high starting absorbances present special problems. Usually centrifugation to 
remove lipids or dilutions solves the problem. The change in absorbance (AA) of 
adjacent points can be compared until the AAs are constant within defined 
limits. At least six AAs over a period of 1-6 min should be obtained; the linearity 
of the rate curve can be tested with a standard linear regression algorithm and 
tested for outliers with the standard deviation of the residuals, i.e., S(x,y), that is 
the SD of the points’ distance from the least-squares, straight-line region in they 
direction. The value of [ S(x,y)/mean AA] X 100 should be less than 10%; agreater 
value indicates excessive scatter or noise about the line and (or) loss of linearity 
owing to substrate exhaustion and hence unsatisfactory results. 

SEARCH FOR THE LINEAR REACTION-RATE CURVES 

4. SOLUTION-BASED ENZYME ASSAY METHODS 
OTHER THAN ABSORBANCE 

4.1. Fluorescence 

The classic text by Udenfriend (50) initiated the surge in interest in the use of 
fluorescence by analytical and clinical chemists. This approach was of interest 
because of its potential for significant increases in analytical sensitivity. In fact, 
the fluorescence signal by the chromophore is 100 to 1000 times greater than the 
sensitivity of absorbance measurements. Because of this level of analytical sen- 
sitivity, fluorescence has been applied almost exclusively to the measurement of 
compounds at low concentrations. 

Despite its advantage of increased analytical sensitivity, fluorescence mea- 
surements have drawbacks: concentration effects (the so-called inner filter ef- 
fect), background effects owing to Ravleigh and Raman scattering, solvent effects 
(for example, interfering nonspecific fluorescence and quenching), and, most 
commonly, sample matrix effects such as light scattering, interfering fluores- 
cence absorption, and photodecomposition. Nevertheless, successful applica- 
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tions of fluorescence measurements to automated enzyme assays have been 
described (51). 

Instruments that measure fluorescence are termed eitherfluororneters or spec- 
trofluororneters. The distinction between the two types is based on the approaches 
that are used to separate the excitation and emission light into monochromatic 
light. Fluorometers use interference or glass filters, and spectrofluorometers use 
gratings or prisms. 

4.2. Bioluminescence and Chemiluminescence 

These approaches differ from fluorescence and other luminescent techniques 
such as phosphofluorescence in that the excitation event is caused by a chemical 
reaction rather than photolumination. There are a number of reviews that detail 
the development and applications ofluminescent technology (52 ,53 ,54 ,55 ,56 ,  
57, 58) and instrumentation (59, 60). Particularly outstanding is the recent 
detailed review by Stanley (61) where more than 90 luminometers (manual, 
automatic, microtiter plate, HPLC, LC, GLC, imaging, and others) from more 
than 60 sources are described. 

Bioluminescence is a unique type of chemiluminescence found in biological 
systems; these reactions can be classified as either pyridine- or adenine- 
nucleotide linked systems or enzyme-substrate systems. In clinical enzymoiogy, 
the most commonly used system is the firefly luciferin-luciferase system for the 
measurement of ATP: 

Mg++ 
LH2 + E + ATP + E.LH2-AMP + Products 

E.LH2-AMP + O2 + E+ oxyluciferin + C 0 2  + AMP + light, 

where LH2 is firefly luciferin and E is firefly luciferase. As is evident from the 
above reaction, all enzymes and metabolites that participate in “ATP reactions” 
or that are linked to such reactions could be assayed by the luciferase bio- 
luminescent assay, and indeed it has been applied to the direct measurement of 
adenylate kinase, pyruvate kinase, and hexokinase. Of greatest interest has been 
the application of the above reaction to the measurement of CK and the B- 
subunit activity of the CK-B isoenzymes (62,63). The use of chemiluminescence 
has been limited severely by the general lack of a fully automated luminometer 
with a rate of specimen throughput comparable to that of existing major auto- 
mated enzyme analyzers. One of the few luminometers that may provide the 
advantages of a fully automated system is the Auto-CliniLumatrM LB 952T/l6 
(64), which is capable of measuring chemiluminescence at up to 250 specimens 
per hour. The instrument can record chemiluminescence originating from solu- 
tions, coated tubes or beads, or magnetic particles. The emitted light is measured 
by a high-sensitivity, low-noise photomultiplier with wavelength range of 
390nm-620nm and operated with an ultrafast photon counter. The algorithm to 
calculate the standard curve is a smoothed spline function following a logit-log 
or log-log transformation of the data. 
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4.3. Turbidimeay and Nephelometry 

These techniques measure scattered light that is the result of light interacting 
with suspended particles in a solution matrix. Turbidimetry is the measurement 
of the decrease in the intensity of the incident light owing to phenomena such as 
reflectance, scattering, and absorption as it passes through a suspension of par- 
ticles. In turbidity, measurements of the change in light intensity are made in a 
manner analogous to how absorbance measurements are made; that is, at 180” 
from the incident beam. Because of this similarity, turbidity measurements can 
be made on most automated enzyme analyzers. One of the main concerns with 
turbidity measurements is the signal-to-noise ratio, therefore it is critical that 
analyzers malung such measurenients have photometric systems with electro- 
optical noise of 0.0002 absorbance units or less. 

Nephelometry measures light scattered toward a detector that is not in the 
direct path of the transmitted light. Instruments like the Beckman ARMYTM (65) 
rate nephelometer, that is, a new generation of Beckman’s Immuno Chemistry 
System (ICS), measures the forward scatter at 70” to the incident beam to take 
advantage of the increased forward-scatter intensity resulting in greater analyti- 
cal sensitivity. Light sources commonly used in nephelometry are xenon or 
quartz halogen lamps and lasers. The latter are particularly useful because of 
their high intensity and better-defined properties. The Behring Nephelometer 
Analyzer(66) uses alaserlight source to measurelight scattering at 13”-24” from 
the incident light at two time points after mixing of the assay components 
(67, 68). 

Light-scattering measurements, whether turbidimetric or nephelometric, 
have been applied to immunoassays of specific proteins (69) such as immuno- 
globulins, transferrin, albumin, haptoglobin, C3/C4, and haptens such as theo- 
phylline, gentamicin, and tobramycin. Enzymes that have received any at- 
tentioninthisregardareamylase(70,71)andlipase(72,73,74,75,76,77).Adif- 
ficulty with light-scattering assays for amylase and lipase is the restriction on the 
substrate concentration that must be low enough to allow some signal to reach 
the detector; generally, these concentrations are suboptimal for the enzyme 
assays (78). 

4.4. Fluorescence Polarization 

Fluorescence polarization (79) has been applied to the measurement of en- 
zymes; however, these are generally mass assays rather than assays of enzyme 
activity. 

5. NON-LIQLTID REAGENT SYSTEMS 

The terminology used to describe this technology is diverse enough to include 
such descriptions as “nonliquid” or ‘‘dry’’ reagent systems or “solid-phase’’ or 
“film” technology. In the context of this review, we will refer to the technology as 
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nonliquid reagent systems. However it is termed, these systems represent one of 
the more innovative analytical technologies. 

Nonliquid reagent systems can be regarded as complete analytical packages 
and typically take the form of either thin pads or films. They are complete in the 
sense that all the reagents required are distributed in a dry form either through- 
out the supporting element, as in the case of the Seralyzer (80) or compartmen- 
talized into specific layers as in the case of the Kodak Ektachem system 
reagent slides. 

5.1. Advantages of Nonliquid Systems 

Simplicity,, convenience, and the ability to use small specimen volumes, a par- 
ticular advantage in pediatric and geriatric populations, are among the advan- 
tages of these systems. Because of their “dry” form, nonliquid reagent systems 
provide a remarkably efficient approach to stabilizing labile components, such 
as coupling enzymes and, because of this, these systems have prolonged storage 
stability, even at room temperature. Such potential for extended storage further 
increases the convenience of these analytical devices. For example, the spreading 
layer of the Kodak Ektachem test slide can not only trap cells, crystals, and other 
particulate matter, but it can also separate low-molecular weight compounds 
from potential larger-molecular weight interferents, e.g., proteins. For some 
tests, but not enzymes, the solution reaching the reactive underlayers resembles 
a protein-free filtrate. Compounds that reflect light such as TiOp and BaS04 are 
usually incorporated into the spreading layer to hide or mask color or turbidity 
that may be present in patients’ specimens. The Reflotron (81) and the Ames 
Seralyzer nonliquid reagent systems use a film membrane to exclude blood 
cells that interfere with test procedures. 

5.2. Evaluations of Nonliquid Systems 

There are a many reports that evaluate the performance of the nonliquid reagent 
systems; however, owing to proprietary constraints, there are relatively few 
articles that describe the actual preparation or detail the characteristics of these 
analytical devices. This veil of secrecy is particularly true of the Drichem (82) and 
Konica nonliquid reagent systems; information on these systems is confined 
almost exclusively to the patent literature. Very few clinical or performance 
evaluations have been reported. Therefore, these systems will not be dealt with 
in this overview. The OPUS (83) and the Stratus 11 (84) Immunoassay Systems are 
also nonliquid reagent systems that deal with the immunoassays of therapeutic 
drugs, fertility hormones, thyroid function, and other metabolites. The Stratus 
I1 can also be used to measure CK-MB as the protein rather than the enzyme. An 
excellent review by Chan ( 8 5 )  describes the hardware and performance of the 
OPUS, Stratus, and other such systems. 

The principles and applications of nonliquid reagent systems have been 
reviewed (86,87,88).  Particularlyusefularethereviews byzippand Homby(89) 
and by Campbell and Price (90). 
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The only nonliquid reagent system that appears in the College of American 
Pathologists surveys of laboratories is the Kodak Ektachem (91). Because of its 
widespread use, this system will be described in detail as being representative of 
nonliquid reagent systems. The Seralyzer and the Reflotron System are also 
nonliquid reagent systems that measure enzymes. Reviews have been published 
detailing specifics regarding the Seralyzer (92, 93, 94, 95, 96, 97) and the Re- 
flotron (98, 99, 100). 

5.3. The Ektachem Systems 

The Ektachem systems (101, 102, 103, 104, 105) are high-throughput, random- 
access analyzers. Tests are performed on a batch of specimens, and the assays are 
selectable by using different reagent-impregnated slides. Each specimen can be 
assayed for a different number of tests. It is possible to obtain only one test per 
slide, and the used slides are discarded. Figure 8 illustrates the integration of the 
various modules ofan Ektachem 700 analyzer. Cartridges, usually containing 50 
slides, are kept in either one of two slide supply compartments. Magnesium salt 
pads in one compartment maintain the relative humidity at about 33% whereas 
desiccant packs maintain the relative humidity in the other compartment at 
about 15%. Amylase and lipase, both being measured with two-point rate tech- 
niques, use slides that are stored in the higher-humidity slide compartment 
whereas the slides for all the other enzymes are stored in the low-humidity slide 
compartment. Specimens are placed in sample cups or tubes that are covered 
with cross-cut, flexible plastic caps to prevent evaporation. Each specimen 
holder or quadrant contains disposable pipets (sample probe tips) mounted with 
each specimen that eliminates both the contamination ofone sample by another 
within the probe and any carryover of one specimen into the specimen in the 
next sample cup. The sample probe tip is mounted automatically onto a single, 
positive-displacement piston in the metering tower that aspirates as much speci- 
men volume as is required. For enzyme assays, volume requirements are either 
10pL or 1 1 pL. The piston operates in such a manner that an air space is created 
between the piston and the sample and, therefore, the piston does not touch the 
specimen. Although a piston operated on the principle of positive displacement 
may not always deliver exactly the same amount of serum, particularly because 
the viscosity may vary from individual to individual, it really is not necessary to 
deliver exact volumes because of the spreading layer concept and the arrange- 
ment of the optics in the Ektachem svstem. 

5.3 .1 .  FLUID DYNAMICS ON THE EKrACHEM 

To initiate the assay process, the specimen is partially expelled from the piston 
and the 1 OpL or 1 1 PL drop is touched to the spreading layer of the slide. Figure 9 
illustrates the cross-section of a typical Ektachem slide. The thickness of the 
spreading layer ranges from lOOpin to 300pm with void volumes of 60%-90%. 
Dimensions such as these provide a suitable structure that allows a rapid and 
uniform spreading of specimen before it reaches the reagendindicator under- 
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Spreading 
Layer 

Reagent 
Layer 

Transparent 
Support 

t ~ - _  ~ 

Fig. 9. Cross-section of an Ektachem test slide illustrating the major components. 

layers. Once applied to the surface of the spreading layer, the sample drop dif- 
fuses into the matrix (reagent and indicator layers) where it dissolves the 
components of the reaction to ultimately produce a chromogenic product that is 
measured by reflcctarice spectrophotometry ( 106). Some specific examples of 
Ektachem enzyme assays are shown in Fig. 10, and Table 5 summarizes some of 
the properties of all thc enzyme assays currentlv available on the Ektachem 
systems. 

5.3.2.  SPECTKOPHOTOMETRY O N  THE EKTACHEM 

After the specimen has been applied to the slide, a distributor arm moves the 
slide to the proper incubator: CM for the colorimetric and two-point rate 
en7yme tests (acid phosphatase, amylase, and lipase), PM for the potentiometric 
chemistries, and RT for the rate or kinetic incubator for the multiple-point rate 
enzyme chemistries. Temperature control within either the CM or RT incubator 
is maintained at 37 k 0.1 "C by contact ofthe slide with thc rotating thermal mass 
of the incubator. The products forming in the slides in either the CM or RT 
incubator are monitored at what are termed rend stattons by separate reflectance 
densitometers or reflectometers. 'There are, however, differences on how such 
measuwmmts arr made. For the enzyme slides in the CM incubator, at sclccted 



bullm at pH 8 0 
lactate dehydrogenare 

ALT 

PLP 
Alanine + a-Keroglutarate ____) Pyruvate + Glutamate 

Pyruvate + NADH + ti+ + Lactate + N A D  

( a )  

Mg.2 
p-Nitrophenyl phosphate - p-Nitrophenol + H,PO, 

(6) 
ALKP 

Crcatine I'ho5phate + AUI' ++ Creatine + ATP 

ATP + Glyrcrot GK + u-Clyrcropho,phate + ADP 

NAC. Mg' 

a-Glyrcropho,phate + Uz -+ 

H,O, + Leuco Dye 'OD Dye + H,O 

Dihydrox).arctone Phosphate + HI(>, 

( C )  

Fig. 10. Examples of enzyme assays on the Ektachem Analyzer showing the reagents in 
the various layers: (A) alanine aminotransferase, (B) alkaline phosphatase, and (C) cre- 
atine kinase. 
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times, the slides are removed from the CM incubator and moved to the read sta- 
tion (also heated at 37°C) of the corresponding reflectometer to make the 
necessary reflectance reading. For the multipoint-rate enzyme chemistries (see 
Table 5) ,  up to 54 readings, approximately one reading every 5-7 sec, are made at 
the appropriate wavelength-during the 5-min time period when the slide is still 
in the RT incubator. A high degree of precision in the readings is attainable; the 
standard deviation of the tolerance around the reflectometer is 0.0004 reflec- 
tance transmission units. 

Figure 11 is a schematic of the Ektachem reflectometer; it consists of a lamp 
and a series of optics, and the light uniformly illuminates the slide at a 45” angle 
(illumination optics). The diffuse reflected light is collected (detector optics) by a 
fiber-optic bundle (photodiode) located at a 90” angle to the plane of the under- 
side of the slide (Fig. 11). Because reflected light is only collected from a very 
small, well-defined area of about 3 mm in the center of the slide, the process is 
essentially volume independent; applying more specimen to the slide merely 
increases the size of the chromogenic product spot. A filter wheel containing 
narrow-band interference filters of different wavelengths is located in the path of 
the reflected light. It is important to note that reflectance measurements are 
made on the surface opposite to the specimen application side. This arrange- 
ment avoids the need to read the product of the reaction through the overlaying 
spreading layer (Fig. 9) that may contain potentially interfering compounds. 
Finally, the output ofthe photodiode is digitized and then passed on to the main 
computer for further processing. 

5.3.3. PROCESSING OF ENZYME DATA O N  THE EKTACHEM 

The mathematical relationship of incident and reflected light is complicated by 
such phenomena as diffuse reflectance, ordinary transmittance, and specular 
reflectance of hemispherically distributed incident light. Based on an analogy to 
transmittance density in wet chemistry methods, a mathematical relationship 
that takes into account all such phenomena is as follows: 

D, = log(incident lighdreflected light) 

= log(Rwhite - Rdark)/(Rtest - Rdark) 

where D, is the reflective density of the slide or film element and is analogous to 
absorbance in transmission spectroscopy; R,,,, is the intensity of the light re- 
flected from the test slide, Rwhite andRdark refer to the reflectance of the analyzer’s 
internal standards that span the range of potential reflectance measurements. 
Note thatRwhit, is the intensity ofreflected light read by the detector with a stand- 
ard reflector (for example, a barium sulfate surface), and &,& corrects for non- 
linear effects caused by “flare light” and may be used to correct for other factors, 
if any, causing nonlinearity. The reflective density, D,, can be transformed into 
transmittance density, Dt , which is linearly related to concentration or activity, 
using the transformation described by Williams and Clapper ( 107): 
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D, = 0.149 + 0.4690, + (0.422/1 4- 1.179e3.379D,). 

Finally, the concentration of the analyte can be determined with: 

where C is the analyte concentration or enzyme activity, B is the reciprocal of the 
absorbance coefficient (a constant but analyte-dependent factor), and Db is the 
blank reflectance density, that is, when C = 0. Curme et al. ( 1  02), Morris et al. 
( 1  08), and Campbell and Price (90) provide more specific details regarding the 
photometric transformation of reflectance density to transmittance density. 

The process whereby the analyzer uses reflectance readings to determine 
enzyme activity can be generalized in the following steps: 

1. Accumulation ofeither 54 or 2 reflectance readings depending on whether 
the reaction is a multiple- or two-point rate (see Table 5 ) .  

2. Performing aD, to D, transformation to linearize the data and also remove 
any potential optical interferences. 

3. Removing any outlier readings (with the multiple-point rate enzymes) and 
calculating the first derivatives of the remaining raw responses to define 
the linear portion of the rate curve. Early readings prior to steady-state 
conditions (lag time) are not used in the calculations, and later readings 
that are beyond certain defined tolerances of constant velocity are also not 
used to calculate reaction rates. Two-point enzyme rates (acid phos- 
phatase, amylase, and lipase) do not undergo such iterations, rather, the 
program simply uses the two readings taken at the defined times. 

4. Application of an algorithm to determine the rate of change in reflectance. 
A least-squares regression algorithm is used with enzymes whose response 
curve approximates linearity. In the case of y-glutamyltransferase, which 
does not yield a sufficiently linear response, the curve is fit with a linear 
combination of orthogonal polynomial expressions and the maximum 
rate is established. Figure 12 represents these previously mentioned steps. 
At this point, the instrument has generated a calculated rate for each 
specimen that must be converted into the recognizable units of enzyme 
activity, U/L, and this is accomplished using a calibration curve. 

The calibration curve for enzymes is defined by the relationship (calibra- 
tion model): 

C = A .  + A ,  G(rate) + A2(rate)k, 

where C is the enzyme activity, A .  , A o  ,and A ,  are constants that define the curve 
and represent, respectively, the intercept, slope, and curvature; G is the trans- 
form, and the k exponent is equal to either 0 or 2 and is method dependent. For 
enzymes, k is equal to 2. The calibration curve is generated by the instrument 
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manufacturer by analyses of 100 to 200 patients’ specimens, usually over five 
days. The testing of each specimen on a n  Ektachem analyzer (rate analyzer re- 
sponse) and by the reference method is performed concurrently. Once the cali- 
bration curve or model has been defined by the analysis of patients’ specimens, 
the enzyme activities are defined for three calibrator fluids with stabilized 
enzymes that were also assayed during the five-day process; this aspect is termed 
SAV or Supplementary Assigned Value assignment. Calibration data that includes 
SAVs, splines (transforms that linearize the calibration system), the R value (cali- 
bration model curvature term), and particularly for enzymes, information used 
in rate calculations (rate parameters) are provided to the user on diskettes. Subse- 
quently, any rate arising from the assays ofan unknown sample can be converted 
to activity using the stored calibration curve. 

6. AUTOMATED ENZYME ASSAYS IN OTHER FIELDS 

Enzyme assays in fields other than clinical chemistry generally are not as auto- 
mated because there is typically not the same demand for throughput; there are 
notable exceptions in facilities that perform an extensive number of tests on 
animals. 

6.1. Animal Testing 

In veterinary medicine, enzymes used for diagnostic purposes are essentially the 
same as those used in the diagnosis of human diseases. There are, however, 
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significant differences in the reference intervals among the different species and, 
therefore, particular attention must be paid to determining, and using, the proper 
reference interval in order to make a valid diagnostic assessment. In the pharma- 
ceutical industry, because a great deal of the testing is related to toxicity studies, 
the most commonly measured enzymes are those that are indicators of liver, 
heart, and kidney damage, and these include not only the transferases and y- 
glutamyltransferase but also sorbitol dehydrogenase (EC 1.1.1.14) ( 109). Mea- 
surement of urinary enzymes ( 1  10,111, 1 12) as indicators of kidney function in 
toxicological studies is also common in the pharmaceutical industry. 

6.2. Environmental Testing 

I n  environmental testing, direct measurements of enzymes is not common but 
rather by-products of bacterial growth or contamination such as nitrate (1 13) 
and sulfite (1  14,115) are measured usingenzymaticprocedures. Lead poisoning 
in smelter workers and children has become a serious societal concern and direct 
measurement of enzymes such as alanine dehydrogenase (EC 1.4.1. I ) ,  copro- 
porphyrinogen oxidase (EC 1.3.3.3), and ferrochelatase (EC 4.99.1.1) has been 
suggested as predictors of lead toxicity (1  16, 1 1 7 ,  1 18, 1 19). Cholinesterase (EC 
3.1.1.8) is valuable as a marker of hepatotoxicity and is used extensively to mon- 
itor workers involved with organophosphates (1  20, 12 1, 122). Measurement of 
enzymes released from lvsosomes (exoenzymes) has been suggested as a mea- 
sure of pollutant toxicity, i.e., organic matter degradation and nutrient regenera- 
tion in aquatic environments (1 23, 124). Measurement of a-amylase in certain 
cereals such as wheat is used to establish the fitness of the cereal for human or 
animal consumption ( 125). Increased activity ofa-amylase in the cereal is indica- 
tive that the cereal has entered its “sprouting” phase and is no longer suitable for 
human use. 

7 .  QUALITY CONTROL AND STANDARDIZATION 
OF ElNZYME TESTS 

7 . 1 .  Quality Control 

Internal quality control is basically process control of day-to-day work. Control 
materials should mimic patients’ specimens, and the frequency of control assays 
is dependent on the stability of the instrument and reagents. With contemporary 
instrumentation, much less frequent assaying of quality control materials suf- 
fices, e.g., once per 8-hr shift is typically quite satisfactory and results in consider- 
able savings. Quality control is a very large topic that has been discussed 
extensively elsewhere, especially by Westgard and Barry ( 126) and Lott and Pate1 
( 1  27). A new issue is the use of “medical-needs criteria” in setting control limits 
as are typically done with Levey-Jennings charts. With today’s much more pre- 
cise instrumentation, e.g., the DuPont acaand Kodak Ektacheni, limits based on 
past performance in routine testing are usually inappropriately narrow leading 
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to unnecessary reassays, recalibration, and other steps that serve neither the 
patient, the physician, or the laboratory. The quality control of enzyme tests in 
particular must consider how the results are used. Physicians generally disregard 
small to moderate changes in enzymevalues, particularly if the values are abnor- 
mal ( 1  28). In fact, if the values are highly abnormal, say 10-times the upper 
reference or normal limit, then a threefold-upper normal change in the value is 
generally disregarded. Such medical decision making should be translated to 
routine process control: Extreme precision is not needed for enzyme tests, and 
within-laboratory CVs of ( 1  0% for the common enzyme tests is generally 
satisfactory. 

7.2. Standardization: Now and Proposed 

Currently, measurement of enzymes is based on catalytic-activity measure- 
ments, and these depend on the experimental conditions under which the 
enzyme is measured. It is often difficult to compare enzyme results from dif- 
ferent laboratories or to those reported in the literature. Efforts to improve 
interlaboratory comparability in enzyme measurements ( 1  29, 130, 13 1 ,  132, 
133, 134) have concentrated on two aspects: standardization of methodology 
and preparation of reference materials ( 1  35). 

There have been considerable efforts over the last 10 years or so by national, 
particularly the Scandinavian Committee on Enzymes of the Scandinavian 
Society for Clinical Chemistry ( 1  36), and internationally by the IFCC to institute 
reference methods for many of the clinically important enzymes (137). The 
IFCC, through its Expert Panel on Enzymes, played a pivotal role by recom- 
mending reliable methods and clearly documenting the evaluations and recom- 
mendations being proposed. IFCC-recommended reference methods have 
been published for aspartate aminotransferase (1 38), alanine aminotransferase 
( 1  39), y-glutamyltransferase ( 1  40), alkaline phosphatase ( 1  4 l ) ,  and creatine 
kinase (142) with work just about complete on a-amylase and lactate dehy- 
drogenase. 

In many cases, standardization of enzyme methodology has significantly 
reduced but not eliminated interlaboratory variability ( 1  33,134,143). The use of 
recommended, reliable reference methods has hastened the elimination of 
unsatisfactory methods and focused the attention on the use of methods that, if 
not exactly like the reference method, are based on the same methodological 
principles. Results from external quality control schemes clearly demonstrate 
that it is only through the use of essentially the same recommended methods 
(standardization of methodology) and the availability of an enzyme reference 
material (ERM) that laboratories can improve their performance (1 33). Any sys- 
tem for the standardization of the catalytic activity of enzymes not only requires 
available reference methodology but also stable and well-characterized enzyme 
reference materials ( 135) because standardization of enzyme methodology has 
not been achieved, and there is some question as to whether or not it will ever be 
attained. National recommendations are strongly supported in some areas at the 
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expense of international consensus. New developments in methodology and 
instrumentation in clinical enzymology will continue to be introduced, and 
small changes by the manufacturctr in either the quality or concentrations of the 
reagents in a kit originally formulated as following the reference methodology 
criteria may lead to perhaps small, imperceptible changes in the reference 
method that may, over time, change its analytical performance. Some (135) 
envisioned enzyme reference materials, particularly in relation to the IFCC 
reference methods, as being used to: (1 )  maintain the IFCC methods; (2) transfer 
the IFCC methods to clinical laboratories; and (3)  establish the traceability of 
regional and national enzyme methods to the IFCC reference methodologies 
(144). In the United States, the National Reference System for the Clinical 
Laboratory (NRSCL) Council of' the NCCLS recognized the need for both 
reference methodology and materials when it instituted a formal consensus- 
accepted credentialing process for reference systems (1 35). In the case of en- 
zymes, the credentialing process involves providing documentation to support a 
recognized and internationally accepted reference method, available reference 
materials, and documented transferability studies. To date, aspartate amino- 
transferase is, unfortunately, the only enzyme that has been credentialed by the 
NRSCL (145). 

Use of the combination of reference methodology and materials to convert 
incompatible enzyme activity results for aspartate aminotransferase ( 146), alka- 
line phosphatase (1 47) ,  and lactate dehydrogenase (1  48) to compatible values by 
use of a single scale, termed by the authors the International Clinical Enzyme Scale 
(ICES) has been suggested (149) .  Application of the ICES concept to the 1970 
Scandinavian interlaboratory surcey decreased the interlaboratory coefficient of 
variation from 38% to 16% for the enzymes tested. Similarly, in the 197 1 New 
York State aspartate aminotransferase survey, the interlaboratory CV decreased 
from 4 1 %-44% to 2%-5%, a major improvement. The Scandinavian Committee 
on Enzymes has expressed serious concerns about the philosophy of the ICES 
approach, and thev again endorsed the widely accepted approach of ongoing 
development of reference methodologies and proper use of reference materials 
(1 50). Since this flurry ofactivity in 1984 and 1985, there has not been any further 
application or acceptance of the ICES concept. 

7.3. Reference Materials for Enzymes 

The requirements for, preparation of, and application of enzyme reference 
materials have been discussed extensively (1  34, 135, 15 1, 152, 153, 154, 155, 
156, 157, 158). Cooperation among clinical enzymologists in Europe and the 
United States over the last several years has resulted in the availability of only a 
few enzyme reference materials. SRM 8430 from NIST is a preparation of 
human eythrocyte aspartate arninotransferase in a human albumin matrix 
(1 44); certified reference material (CRM) 3 19 from the Community Bureau of 
Reference (BCR) of the Commission ofthe European Communities is a prepara- 
tion of porcine y-glutamyltransferase in a bovinc serum matrix (1 59). The work- 
ing group of the BCR is in the process of establishing protocols and evaluating 
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reference materials for creatine kinase, alkaline phosphatase, and lactate dehy- 
drogenase using LD- 1 ( 143). Although not certified by any professional group 
involved with standardization, there are published reports detailing the pre- 
paration and characterization of potential reference materials that apparently 
meet the criteriaofthe NCCLS ( I  57), and these include a-amylase (160), alkaline 
phosphatase (16 1) creatine kinase (1 62) and prostatic acid phosphatase (163). 
Reference materials 8025 and 8026 from the National Institute of Public Health 
and Environmental Hygiene in the Netherlands (1 64,165) are secondary human- 
serum reference materials with target values assigned for aspartate and alanine 
aminotransferases, creatine kinase, and lactate dehydrogenase. NIST also has 
available a secondary lyophilized human serum reference material, SRM 909, 
with target values for aspartate and alanine aminotransferases, alkaline phos- 
phatase, creatine kinase, lactate dehydrogenase, acid phosphatase, and y-gluta- 
myltransferase (1 66). Target values in these materials have been assigned using 
[IFCC reference methodology in round-robin type evaluations. SRM 909a-1 and 
909a-2 from NIST is a two-level reference material that will be replacing 
SRM 909. 

7.4. Standardization of Enzymes as Proteins 

Immunological methods for enzymes, more specifically isoenzymes, such as 
lactate dehydrogenase-1 (1 67, 168), mitochondrial aspartate aminotransferase 
(169), prostatic acid phosphatase (1 70, 171, 172), and creatine kinase-MB (1  73, 
174,  175), have been in use in the clinical laboratory for 10 years. However, the 
use of the immunological rather than catalytic properties of enzymes has not 
provided the opportunities for standardization that was anticipated a number of 
years ago (1  76, 1 7 7 ,  178). I t  is only within the last year that a working group on 
CK-MB mass assay was formed under the auspices of the Standards Committee 
of the American Association for Clinical Chemistry (AACC). The objective of 
this working group is to prepare a reference material to calibrate methods that 
are based on the principle of CK-MB mass measurement. 

8. THE IDEAL AUTOMATED ENZYME ANALYZER 

The “ideal” analyzer described here does not exist, although various manufac- 
turers have some of the features on their devices, the qualities described here are 
those currently needed in contemporary automated enzyme assays in clinical 
laboratories. Our aim is to set some goals for future development in this area. 
Owing to patients’ needs and physicians’ demands, clinical laboratories must 
always be ready to accept and analyze specimens making them somewhat dif- 
ferent from most other analytical services, moreover, redundancy and rugged- 
ness are needed at all times. The current needs are broadly grouped into three 
areas: general human requirements, mechanical/computer needs, and analyti- 
cal specifications. 
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8.1. General Requirements 

The safety of laboratory personnel has become a major focus. Infectious agents 
in patient-derived materials pose a significant risk for laboratory workers, par- 
ticularly H IV and hepatitis B.  A clear goal is to reduce the exposure to infectious 
materials so that any contact is unlikely or even impossible. Of course, labora- 
tory people are well indoctrinated on the use of universal precautions in hand- 
ling specimens, but we must go beyond this to improve the failsafe nature of 
laboratory safety. Sampling out of a “closed” tube is a primary goal. Two areas of 
exposure are avoided: the aerosol that occasionally forms when a tube is opened, 
and possible contact with droplets in and around the top of the specimen con- 
tainer and where it is handled. Certainly, pouring the specimen into a cup or 
tube should be avoided; however, the technology of direct-collection-tube 
sampling is not generally available today, or the existing technology needs 
perfecting. 

An analvzer should be environmentally friendly; the waste stream, both solid 
and liquid, should be minimal. Exposure to reagents should be absolutely 
minimized, and hazardous and/or carcinogenic reagents should be eliminated. 
Finally, all functions where human error are possible should be eliminated. A 
careful analysis of all the steps in the analytical chain must be made to identify 
nodes of possible human blunders. 

8.2. Mechanical and Computer Needs 

Specimen identification should be as infallible as possible. In an ideal system, 
the specimen collector (e.g., a phlebotomist) carries a portable computer and 
label generator. This person downloads the requisitions from the central labora- 
tory system to their portable unit prior to specimen collection. At the collection 
point (e.g., at the bedside), the collector, using the portable unit, wands an iden- 
tifying label (e.g., a bar code on a wrist band) from the source of the specimen 
(e.g., the patient); a bar-coded label is generated right there and is put on the 
specimen. Once in the laboratory, the label is “read” by the analyzer to give 
unambiguous identification. In the entire chain of analytical events, the speci- 
men is always kept in the labeled container. Extra tubes, cups, and the like are 
never made. The central computer system downloads the tests to be performed 
to the instrument for a given patient, so there are no missed tests. 

The instrument does automatic, reflex reassays for out-of-range specimens. 
Dilutions are prepared, a less-sensitive wavelength is used, or some other tech- 
nique is implemented. In short, the final result is produced without operator 
intervention, calculations, or other operator manipulations. A “library” of 
Specimens is prepared by the instrument to permit retrieval of specimens with 
special needs such as “add-on” tests, questions from users of the data, repeats, 
and so on. 

The reagent systems are failsafe and are in bar-code-labeled containers that 
identifj them, the lot, expiration date, and so on. It is impossible to use the 
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wrong reagent for a given test. The instrument monitors the inventory and 
quality of the reagents and alerts the operator to replenishment or main- 
tenance needs. 

Extensive safeguards exist for data maintenance including uninterruptable 
power supplies, redundant data storage, and retransmission capabilities to a 
host system where appropriate. The instrument also has extensive self-diag- 
nostic features to monitor failures of all types including thermostatting, lamp 
failures, photometer misreadings of test materials, and so on. 

8.3. Analytical Specifications 

The specimen volume needed for analysis is minimal (e.g., 5pL), the “dead” 
volume in a specimen container is minimized, and the instrument has a “smart 
probe” as described above. Evaporation control is possible with lids of some 
kind, and a variety of different types of specimens, e.g., serum, plasma, urine, 
cerebrospinal fluid, and other body fluids can be accommodated on the same 
instrument. Obviously, the menu ofenzyme tests must be broad enough to con- 
solidate the testing on as few work stations as possible. 

Finally, analytical accuracy, precision, and freedom from interferences must 
meet contemporary needs. Precision of modern instruments is largely excellent; 
bias from the true value is a common problem with enzyme assays, and inter- 
ferences from lipemia, hemolysis, and icterus is still a problem with some 
instruments and methods. 

9. APPENDIX 1: CHECKING ABSORBANCE ACCURACY WITH 
K2Cr207/H2S04 SOLUTIONS 

Follow the procedure below: 

A. Prepare 2 liters 0.005 moVL H2S04  
1 .  0.05m0l/LH~S0~:2.8mLconc.H~S0~(18 mol/L)Q.S.to 1 Lwithd. 

2. 0.005 mol/L H2SO4: Dilute 100 mL of 0.05 moVL H2SO4 to 1 L with 

B. Dry about 15 g ACS or reagent-grade K2Cr207 at 110°C for 2 hr. Cool 
in a desiccator. 

C. Prepare a STOCK solution of 0.9350 g/L K2Cr207 in 0.005 mol/L H 2 S 0 4 .  
This solution has a theoretical absorbance (A) of 10.0 at 350nm. Stable 
indefinitely in a well-stoppered, pyrex glass container. 

D. Prepare dilutions of 2.5 mL-20 m L  of the STOCK K2Cr207 and enough 
0.005 mol/L H2SO4 to make 100 mL of each dilution. The theoretical 
absorptivity is 10.7 L/g-cm. 

H20 

distilled H 2 0 .  Stable indefinitely in glass. Label and date. 
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10. APPENDIX 2: CALCULATING UNITS OF ENZYME ACTIVITY 

An enzyme assay for LD (pyruvate to lactate direction) uses 0.010 mL serum in a 
total volume of 1.010 mL. The change in absorbance with time (slope) in the 
linear region of the reaction curve is 0.022/min. Calculate the enzyme activity in 
U/L. The molar absorptivity or c of NADH is 6,220 L/mol-cm, b = 1 cm. 

1 U/L = 1 pmol/min-L substrate conversion under conditions of assay. 

A c/A t = pmol/min-L 

c = A/& 

Therefore: 

__ A* ' __ ' .TV = U/L 
At eb SV 

0.022 1 mol-cm . 1 1.01 1o6wmol = 357 u/L, 
min 6220 L 1 cm 0.01 mol 

- .  _ _ . - .  
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1. INTRODUCTION 

Within the field of rapid-mixing, stopped-flow kinetics, work on biological sys- 
tems is dominated by UV-visible absorbance spectrophotometry. Detection of 
fluorescence emission is a distant second, and use ofother forms of spectroscopy 
(CD, Resonance Raman) or other regions of the electromagnetic spectrum are 
rather uncommon. Despite early promise ( l ) ,  rapid-scanning, rapid-mixing 
applications to the study of biological systems have been restricted almost 
exclusively to the measurement of UV-visible absorbance spectra. This is in 
marked contrast to certain areas of photobiology where, in addition to measure- 
ment of UV-visible absorbance spectra, time-resolved FT-IR, CD, Raman, and 
Resonance Raman spectra have been employed to examine events in the photo- 
cycles of plant and bacterial reaction centers, the bacteriorhodopsins, and ani- 
mal rhodopsins. These time-resolved rapid-scanning experiments are con- 
ducted on ps to ms time scales and are initiated by excitation ofthe primary elec- 
tron donor (or dark adapted chromophore) by excitation flashes of brief dura- 
tion. Especially for FT-IR and Raman studies, each spectrum of the time- 
resolved set usually is obtained by signal averaging of data acquired at a defined 
time interval following each of a large number of excitation flashes. By varying 
the time interval between the excitation flash and data acquisition, a time- 
resolved set of spectra is obtained. For reversible systems, the measurements are 
made on a static system. For irreversible systems, the sample is flowed through 
an appropriate flow cell system, which allows the excitation and interrogation 
beams to be continuously supplied with fresh sample during data acquisition. 

Due to the time-resolution limitations imposed by mixing dead-times in the 
1 -ms range, the technology of rapid mixing has not been very relevant to those 
areas of photobiology. The need for significant signal-averaging usually encoun- 
tered with FT-IR, Raman and Resonance Raman spectroscopies has dis- 
couraged the application of rapid-mixing, rapid-scanning technologies in- 
corporating these modes of detection to biological problems. 
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The development of single-wavelength, stopped-flow (SWSF), UV-visible 
absorbance spectroscopy as a tool for investigating the dynamic behavior of 
biomacromolecules made it obvious early on that the measurement of UV- 
visible spectra on fast time scales could give important information that would 
assist the assignment of structures to transient intermediates. Early efforts to 
measure the spectra of transient species resorted to the reconstruction of spectra 
from SWSFmeasurements as afunction ofwavelength. In this way, Chance (2) in 
1949 was able to determine the spectra of compound I in the reaction of catalase 
with hydrogen peroxide. Because the reconstruction of spectra from SWSF data 
is sample intensive and laborious, this approach has not been much used to 
determine the spectra of transient species. Early attempts to construct rapid- 
scanning, stopped-flow (RSSF) instrumentation were frustrated by the limita- 
tions imposed both by the mechanical mechanisms employed to achieve 
scanning of the dispersed spectrum and by the lack of adequate data acquisition 
systems for collecting, storing, and analyzing the large data sets, which are 
generated in the RSSF experiment. 

The limited availability of affordable commercial RSSF instruments has been 
an important factor that has prevented the widespread application of RSSF spec- 
troscopy to the study of biological systems. However, in the past year, a signifi- 
cant change in the availability of commercial instrumentation has come about. 
There currently are at least five manufacturers of computerized rapid-scanning 
detector systems. The choices in commercial instrumentation range from a 
mechanically scanned system with a single photomultiplier detector to photo- 
diode array detector systems. This review includes descriptions of the currently 
available commercial systems. Because the authors’ experience in the field of 
RSSF spectroscopy is limited to the use of diode array detector systems and 
because most of the commercial instruments have appeared on the marketjust 
within the past 12 months, it has not been possible to make detailed performance 
evaluations and comparisons of the new commercial systems. 

2. APPLICATIONS OF RAPID-SCANNING, STOPPED-FLOW (RSSF) 
UV-VISIBLE SPECTROSCOPY TO THE STUDY OF 

BI 0 LO GI C AL SYSTEMS 

The examples in this section have been chosen to provide an in-depth presenta- 
tion showing how RSSF currently has been applied to the study of biological sys- 
tems. These applications include the study of isotope effects on enzyme- 
catalyzed reactions, the investigation of substrate-metal ion interactions in 
metalloenzymes, the search for and identification of covalent intermediates in 
enzyme-catalyzed processes, the analysis of the effects of site-directed mutations 
on enzyme catalytic mechanism, and the exploitation of natural and artificial 
chromophores as probes of allosteric processes. 
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Meaningful RSSF UV-visible spectroscopy requires a chromophoric probe 
that is responsive to the physical-chemical events under study. The examples 
described in this section have been chosen to illustrate the wide variety of probes, 
which have proven suitable. It will become obvious that the choice of systems for 
study need not be restricted to those with intrinsic chromophores. Through 
innovation in the design and selection of cofactor or substrate analogues, suit- 
able probes can be found for many “colorless” systems (in the following 
paragraphs, two such examples are a-chymotrypsin and the insulin hexamer). 
Indeed, for the liver alcohol dehydrogenase system, it  has been possible to sup- 
plement the intrinsic chromophoric properties of NADH with chromophoric 
signals derived from the active site metal ion (3), the aldehyde/alcohol substrate 
(4 ,5) ,  and the uptakehelease of H + (6,7) during catalysis by judicious choice of 
chromophoric probes. While the use of analogues in the study of enzyme 
catalysis introduces the possibility that the analogue undergoes reaction by an 
altered catalytic mechanism, it is usually the case that analogues follow a reaction 
pathway that is like that of the natural substrates, but with altered free energies of 
the ground states and activated complexes. This can have the added advantage 
that certain chemical intermediates along the pathway, which do not accumulate 
with the natural substrate, become detectable species in the analogue reaction. 
In some instances, the analogue follows a reaction pathway, which (due to its 
intrinsic chemical properties) branches away from that of the natural substrate at 
some point along the path, see Koerber et al. (8)  and Cochran et al. (9). Such 
deviations often are detected by virtue of the generation of an unexpected reac- 
tion product, covalent modification of a catalytic residue, or by the accumulation 
of an unexpected chemical intermediate. Sometimes altered pathways can pro- 
vide valuable new insights about the properties of the catalytic residues involved 
in the catalysis of bond scission/bond-forming processes even though the reac- 
tion catalyzed is different. 

The RSSF work published in the area of enzyme catalysis is centered on the 
search for transient chemical intermediates and their chemical identification, 
and much of this work has been qualitative in form. Strategies for quantitative 
analysis are discussed in Section 4.2. 

2.1 Artificial Chromophoric Substrates, Coenzymes, and Cofactors 

Workers engaged in bioorganic mechanistic studies and enzyme mechanism 
work have long appreciated the utility of UV-visible spkctroscopy for the study of 
biological systems. Aromatic and/or conjugated chromophores generally ex- 
hibit large extinction coefficients and long wavelength electronic transitions with 
bandwidths, band heights, and merges that are sensitive to the immediate 
chemical surroundings. Photon detectors (phototubes, diode arrays, and vari- 
ous other solid-state devices) have fast response times and high sensitivity, 
therefore, detection of UV-visible changes generally meets the demands for sen- 
sitivity and time resolution. Unfortunately, the majority of proteins do not 
exhibit a useful UV-visible signature of biologicai function. This limitation has 
been circumvented in a wide variety of systems by substitution of an artificial 
chromophoric analogue for a natural substrate, coenzyme, or cofactor. This sec- 
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tion presents a variety of examples, which illustrate how artificial chromophores 
have been used successfully with RSSF technology to introduce a UV-visible 
probe that signals the essential chemical bonding interactions that occur in a 
biological process. Most of the available examples are from the enzymology 
literature, The two examples involving the insulin hexamer have been included 
to illustrate how different aspects of the dynamic behavior of a nonenzymic 
metalloprotein system can be probed by artificial chromophoric probes and 
RSSF spectroscopy. 

2.1.1. a-CHYMOTRYPSIN (a-CT) CATALYSIS 

The Acyl-E hypothesis is well-accepted dogma for a-Ct and other serine pro- 
teases. However, the chemical bonding events, which bring about substrate 
activation, have continued to be a lively topic of discussion (10-12). Bernhard 
and Lau (1 3) and others (1 4-1 7)  have investigated the transient time course 
under single turnover conditions for the reaction of a-Ct with N-furylacryloyl L- 

tryptophan methyl ester (FATME) and the ethyl ester. This artificial substrate 
analogughas a chromophoric moiety (the N-Furylacryloyl group) attached via 
an amide linkage (Equation 1)  to the a-amino N ofL-Trp methyl ester. The sissile 
bond in this specific substrate is the ethyl ester linkage (Equation 1). Neverthe- 

less, during a single turnover the spectrum of the chromophoric group shifts 
first to the red as covalent bonding interactions at the estercarbonyl occur (1 3) 
(Bernhard and Lau, 197 1). Deacylation and release of the carboxylate ion pro- 
duct is accompanied by ashift back to a spectrum that is similar to that ofthe sub- 
strate. While it has been made obvious from detaiied, single-wavelength, 
stopped-flow rate measurements that the spectrum of the chromophore is red- 
shifted as covalent bonding occurs to form the first tetrahedral intermediate and/ 
or the acyl-enzyme (13-1 5), the precise nature of the spectral shift has not been 
well described. 

The RSSF data presented in Figure 1A compare the time-resolved spectral 
changes in the N-Furylacryloyl chromophore that occur under single turnover 
conditions. These spectra (from which the enzyme spectrum has been sub- 
tracted) are characterized by a transient shift to longer wavelengths (spectra 1-4) 
followed by a shift to shorter wavelengths (spectra 5 and 6). 

The dye, proflavin (Str 1) (&,= H 2 0  = 444 nm), binds rapidly and reversibly 
to the substrate specificity pocket of a-Ct (13, 16, 18, 19). 
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Fig. 1. Rapid-scanning stoppcd-flow (RSSF) study of the reaction of N-furylacryloyl L- 

tryptophan methyl ester (FATME) with a-chymotrypsin (a-Ct) at pH 5.0 in the absence 
and presence of proflavin. (A) RSSF difference spectra for the reaction of 19 pM a-Ct with 
7.5 pM FATME in 0.1 M pH 5.0 sodium acetate buffer at 25". Spectrum 0 is 7.5 pM free 
FATME, spectra 1-5 are difference spectra measured during reaction wherein the spec- 
trum of a-Ct has been subtracted from the set. Spectrum 6 is the spectrum of the hy- 
drolysis product furylacryloyl L-tryptophan with the spectrum of a-Ct removed by 
subtraction. Spectra were measured ai the following time intervals after flow had stopped: 
(1)  8.54, (2) 162.3, (3) 341.6 (4) 1409.1 and (5) 3074.4 ms. Spectrum 6, t = a. 

Proflavin 

Upon binding, the spectrum of proflavin is red-shifted by 14 nm ( 1  8); conse- 
quently, proflavin is a convenienc chromophoric indicator that can be used to 
monitor changes in the concentration offree enzyme resulting from the binding 
and reaction ofa-Ctwith substrate. Figures 1 Band C compare the time-resolved 
difference spectra for thP FATME spectral changes measured in the absence of 
proflavin with the difference spectra that result from displacement of proflavin 
by binding and reaction of FATME. 
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These RSSF data are fully consistent with a reaction mechanism (Equation 2 )  
in which covaent bonding occurs to form covalent species along the reaction 
path (presumably the first tetrahedral intermediate, T, , and/or the acyl enzyme 
intermediate, acyl-E, with release of methanol, PI), followed by deacylation and 
formation of the carboxylate ion product (P2) .  

kl 

k- 1 + PI 
E + FATME E(FATME) E-Ti + Acyl-E ’.. + E + P, (2 )  

Under the conditions of the experiments shown in Figure 1 ,  the amount of the 
Michaelis complex, E( FATME), formed and/or the absorption changes for this 
process are too small to give a detectable signal (13). Thus, in Figure 1 A, spec- 
trum 0 is the spectrum of free FATME before reaction, the red-shifted spectrum 
(spectrum 4) is predominantly that of the covalent species (TI and/or Acyl-E), 
and spectrum 6 is the spectrum of the final carboxylate product. These assign- 
ments are supported by the accompanying changes in the amount ofbound pro- 
flavin (Fig. 1 B). The time-resolved difference spectra in B and C compare the 
FATME spectral changes (300-400 nm) with the proflavin spectral changes (400- 
500 nm) in an experimentwhere the E(proflavin) complex is mixed with FATME. 
The pattern of FATME spectral changes (data not shown) are the same as in A. 
The proflavin changes indicate a rapid displacement of the dye occurs, which 
corresponds to the red-shifting of the FATME spectrum. The rate of this process 
(Fig. 1 D) is identical (within experimental error) to the rate at which the FATME 
spectrum is red-shifted and therefore corresponds to the accumulation of co- 
valently bound enzyme-substrate species (Fig. lC,  spectrum 4). Finally, as the 
red-shifted spectrum of the N-Furylacryloyl intermediate is converted to the 
spectrum of the free carboxylate ion product (P2), the proflavin spectrum is red- 
shifted as proflavin rebinds to the regenerated enzyme (compare Figs. 1 B, C, 
and D). 

2.2.1 HORSE LIVER ALCOHOL DEHYDROGENASE (LADH) CATALYSIS 

The catalytic mechanisms of NAD(P)/NADH(P) requiring dehydrogenases, 
such as horse LADH, have been extensively studied in large part because the 1,4- 
dihydronicotinamide ring of the reduced coenzyme provides a chromophoric 
signal that is directly coupled to the essential chemical process, hydride transfer, 
catalyzed by this class of 0x0-reductases. Although much can be learned from 
the spectral changes that accompany the binding and reaction of the reduced 
coenzyme chromophore, work using chromophoric artificial substrate ana- 
logues and cofactors has added greatIy to the current level of understanding of 
the LADH catalytic mechanism, and RSSF spectroscopy has played a significant 
role in bringing this about. 

Because LADH exhibits a very broad specificity for substrates, it has been 
possible to substitute a wide variety of chromophoric aldehydes/alcohols for the 
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presumed natural substrates (acetaldehyde and ethanol) (4, 5 ,  8,  20). These 
analogues have revealed the nature of the bonding interactions between the 
reacting substrate, the coenzyme and the active site metal ion, and they have pro- 
vided new insight about the nature of the electrostatic fields within the active site 
(20-23). LADH is a Zn(I1)-requiringenzyme, and the active site Zn(I1) is directly 
involved in catalysis. Substitution ofchromophoric transition metal ions, such as 
Co(II), Ni(II), or Cu(II), for the spectroscopically silent Zn(I1) ion gives cata- 
lytically functional enzyme derivatives and introduces sensitive UV-visible 
probes of the bonding interactions between the active site metal ion and the 
reacting substrate (3, 24-26). Because these systems include complex overlap- 
ping chromophoric signals derived from the coenzyme, the active site metal ion 
and/or the substrate, use of RSSF spectroscopy to obtain time-resolved spectra 
has been essential for understanding the bonding interactions between sub- 
strate, coenzyme, and metal ion during catalysis. 

Early work (5,  27) established that the active site zinc ion plays a Lewis acid 
catalytic role in activating aldehyde substrates for reduction via the transfer of 
hydride ion (or its equivalent of a hydrogen nucleus and two electrons). Using 
RSSF W-visible spectroscopy and the chromophoric aldehyde, B-truns-N,N- 
dimethylaminocinnamaldehyde (DACA), Dahl and Dunn (1 984a, b) were able 
to show that the electrostatic fields at the active site of LADH are strongly mod- 
ulated by the interconversion of NADH and NAD+. The reaction of DACA (A,,,= 
398 nm) with the E(NADH) complex gves a rapidly formed chromophoric 
intermediate wherein the DACA spectrum is red-shifted to 464 nm (a shift of 66 
nm) via innersphere coordination to the active site zinc ion ( 5 ,  25, 27-31). The 
RSSF studies of Dahl and Dunn (22), viz. Fig. 2,  show that the reaction of DACA 
with the E(NAD+) complex gives a rapidly formed species with Lm = 495 nm. 
This 97-nm shift arises from the combined effects of innersphere coordination 
to the active site zinc ion and the positive charge of the nicotinamide ring of 
NAD'. This species is slowly converted to a mixture of the E(NADH,DACA) 
complex (La 464 nm) and the EI NAD+,DACA) complex (La 495 nm). The 
NADH complex was concluded to arise from traces of an alcohol impurity, 
which, in the presence of excess NAD' and enzyme, is oxidized. In the LADH 
system, trace amounts of alcohol contaminants are a well-known nuisance. In 
the study of Dahl and Dunn (22), acquisition of time-resolved spectra proved to 
be an important step in determining the true spectrum of the E(NAD+,DACA) 
complex. Prior studies (32) failed to detect the 495-nm (red-shifted) spectrum of 
the E( NAD+ ,DACA) complex probably because these workers lacked the time 
resolution capabilities necessary to resolve the spectra of the two ternary com- 
plexes. Dahl and Dunn (23) extended these studies to the investigation of LADH 
carboxymethylated at Cys-46 (CME). This Cys residue is one of the active site 
metal ion ligands. Carboxymethylation places the negatively charged carbox- 
ymethyl carboxylate in close proximity to the reacting atoms of the substrate, the 
active site zinc and the 4-position of the nicotinamide ring. The consequence is 
an altered electrostatic field which perturbs the spectrum of innersphere-co- 
ordinated DACA in both the NADH and NAD+ complexes; the CME(NADH, 
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Fig. 2. Rapid-scanning stopped-flow spectra (A), difference spectra (B), and the single- 
wavelength time course at 464 nm (inset to panel A) for the reaction of the E(NAD+) com- 
plexwith DACA. (A) The scan acquisition time was 8.605 ms/scan with delays introduced 
between scans to give the pattern of scans indicated in the inset. (Note that two time scales 
are shown, 0-28 s and 0-282 s.) Collection ofthe first scan was initiated approximately 10 
ms after flow stopped. The conditions after mixing were the following: syringe A, 30 pN 
LADH and 1 .O mM NAD'; syringe B, 20 pM DACA. Both syringes contained 0.05 M TES/ 
Na+, pH 7.0,O.l mg/mL LDH, and 1.0 mM pyruvate. (B)Thefamilyoftime-resolved dif- 
ference spectra were calculated from the data in (A) by subtracting spectra 1-4 and 6-1 8 
from spectrum 4 and are numbered in chronological order. [Taken from Dahl and Dunn 
(22) with permission.] 
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DACA) complex, with &,a 436 iim, is red-shifted by only 38 nm, while the 
CME(NAD+,DACA) complex, with Lax 458 nm, is red-shifted by only 60 nm. 
Together, the RSSF and static W-visible studies of Dahl and Dunn (22,23) show 
that the active site of the E(NADH) complex is highly electrophilic, and conver- 
sion to the E(NAD+) complex considerably enhances this electrophilicity as a 
consequence of the additional positive charge carried by the nicotinamide ring 
of NAD+. The electrophilic interaction arising from the Coulombic charge- 
charge and charge-dipole interactions between coenzyme, metal ion, and sub- 
strate constitute an electronic strain-distortion effect, which distorts the 
aldchyde carbonyl toward the structure of the activated complex for hydride 
transfer. In the direction of alcohol oxidation, these positive electrostatic fields 
combine to increase the concentration of the reactive species, alkoxide ion, by 
lowering the pK, of the innersphere coordinated alcohol. The negative charge of 
the carboxymethvl carboxylate of the CME decreases the electrophilic character 
of the site and thereby decreases the magnitude of the red-shifts of the DACA 
complexes. Thus, it appears that the vectoral force fields at the site provide elec- 
trostatic interactions with the bound substrate species, which specifically stabil- 
ize the electronic configuration of the activated complex (20, 21, 23).  

SubstitutionoftheactivesiteZn(I1) ofLADH byCo(II), Ni(II), Cu(II), orFe(I1) 
introduces spectroscopic probes, which are sensitive to the coordination ge- 
ometry, the electrostatic environment, and the protein conformation. UV- 
visible absorbance signatures consisting of d-d and ligand-to-metal charge 
transfer (LMCT) transitions have proven to be useful probes of the site environ- 
ment (3, 24-26, 29, 34, 35). The Co(I1) and Ni(I1) derivatives exhibit catalytic 
parameters (i.e., hvdride transfer rates, K, and k,, values) that are similar to 
those of the native Zn(I1)-enzyme (25). The Cu(I1) and Fe(I1) enzymes show 
reduced reactivities and catalytic parameters, which indicate these derivatives 
are of limited use as analogues of the native enzyme (24). 

Because catalysis proceeds via a mechanism which involves the obligatory 
innersphere coordination of substrate ( 5 ) ,  the d-d, and LMCT electronic tran- 
sitions of the tetrahedrally coordinated Co(I1)- and Ni( 11)-enzymes provide UV- 
visible absorbancies that are sensitive to the ligand substitution and covalent 
chemical bonding changes that occur during catalysis (3). The binding of coen- 
zyme has been shown to trigger a change in the structure of LADH from an 
“open” coriforniation to a “closed” conformation (36). The d-d and LMCT 
transitions of the Co(I1)- and Ni(I1)-enzymes also appear to be sensitive to this 
conformatlorial transition (26). 

The RSSF data presented in Fig. 3 show the spectral changes which occur 
when the Co(I1)-E( NADH) complex reacts with p-nitrobenzaldehyde (3). The 
time-resolved spectra presented in Fig. 3A show the changes that take place in 
the 300-450-nm region. These changes consist of the oxidation of enzyme- 
bound NADH and alterations in the Cu(I1) LMCT bands, which accompany the 
oxidation of NADH, the reduction of aldehyde, and the formation and decay of 
inncr-sphere-coordinated alkoxide ion. The complete set of spectra (a) are also 
presented as subsets (b) and (c), which show the changes that occur, respectively, 
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Fig. 3. Time-resolved UV-visible spectra for the reaction of the Co(II)E(NADH) complex 
withp-nitrobenzaldehyde (NBZA). Panel A shows the wavelength region 300-450 nm. 
Panel B shows the region 440-740 nm. To aid invisualizing the complex spectral changes, 
part (a) of each panel presents the combined set of spectra for both phases of the reaction; 
parts (b) and (c) present the subsets of spectra for the fast phase (spectra 1-7) and for the 
slow phase (spectra 7-19) offset from each other. For clarity, the 9th, loth, 13th, and 15th 
spectra have been omitted from part (a) ofpanel B. Reaction is limited to a single turnover 
by the inclusion of the potent inhibitor pyrazole in the reaction mixture. The first scan in 
each set was initiated approximately 5 ms after flow had stopped in the rapid-mixing, 
stopped-flow apparatus. The repetitive scan ratewas 16.48 ms/scan with additionaldelays 
introduced at longer times to space the 19 acquired scans over the 47.5 s time course of the 
biphasic reaction. Conditions after mixing: (syringe l ) ,  [Co(II)E] = 27.5 pN (79% active 
site substitution); (syringe2), [NADH] = 46.8 pM, [NBZA] = 85.8 pM, [pyr] = 19 mM, 0.1 
M sodium pyrophosphate-50 mM TES buffer containing 38 mM NaC1, final pH 8.36 and 
25°C. The absorbance values refer to a 2-cm light path. The data have not been 
smoothed. [Taken from Koerber et al. (3) with permission.] 
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Fig. 3. (Continued) 

duringintermediate formation (b) and intermediate decay (c). Figure 36 presents 
the spectral changes in the 450-750-nm region due to the Co(I1) d-d transitions 
which take place during the same reaction. Again, the complete set is shown in 
(a), subset (b) corresponds to intermediate formation and subset (c) corresponds 
to intermediate decay. The single-wavelength time courses measured at 324 (A), 
350 (B), 398 (C), and 575 nm (D) are shown in Fig. 4A-D. Comparison of these 
RSSF and SWSF dataestablish that the changes in the d-d transitions occur con- 
comitant with the changes in the spectrum of NADH and the changes in the 
LMCT transitions. Thus, the rapid oxidation of NADH that occurs during inter- 
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Fig. 4. Single-wavelength reaction time courses reconstructed from the rapid-scanning 
spectra presented in Fig. 3. The “time slices” are for (A) 324, (B) 350, (C) 398, and (D) 575 
nm, respectively. Note that two time scales are shown in each panel: 0-210 ms (@), and 0- 
2 1 s (A).  The final absorbance value (A) taken from the 19th spectrum at t = 47.5 s is 
shown at the extreme right margin of each panel. [Taken from Koerber et al. (3) with 
permission.] 

mediate formation is accompanied by changes in the d-d transitions, most 
notably the appearance of anew band at -575 nm [compare subset (a) of Fig. 4A 
with subset (a) of Fig. 4B]. As the intermediate decays, the changes in the LMCD 
transitions observed between 300 and 450 nm [viz. subset (b) of Figure 4A] occur 
concomitant with the disappearance of the 575-nm band and the appearance of 
the product complex [with d-d bands at 525,650, and 685 nm, viz. subset (b) of 
Fig. 4Bj. Because the formation of the intermediate coincides with the oxidation 
of NADH, the intermediate must be some form of bound alcohol. Since inner- 
sphere-coordinated anions give Co(I1)-E(NAD+,anion) ternary complexes with 
575-nm bands similar to the transient 575-nm band of the intermediate, it was 
concluded that the intermediate almost certainly must be the innersphere- 
coordinated alkoxide ion in a ternary complex with NAD+ (3, 26). 
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From inspection of Figs. 3a and b ,  it is obvious that the complexity of the spec- 
tral changes makes the analysis by RSSF essential. The RSSF data identify the 
temporal relationships between critically important spectral changes, and point 
out special wavelengths (e.g., the apparent isosbestic points located at 324,380, 
467, 495, 547, and 632 nm) for single wavelength measurements. With the 
nature of the spectral changes defined by RSSF spectroscopy, the quantitative 
analysis of the system using SWSF and relaxation kinetics becomes a much more 
straightforward endeavor. 

A more extensive examination of the Co(I1)-E by RSSF spectroscopy has 
shown that the spectral changes, which occur during the reaction of p-nitro- 
benzaldehvde with the Co(I1)-E(NADH) complex (Fig. 3A, B) are characteristic 
of a wide variety of aldehydes (26). When reaction is studied in the direction of 
alcohol oxidation (26), again, RSSF studies show that the 575-nm intermediate 
accumulates. However, as might be anticipated, the appearance of this species 
precedes the appearance of NADH, a finding that is fully consistent with the 
assignment of the intermediate as the ternary Co( 11)-E( NAD+, alkoxide ion) 
complex wherein the alkoxide ion is directly coordinated to the active site metal 
ion (26). 

The substitution of Ni(I1) for Zn(I1) at the LADH active site gives an enzyme 
derivative with kinetic properties nearly indistinguishable from the native en- 
zyme ( 2 5 ,  37). Like the Co(I1)-substituted enzyme, the d-d and LMCT tran- 
sitions of the Ni(I1) enzyme also provide spectroscopic signatures, which are 
sensitive to the bonding interactions that occur during catalysis. The RSSF spec- 
tra shown in Fig. 5 compare the time-resolved spectral changes for the reaction of 
benzaldehvde with the Ni( 11)-E( NADH) complex under single-turnover con- 
ditions (38). These data show that upon mixing, the spectrum of the enzyme 
(spectrum 1)  is rapidly transformed to the spectrum of a transient intermediate 
(spectrum 3 )  as NADH is oxidized. Then, in a much slower step, the inter- 
mediate decay to the spectrum of the Ni(I1)-E(NAD-Pyrazole) adduct. As in the 
case of the Co(I1)-E (viz. Fig 3A, B), these spectral changes are most simply inter- 
preted as reflecting a mechanism in which the transient intermediate, which 
accumulates, is a Ni( 11)-E ternary complex involving NADf and the innersphere 
coordinated alkoxide ion. 

A variety of chromophoric aldehydes and aldehyde analogues have been 
investigated as substrates for horse liver alcohol dehydrogenase. Notable among 
these are 4-trans-N,N-dimethylaminocinnamaldehvde (DACA), 3-hydroxy-4- 
nitrobenzaldehyde ( Z O ) ,  and the aryl nitroso compounds p-nitroso-N,N-di- 
methylaniline (NDMA) and p-nitroso-N-phenyniline (NPA) (8, 9). The two 
nitroso compounds are intense c-hromophores ( ~ , ~ & 3 3 X  lo4 M p l  cmpl )  that 
undergo novel, LADH-catalyzed. redox elimination reactions (8) wherein the 
nitroso functionality is reduced to the hydroxylamine via reaction with enzyme- 
bound NADH. Then the hydroxylamine eliminates hydroxide ion to form, in 
the case of NDMA, the benzoquinonediiminium ion and, in the case of NPA, the 
corresponding benzoquinonediimine ( 8 ) .  The reaction of NDMA with the 
E(NADH) complex was one of the first enzyme-catalyzed reactions to be ex- 
amined by RSSF spectroscopy (9). 
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Fig. 5. Rapid-scanning, stopped-flow UV-visible kinetic study of the Ni(I1)-E catalyzed 
reduction of benzaldehyde by NADH at 25°C (38). Concentrations after mixing: syringe 
1 ,  [Ni(II)-El, = 21.8 pN; syringe 2, [NADH], = 40.6 pM; [benzaldehyde], = 0.476 mM 
[KCI], = 12.5 mM; [pyrazole], = 12.2 mM; 25 mM potassium-TES, 25 mM potassium- 
TAPS buffer, pH 8.75. The repetitive scan rate was 8.605 ms/scan. Scans were collected at 
the following intervals after flow stopped: 8.6,  17.2,25.8,  34.4, 43.0, 51.6, 103.3, 129.0, 
516.3, 929.3, 1979.2, 4130.4, 6282, 9263, 11875, 13596, 17038, 19619, 24782 ms. (A) 
wavelength region 300-540 nm. (B) Wavelength region 380-540 nm shown on an ex- 
panded scale (right ordinate). Unpublished results of M. Gerber, M. Zeppezauer and 
M. F. Dunn. 

Although the chemistry that occurs in the LADH-catalyzed reactions of these 
nitroso compounds diverges from the course of the physiological reaction, the 
discovery of an LADH-mediated elimination reaction has provided new insights 
into the Lewis acid character of the active site zinc ion. The mechanism proposed 
for the reactions of the nitroso compounds invokes a Lewis acid catalytic role for 
the active-site zinc in which coordination of the nitroso oxygen activates the ni- 
troso nitrogen for hydride attack. The resulting zinc-coordinated hydrox- 
ylamine then undergoes a rapid elimination of hydroxide ion to form the 
benzoquinonediimine product. 

RSSF studies of the LADH-catalyzed interconversion of 3-hydroxy-4-nitro- 
benzaldehyde and the corresponding alcohol have provided additional insights 
into the electrostatic properties of the LADH catalytic site and substrate binding 
cleft (20 ,21 ,33) .  The chromophoric properties of the 3-hydroxy-4-nitrobenzyl 
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moiety make this system a useful spectroscopic probe for the study of active site 
environments. Ionization ofthe phenolic hydroxyl shifts the aldehyde spectrum 
from 360 to 433 nm (pK, = 6.0), while the alcohol spectrum shifts from 350 to 
4 1 7  nm (pK, = 6.9). At pH = 8.75 and under conditions where the reaction from 
either direction is limited to a single turnover of enzyme sites, the transient 
kinetic time course is characterized by the formation and decay of an enzyme- 
bound chemical intermediate. The time-resolved spectra and difference spectra 
for the reaction of the aldehyde with the E(NADH) complex are shown in Figure 
6A, B.  These data establish that the intermediate has spectral properties dis- 
tinctly different from either the aldehyde substrate or the alcohol product at this 
pH. The spectra show the presence of two apparent isoabsorbance points lo- 
cated at 37 1 and 441 nm that occur during the slow phase of the biphasic re- 
action. The single-wavelength insets compare the time course at 320 nm 
(dominated bv the disappearance of NADH) with the time courses at 37 1 nm and 
428 nm. 

Careful kinetic analysis of the disappearance of aldehyde and NADH, the for- 
mation and decay of the intermediate, the binding of substrate and *H isotope 
effects established that NADH oxidation takes place at the rate of the slower 
relaxation, and that the events that occur in the slower relaxation actually pre- 
cede those that occur in the faster relaxation. This is an uncommon kinetic cir- 
cumstance where intermediate formation is slower than intermediate decay, but 
the rates are close enough to allow detectable amounts of intermediate to 
accumulate. 

Intermediate formation is characterized by spectral changes (viz., Fig. 6A, B) 
that indicate the intermediate has a much lower extinction coefficient at 428 nm 
than either the substrate or product. The long wavelength spectral bands of sub- 
strate and product at pH 8.75 are due to the o-nitrophenoxide ion chromo- 
phore. Because no new red-shifted peak appears in the RSSF data set, it was 
concluded that the spectrum of the intermediate must be strongly blue-shifted 
and, therefore, the most likely intermediate is a reduced species in which the 
phenolic group is neutral (viz. structure 2). 
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Fig. 6. Time-resolved, rapid-scanning, stopped-flow (RSSF) spectra (A) and difference 
spectra (B) for reaction of the liver alcohol dehydrogenase-NADH complex with 3- 
hydroxy-4-nitrobenzaldehyde (HOnPhCHO) under single-turnover conditions at pH 
8.75 and 25 f 1 "C. The insets present the reaction time courses at (a) 320 nm, (b) at the 
37 1 -nm isoabsorbance point, and (c) at 428 nm (where substrate and product have identi- 
cal extinction coefficients). Spectra were collected with a repetitive scanning rate of 8.605 
ms/scan. At the longer times, delays ofvariable length were introduced between the scans 
to give the timing pattern indicated by the data points in the insets. Spectra are numbered 
consecutively. The difference spectra (B) were calculated by subtracting scan 1 from the 
other scans in (A). Conditions after mixing: [E] = 20 pN; [NADH] = 25 @I; [HOnPhCHO] 
= 40 yM; [pyrazole] = 20 mM; 10 mM sodium pyrophosphate buffer, pH 8.75. Byinclu- 
sion ofthe potent inhibitor, pyrazole, reaction is limited to essentially asingle turnover of 
enzyme sites. [Taken from MacGibbon et al. (20) with permission.] 
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If this interpretation is correct, then the pK, of the phenolic hydroxyl of the 
intermediate must be perturbed to a higher value by at least 2 pka units (i.e., a 
value >8.75), while the pKaofthe -CH20H group is perturbed to avalue <9 in 
this ternary complex. The blue-shifted spectrum of the intermediate is consis- 
tentwith structure2. Studieswithothersubstrates(5,26,27,39) stronglysupport 
a catalytic mechanism in which the hydride transfer step involves the intercon- 
version of innersphere-coordinated aldehyde and innersphere-coordinated al- 
koxide ion. The data of Kvassman et al. (39) and Sartorius et al. (26) indicate a pK, 
for the coordinated alcohol of 6 or 7 is not unreasonable (2 1 ,  40). 

At the LADH catalytic site, the pK, values of the phenolic hydroxyl and the 
-CH,OH group are strongly perturbed in opposite directions. The lowering of 
the -CH,OH ionization constant by 9 to 10 orders of magnitude is believed to be 
largely a consequence of two electrostatic fields, one from the active site zinc ion 
and one from the positively charged nicotinamide of NAD+ [see also the preced- 
ing discussion of the DACA complexes with E(NADH) and E(NAD+)]. The 
increased pK, of the phenolic hydroxyl is proposed to result from the interaction 
of this hydroxyl with a nonpolar regon of the substrate binding cleft. The X-ray 
structures of LADH-ternary complexes indicate that when the substrate 
-CH,OH group is coordinated to the active site zinc, the phenolic hydroxyl 
would reside in a hydrophobic region of the binding site. This picture of the 
active site and binding site regions predicts a steep electrostatic field gradient, 
which changes over a few angstroms distance from an environment more polar 
than water at the zinc ion to a hydrocarbon-like environment for the substrate 
binding cleft. 

2.1.3. CONFORMATIONAL TRANSITIONS IN T H E  INSULIN HEXAMER 

Crystallographic structure determinations (4 1-45) have established that the sub- 
units ofthe zinc-insulin hexamer can assume two quite different conformations. 
Solution studies (46-53) have established that ligand binding interactions can 
drive the interconversion of these two conformations. Kaarsholm et al. (1989) 
proposed that the transition is allosteric and designated the various forms as T6, 
T,R,, and R6. In the T6 conformation, residues 1-8 of each insulin B-chain 
assume an extended conformation. The two identical zinc ions per hexamer 
reside in distorted octahedral ligand fields (three water molecules and three His- 
B 10 imidazole rings) located 16 A apart on the hexamer three-fold symmetry 
axis (Fig. 7A). In the Rb conformation, residues 1-8 ofeach B-chain take up an 
a-helical conformation (Fig. 7B). In this state, the zinc ions reside in distorted 
tetrahedral ligand fields [one exogenous ligand and the three His-B10 imidazole 
rings (Fig. 7B)]. The transition from the extended chain to the a-helical confor- 
mation causes each PheB 1 residue to move by more than 30 A, and this 
rearrangement of the B chain exposes a cryptic cavity in each subunit which 
binds phenol and structurally similar compounds [(Fig. 76 (c)] (43, 50). Conse- 
quently, these phenolic compounds are positive effectors of the T to R allosteric 
transition. The work of Brader el. al. (50), Brader and Dunn (53), and Choi et al. 
(54) has established that heterotropic interactions between the phenolic pockets 



RAPID-SCANNING STOPPED-FLOW SPECTROPHOTOMETRY 209 

and the fourth coordination position of the R-state tetrahedral metal sites 
strongly shift this allosteric transition in favor of the R-state. Under certain con- 
ditions, the binding of anions induce crystallization of aT3R3 hexamer (41). It  is 
likely that significant amounts ofT3Rs are formed in solution under certain con- 
ditions (47).  

Substitution of Co(I1) for Zn(I1) gives an insulin hexamer, which undergoes 
the T- to R-conformational transition (48). This substitution introduces a sensi- 
tive UV-visible spectroscopic probe of the allosteric process. In the T6 state, the 
Co(I1) centers give a broad, diffuse envelope of d-d transitions typical of an 
octahedral coordination geometry (L,, 490 nm; E -90 M-' cm-I). Conversion 
to the & state shifis the d-d envelope to the red and gives the relatively intense, 
narrow bands typical of tetrahedral coordination (L, 530-620 nm, depending 
on the exogenous anion, and E -500 M-' cm-'). As part of an effort to inves- 
tigate the mechanism of this allosteric transition, Gross and Dunn ( 5 5 )  carried 
out a series of RSSF studies to characterize the time-course for the phenol- 
induced transition of Co(II)-T6 to CO(II)-R~ in the presence of different ex- 
ogenous anions. Figure 8 compares the sets of time-resolved spectra and 
difference spectra obtained when the exogenous anion is either phenoxide ion 
(AandC)orCl-(BandD). FrominspectionofthedatasetinA,itisobvious thata 

w 

T-State R-State 

Fig. 7. (a) Space-filing models viewed down the 3-fold symmetry axes. The three water 
molecules coordinated to Zn(I1) in the T-state are shown as striped balls. The exchange- 
able ligand coordinated to Zn(I1) in the R-state is shown as a cross-hatched ball at the cen- 
ter. (b) Cartoons depicting the metal cavities and coordination geometries. (c) Cartoons 
depicting the extended (T-state) and helical (R-state) conformations of the B-chain resi- 
dues 1-9. [Redrawn from Smith et al. (41) and Brader et al. (50) with permission.] 
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spectroscopically distinct transient species is formed in the reaction. In B, the 
method of scaled subtractions, has been used to remove the spectrum of the re- 
actant, Co( II)-T6, and the spectrum of the final species, Co(II)-R,j, from the spec- 
trum of the intermediate in each trace. This decomposition reveals that the 
intermediate has a d-d envelope with Lax e 5 6 0  nm. While the transient ap- 
pearance of an intermediate is no[ as obvious when the exogenous ligand is C1- 
(viz. Fig. 8C), the scaled subtractions in D show that an intermediate with a highly 
similar (perhaps identical) spectrum is formed. From these and other RSSF 
studies, Gross and Dunn (55) conclude that the intermediate is a Co(I1)-R state 
species with at least one tetrahedral metal center, and the fourth coordination 
position is occupied by either a water molecule or hydroxide ion [ligand L in Fig. 
7B (b)]. Conversion to the final Co(11)R6 complex is a process which includes 
exchange of the water molecule (or hydroxide ion) for the dominant exogenous 
ligand from solution [e.g., phenoxide ion in Figure 8A, or C1- in Fig. 8(B)]. 

The crystalline zinc-insulin hexamer is the form in which insulin is stored in 
the mature secretory granules of the @-cells in the pancreas. During exocytosis, 
these vesicles fuse with the plasma membrane and eject the microcrystals into 
the intercellular space. Within a few seconds, the crystalline insulin hexamers 
dissolve and dissociate to the biologically active insulin monomer. Conse- 
quently, the dynamics of the dissociation of the T6 and R6 forms of the insulin 
hexamer have been a subject of some interest. The unassisted dissociation of 
ZnjII) from the Zn(II)-T6 hexamer is arelatively slow process, the dissociation of 
the Zn(I1)-R6 complex is orders of magnitude slower (47 ,56-58) .  In contrast to 
the slow rates of the unassisted dissociations, the chelator-assisted sequestering 
and removal of Zn(I1) from the T,, complex is a relatively rapid process ( 4 7 , 5 6 ,  
58). The two Zn(I1) ions of the Zn(II)-T6 hexamer are located at the bottom of 
shallow, dish-shaped clefts on opposite faces of the cylindrically shaped hex- 
amer (Fig. 7 ) .  Each zinc ion is coordinated by three His residues and by three 
water molecules. The coordinated waters face out into the shallow cleft and 
appear accessible for exchange with other ligands. The studies of Dunn et al. 
(56), Kaarsholm and Dunn (58), and Kaarsholm et al. (47)  provide strong evi- 
dence indicating that the facilitated removal of ZnjII) from these sites by suitable 
chelators occurs viaa mechanism in which: ( 1 )  the chelator first forms acomplex 
with t h r  protein-bound metal ion by displacement of the three water molecules, 
(2) then, in a second, slower step, the chelator-metal ion mono complex dis- 
sociates from the protein, and (3'' in the presence of excess chelator, a second 
molecule of chelator combines with the mono complex to give the bis com- 
plex. 

The RSSF and SWSF data shown in Fig. 9A-D compare the time-resolved 
spectra and difference spectra for the reaction of 1 -(2-pyridylazo)-2-naphthol 
(PAN, Str 3),with the Zn(I1)-T6 hexamer (59).  
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PAN forms chromophoric mono and bis complexes with Zn(1I) and many other 
divalent metal ions. Spectrum 1 in Fig. 9A is the first spectrum measured 16 ms 
after mixing PAN with Zn(II)-T6 and is dominated by free PAN. Spectrum 19 is 
the spectrum measured after completion of reaction and corresponds to the 
Zn(I1) bis complexwith PAN. Panels B and C are difference spectra calculated by 
subtraction of Spectrum 1 from every other spectrum in the set. Panel D shows 
the SWSF time course for intermediate formation and decay at 500 nm and the 
time course for formation of the bzs PAN-Zn(I1) product complexat 560 nm. The 
wavelength and absorbance scales in C are expanded to show details of the dif- 
ference spectra in the vicinity of 500 nm. These details show that there is not a 
true isosbestic point, but rather, two apparent isoabsorbance points, one at 
-494 nm and one at -506 nm. Thus, reaction appears to involve formation and 
decay of an intermediate. This conclusion is reinforced by the single wavelength 
time courses measured at 500 nm and 560 nm (Panel D). Both time-courses are 
biphasic, consistent with the formation and decay of an intermediate. Since the 
spectrum of the intermediate must be similar to that of the product, the simplest 
interpretation is that the intermediate is a ternary complex formed between PAN 
and the protein-bound zinc ion. Therefore, it appears that the chelator-assisted 
dissociation of the Zn(II)-T6 hexamer proceeds via the rapid formation of an 
intermediate in which PAN replaces the coordinated water molecules. This 
sequestering of the metal ion by the chelator weakens the coordination to the 
HisB 10 residues, thereby facilitating the loss of zinc. Since zinc coordination to 
the HisBlO residues stabilizes the hexamer, the sequestering and removal of 
zinc triggers the dissociation of the hexamer to monomer and dimer (60, 61). 

2.1.4. SHEEP LIVER ALDEHYDE DEHYDROGENASE CATALYSIS 

The NAD +-requiring aldehyde dehydrogenases catalyze the quasi-irreversi ble 
oxidation of aldehyde to the corresponding carboxylates. Like the liver alcohol 
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Fig. 8. The rapid-scanning spectroscopic time courses for the reaction of 0.17 mM 
Co(11)-T6 with 100 mM phenol at pH 8.0 in the absence (A, Cj and presence (B,  D) of 100 
mM chloride ion are shown. (A) Reaction in the absence of chloride ion. The time interval 
between scans is 8.54 ms for the first five spectra, followed by spectra at successivelylong- 
er intervals afterward (see insets in C and D). The total acquisition time was 1.7 1 s for the 
25spectracollected;onlyspectranurribers 1-5,7, 10,12,15, 18,21, and25 areshown. (Bj 
Reaction in the presence of 100 mM chloride ion. The timing sequence of the spectra is 
thesameasthatusedin(Aj. Forclarity,spectra6,8,10,12,14-16, 18-20, and22-24 have 
been omitted. ( C )  The scaled, subtracted spectra, calculated from the second to the sixth 
spectrum of part A, correspond to the time-course for intermediate formation. The time 
course plotted in the inset shows the absorbance change at 560 nm for the complete set of 
scaled, subtracted spectra as ahnction oftimc. (D) Scaled, subtraction spectranumbers 2 
to 6, as in part C ,  for the data part B, with chloride ion present. The inset plot also shows 
the time course at 560 nm obtained from the complete set. [Taken from Gross and Dunn 
( 5 5 )  with permission.] 

dehydrogenases, the liver aldehyde dehydrogenase from sheep is characterized 
by afairly higk coenzyme specificity and avery broad substrate specificity. Con- 
sequently, the sheep liver enzyme catalyzes the oxidation of simple aliphatic and 
aromatic aldehydes with similar efficacy. This happenstance has made it pos- 
sible to investigate the catalytic mechanism of the enzyme using RSSF spectro- 
scopy by comparing the spectral changes that take place in the spectrum of the 
coenzyme with the spectral changes that accompany the oxidation of chromo- 
phoric aldehydes. 
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Fig. 9. Time-resolved RSSF spectra (A), difference spectra (B, C) and single-wavelength 
time courses (D) for the reaction of 1-(2-pyridylazo)-2-naphthol (PAN) with the Zn(I1)-T, 
insulin hexamer (59). The expanded difference spectra shown in (C) and the single- 
wavelength time course measured at 500 nm in (D) establish that reaction occurs via the 
formation and decay ofan intermediate. Concentrations after mixing in (A-C): [Zn( 11)-T,] 
= 2.5pM,[PAN] = 15pM.In(D),[Zn(II)-T,] = 2.5pM,[PAN] = 15pM.A50mMpH8.0 
Tris-HC1 buffer at 25 "C was used in both experiments. Unpublished workof G. G. Could 
and M.  F. Dunn. 

The early SWSF studies of this enzyme indicated that the reaction occurs via a 
chemical intermediate. Due to the apparent similarity of the chemistry catalyzed 
by D-glyceraldehyde-3-phosphate dehydrogenase (GPDH) and by aldehyde 
dehydrogenase, it was speculated that the chemical intermediate formed in this 
reaction might be an acyl-enzyme (viz., Equation 3) analogous to the GPDH 
acylenzyme intermediate 

H20 
E(NAD+) i- RCHO + E(NAD+,RCHO) e TI e Acyl-E(NADH) + T, + ... 

+ RCOz- + H+ + E + NADH (3) 

(62). In Equation 3, TI is the tetrahedral intermediate that undergoes oxidation 
by enzyme-bound NAD+, whileT2 is a tetrahedral adductwith water (or hydrox- 
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ide ion). However, identification of the intermediate as an acyl-enzyme species 
was only achieved via use of chromophoric subtrates, a chromophoric NAD' 
analogue (ThioNAD'), and RSSF spectroscopy (63, 64).  

Buckley and Dunn (63) used RSSF spectroscopy to investigate the reactions of 
several chromophoric aldehydes with the E( NAD') complex. Figure 10 presents 
the time-resolved spectral changes for the reaction of 4-truns-N,N-dimethyl- 
aniinocinnamaldehyde (DACA) under single turnover conditions where 
[E(NAD+)] >> [DACA]. These data establish that a new species with ha -463 
nm forms rapidly and then decays to a mixture of enzyme, NADH and 4-trans- 
N,N-dimethylaminocinnamate ion (La = 323 nm). Similar results were ob- 
tained with several other chromophoric aldehydes. Because the wavelength 
region below 370 nm is complicated by strong overlapping absorbancies from 
DACA, NADH, and enzyme, it was not possible to directly compare the time 
course for intermediate formation and decay with the time course for NAD+ 
reduction. To circumvent this problem, NAD+ was replaced with ThioNAD+ so 
that the rate of ThioNADH (ha 395 nm) could be compared with the rate of 
appearance of the intermediate. As is true for most NAD+-requiring dehy- 
drogenases, ThioNAD+ is a functional analogue of NAD' in the aldehyde 
dehydrogcnase system. Close inspection of the RSSF data in Fig. 1 OA reveals an 
apparent isoabsorption point at 422.8 nm during the rapid phase for the inter- 
conversion of DACA and the intermediate when NAD+ is the coenzyme. By sub- 
stitutingThioNAD+ for NAD+ and monitoring the absorbance changes at 422.8 
nm, awavelength whereThioNADH appearance can be measured without com- 
plications from other chromophores in the system, Buckley and Dunn (63) were 
able to show that, within the limits of experimental error, the rate of appearance 
of ThioNADH and the rate of appearance of the intermediate are identical (Fig. 
1 OB). Therefore, the intermediate almost certainly must be an oxidized deriva- 
tive of DACA, presumably an Acyl-enzyme species (both tetrahedral species 
shown in Equation 3 would give blue-shifted spectra). The red-shifted spectrum 
of the intermediate must reflect a fully conjugated rr-system with sp2 centers at 
the carbonyl of the chromophore. I t  is noteworthy that the position ofthe La at 
463 nm is significantly red-shifted in comparison to the spectrum of any reason- 
able model acyl compound yet synthesized (64). The list of model acyl com- 
pounds tried includes the oxy and thioesters, the amide and the N-acyl 
imidazole derived from 4-t~uns-N,N-dimethylamino cinnamic acid. While it is 
likely that the Acyl-enzyme is a thioester, this has not yet been firmly established. 
Like the serine proteases (65) and GPDH (62, 66), Dunn and Buckley (64) con- 
clude that the Acyl-enzyme derived from DACA resides in a special micro- 
environmcnt provided by the enzyme catalytic site. Interaction of a strong 
electrophile (y"') with the carbonyl oxygen of the 4-trans-N,N-dimethyl- 
aminocinnamyl moiety would give a red-shifted spectrum to the Acyl-enzyme 
(structure 4) .  Such an interaction would activate the acyl group for de- 
acylation. 
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Structure 4 

2.2. Systems with Intrinsic Chromophores 

2.2.1. RSSF INVESTIGATIONS OF PYRIDOXYL PHOSPHATE ENZYMES 

Pyridoxal 5'-phosphate dependent enzymes constitute an important class of 
proteins involved predominately in amino acid metabolism. The PLP-cofactor is 
capable of catalyzing a variety of reactions at the a-, o-, and/or y-carbons of 
amino acid substrates. These reactions include tranamination, racemization, 
decarboxylation, and aldoyltic cleavage reactions at the a-carbon and elimina- 
tion/substitution reactions at either the p-, or y-position of the amino acid sub- 
strate (67-74) The chemical properties ofthe cofactor (67-7 1) are responsible for 
the great diversity of reactions catalyzed by PLP, while reaction specificity is 
ultimately determined by the active site environment imposed by the surround- 
ing apo-protein to which the cofactor is covalently bound (69). 

Such catalytic versatility requires that PLP must serve the dual purpose of 
generating and stabilizing both carbanionic and electrophilic intermediates. 
This is accomplished by establishing a highly conjugated n-system between the 
cofactor and amino acid substrate. Through a series of chemical transformations 
and/or isomerizations, this n-system may be extended to the a-, p-, and even the 
y-carbons of the substrate (68). PLP-dependent catalysis necessitates the need for 
multi-intermediate reaction mechanisms in which reactive species differ both in 
structure and in the extent of the conjugated n-system. Thus, the intrinsic 
chromophoric properties of the PLP-cofactor make both UV-visible spectro- 
scopy and rapid-kinetic techniques particularly useful for the direct detection 
and characterization of catalytic intermediates, information that is crucial in the 
investigation of mechanism and structure-function relationships within this 
important class of enzymes. 

The interpretation of W-visible spectra is greatly facilitated by the large 
amount of information available in the literature regarding the electronic spectra 
of both PLP-model compounds in solution and from stable enzyme-substrate 
complexes (7  1,75-80). Most PLP-species display spectral bands that absorb bet- 
ween 300 nm and 550 nm, wavelengths well separated from the intense protein 
absorption bands that arise from aromatic amino acid residues. Secondly, 
catalytic turnover rates, especially for enzymes catalyzing either p- or y-elimina- 
tiodreplacement reactions, are generally in a range suitable for study by rapid 
mixing experiments. The combination of these factors make many PLP-de- 
pendent enzymes ideally suited for study by RSSF spectroscopy. 
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Fig. 10. A. Time-resolved UV-visible spectra for the reaction of the aldehyde dehydro- 
genase-NAD' complexwith DACA. The first scan in each set was initiated approximately 
5 msec after flow had stopped. The repetitive scan rate was 8.605 msec/scan with addi- 
tional delays introduced at longer times to space the 19 scans over 8 1 sec in order to follow 
both the fast build up of intermediate at 460 nm and its subsequent slow decay. Little 
change occurred during the first three scans, which are omitted. Conditions before mix- 
ing: (syringe 1) [aldehyde dehydrogenase] = 42.7 pM; "AD'] = 3.18 mM; (syringe 2) 
[DACA] = 5.6 pM; both in 35 mM phosphate buffer (pH 7.6) at 25°C. (Taken from Buckley 
and Dunn (63) with permission.) B. Data obtained from the single-wavelength, stopped- 
flow spectrophotorneter measured at 475 nm and 422.8 nm on mixing the aldehyde 
dehydrogenase-thio-NAD+ complex with DACA. Conditions before mixing (syringe 1) 
[aldehyde dehydrogenase] = 64 pM; [thio-NAD'j = 3.09 mM; [syringe 2) [DACA] = 8.9 
pM; bothin35 mM phosphatebuffer :pH 7.6)at25°C.Thebestfitassumingtwoconsecu- 
tive first-order processes: (time course at 475 nrn) k, ,  5.0 s-' ,  amplitude, 0.04 AU; k2, 0.8 
s- ' ,  amplitude, 0.04 AU; (time course at 422.8 nrn) k,, 6.4 s-I, amplitude, 0.02 AU; k,, 1 .O 
s - ' ,  amplitude, 0.01 AU. [Taken from Buckley and Dunn (63) with permission.] 
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2 . 2 . 2 .  TRYPTOPHAN SYNTHASE 

The tryptophan synthase bienzyme complex from enteric bacteria provides an 
important example wherein RSSF has been used to good advantage for the study 
of both enzyme mechanism and protein structure-function relationships. This 
enzyme complex is composed of heterologous a- and P2-subunits arranged in a 
nearly linear a-p-p-a array (8 1). The a-subunit catalyzes the aldolytic cleavage of 
IGP to indole and G3P, while the P-subunit catalyzes the PLP-dependent con- 
densation of L-Ser and indole to yield L-Trp. The @-reaction is essentially the 
sum of the individual a- and p-reactions (scheme I). Indole, the common inter- 
mediate produced at the a-site, is directly channeled to the p-active site via a tun- 
nel located in the interior of the protein complex which directly interconnects 
the a- and P-catalytic centers (81-84). Although the individual subunits may be 
isolated and are functional, formation of the bienzyme complex not only in- 
creases the catalytic activities ofthe separate subunits by nearly 1 00-fold, but also 
alters the thermodynamic stability of p-site reaction intermediates and intro- 
duces heterotropic allosteric interactions between sites. 

The mechanism of the PLP-dependent p-reaction involves a number of dif- 
ferent chemical transformations (scheme 1 B). The reaction requires the forma- 
tion/scission of C-C, C-0 ,  C-N, C-H, N-H, and 0 -H bonds and the pathway 
for the synthesis of L-Trp from L-Ser and indole involves a minimum of at least 
eight distinct PLP-intermediates. RSSF spectroscopy allows direct detection and 
spectral characterization of the various catalytic intermediates, which accumu- 
late during the course of the reaction ( 8 5 , 8 6 ) .  Information from RSSF spectros- 
copic investigations is greatly enhanced by the use of both isotopically labeled 
substrates (85) and substrate analogs (82), which alter the accumulation of inter- 
mediates during the presteady state phase of the reaction. Direct comparison of 
RSSF spectra for deuterium labeled substrates with the isotopically normal com- 
pounds is a powerful tool for the identification and assignment of chromophoric 
reaction intermediates (85). Finally, structure-function relationships within the 
bienzyme complex may be addressed by careful comparison of the time-re- 
solved RSSF spectra for reactions of native and mutant enzyme species (87- 
89). 

2 . 2 . 3 .  

The PLP-dependent p-reaction may be broadly divided into two stages or half- 
reactions (scheme 1 B); stage I involves the formation of the quasi-stable elec- 
trophilic a-aminoacrylate complex [E(A-A)] from L-Ser. In the absence of a 
reactive nucleophile, the E(A-A) complex slowly decomposes to yield pyruvate 
and ammonium ion. Stage I1 of the p-reaction involves the formation of a 
covalent C-C bond between the nucleophilic C-3 carbon of indole and the elec- 
trophilic P-carbon of the E(A-A), ultimately resulting in the synthesis of L-Trp. 
Drewe and Dunn (85, 86) have investigated the presteady state RSSF spectral 
changes that occur during both stage I and stage I1 of the p-reaction catalyzed by 
the a2o2 complex from E. coli. The spectral changes for the reaction ofL-Ser with 

REACTION OF TRYPTOPHAN SYNTHASE WITH L-SERINE 
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Scheme I. Summary of the reactions catalyzed by the tryptophan synthase bienzyme 
complexes from bacteria. The a-subunit (a-reaction) catalyzes the reversible cleavage of 
3-indole-D-glycerol 3'-phosphate to give indole and o-glyceraldehyde 3-phosphate. (The 
postulated catalytic roles of aE49 and aD60 are indicated.) The p-subunit (0-reaction) 
catalyzes a PLP-dependent p-replacement reaction wherein the 8-hydroxyl of L-Ser is 
replaced by indole to form L-Trp and a water molecule. UV-visible spectral band as- 
signments are given for the various intermediates. Note that the p-reaction is subdivided 
into two stages; Stage I is the synthesis ofthea-aminoacrylate species, E(A-A), and Stage I1 
is theconversion of E(A-A), viareactionwith indole, toL-Trp. [Redrawn from Brzovitet al. 
(88) with permission.] 
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the native enzyme are shown in Fig. 1 1. The spectrum of the native enzyme is 
characterized by an absorption band centered at 4 12 nm with a shoulder at 
shorter wavelengths (spectrum 0, Figure 11A). The PLP-cofactor is covalently 
linked via a Schiff s base to the E-amino group of Lys 8 7 at the p-active site. When 
the enzyme is rapidly mixed with L-Ser, a new spectral band centered at 422 nm 
accumulates ( l / t l ,  spectrum 1).  This band subsequently decays in a biphasic 
process (1 /t2 > 1 /tg) that is accompanied by increases in absorbance both in the 
300- to 385-nm and 470- to 530-nm regions of the UV-visible spectrum. The 
final E(A-A) spectrum is characterized by an absorbance maximum at 350 nm 
with a broad shoulder between 385 nm and 530 nm (spectrum 18). The spectral 
changes observed during 1 / t 2  and 1 /t3 are nearly identical, although the relative 
amplitudes for each process ( l / t2  > 

The RSSF data presented in Fig. 1 1 B show that deuterium substitution at the 
a-carbon ofr-Ser results in the increased accumulation of the 422-nm species in 
the a2P2 catalyzed reaction, a narrowing of the spectral bandwidth, and a reduc- 
tion in the rate of decay of the 422-nm species to the E(A-A). These results show 
that removal of the a-proton is partially rate-determining in the reaction to form 
E(A-A), and the 422 nm species represents the accumulation of an intermediate 
prior to a-proton abstraction. Comparison of the spectral changes which occur 
during the reaction of r-Ser with the isolated P2-dimer with the a2P2-catalyzed 
reaction identifies the 422 nm species as the external aldimine, E(Aexl ), formed 
between r-Ser and the PLP-cofactor. A species exhibiting a 420-nm spectral 
band, which corresponds to E(Aexl ), also accumulates in the reaction of L-Ser 
with the P2-subunit; this species is strikingly similar to the transient 422-nm 
species observed in the reaction of the anp2 complex with r-Ser (Fig. 12). In addi- 
tion to similar k,,,= and E values, these two species are also highly fluorescent. 
However, no other subsequeni intermediates are observed in the reaction 
catalyzed by the isolated P2-subunit. Clearly, formation of the a2P2 complex 
from the isolated subunits alters the relative stability of covalent intermediates in 
reactions catalyzed by tryptophan synthase. 

The increased bandwidth observed in the transient accumulation of E(ArX1 ) 
during the a2P2-catalyzed reaction provides evidence for the presence of an 
additional reaction intermediate. Direct comparison ofthe spectrum of the tran- 
sient 422-nm species with the 420-nm spectral band observed in the b2-reaction 
with r-Ser shows that the new intermediate absorbs in the 460-nm region of the 
spectrum and likely has avery sharp spectral band shape (Fig. 12). These spectral 
characteristics are highly indicative of a quinonoidal species [E( a)], formed 
upon removal of the a-proton. Since a-proton removal is completely rate deter- 
mining in reactions catalyzed by the isolated P,-subunit (go), this intermediate 
does not accumulate in the P2-catalyzed reaction. Similar analysis of the ~ $ 2  

reactions shows that the 460-nm species accumulates to amuch lesser extent if 
a-2H-Ser is the substrate. Thus, deuterium substitution at the a-carbon alters the 
distribution of intermediates fonned during 1 /TI. This spectral analysis provides 
direct evidence that E(QI ) is rapidly formed during 1 /tl of the a2P2-catalyzed 
reaction and is likely in rapid-equilibrium with the E(A,,, ) intermediate. 

are different. 
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Fig. 11. Rapid-scanning, stopped-flow data comparing the accumulation of transient 
intermediates during the reaction of 8 mM m-[u-'H]-serine (A) and 8 mM m-[a-*H]- 
serine (B) with 13.3 pM aePn from E. coli. The trace designated 0 is the reconstructed spec- 
trum of the reactants before mixing. The insets to both (A) and (B) are 460-nm reaction 
time courses reconstructed from the RSSF data. Each experiment was conducted using 
0.1 M potassium phosphate and 1 mM EDTA buffer at pH 7.80 and 25°C. All conditions 
refer to concentrations immediately after mixing. The initiation of scanning in both (A) 
and (B) occurred 2 ms after flow stopped. Scans 2 through 19 were collected at 4.7, 9.3, 
14.0,18.7,23.4,28.0,32.7,42.0,51.4,60.7,70.1,107,154,247,387,761,1135,and1980 
ms after the first scan, respectively, with a repetitive scan rate of 4.7 ms/scan. [Taken from 
Drewe and Dunn (85) with permission.] 
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WAVELENGTH (nm) 
Fig. 12. Normalized spectra (-) and difference spectrum (--) compmaring the 425 nm 
Q,P, transient species with the quasi-stable 420 nm 0, species formed in theL-serine reac- 
tions. The spectrum labeled D,-scrine is the final spectrum at 1970 ms derived from RSSF 
dataset forthereactionoftheisolated p,-subunitwithr-serine jdatanotshown). The spec- 
trum labeled a,@,-serine is the first scan derived from a RSSF data set for the reaction of40 
mM r-serinc with the q@,-bienzyme complex. These spectra were baseline zeroed and 
normalized by adjusting each spectrum to the same amplitude. The difference spectrum 
was generated by subtracting the normalized p,-serine final spectrum from the nor- 
malized Q,p,-serine spectrum. [Taken from Drewe and Dunn (85) with permission.] 

Because quinonoidal species generally exhibit large extinction coefficients 
j20,OOO-50,000 M-lcm-'; (80, 91)] the amount of E(Q) detected represents 
only a small fraction of the total enzyme active sites. 

0-acetyl-r.-serine sulfhydqlasc (OASS) is another PLP-dependent enzyme 
which catalyzes the synthesis of i - c y s  via a P-replacement reaction in which the 
0-acetvl group of 0-acetyl-1.-Ser is replaced by HS-. This enzyme also reacts 
with cognate substrate to form an E(A-A) intermediate. The OASS E(A-A) spec- 
trum is characterized as a broad spectral band centered at 470 nm with another 
band in the 350-nm region of the spectrum (92). The spectrum assigned to the 
tryptophan synthase E(A-A) species is qualitatively similar. Consistent with the 
observed sequence of spectral changes, the increase in absorbance at 480-nm is 
due to the formation of the E(A-A) species. The large 350-nm band may result 
from a different tautomer, protonation state, or conformational isomer of the 
E(A-A) species. Because the binding of i-Ser to the P-subunit is reversible, the 
final reaction spectrum is composed of an equilibrium mixture of the various 
stage I intermediates. 
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Another interesting feature of the reaction of L-Ser with the a2p2 complex is 
that the spectral bands observed during 1/t2 and 1 / t 3  are nearly identical 
throughout the entire spectral region (Fig. 1 1 A). If 1 /tz and 1 /t3 represented the 
formation and decay of another reaction intermediate, then the spectral changes 
during l/tz and l/t3 would be very different. On the other hand, if formation and 
decay of a covalent intermediate is ruled out, then the most likely remaining 
explanations are (a) the existence of two slowly interconverting conformations of 
the bienzyme complex, which react to form E(A-A) at different rates, or (b) a con- 
formational isomerization, which occurs after the initial formation of E(A-A) 
[E(A-A) + E*(A-A)] (85). 

2.2.4. REACTION OF THE TRYPTOPHAN SYNTHASE a-AMINOACRYLATE 

INTERMEDIATE WITH INDOLE 

When L-Ser and indole are mixed simultaneously with the a2p2 complex, the ini- 
tial spectrum observed after mixing (l/tl) is identical to that formed in the reac- 
tion of L-Ser alone and is subject to the same isotope effects described above 
when *H-L-Ser is substituted for isotopically normal L-Ser [spectrum 1, Fig. 13; 
(SS)]. As the reaction progresses toward the steady state, the RSSF spectra show 
the accumulation of a new intermediate with A,, at 476 nm (spectrum 18, Fig. 
13). This species has also been observed in steady-state spectra of the 0-reaction 
and in the binding of the product, L-Trp, to the 0-active site of the a2S2 complex 
(93). This intermediate is the L-Trp quinonoidal species, E(Qg). Rapid kinetic 
experiments with 2H-C3 indole as the reactive nucleophile failed to detect any 
isotope effect, indicating that E(q2) likely does not accumulate to any consider- 
able extent (94). The time-course for the accumulation of quinonoid in this 
experiment is biphasic ( l/t2 > l / tg),  and the observed rates ofquinonoid forma- 
tion and the relative amplitudes of the processes closely parallel the decay of the 
422-nm Schiff base observed in the reaction of a2Pz with L-Ser alone. These find- 
ings clearly illustrate the order of catalytic events at the 0-site (scheme I) .  As 
expected, the transimination reaction to form E(AeXI ) and a-H abstraction are 
obligatory events that must take place before the condensation of indole with 
E(A-A) can occur. Under these experimental conditions, the rate-limiting step 
for L-Trp quinonoid formation is the production of the electrophilic E(A-A) 
intermediate. The presence of indole in the reaction mixture does not appear to 
significantly affect the rate of E(A-A) formation. Equilibrium dialysis experi- 
ments failed to detect any specific binding of indole to the 0-site of the free a202 
complex (95). Therefore, it is likely that indole can only bind upon formation 
of E(A-A) at the p-site. 

The RSSF experiment may be performed in a slightly different manner. Tryp- 
tophan synthase may be pre-equilibrated withL-Ser to form the E(A-A) complex 
[Fig. 14, spectrum 0; (SS)]. Rapid mixing of E(A-A) with indole results in RSSF 
spectral changes that are very different from those previously described (com- 
pare Fig. 13 and Fig. 14). Under these reaction conditions, four relaxation pro- 
cesses (l/tl > 1/t2 > 1/t, > 1/t4) are detected. Within the time required to 
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Fig. 13. Rapid-scanning, stopped-flow spectra and difference spectra showing the pre- 
steady-state spectral changes for the a&,-catalyzed condensation of indole m.d L-serine. 
The spectra (A) and difference spectra (B) were measured at high concentrations of serine 
and indole. The enzyme contained in one syringe was mixed with indole and t-serine pre- 
mixed in the second syringe. In (A), the trace designated 0 is the reconstructed spectrum 
of the reactants before mixing. The first scan in (A) was initiated 4 ms after flow stopped. 
The inset in the 476-nm reaction time course is reconstructed from the RSSF data. Dif- 
ference spectra (B) were computed as (scan),-(scan), from the data presented in (A). Con- 
ditions after mixing: [r-Ser] = 40 mM, [indole] = 5 mM, [a&] = 13.3 pM, 0.1 mM 
potassium phosphate, 1 mM EDTA, pH 7.80, and 25°C. Spectra were collected at 4.0,  
12.6,29.8,38.4,47.0,55.6,64.2,72.8,81.4,90.1,98.7,  133, 168,211,340,469, 1114,and 
1974 ms after flow stopped. [Taken from Drewe and Dunn (86) with permission. 

224 



0.31 

n 3  1 
"-- I 

E A 
19 A/ 

m 

Z k I  

- -  I 

iv 19 I 

vj m < 

01 
400 500 325 

WAVELENGTH (nm) 

Fig. 14. Rapid-scanning, stopped-flow spectra and difference spectra showing the pre- 
steady-state spectral changes for the reaction of the E(A-A) intermediate (spectrum 0) with 
indole measured at high substrate concentrations. Both the enzyme and L-Ser were pre- 
mixed in one syringe while indole was present in the second syringe. The initiation of 
scanning occurred 1 ms after flow stopped. Difference spectra (B) were computed as 
(scan),-(scan), from the data presented in (A). The 476-nm time course reconstructed 
from the RSSFdatais shown in the inset to (A). Conditions after mixing: (~-Ser] = 40 mM, 
[indole]= 5mM,[u&,] = 13.3pM,O.l Mpotassiumphosphate, 1 mMEDTA,pH7.8and 
25"C.Spectrawerecollectedat1.0,9.6,18.2,26.8,35.4,44.0,52.6,61.2,69.8,78.4,87.1, 
95.7, 130, 165,208,337,466, 1111,and 1971 msafterflowstopped.[TakenfromDrewe 
and Dunn (86) with permission.] 
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measure the first spectrum, there is a rapid but small increase in absorbance bet- 
ween 500 and 540 nm ( 1 /tl ; spectrum 1 of Fig. 14), which rapidly disappears dur- 
ing l/-c*. The spectral changes during l/ri (previously undetected in earlier 
single-wavelength rapid kinetic experiments) have been attributed to a perturba- 
tion in the equilibrium distribution of stage I intermediates caused by the bind- 
ing of indole to the a2P2 complex prior to the reaction with E(A-A). 

Formation of a carbon-carbon bond between indole and E(A-A) results in the 
rapid accumulation during 1/r2 of an intense spectral band centered at 476 nm 
with a shoulder at approximately 440 nm (Fig. 14, spectrum 3). The spectral 
characteristics of this intermediate are consistent with the assignment of this 
gpecies to :he L-Trp quinonoid. Accumulation oftheL-Trp quinonoidal species 
is followed by a further increase in absorbance ( 1  /tg ) in the 420-nm regron of the 
spectrum (Fig. 1 4 ,  spectrum 19). If the reaction is carried out in the absence of 
phosphate ion (an allosteric effecior of reactions at the P-site), then the spectral 
changes during 1 /tg are even more pronounced and a distinct spectral band at 
420 nm is evident (data not shown). The shape and position of the 420-nm band, 
in conjunction with the observed sequence of spectral events, is consistent with 
the assignment of this band to the Schiff base species formed between the cofac- 
tor and L-Trp, the product amino acid, E(Aex,) (86, 87). 

In the case of tryptophan synthase, qualitative examination of the RSSF spec- 
tra has resulted in the direct detection of most of the expected reaction inter- 
mediates, and in the elucidation of the sequence of catalytic events, information 
crucial to the determination of the reaction mechanism. The RSSF dataalso pro- 
vide a rational approach both for the selection of wavelengths for the detailed 
analysis of the dependence of relaxation rates on substrate concentrations by 
SWSF and for the accurate determination of isoabsorptive points by single- 
wavelength methods (85,  86). The presence of apparent isoabsorptive points 
during one or more phases of a multistep reaction simplifies greatly the inter- 
pretation of physical events observed during either RSSF or SWSF rapid- 
kinetic studies. 

2.2 .5 .  
TRYPTOPHAN SYNTHASE BIENZYME COMPLEX 

OBSERVATION OF ALLOSTERIC INTERACTIONS IN T H E  

Allosteric interactions between the heterologous a and @-subunits of the bi- 
enzyme complex serve to coordinate catalytic interactions between the two 
active sites. Binding of an allosteric ligand at the a-active site changes both the 
affinity of substrates and the subsequent distribution of intermediates at the p- 
site (96-98). In the tryptophan synthase system, a thorough understanding of 
how allosteric effectors influence catalysis requires a knowledge ofwhich steps in 
the catalytic sequence change in response to effectors. Since RSSF spectroscopy 
allows for the simultaneous detection of a number of separate catalytic inter- 
mediates, changes in the rates of' formation and deecay of multiple catalytic 
intermediates induced by the binding of allosteric ligands may be directly 
monitored. 

Binding of L-Ser to the a$, complex from Salmonella typhzmurzum results in 
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spectral changes that are very similar to those observed for the closely related 
enzyme from E. coli [Fig. 15A; (87-89, 98)]. Rapid formation of the external 
aldimine (1 /ti ) is followed by a biphasic decay to the E(A-A) complex ( 1 /t2 > 
l/ts). The rate of 1 /t2 in this experiment saturates at a rate of nearly 10 s-l .  Once 
again, the presence of indole in the reaction mixture does not significantly per- 
turb the rate of l / t 2  (Fig. 15B), though the intermediates, which are observed to 
accumulate, are consistent with the formation of the L-Trp quinonoid and the 
L-Trp E(Aex2) external aldimine forms ofthe cofactor. However, ifL-Ser and IGP 
(the substrate of the a-subunit) are simultaneously mixed with the enzyme com- 
plex (Fig. 15C), then the decay of the E(AeXi) to form E(A-A) is increased three- 
fold. Preincubation of the bienzyme complex with the nonreactive IGP analog, 
GP, results in an eight-fold increase in the rate of E(A-A) formation from E(AeXI ). 
It is clear from the RSSF and SWSF data that binding of a ligand to the a-site 
affects the reactivity at the 0-site nearly 30 8, away. In areciprocal fashion, several 
groups have shown that the formation of E(A-A) at the p-site increases the reac- 
tivity of the a-subunit by a factor of 20- to 30-fold (83,98-100). Therefore, both 
the binding of substrate at the a-site, and the formation of a discrete covalent 
intermediate at the p-site results in protein conformational changes that com- 
municate allosteric information within the bienzyme complex. The reciprocal 
allosteric interactions between subunits serves to synchronize the catalytic ac- 
tivities at the a- and p-active centers in order to ensure the efficient synthesis ofL- 
Trp without the loss of indole from the enzyme complex (97, 98). 

2.2.6. TRWTOPHANASE 

The approaches that have been described in some detail for tryptophan synthase 
may be applied to other PLP-dependent enzymes. Tryptophan indole lyase, or 
tryptophanase, catalyzes the PLP-dependent p-elimination of indole from tryp- 
tophan to yield indole, pyruvate, and NH4+ (Equation 4). 

L-Trp + H 2 0  s Pyr + Indole + NH4 (4) 

This enzyme represents an interesting contrast to tryptophan synthase, which 
catalyzes the essentially irreversible formation of L-Trp. The spectrum of the 
native enzyme, which is highly pH dependent, is characterized by two absorb- 
ance bands centered at 420 nm and 337 nm. Early RSSF investigations utilizing 
rapid incremental jumps in pH showed that the two spectral bands arise from 
different protonation states of the covalently bound internal aldimine, E(Ain), 
form of the cofactor ( 10 1). Studies with avariety of amino acid inhibitors of tryp- 
tophanase (amino acids, which react reversibly with the enzyme to form covalent 
PLP-intermediates, but cannot complete the p-elimination reaction to form 
products), showed that the 420-nm species is the reactive form of the cofactor. 
The 337-nm species must be converted to the 420-nm species before reaction 
with the amino group of the substrate will occur. The 420-nm species represents 
a ketoenamine form of the cofactor in which the iminium nitrogen of the Schiff s 
base is protonated ( 1  02). 
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Fig. 15. Time-resolved RSSF spectra for the reaction of 10 PM a2p2 from S. typhzrnuriurn 
with (A) 40 mM L-Ser, (B) 40 mM L-Ser and 0.5 mM indole, and (C) 40 mM L-Ser and 0.22 
mM IGP. The native enzyme was in one syringe, the substrates were in the other. The 
spectrashown were recorded at 8.54. 25.63, 42.72, 76.9, 128.2, 179.4, 358.9, and 640.1 
ms after flow stopped. Spectrum 0 represents the spectrum of the enzyme in the absence 
of substrates. (D) Single-wavelength, stopped-flow time courses at 420 nm are dcpicted 
for the reaction shown in panel A (irace a) and panel C (trace b). Time courscs were 
derived from 74 successive RSSF spectra for a total acquisition time of 0.64 s with 8.54 ms 
between each data point. All concentrations refer to conditions imrnediatcly aftcr mixing. 
[Taken from Brzovit et al. (98) with permission.] 

In equilibrium binding experiments, Kazarinoff and Snell (1 03) found that 
indole binds to complexes ofamino acids with short side chains, but could detect 
no binding to the free enzyme. Phillips (1 04) used RSSF and SWSF methods to 
study the binding of both indole and the isoelectronic indole analog ben- 
zimidazole (BZ) to the complex olr-alanine with tryptophanase. Before mixing, 
the initial equilibrium mixture is dominated by a quinonoidal species with 
= 50 1 nm (Fig. 16A, spectrum 0). Rapid mixing with indole results in a rapid de- 
crease at 501 nm and an increase between 400 and 480 nm, which is complete 
within the instrument mixing time (Fig. 16A, spectrum 1). Following this rapid 
process, there is a slower phase in which the intensity of the quinonoid peak at 
501 nm decreases with a concomitant increase in absorbance at 420 nm (Fig. 
16A, spectrum 12). An isoabsorptive point at 446 nm is observed during this 
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Fig. 16. Rapid-scanning data for the reactions of 5 mM indole (A) and 5 mM ben- 
zimidazole (B) with 17.2 pM tryptophan indole-lyase (tryptophanase) that has been pre- 
equilibrated with 0.25mM t-alanine. t-Alanine was premixed in both syringes to prevent 
unwantedconcentrationchanges. InpanelA, scanswerecollectedat 15,92.5, 170,247.5, 
325,402.5,480,557.5,635,7 12.5,790,867.5,and 945 msafterflowstopped. Spectrum0 
represents the spectrum of the enzyme-alanine complex before mixing with indole. In 
panel B, scans were collected at 15,390,765, 1140, 1515, 1890,2265,2640,3015,3390, 
3765, and 4140 ms after mixing. Spectrum 0 represents the enzyme-alanine complex 
before mixing with benzimidazole. [Taken from Phillips (104) with permission.] 

phase of the reaction, indicating that the slow process corresponds primarily to a 
redistribution between two different intermediates. Examination of the depend- 
ence of the observed rate at 50 1 nm on the indole concentration (data not shown) 
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yields data that is consistent with a mechanism in which there is a rapid binding 
of indole to the tryptophanase ~-Ala complex, which is followed by a slow 
isomerization between quinonoid and E(A,,) forms of the enzyme. Indole 
apparently binds preferentially to the E(A,,,) form of the enzyme complex, 
which absorbs at 420 nm. 

In contrast to these results, the RSSF spectral changes, which occur upon mix- 
ing BZ with the r-Ala complex, show a large increase in the amount of the L-Ala 
quinonoid present (Fig. 16B). The rate dependence of the spectral changes at 
501 nm with respect to BZ concentration show that the rate decreases with 
increasing ligand. These data suggest a mechanism in which a slow confor- 
mational change of the enzyme complex occurs before BZ binds to the enzyme. 
Since the amount of the r-Ala quinonoid increases significantly, BZ binding 
must stabilize this conformation of the enzyme complex. 

S-alkyl-L-cysteincs are good substrates for the p-elimination reaction cata- 
lyzed by tryptophanase. RSSF spectra for the reaction oftryptophanase with S- 
benzyl-L-cysteine (SBC) show a rapid formation of an intense quinonoid band 
centered at 512 nm as the reaction approaches the steady state (Fig. 17A). 
Whereas mixing with indole does not noticeably perturb the steady-state spec- 
trum, simultaneous mixing of SBC and BZ with tryptophanase show the rapid 
formation of the quinonoid band {Fig. 17B, spectrum 4) is followed by a slower 
phase that is characterized by a decrease at 5 12 nm and the formation of a new 
spectral band centered at 345 nm (Fig. 17B,  spectrum 13). There is an apparent 
isoabsorptive point at 362 nm. Qualitatively similar spectral changes were ob- 
served for the reaction of the physiological substrate L-Trp in the presence of BZ. 
The accumulation of the 345-nm band occurs at a rate that is faster than the turn- 
over rate of the enzyme, suggesting that the 345-nm species is kinetically compe- 
tent to be a reaction intermediate. This previously uncharacterized species also 
accumulates in the reverse reaction from a mixture of pyruvate and ammonium 
ion if BZ is present. When this mixture is rapidly mixed with indole, a 505-nm 
quinonoidal species is observed to accumulate rapidly (datanot shown), suggest- 
ing that the 345-nm species is capable of either reacting directly with indole or 
rapidly forming a reactive intermediate. 

Based upon the observed sequence of catalytic events described above, 
Phillips (104) has proposed that the 345-nm band is derived from an E(A-A) 
species similar to that observed in the reaction between L-Ser and tryptophan 
synthase. Because the extended conjugation of the E(A-A) n-system is expected 
to give a species absorbing at longer wavelengths, Phillips has proposed that the 
345-nm species corresponds either to a different tautomeric state of the E(A-A) 
species, or to an intermediate with tetrahedral geometry at the C-4' position of 
the cofactor, perhaps a gem-diamine intermediate formed between the a- 
aminoacrylate and the &-amino group ofthe active site lysine residue, Lys-270. It 
is possible that the a-amino acrylate gem-diamine species represents a labile 
intermediate formed during transamination between Lys-270 and the E(A-A) 
Schiff s base (structure 5A). 
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Protonation at the P-carbon to yield aprotonated imine that is subsequently hy- 
drolyzed to pyruvate and ammonia provides a reasonable mechanism for the 
final steps in the p-elimination reaction catalyzed by tryptophanase. BZ may 
bind preferentially to this gem-diamine species thereby stabilizing a labile reac- 
tion intermediate (structure 5B).  

2.2.7. INVESTIGATION OF SUBSTRATE STRUCTURAL ELEMENTS ON 

TRYPTOPHANASE REACTIVITY 

As previously mentioned, tryptophanase is inhibited by a variety of different 
amino acids, which react with the PLP-cofactor to form covalent intermediates 
(102), but the structure of the substrate prevents completion of the reaction 
pathway. At equilibrium, these quasisubstrates generally form intense absorp- 
tion bands in the 500-nm region of the spectrum, which result from the ac- 
cumulation of a stable quinonoidal species. Phillips et al. (1 05) utilized RSSF in 
conjunction with SWSF studies to investigate the mechanisms of reaction for 
various aminoacid analogs of L-Trp in order to determine substrate structural 
elements important both for substrate binding and reactivity with the enzyme 
(structures 6-9). 

6 7 

H 

8 

I 
CH3 

9 
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Fig. 17 .  Rapid-scanning data for the reaction of 20.9 yM tryptophanase with 20 mM S- 
ethyl-r-cysteine in the absence (A) and presence (B) of 5 mM benzimidazole. Spectra 
shown in both (A) and (B)werecollected at 10,31,52,73,94,115, 136,157,178,199,220, 
241, and 262 ms after flow stopped. Curve 0 is the spectrum of the native enzyme in the 
absence of substrates. [Taken from Phillips (104) with permission.] 

The mechanism of the P-elimination reaction catalyzed by tryptophanase is 
thought to require tautomerization of the indole ring to an activated indolenine 
intermediate with tetrahedral geometry at the C-3 carbon of the indole ring. 
Therefore, interactions between active-site residues and the ring nitrogen are 
likely to be vpry important for binding and catalysis. 

Comparisons of the RSSF spectral changes observed with these analogs show 
large differences among the various substrates both in the rates offormation and 
accumulation ofreaction intermediates and in the concentration ofintermediate 



RAPID-SCANNING STOPPED-FLOW SPECTROPHOTOMETRY 233 

species present at equilibrium. As an example, the set of spectral changes for the 
reaction of 2 mM L-homophenylalanine with tryptophanase are shown in Fig. 
18. These data show a rapid loss of the E(Ain) absorbance band at 420 nm with a 
concomitant accumulation of a previously undetected species absorbing at 340 
nm. This initial rapid phase is followed by a decay of the 340-nm species and the 
formation of a quinonoid band at 508 nm (Fig. 18, spectrum 13). The sequence 
of catalytic events and the position and shape of the 340-nm band suggest that 
this intermediate corresponds either to a gem-diamine or enolimine Schiff base 
form of the substrate-cofactor complex (structures 10A and 10B). 

OQ- a-cs2‘ O k  p& 
1 0 A  IOB * 

I.,,,- - 330 & - 3 2 5 m  

External aldimine- Enolimine Gem -diamine 

Since ketoenamine Schiffbases are usually the reactive form of the cofactor ( 102), 
the 340-nm species likely arises from accumulation of a gem-diamine inter- 
mediate. 

This order of events was confirmed by a study of the dependence of the ob- 
served rate at 340, 420, and 508 nm on the concentration of r-homophenyla- 
lanine in a series of SWSF experiments. These studies showed that in the 
concentration range between 0 and 1.2 mM L-homophenylalanine, the fast pro- 
cesses at 420 nm and 340 nm exhibit a linear dependence of rate on concentra- 
tion, giving an apparent bimolecular rate constant of 2.2 X l o 4  M-ls-I with an 
off-rate of nearly 15 s - I .  Quinonoid formation at 508 nm exhibited a hyperbolic 
dependence of rate on r-homophenylalanine concentration, suggesting that 
quinonoid formation is closely coupled to a bimolecular binding step. These 
data were used to determine a K1 for L-homophenylalanine of 1 10 yM, in good 
agreement with the Kl determined by steady-state methods. 

Similar experiments with other ~ -Trp  substrate analogs revealed large changes 
in both the rate of deprotonation to form the quinonoid and the equilibrium dis- 
tribution of species. Substrates with a heterocyclic NH functional group in the 
ring, such as L-Trp and L-oxyindole alanine, react much more readily to form 
quinonoidal species than do “acyclic77 analogs such as r-homophenylalanine. 
Therefore, the structure of the aromatic ring, which is removed from the point of 
covalent bond transformation at the a-carbon, plays an essential role in the for- 
mation and accumulation of various reaction intermediates via the formation of 
specific interactions at the indole subsite. These interactions likely involve both 
van der Waals contacts and hydrogen bonding interactions with the heterocyclic 
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NH of the aromatic ring. Removal of the a-proton changes the hybridization of 
the a-carbon from an sp3 to an sp2 center. This change in geometry around the 
a-carbon atom would involve obligatory motions not only in the position of the 
p-carbon but of the aromatic ring as well. Thus, the conformation of the active 
site, and perhaps the rest of the protein, must adjust in order to accommodate 
the various configurations of the different structural intermediates. Alterations 
in substrate structure likely effect the ability of ligand-protein interactions to 
elicit the necessary protein conformational changes required for catalysis in 
tryptophanase. 

2.2.8. CYSTATIONINE y-SYNTHASE CATALYSIS 

Cystathionine y-synthase (CGS) is a rather unique PLP-enzyme that catalyzes a 
transsulfuration reaction important in microbial methionine biosynthesis. It is 
the only known enzyme whose function is the catalysis of a PLP-dependent 
replacement reaction at the y-carbon of the amino acid substrate; the succinyl 
moiety of 0-succinyl-L-homoserine is replaced by L-CYS to give the thioether 
linkage of L,L-cystathionine (scheme 11). In the absence of ~-Cys, the enzyme 
catalyzes a net y-elimination reaction from OSHS (scheme 11). Because both 
reactions require the elimination of succinate, the catalytic pathways must 
diverge from a common reaction intermediate. It was originally hypothesized 
that a vinylglycine quinonoidal intermediate (structure 1 1) 

H 

Structure 11 

was the key partitioning intermediate (68). However, in order to partition bet- 
ween y-elimination and replacement pathways, this single species would be 
obliged to display both electrophilic and nucleophilic properties at the reactive 
y-carbon of the substrate, a chemically implausible behavior. 

Model studies aimed at producing the vinylglycine quinonoid in solution 
indicate that this species should absorb in the 500-nm region of the spectrum 
(79). If this species is the key partitioning intermediate, then it is reasonable to 
expect the accumulation of an absorbance band in this region of the spectrum. 
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Figure 19 shows the observed spectral changes, which occur during the y- 
replacement reaction catalyzed by CGS (107). The native enzyme exhibits a 
spectral band centered at 422 nm, which arises from the E(Ain) form the cofactor 
that is covalently bound to the enzyme (Fig. 19A, spectrum 0). Upon mixing with 
both L-CYS and OSHS, the RSSF spectra show there is an initial rapid shift ( 1 h l )  
in the absorbance maximum at 422 nm to 425 nm within the instrument mixing 
time (Fig. 19a, spectrum 1). This shift is consistent with the formation ofaSchiff s 
base between the substrate OSHS and the cofactor. The initial rapid process is 
followed by a decrease in absorbance at 425 nm (l/ tz).  Difference spectra, 
calculated by substraction of the native enzyme spectrum (spectrum 0) from the 
subsequent RSSF spectra (spectra 1 -8), establish the concomitant accumulation 
of a new, previously undetected, intermediate absorbing at 300 nm (Fig. 19B). 
An apparent isoabsorptive point exists at 340 nm during this phase of the reac- 
tion. It is clear from the RSSF spectra that no transient intermediates, which 
absorb in the 500-nm region, accumulate during the presteady-state phase ofthe 
y-replacement reaction . 

If L-CYS is excluded from the reaction mixture, the presteady-state spectral 
changes for the net y-elimination reaction are very different. Figure 20A reveals 
that there is arapid loss ofthe 422 nm E(Ain) spectral band ( l h , ) .  The calculated 
difference spectra derived from the RSSF data (Fig. 20B) show the concomitant 
accumulation of the 300-nm species during 1 h l  with an apparent isoabsorptive 
point at 335 nm. After this process is complete, there is a biphasic accumulation 
of a new species, which absorbs at 485 nm. This intermediate is unique to the 
y-elimination pathway. Comparison of the spectral changes during both the y- 
elimination and replacement reactions show that the 300-nm species is common 
to both pathways. Titration of CGS with a substrate analog, ~-allyl glycine, also 
results in the loss of absorbance at 422 nm and a corresponding increase in 
absorbance at 300 nm (data not shown). No intermediates absorbing at wave- 
lengths above 422 nm could be detected. NMRstudies in DzO show that protons 
at both the a-  and P-positions of the substrate are exchanged upon incubation 
with CGS, but with L-allylglycine no reaction products consistent with a net y- 
elimination reaction were found. However, rapid mixing of the L-allylglycine- 
enzyme complex with L-CYS results in the rapid loss of the 300-nm species (Fig. 
21). The product of this reaction was isolated and identified as y-methyl-L,L- 
cystathionine. 

These results establish that there is a partitioning between the y-elimination 
and replacement pathways that occurs from the 300-nm intermediate, a species 
that is common to both reaction pathways. Based upon the spectra of PLP- 
compounds in solution, this intermediate is almost certainly a pyridoxamine 
form of the cofactor-substrate adduct. Removal of the a-proton and subsequent 
protonation at the C-4’ position of the cofactor would effectively remove elec- 
tron density from the a-carbon (scheme 11). The resulting protonated imine 
would effectively increase the acidity of the P-carbon protons. The P-carbanion 
produced by abstraction of a P-proton may then lend anchimeric assistance 
toward elimination of the y-substituent and formation of a 0-y unsaturated 
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Fig. 19. Rapid-scanning, stopped-flow spectra (A) and difference spectra (B) of the y- 
replacement reaction with OSHS and r-cysteine. Before mixing, enzyme was contained in 
one syringe while OSHS and L-Cys wcre premixed in the other. All concentrations refer to 
those immediately after mixing: [OSHS] = 10 mM, [L-Cys] = 10 mM, [CGS] = 6.25 pM, 
0.1 M potassium phosphate, 5 mM DTE, 1 mM EDTA, pH 7.2 at25"C. (A) RSSFdatawere 
obtained bv collection of 79 sequential scans with a repetitive scan time of 8.9 ms. The 
scans shown are arepresentative subset of the 7 9 scans collected for each experiment. The 
trace designated 0 is a spectrum of the enzyme in the absence of substrates. The initiation 
of scanning occurred at 1.3 ms after flow stopped. The spectra shown were collected at 
1.3, 10.2, 19.1, 28.0, 26.9,  72.5, 250.5, and 695.5 ms after flow stopped. (B) Difference 
spectra wcrc computed as (scan),-(scan), from the data presented in (A). (C, D) Time 
courses at 300 nm (C) and 422 nni (D) collected in conventional single-wavelength 
stopped-flow experiments under conditions identical with the RSSF experiments. [Takcn 
from BrzoviC et al. (107) with permission.] 

ketimine. This species (scheme 11, structure XI) is susceptible toward Michael 
addition ofa nucleophile at the y-carbon, ultimately resultingin ay-replacement 
reaction. In the absence of an appropriate nucleophile, a net tautomerization 
occurs to form an aminocrotonate species absorbing at 485 nm, which is com- 
mitted along the y-elimination pathway. A similar 485-nm species has also been 
observed in the reaction of CGS with P-halo amino butyrate substrates (1 08). 
These compounds cannot participate in y-replacement reactions and are com- 
mitted along the y-elimination pathway. Thus, this mechanism removes the 
ambiguity of requiring the L-vinylglycine quinonoidal species to display both 
electrophilic and nucleophilic character at the y-carbon and provides a mecha- 
nism for the effective labilization of protons at the P-position of amino acid 
substrates. It is probable that all PLP-dependent enzymes, which catalyze reac- 
tions that require labiiization of protons at the p-portion, employ a similar 
mechanism. 
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Fig. 20. Rapid-scanning, stopped-flow spectra (A), difference spectra (B), and single- 
wavelength, stopped-flow time courses at 300, 422, and 485 nm (C, D, E) for the y- 
elimination reaction of CGS with OSHS. Datawere obtained as described in Figure 19. All 
concentrations refer to conditions immediately after mixing: [OSHS] = 10 mM, [CCS] = 

6.25 pM, 0.1 M potassium phosphate, 1 mM EDTA, pH 7.2 at 25 "C. (A) RSSF spectra, 
Trace 0 is the spectrum of the enzyme in the absence of substrates. The initiation of scan- 
ning occurred 1.3 ms after flow stopped. Spectra shown were collected at 1.3, 10.2, 19.1, 
28.0, 36.9, 72.5, 117.0, 161.5, 250.5, 392.9, and 695.5 ms after flow stopped. (B) Dif- 
ference spectra were computed as (scan),-(scan), from the data presented in (A). Single- 
wavelength time courses (C-E) were collected in SWSF experiments under conditions 
identical with those described for (A). [Taken from Brzovii: et al. (107) with permis- 
sion.] 

2.3. Investigation of Enzyme Structure-Function Relationships by 
Site-Directed Mutagenesis and RSSF Spectroscopy 

Site-directed mutagenesis has become an important and widespread technique 
for the elucidation of structure-function relationships in proteins. However, the 
repercussions of mutations on both protein structure and catalysis are often sub- 
tle and, particularly in the case of mechanisms that require multiple catalytic 
steps, not always easily interpretable. Classical comparison of catalytic rate 
parameters between mutant and native enzymes where an amino acid substitu- 
tion results in a change in the the rate-limiting step of a reaction are not neces- 
sarily valid (1 09). Thus, direct detection ofreaction intermediates is an important 
means for assessing the effect of mutations on the mechanism and for accurately 
determining the role of various protein residues in catalysis. 
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Fig. 21. Rapid-scanning, stopped-flow spectra for the reaction of L-cysteine with CGS 
pre-incubated with L-allylglycine. Concentrations refer to conditions immediately after 
mixing: [CGS] = 7.08 pm, [~-allylglycine] = 28mM, [~-cysteine] = 10 mM, 0.1 M potas- 
sium phosphate, 5 mM DTE, 1 mM EDTA, pH 7.2 and 25°C. Initiation of scanning 
occurred 2.3 ms after flow stopped. Datashown are representative scans from asequential 
79-scan data set collected with a repetitive scan rate of 8.9 ms/scan. The spectra shown 
were acquired at 2.3, 1 1.2,20.1,29.0,37.9,55.7,73.5,109.1,162.5,289.6, and 696.5 ms 
after flow stopped. The inset to (A) represents single-wavelengths time courses taken from 
the entire set of 79 scans at (a) 300 nm and (b) 420 nm. The left and right ordinates corre- 
spond to the absorbanccvalues at 300 and 420 nm, respectively. [Taken from Brzovie et al. 
(107) with permission.] 

2.3.1. MUTATIONS IN THE 8-SUBUNIT OF TRYPTOPHAN SYNTHASE 

An interesting example of the use of RSSF spectroscopy to study the effects of 
mutations on catalytic activity involves the substitution of both aspartate and 
alanine for glutamate at position 109 in the &subunit of tryptophan synthase. 
The X-ray structure suggests that BE1 09 is suitably poised to activate indole as a 
nucleophile during stage I1 ofthe P-reaction (8 1). Substitution ofAsp at position 
109 results in an enzyme with decreased steady-state activity in the p-reaction. 
RSSF analysis of the reaction of BE1 09D with r-Ser indicates that the mutation 
hasonlyamoderate affect on stage I ofthe P-reaction [datanot shown (83,87)]. If 
the allosteric effector GP is bound at the a-active site, the reaction of the mutant 
with t-Ser is nearly indistinguishable from the wild-type catalyzed reaction. 
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Comparison of the spectral bands of the transient E(Aexl), which is observed to 
accumulate in both the native and PElOSD reactions with L-Ser, shows no 
apparent changes in the spectral characteristics of this species. Therefore, sub- 
stitution of Glu by Asp at position 109 has only a minor effect on stage I of the p- 
reaction. 

In marked contrast to the wild-type reaction (Fig. 22A, B), rapid mixing of the 
pElO9D E(A-A) complex with indole results only in very small changes in the 
E(A-A) spectrum with no apparent accumulation of subsequent stage I1 inter- 
mediates (Fig. 22C, D). Even in the presence of GP, which when bound at thea- 
site generally results in the stabilization of quinonoids during stage I1 of the 
p-reaction (Fig. 22B), no spectral changes were evident (Fig. 22D). However, 
other nucleophiles, in particular the indole analog indoline, undergo a facile 
reaction with the PElOSD E(A-A) complex resulting in the accumulation of a 
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Fig. 22. RSSF spectra for the reaction of the wild-type and PElOSD tryptophan synthase 
E(A-A) complexes with 1 mM indole in both the absence and presence of 100 mM D,L-GP. 
Enzyme and L-Ser were in one syringe and indole and r,-Ser were in the other. GP, when 
present, was also placed in both syringes to prevent unwanted concentration changes. In 
each case, spectrum 0 represents the enzyme E(A-A) in the absence or presence of GP 
before mixing with indole. (A) Reaction of 10 /.&I wild-type E(A-A) complex with indole. 
(B) Reaction of 10 pM wild-type E(A-A) complex with indole in the presence of D,L-GP. (C) 
Reactionof5 pM PElO9D E(A-A) complexwithindole. (D) Reactionof5 pM PElO9D E(A- 
A) complex with indole in the presence of GP. Spectra shown in (A) were collected at 8.53, 
17.1,25.6,34.1,42.6,59.7,85.3, 170.6,255.8, and 341.1 ms after flow stopped; (b) 8.53, 
17.1,34.1,42.6,76.8, 127.9,383.8,852.8, and 1705.6 ms after flow stopped; (C, D) 8.53, 
17.1,34.1,42.6,76.8,  127.9,383.8,852.8,and 1705.6msafterflowstopped.[Takenfrom 
Brzovit et al. (87) with permission.] 
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quinonoidal intermediate, which is slowly converted to the new amino acid. The 
maximum of the quinonoid band is shifted by 2 nm to shorter wavelengths, 
indicating that the mutation has caused some alteration in the environment of 
the nucleophile binding site (Fig. 23). 

A completely unexpected finding was that replacement of El09 by Alanine 
resulted in an enzyme, which was defective during stage I of the P-reaction (see 
scheme IB). Reaction with L-Ser terminated at the E(AeXI) intermediate. Ex- 
change of deuterium for hydrogen at the a-position of L-Ser was not observed in 
D 2 0 ,  presumably because the binding of L-Ser to the BE1 09A complex is very 
tight (-0.4 pM). This roadblock in the reaction mechanism could be circumven- 
ted by utilizing 0-Cl-L-Ala instead of L-Ser as the amino acid substrate. Whereas 
the hydroxyl functional group likely requires protonation for facile elimination, 
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Fig. 23. Comparison of wild-type and PEIOSD quinonoid spectral bands derived from 
the reaction of (A) indoline and (B) N-methylhydroxylamine with the E(A-a) complex of 
each enzyme. For both panels, trace (a) is the wild-type enzyme and trace (b) is the 
PEIOSD enzyme. Spectra were nomialized to the same maximum absorbance for the 
purposes of comparison. [Taken from Brzovit et al. (87)  with permission.] 
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chloride is a much better leaving group and may be eliminated directly after for- 
mation of an a-carbanion quinonoid intermediate without requiring general 
acid catalysis. If indole, or IGP, is also present in the reaction mixture, then the 
bienzyme complex is fully functional in catalyzing the synthesis of L-Trp. Spec- 
tral bands, which correspond to the L-Trp quinonoid, are observed and are very 
similar to those seen in the wild-type enzyme (data not shown). 

Therefore, mutations at a single locus of the P-subunit in tryptophan synthase 
may alternatively affect either stage I or stage I1 of the p-reaction. Because the 
mutation of PE 109 to L-Ala yields amutant that is perfectly functional in the reac- 
tion of indole with the E(A-A) complex, El  09 is not essential for the activation of 
indole as a nucleophile during stage I1 of the p-reaction. However, it is possible 
that El  09 assists either in protonation of the hydroxyl leaving group of L-Ser or 
by providing the proper environment for elimination to occur. Particularly in the 
case of BE1 09D, mutation of aresidue in the active site of the f3-subunit perturbs 
the active site environment. This is evidenced both by the small spectral shifts 
found for structurally identical quinonoidal intermediates for the mutant and 
wild-type enzymes, and also by the drastic alterations in the accumulation of 
species during the p-reaction. Though the effect of the PE109D mutation on the 
steady-state turnover rates is rather modest (27-fold decrease in the p-reaction 
and four-fold decrease in the ap-reaction as compared to wild type), clearly the 
rate determining steps for the PE 1 OSD, DEl09A, and wild-type enzymes occur at 
very different positions in the catalytic pathway. The acquisition of such infor- 
mation is critical if reasonable comparisons and conclusions are to be made 
about the nature of specific active site residues on catalysis. Thus, in certain 
cases, RSSF spectroscopy can provide a direct, efficient, and economical means 
for determining this information. 

2.3.2. MUTATIONS IN THE a-SUBUNIT OF TRYPTOPHAN SYNTHASE 

The presence of a suitable chromophore, such as the PLP cofactor, makes it pos- 
sible to investigate protein structure-function relationships that may be far 
removed from the chromophoric site. Tryptophan synthase is considered to be a 
prototype multienzyme complex in which metabolites are channeled directly 
between successive metabolic enzymes. As described above, allosteric interac- 
tions serve to coordinate catalytic events between the heterologous active sites in 
the complex. Such close interactions suggest that mutations in one enzyme may 
affect the reactivity of the other. We have found it possible to study the conse- 
quences of mutations in the a-subunit by looking for changes in the presteady 
state behavior of reactions catalyzed at the p-site (88, 89). Since amino acid 
replacements in the a-subunit will not affect the primary amino acid sequence of 
the P-subunit, alterations in the reactivity of the aePe complex will be due 
primarily to differences in the reactivity of the a-subunit and/or ap-subunit 
interactions. 

This approach has been used to study the role of a-subunit structural ele- 
ments in catalysis and allosteric interactions. One example is the replacement of 
Arg by Leu at position 1 7 9 (aR197L) ofthea-subunit. This residue resides within 
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aflexible loop that connects strand 6 with helix 6 in the a-subunit of tryptophan 
synthase. The native a-subunit shares the same folding topology with triose- 
phosphate isomerase (TIM), and both proteins have an extended loop region 
between strand 6 and helix 6 in the up-barrel structure. In TIM, this loop closes 
over the bound substrate and serves to sequester a labile intermediate within the 
confines of the active site ( 1 10). This conformational change prevents an irrever- 
sible side-reaction and promotes the efficient throughput of substrate to pro- 
duct. Substitution of Arg 179 in the a-subunit for Leu does not affect the 
steady-state kinetics of the p-reaction, and this mutation causes only a modest 
change in the turnover rate of the ap-reaction. The K, and k,,, for the up- 
reaction are decreased by only four-fold and five-fold respectively (99). Because 
the mutant bienzyme complex retains significant catalytic activity, this hap- 
penstance allows rapid-kinetic investigation of the effect of the mutation on the 
overall a-reaction. Consistent with steady-state kinetic studies, RSSF experi- 
ments (data not shown) show that the mutation does not alter the series of spec- 
tral changes observed for either stage I or I1 of the p-reaction. However, the 
accumulation of intermediates during the overall ap-reaction are significantly 
different from the wild-type reaction. Subsequent investigation of the kinetics of 
the ap-reaction show that the mutation decreases the affinity of IGP for the a- 
subunit by at least 15-fold. By analogy with the flexible loop in TIM, it is likely 
that loop 6 is involved in the conformational transition from an open to a closed 
structure that occurs upon ligand binding to the a-active site. Modeling studies 
(88,89) suggest that movement of loop 6 would close off the active site from the 
solvent, thus sequestering the substrate and initial products of the a-reaction 
within the confines of the multierizyme complex. 

Similar RSSF comparisons have been used to analyze effects caused by other 
mutations in the a-subunit (88). The most highly conserved region of the a-  
subunit is an inserted sequence between P-strand 2 and helix 2 containing an 
additional loop and helical segment. This region apparently serves several 
functions. It contains the catalytic residue Asp 60, a residue that also forms part 
of the tunnel wall within the a-subunit. Other residues in this segment have 
extensive interactions with the P-subunit. Substitution of Phe for Glu at position 
49, Leu for Gly at position 5 1 and Tyr for Asp at position 60, residues within this 
highly conserved structural region of the a-subunit, result in enzymes that have 
either lost or have greatly reduced activity in the a-reaction. However, the kinetic 
behavior of these mutant enzyme complexes in reactions catalyzed at the &site is 
qualitatively very similar to that observed for the aR179L mutant, suggesting 
that both the loop 2 and the loop 6 regions of the a-subunit are involved in the 
conformational transition from an open to a closed structure (88). The length of 
loop 6 makes it possible for these two regons of the a-subunit to directly interact 
upon the binding of ligands. These studies establish that certain mutations in 
either loop 2 or loop 6 could perturb such an interaction, altering the equilib- 
rium between open and closed forms of the a-subunit. Furthermore, the exten- 
sive P-subunit contacts within loop 2 provide a mechanism for the transmission 
of allosteric information between the heterologous subunits in response to 
substrate-induced conformational changes in the a-subunit (89). 
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2.3.3. TRYPTOPHANASE 

RSSF spectroscopy has also been used to study the effect of active site mutations 
on the p-elimination reaction catalyzed by tryptophanase. In many PLP-de- 
pendent enzymes, the Lys residue that forms the E(Ain) with the cofactor is pre- 
ceded by a basic residue in the primary amino acid sequence. Phillips et al. (1 06) 
have examined the effect of changing Lys 269 to Arg on the formation and 
accumulation of reaction intermediates. The activity of the mutant enzyme is 
only 10% of the native enzyme. Secondly, the mutant enzyme exhibits an altered 
pH dependence both in the spectrum of the native enzyme and in the catalytic 
rate profile. RSSF studies of the reaction ofL-alanine, L-Trp, S-methyl-L-cysteine, 
S-benzyl-L-cysteine (SBC), and oxindolyl-L-alanine show that all these various 
substrates react with the enzyme to form covalent intermediates. However, the 
rate and extent of quinonoid accumulation is greatly reduced. Analysis of 
quinonoid bands formed in the reactions of SBC and oxindolyl-L-alanine with 
tryptophanase show that mutation effects the equilibrium distribution of inter- 
mediates, but does not perturb either the band shape or the &= of the observed 
quinonoid intermediates. Therefore, the structure of the quinonoid inter- 
mediate and the surrounding active site environment are similar to the wild-type 
enzyme. SWSF characterization of these reactions show that the K,, for E(Aex) 
formation with each substrate is similar to that found for the wild-type enzyme. 
Instead, the primary effect of the Lys 269 Arg mutation is at the catalytic step in 
which the a-proton is removed from E(Aex) to form a quinonoid. These studies 
show that Lys 269 is not acritical catalytic residue; nevertheless it does contribute 
to the conformational and/or electrostatic environment of the active site that is 
necessary for the formation and breakdown of quinonoidal species. 

2.4. RSSF Studies of Heme Containing Proteins and Enzymes 

Heme prosthetic groups are natural chromophores that are incorporated into a 
functionally diverse group of proteins that are involved in the binding and 
transport of dioxygen (myoglobin and hemoglobin), electron transport (cyto- 
chromes), reduction of peroxides (catalases and peroxidases), and in the cataly- 
sis ofvarious hydroxylation reactions (68). Experiments utilizing rapid-scanning 
stopped-flow techniques have been productively applied to hemoproteins to 
gain insight into catalytic mechanism, allostery, and structure-function rela- 
tionships within this broad group of proteins. A few examples are briefly de- 
scribed as follows. 

2.4.1. HEMOGLOBIN AND MYOGLOBIN 

Belleli et al. (1 1 1) have utilized RSSF to investigate the influence of the distal his- 
tidine residue on the dissociation of cyanide from ferrous (Fez+) myoglobin. 
Rapid mixing of a ferric-cyanide complex with dithionite results in the rapid for- 
mation of a spectroscopically distinguishable ferrous-cyanide complex, which 
slowly decomposes to yield reduced myoglobin and HCN. In this study, the 
RSSF spectral changes and kinetic time courses of both horse heart and sperm 
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whale muscle myoglobin, which have histidine in the distal E7 position, were 
compared with mutant proteins in which His-E7 is substituted with either Gly or 
Val. The results demonstrated that the nature of the distal residue in the heme 
pocket not only affects the rate of cyanide dissociation but also influences the 
spectral properties of the ferrous-cyanide intermediate. 

A similar system has been used to study the influence of allosteric interactions 
on cyanide dissociation in hemoglobin (1 12). The results of these RSSF studies 
demonstrate that the cyanide complex of the a- and P-chains are spectro- 
scopically distinguishable and that dissociation is a cooperative process that is 
modulated by allosteric effectors. 

2.4.2. ELECTRON TRANSPORT PROTEINS 

Several investigators have utilized RSSF to study the oxidation and reduction of 
cytochromes involved in electron transport ( 1  13- 1 16). An interesting example 
involves the use of RSSF spectroscopy and principal component analysis (see 
below) to analyze the spectral changes observed in the Soret and a-band regions 
of cytochrome c oxidase during reduction by 5,1O-dihydro-5-methyl phenazine 
(MPH) (1 15, 116). Cytochrome c oxidase contains both a and a,-type cyto- 
chromes with associated Cu atoms. Although the spectral bands of the cyto- 
chromes strongly overlap, it was possible to distinguish between reduction of 
cytochrome a and cytochrome ag based upon the time-resolved spectral 
changes during the reaction of the oxidase with MPH. The authors found that 
cytochrome a is the initial target reduced by MPH, whereas cytochrome a, is 
reduced in a slower, subsequent step that is likely controlled by protein confor- 
mational changes. Furthermore, using principal component analysis (see be- 
low), it was possible to determine (1) the minimum number of components 
necessary to describe the RSSF reaction profile and to resolve strongly overlap- 
ping spectral bands, (2) the spectral shapes for each of the individual com- 
ponents, and (3)  the concentration versus time profile for each spectral 
component. 

2.4.3. RSSF INVESTIGATION OF HYDROPEROXIDASES 

RSSF techniques have been used extensively to study the cadytic mechanisms 
of both peroxidases and catalases (1 17-1 27). This class of enzymes are ferri(Fe 
111)-hemoproteins that exhibit characteristic a, P, and Soret spectral bands in the 
400- to 600-nm region of the visible spectrum. These spectral bands are gen- 
erally indicative of a high-spin nonplanar Fe heme prosthetic group. Peroxi- 
dases and catalases utilize either alkyl peroxides (Equation 5 ,  where AH2 
represents a wide variety of reducing substrates) or hydrogen peroxide (Equa- 
tion 6) as substrates, respectively. 

AH2 + ROOH + ROH + HTO + A 
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At least two quasistable reaction intermediates, which differ in the nature of 
the Fe-bound ligands and the formal Fe oxidation state, referred to as com- 
pounds I and 11, have been identified and characterized by a number of bio- 
physical techniques (Walsh, 1979). Both of these species are spectrally distinct 
from the resting state of the native enzyme. In favorable cases, suitable reaction 
conditions or substrates may be chosen to conduct rapid kinetic investigations of 
the individual catalytic steps in the peroxidases or catalase mechanisms. 

One example involves the use of RSSF to investigate the primaryevents in the 
reaction of H202 with horseradish peroxidase (HRP) to form compound I .  
Although the observed rates for this reaction are rapid, the calculated second 
order rate constants are below the diffusion limit. This finding suggests that 
another rapid process precedes the chemical reaction that results in the forma- 
tion of compound I. Baek and Van Wart (1 989) have used stopped-flow cryoen- 
zymological techniques in conjunction with RSSF spectroscopy to investigate 
the elementary steps involved in the formation of compound I .  Exploiting the 
large reductions in rate observed at lower temperatures, these authors found that 
the reaction of H202 with HRP under pseudo first-order conditions displays 
saturation kinetics. This kinetic behavior is indicative of the formation of an 
enzyme-substrate (ES) complex, which precedes the chemical redox transfor- 
mations to form compound I .  The RSSF spectral changes in the Soret band 
region between 300 and 450 nm, which accompany the initial phase of the reac- 
tion at -25°C are shown in Fig. 24. The native enzyme in the absence of sub- 
strates displays a characteristic absorption band with &= = 406 nm (Fig. 24, 
trace a). Compound 1 (not depicted) exhibits a distinct spectral band at 405 nm, 
while compound I1 (the final species formed under the experimental conditions 
described) displays an absorption band with Lm = 420 nm (trace b). The first 
scan (trace c) initiated at the start of mixing (mixing time is typically between 20 
30 ms) shows some residual compound I1 (La = 420 nm) present in the obser- 
vation cell. Also evident in trace c are previously undetected spectral bands in the 
330-nm and 400-nm regions of the spectrum. The next spectrum, initiated 21 
ms after the start ofmixing, shows decay of the 330-nm and 400-nm bands (trace 
d). Decay of these species is followed by the complete formation of compound I 
(datanot shown). Thus, a transient intermediate with distinct spectral properties, 
designated compound 0, was found to precede the formation of compound I. 
Based upon the spectral properties of the new intermediate, the authors have 
postulated that compound 0 may represent the formation of a “hyper- 
porphyrin” complex arising from the formation of a charge-transfer complex 
between the Fe-porphyrin and some form of the peroxide ligand. 
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Fig. 24. Rapid-scan optical spectra of the reaction of 1 pM HRP with 1 mM H,O, in 50% 
v/v methanoVl0 mM phosphate, pH 7.3. Traces a and b are spectra of HRP and com- 
pound 11, respectively. Traces c and (1 are consecutive 2 1 ms scans initiated at the start of 
mixing, which show the formation of compound 0 and subsequent conversion to com- 
pound I .  [Taken from Baek and Van Wart (120) with permission.] 

3. BASIC PRINCIPLES AND INSTRUMENTATION 

3.1. Time Domains, Wavelength Domains, and Biological Processes 

3.1.1. TIME DOMAINS 

In the classical experiments of Hartridge and Roughton on the reaction of diox- 
ygen with hemoglobin (128), rapid-mixing technology was first introduced as a 
strategy for the investigation of the dynamic properties of biological mac- 
romolecules. This technology has been thoroughly explored and extensively 
developed. There are now more than half a dozen commercially available rapid- 
mixing, stopped-flow spectrometers. Most are designed for aqueous solution 
work, but can be used with nonaqueous solutions as well. There appears to be no 
well-defined theoretical limit on how quickly the efficient mixing of two (or 
more) solutions can be accomplished. Considerations involving maximum flow 
velocity, rapid stopping, cavitation, and cuvette geometries which allow im- 
mediate optical interrogation of t.he mixed solution, give a lower practical limit 
for stopped-flow, rapid-mixing of about 200 ps ( 129- 13 1 ) .  Most commercially 
available instruments advertise mixing dead times in the vicinity of 1 ms. Conse- 
quently, if the system provides adecent signal, then reactions with apparent first- 
order rate constants as fast as 700 to 1 0 0 0 ~ ~ '  can be routinely measured. Certain 
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modes of rapid-scanning detection can place additional time constraints on the 
rate of data acquisition, or data readout to computer memory. With solid-state 
linear array detectors, the combination of the time interval required to read out 
all the array elements and the obligatory exposure time can limit the fastest 
repetitive scanning rate to 1-2 ms. 

Although the limitation to an ms experiment deadtime imposed by rapid- 
mixing technology precludes study of some physical-chemical phenomena of 
biological interest, the examples presented herein make it evident that the rates 
of many types of biologrcal processes are amenable to interrogation by RSSF 
spectroscopies. 

3.1.2. WAVELENGTH DOMAINS 

The spectroscopy of biological molecules relevant to the investigation of struc- 
ture-function relationships includes most of the electromagnetic spectrum. 
However, RSSF methodology has been centered on the use of UV-visible ab- 
sorbance measurements in the 300- to 800-nm range. Almost no work has been 
published outside this wavelength range. In view of the extensive use of fluores- 
cence (both in static and rapid kinetic measurements) to study a wide variety of 
biological molecules and biological phenomena and the extensive use of time- 
resolved vibrational spectroscopy in photobiology (1 32), it is somewhat surpris- 
ing that RSSF emission spectroscopy has not yet emerged as a tool for the 
investigation of biological systems. This is particularly so since a rapid-scannng 
Raman spectrometer with scan rates up to 10000 cm- 1 lsec was described in 1968 
( 1  33). The low levels of light emitted appear to be the major impediment to the 
development of a rapid-scanning, stopped-flow Raman system. Whereas signal 
averaging methods and Fourier Transform technology have made it pcssible to 
extract time-resolved IR, Raman, and Resonance Raman spectra on ns time 
scales for intermediates in the photocycles of plant and bacterial reaction centers 
and the rhodopsins, so far as we are aware, this technology has not been ex- 
tended to RSSF applications. Furthermore, neither RSSF fluorometry nor RSSF 
CD spectroscopy have become important tools for biological investigations. 

3.2. Detection Strategies: Phototubes Versus Solid-state Detectors 

Strategies for signal detection in RSSF UV-visible absorbance spectroscopy have 
developed along two different lines (134). Both rely on the dispersion mode 
wherein a grating (or, rarely, a prism) is used to separate the spectrum into its 
component wavelengths (or bands), which are then. individually measured. In 
the classical approach (Fig. 25A), the dispersed spectrum is mechanically 
scanned across an exit slit before passing through the sample on to asingle detec- 
tor (usually a phototube). In the second approach, incident (“white”) light is 
passed through the sample prior to dispersion (Fig. 25B). The dispersed spec- 
trum is then imaged onto an array detector (usually a photodiode array or a 
charge coupled device) and spectral information is generated by the signals 
derived from the individual elements of the array. These two approaches are 
designated single element detector and array detector methods throughout. 
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Fig. 25. Schematic diagrams of (A) conventional and (B) diode array scanning spec- 
trophometers operated in the dispersion mode. (A) The spectrum is dispersed by a grat- 
ing or prism (the dispersing element) and scanned across an exit slit. A single-element 
detector (usually a photomultiplier tube) is used to measure the intensity of a mon- 
ochromatic beam after it passes through the sample. (B) The sample is illuminated with 
white light prior to dispersion. The dispersed spectrum is imaged on alinear array detec- 
tor, and the signals from individual elements provide the information necessary to 
generate spectral information. [Redrawn from Santini et al. (134) with permission.] 

The multiplex methods employing either Fourier transform or Hadamard 
transform technology have not yet been applied to RSSF UV-visible spec- 
trometers. These methods are widely used in IR and Raman spectrometers. For 
the classic multiplex methods ( l q ,  frequency domain information is received 
by a single detector and transforms based on Fourier or Hadamard algorithms 
are employed to convert the data into spectral information. However, systems 
employing a moving mirror as part of a two mirror interferometer to create con- 
structive or destructive interference at each wavelength contained in the incident 
beam are subject to mechanical tolerances, which compromise the use of trans- 
form methods in the UV-visible region of the spectrum. Thus, the signal-to- 
noise (SIN) advantages, which make FT IR and FT Raman viable spectroscopic 
approaches do not apply to the UV-visible region (136-138). To circumvent 
these limitations, Okamoto et al. (139) constructed a triangle, common-path 
interferometer with source doubling (Fig, 26) for use in the 300-nm to 1.2-pm 
region. This system generates a spatially resolved interference pattern, which can 
be imaged onto alinear array detector. Fast Fourier transform computer analysis 
of the digital interferogram then yields a reconstructed spectrum. This system 
requires no slits, apertures, moving mechanical parts. It is characterized by a 
large optical throughput and a resolving power limited by the number of array 
elements. Such an instrument would seem to have considerable potential for 
RSSF applications. However, the system presented by Okamoto et al. (1 39) 
requires a detector with a large dynamic range because most of the radiant 
energy of the source is concentrated in the central fringes of the interferogram. 
Okamoto et al. (1 39) propose that the insertion of a dispersive element into the 
optical path could be used to better distribute the energy of the interferogram 
over the linear diode array. 
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Fig. 26. Block diagram of the optics of the triangle common-path interferometer Fourier 
transform spectrometer: S ,  light source: BS,  beam splitter; M 1 , M 2 , M 3 ,  plane mirrors; L ,  

lens; D ,  self-scanning photodiode array. [Redrawn from Okamoto et al. (139) with 
permission.] 

3.2.1. SINGLE ELEMENT DETECTORS 

The commercially available, mechanically scanned instruments employ photo- 
multiplier tube detectors. The utility of photomultiplier tube detectors stems 
from the wide linear dynamic range, high sensitivity and rapid (essentially 
instantaneous) response. In the absence of incident light, aresidual current flows 
in the phototube anode lead. This dark current is the result of thermionic emis- 
sion, emission caused by natural radioactivity (e.g., due to traces of 40K in the 
glass envelope), field emission, and ohmic leakage. Because this dark current 
results from ejected electrons and, therefore, produces an amplified current, it 
sets alower limit to the light intensity that can be directly detected. Thermal dark 
current can be minimized by cooling the photomultiplier tube. Dark current is a 
steady component that may be offset by potentiometer zeroing. Photomultiplier 
tube detectors are usually considered to be shot noise limited. Using a long elec- 
tronic time constant in the amplification circuitry tends to average shot noise to 
zero. However, the need to make measurements on ms time scales places limits 
on the extent to which shot noise can be reduced by introducing along electronic 
time constant. Clearly, this approach to noise reduction only works if the elec- 
tronic rise time of the amplifier is fast relative to the rate of change of the optical 
signal under interrogation. Time-averaging or ensemble-averaging techniques 
provide viable alternatives for minimizing noise. However, rapid-scanning 
stopped-flow places severe constraints on the use of signal averaging techniques 
to reduce shot noise. 

3.2.2. ARRAY DETECTORS 

A wide variety of solid-state detect'ors consisting of multiple elements (multiple 
channels) have been developed over the past 20 years (1  40). Devices that fall into 
this category include silicon photodiode (SPD) arrays, charge injection devices 
(CID), charge coupled devices (CCD), microchannel plate (MCP) image inten- 
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sifier-coupled silicon photodiode (MCP-SPD) arrays and lens-coupled inten- 
sified charge-coupled devices (LCI-CCD). The currently available array detector 
rapid-scanning instrumentation employs SPD arrays, CCD arrays, MCP-SPD 
arrays, and LCI-CCD arrays (1 36, 140, 14 1). The SPD, CID, and CCD devices 
approach photon-counting capabilities, the intensified array detectors achieve 
single photon counting abilities. The wide spectral sensitivity, linearity of re- 
sponse, large dynamic range, low noise, and temporal stability of these solid- 
state devices make them appropriate for RSSF W-visible absorbance spectro- 
scopy. 

3.2 .3 .  

SPD detectors are reverse biased and, therefore, are charged capacitors (136, 
140-144). At the start of the measuring cycle, each diode element is fully 
charged. Electron hole pairs are produced when light strikes an SPD. These elec- 
tron hole pairs discharge the capacitance of the diode. During readout, each SPD 
element is sequentially accessed via the array shift registers and multiplex 
switches, and recharged by the video line. The voltage change on the video line 
measures the residual capacitance of the photodiode. This change is sensed by 
the preamplifier, digitized, and transmitted as data to computer memory. Signal 
in the form of electron hole pairs accumulates during the time between the start 
pulse (when the diode is recharged) and read out. Thus, the signal level is deter- 
mined by the intensity of light and the dark current, integrated over this ex- 
posure time interval. The sensitivity of an SPD array is limited by thermal ( l / f )  
noise and by systematic pattern noise resulting from diode-to-diode variations 
in current dc leakage ( 144). 

The MCP-SPD array detectors, currently marketed by EG&G Princeton Ap- 
plied Research, are variable gain, gateable devices that consist of a proximity- 
focused microchannel plate intensifier that is connected by fiber optics to a SPD 
array ( 1  40). A semitransparent photocathode in front of the MCP emits electrons 
when struck by light. These electrons are accelerated by a potential across the 
space between the photocathode and the microchannel plate. The electrons 
enter the microchannels (bundles of fine glass tubes with partially conducting 
walls) of the MCP. Collisions wi1.h the microchannel walls liberate additional 
electrons, causing the microchannels to act as electron multipliers. The shower 
of electrons exiting from the MCP is accelerated toward a phosphor screen by a 
high voltage potential (as much as 5kV) Photons are emitted when the phosphor 
is struck by these energetic electrons. The light generated is coupled via fiber 
optic links to the individual elements of the SPD array. 

Because the dark current properties of SPD and MCP-SPD arrays are low and 
much of the dark current has thermal origins, the dark current can be substan- 
tially reduced by detector cooling. Most devices are equipped with Peltier-effect 
thermoelectric cooling systems coupled to cold liquid coolant systems to achieve 
temperatures as low as -40 to -80°C in some designs. 

SPD AND MCP-SPD ARRAY DETECTORS 
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3.2.4. CHARGE INJECTION DEVICES 

The CID array is an integrating device, which consists of an x-y addressed array 
of charge storage capacitors capable of storing photon-generated charge (1 40, 
143). Each element is made up of a pair of charge storage capacitors, one mod- 
ulated by an x-row drive line, the other by a y-column drive line. Each storage 
capacitor collects thermal charge and photon-induced charge during light ex- 
posure. The charge generated during integration is read out by first removing 
voltage from one capacitor of the pair. This transfers the charge to the second 
capacitor. Removal of the voltage from the second capacitor injects the charge 
into the substrate. The capacitive coupling of the drive voltage to the substrate 
gives a video signal, which measures the charge stored on that element. Charge 
injection can be speeded up by using an epitaxial junction to form a charge 
collector under the array. 

3.2.5. THE CCD A N D  LCI-CCD ARRAYS 

CCD arrays are made up of metal-insulator-semiconductor capacitors, each 
composed of a conductive electrode and a thin layer of oxide insulator placed on 
asemiconductor p-type silicon wafer (1 43,145). Application ofa positive voltage 
to the conductive electrode generates a charge depleted region in the silicon 
layer. These charge-depleted potential wells are storage elements for thermal 
and photon generated electrons. As for the SPD and CID devices, the amount of 
charge accumulated is a linear function of the intensity of the light and the 
integration period. The gaps between electrodes are filled with undoped poly- 
silicon to give highly resistive dielectric barriers that prevent coupling of charge 
between electrode gaps. There are several strategies for reading out signals from 
CCD devices ( 1  43,145).  These depend upon whether or not the array is linear or 
two dimensional, and whether or not readout can be accomplished rapidly 
enough to make “smearing” negligible. In general, the charge stored on a given 
element of the array during exposure is advanced sequentially from one element 
to the next via a high-speed shift register and then to the readout preamplifier. 
This provides a serial raster scan of each row of the individual charges stored in 
the array. The CCD devices are characterized by averywide, dynamic range and 
very low, dark noise. 

The LCI-CCD arrays employ a lens-coupled intensifier system composed of 
an image intensifier tube and a high quality floating element lens (1 40,143). This 
design allows the performances of the CCD array and the intensifier tube to be 
optimized independently. Dynamic range is limited by the strip current capa- 
bility of the intensifier at high light levels and by the system noise at low light 
levels. In the two-dimensional LCI-CCD array system provided by EG&G 
Princeton Applied Research, the detector system has variable gain and program- 
mable pulse width and delay. The gated intensifier can function as ananosecond 
time-scale electro-optic shutter. These features make the system very useful for 
time-resolved spectroscopy applications and for imaging. 
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For simple RSSF W-visible spectroscopy, the SPD linear array is adequate for 
a wide variety of applications (see Section 2). The MCP-SPD linear array should 
extend the useful wavelength range and signal detection limits to make possible 
studies in the UV region between 200 and 300 nm, studies at higher scan rates 
and studies where the signal intensity is low. Gating on a nanosecond time scale 
also renders these detectors suitable for use in a variety of time-resolved spectro- 
scopies. 

Due to low, dark current and rapid readout characteristics, their large dy- 
namic range (>I8 bit for the CCD) and the two-dimensional array feature, the 
CCD and LCI-CCD are more versatile detectors. These detectors and the MCP- 
SPD array detector are particularly useful for picosecond, time-resolved emis- 
sion, absorption, and Raman spectroscopy, and for imaging applications where 
signal averaging is required. 

3.3. Rapid-Mixing, Rapid-Scanning Stopped-Flow Systems 

3.3.1. SINGLE ELEMENT DETECTOR SYSTEMS 

Most designs for single element RSSF W-visible spectrophotometers have 
relied upon mechanically scanned monochromators. Early instrumentation 
employed either rotating mirrors or a vibrating mirror to scan the spectrum 
across the monochromator exit slit. One design incorporates 24 comer mirrors 
fixed to a rotating drum ( 146). To achieve acceptable photometric accuracy, this 
system requires that the mirrors be exactly matched. The advantage achieved by 
the incorporation of the 24 comer mirrors is a high scan rate with low drum 
velocity. 

In systems employing a vibrating mirror, the angular velocity of the mirror 
must be closely controlled. In one version (149), this is accomplished using a 
triangular wave to provide the drive current. This instrument also incorporates a 
beam splitter to divide the light from the exit slit into sample and reference 
beams. The appropriate amplifier system then gives a direct absorbance signal 
output. Scan rates ranging from 0.01 to 4000 scans/s for the wavelength range 
370 to 700 nm wereachieved. Linearityfor the 0.02-2.0-A absorbance rangeand 
a wavelength resolution of 2 nm at 1000 scans/s were reported. 

Coolen et al. (1 48) and Papadakis et al. (149) have described a rapid-scan, 
stopped-flow spectrometer interfaced to a PDP-8/1 computer. In this system, 
rapid scanning is achieved through a design, which utilizes a scanning mono- 
chromator with a rotating mirror system that presents the sample with mono- 
chromatic light of variable wavelength. A photomultiplier tube detector was 
used to monitor light intensity. With such systems, it is critically important to be 
able to correlate the rotation of the mirror with the beginning of the scan cycle. 
This was accomplished by attaching a 136-tooth gear to the mirror shaft. During 
every revolution, a beam of light is reflected from apolished gear tooth to signal 
the beginning of the scan pulse. The gear tooth signal provides the triggering 
pulse for sampling. A sampling frequency of 20.4 kHz was achieved with this 
svstem. 
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Although the hardware used in the design of the instrument and the com- 
puter system have been superseded by recent advances in RSSF technology and 
computer hardware (see below), many of the features built into the data acquisi- 
tion and analysis software of this instrument represent innovations that should 
be incorporated into more modern instruments. The data acquisition strategy 
employed by Coolen et al. (148) was based on the realization that in a rapid- 
scanning mode of data collection, the time dependence of the signal change is 
not only afunction of the reaction rate but also the nature of the spectral changes 
and the scan rate. At early times, the spectrum changes rapidly with time and this 
places severe limits on the extent to which signal averaging can be employed 
without introducing distortions in the individual spectra. However, at longer 
times, extensive signal averaging with negligible signal distortion is possible. 
Therefore, Coolen et al. ( 1  48) designed protocols into their data acquisition 
software that provide a variable frequency bandpass to achieve an increase in 
S/N. This was accomplished by averaging consecutive spectra. The time course 
was divided into groups such that each group contains the same number of spec- 
tra but each of the spectra stored from a particular group is the average of a cer- 
tain number of consecutive spectra (C) determined by the equation 

where n is the group number and g is the grouping factor. For example, using a 
group factor of 2, 10 spectra per group, and 5 groups gives 50 stored spectra 
from a database of 3 1 0 measured spectra. Such a data collection strategy should 
be useful both for single element detector systems or for array detector systems. 
One advantage of the variable bandwidth strategy is that reactions that involve 
both rapid and slow relaxations may be monitored during the same kinetic run 
while achieving the best compromise between scan rate and S/N throughout the 
time course. 

Avery recent innovation to the single element detector approach to RSSF UV- 
visible spectrophotometry (manufactured by On-Line Instrument Systems, 
Inc.) has just become commercially available. This system, the OLIS RSM, 
employs a mechanical moving slit mechanism based on a subtractive double 
monochromator. To achieve scanning, the intermediate slit between the two 
monochromators is moved. The double monochromator design gives very low 
stray light characteristics, a spectrally homogeneous output beam, spectral 
resolution determined by the intermediate slit and no temporal dispersion. 
Scanning speeds of 1000 scans/s for a 220-nm span are claimed for routine 
operation, and higher scan rates (3000 to 10,000 scans/s) are possible (specifica- 
tion sheet, OLIS, 1992). With suitable grating and optical components, this 
instrument is capable of scanning within the 200- to 1000-nm region. An exten- 
sive software package is offered, which places the RSSF unit under computer 
control for operation, data acquisition, display, and data analysis. The analysis 
package includes algorithms for singular value decomposition to determine the 
number of components involved in the reaction, robust global fits, and data 
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compression. Because this instrument has only just appeared on the market, it 
has not yet been given extensive use in the field, and no published work derived 
from this instrument has yet appeared. The key design innovation is the use of a 
subtractive double monochromator and a moving slit mechanism at the posi- 
tion of the intermediate slit. By moving the slit across the dispersed spectrum 
from the first monochromator, the wavelength of light entering the second 
monochromator is scanned. The slit motion is achieved by placing the slit on a 
rotating disk. The rate of rotation is precisely controlled by a stepper motor 
mechanism so that high wavelength accuracy can be achieved. 

Single detector and array detector RSSF systems, which acquire a family of 
time-resolved, UV-visible spectra from a single, stopped-flow, rapid-mixing 
event have been the two methods of choice. However, one manufacturer of 
stopped-flow, rapid-mixing instrumentation (Applied Photophysics) has re- 
cently introduced a computer controlled system, which collects a set of single 
wavelength time courses at programmable wavelength intervals. From these 
time courses, time-resolved spectra are constructed from “time slices” taken at 
selected times and a predetermined set of 100% T values for each wavelength. 
Because a microvolume flow system is used, a 1-ml solution is sufficient for the 
acquisition of up to 400 spectra from 40 traces spread over a 200-nm range with 
5-nm resolution and with a minimum time interval limited by the speed of the 
A/D converter (Specifications sheet, Applied Photophysics, 1992). The entire 
system is automated so that the operator initiates data collection by setting the 
start parameters via a workstation after loading the drive syringes. The manufac- 
turer provides a multiparametric software package for analysis of the kinetic time 
courses and analysis of the number of components. 

3.3.2. ARRAY DETECTOR SYSTEMS 

Because much of the RSSF work presented in this review is derived from ex- 
periments carried out in the author’s laboratory, the instrumentation employed 
are described below in some detail. The author’s RSSF system is assembled, with 
minor modifications, from commercially available components. The schematic 
diagram presented in Fig. 27 gives an overview of the optical, electronic, and 
mechanical elements of the system. The rapid-mixing system consists of a 
Durrum D 1 10 stopped-flow spectrometer with the grating/prism mon- 
ochromator removed so that the “white light” output of an Xenon or tungsten- 
iodide lamp is passed through the sample. A system of first surface mirrors is 
employed to provide a columnated beam of light through the observation 
cuvette. The intensity of light reaching the sample is modulated at three points: 
the output of each lamp is controlled by variable voltage/current power supplies, 
the light exits the lamp housing through an aperture of variable diameter, and 
then passes through a slit of selectable width located in the optical path just 
before the columnating mirrors. After passing through the observation cuvette, 
the beam is refocused on the polvchromator entrance slit (a point where light 
intensity can be further modulated). The polychromator consists ofaModel HR- 
320s spectrograph (ISA Instruments, S.A. Inc.). The spectrograph has a 0.32-m, 
coma corrected Czerny-Turner configuration with F/5.0 aperture and a 590 
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grooves/mm grating blazed at 300 nm to give efficient throughput of light in the 
Wregion. The exit slit is removed so that the rainbow oflight from the first spec- 
tral order containingwavelengths from 200 to 800 nm can be imaged on alinear 
photodiode array detector. Extensive internal masking of the focusing mirrors 
and central zone of the polychromator with black photographic paper reduces 
stray light artifacts and unwanted overlap of spectral orders. An adjustable, 
wavelength-variable mask is situated just in front of the diode array so that the 
intensity of light at any wavelength can be selectively attenuated. With a suitably 
tailored mask, partial compensation for the large variation in signal intensity due 
to the wavelength dependent emission of the lamp and the wavelength-de- 
pendent sensitivity of the diode array can be achieved with an acceptable loss of 
wavelength resolution. In our system, this masking is of critical importance for 
obtaining spectra of reasonable quality for the wavelength range below 360 nm. 
To achieve sufficient illumination of the diodes receiving light in this wavelength 
region but not exceed the dynamic range of the array A/D converter at longer 
wavelengths, the intensity of light at the longer wavelengths is partially masked. 
The relationship of such a mask to the diode array is depicted in Fig. 28. 

The diode array employed depends upon the wavelength region of interest. 
For spectra measured between 290 and 800 nm, a simple PAR 1024-element 
linear SPD array (Model 14 12) is used; because the sensitivity of the model 141 2 
SPD array is insufficient for rapid-scanning applications in the region between 
200 and 360 nm, an intensified MCP-SPD (with 512 elements, PAR model 
1420B-512-HQ) is used. The model 1420B-512-HQ detector is designed for 
optimal detection in the blue region of the UV-visible spectrum. This intensified 
array employs a proximity focused, multichannel plate (MCP) intensifier 
coupled by fiber optics to an SPD array (see Section 3.23). Both arrays are run at 
reduced temperatures to reduce thermal noise and are operated under the con- 
trol of an optical multichannel analyzer, the OMA 111 model 1460. The model 
1460 OMA 111 is a microprocessor controlled instrument that stores and displays 
spectral data. The OMA I11 has a high-speed, 14 bit A/D converter for digitiza- 
tion of the SPD array signals. The digitization rate is 16 ps/diode plus 0.5 ps/ 
diode for read/reset operations and 201 ps overhead time. Consequently, 
scanning all 1024 diodes of the 1412 array with the minimum exposure time 
possible gives a maximum scan Iate of 16.663 mdscan. Grouping diodes pro- 
vides increased sensitivity at the expense of resolution and allows the group to be 
read as asingle data point. Grouping diodes allows faster reading. A group oftwo 
diodes requires a minimum read time of 32 ps. Each additional diode in the 
group requires an additional 0.5 ps. Thus, if the set of 1024 diodes are divided 
into groups of four, the maximum scan rate is 8.826 ms/scan. The OMA 111 
software and hardware also can operate in a “fast access” mode, which allows 
diodes to be processed without reading at a rate of 0.5 ps/diode. Diodes desig- 
nated for fast access are, in effect, skipped over at this rate. Areas of the spectrum, 
which do not give useful signals, can be skipped over by designating the corre- 
sponding diodes for fast access to achieve a faster scan rate. For example, if the 
fast access mode is used to skip 5 12 diodes, then the remaining 5 12 diodes can be 
scanned at a rate of 8.826 ms/scan. Consequently, by the appropriately selected 
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Fig. 28. (A) Comparison of the Xenon lamp emission spectrum 280 to 540 nm) in the 
absence (a) and presence (b) of the mask{see B) positioned in front of the photodiode 
array. Trace (c) is the dark current spectrum of the diode array. Only the signals from 5 12 
of the 1024 pixels are shown. To achieve the improved signal to noise in the 280-400 nm 
region, compare (a) and (b), the mask is adjusted to reduce signal intensity above 380 nm 
(see B), and thelamp intensity is increased. Since no masking is used below -380 nm, the 
increased lamp intensity gives a net increase in signal intensity below 380 nm but, due to 
the masking at longer wavelengths, the signal levels do not exceed the dynamic range of 
the A/D converter. (B) Carton depicting a portion of the photodiode array and the 
mask. 

grouping of diodes and designation of fast access for unwanted signals, it is pos- 
sible to achieve scan rates of 3 to 10 ms/scan with acceptable wavelength resolu- 
tion and range for rapid-scanning applications. 

The OMA I11 software is an extensive menu-based system with many sub- 
menus that either allow the user to initiate specific system functions, or allow the 
user to create customized routines for data acquisition and analysis. The OMA 
111 computer system also allows the operator to create user-designed software 
programs using Hemenway BASIC for data acquisition and analysis. The data 
acquisition options available through the software of the operating system are 
extensive. The authors have created an interactive, menu-based software pro- 
gram for data acquisition and analysis that includes wavelength calibration, 
selection of the subset of diodes to be scanned, the grouping of diodes, diode 
exposure time, the pattern of saved scans, the designation of memory files for 
data storage, the collection of 100% transmission reference spectra and dark 
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current spectra, the conversion of intensity data to absorbance, the display of 
spectra, the display of “time-slices’’ at selected wavelengths, and the collection of 
single wavelength time courses. A multiparameter algorithm is used to correct a 
modest nonlinearity in the wavelength scale. 

The outstanding features of this instrument are the reliability of operation 
and ease with which the optics can be adjusted to optimize performance in the 
wavelength range of interest. The more modern electronics of the commercial 
instruments that have recently appeared (see below) provide for faster scan rates. 
However, we have yet to encounter a system where increasing the scan rate from 
the 3 to 10 ms/scan we routinely achieve to 1 or 2 ms/scan would prove critical to 
the investigation. The OMA I11 software and data analysis capabilities for RSSF 
applications are limited. Software that provides for multicomponent analysis 
and single value decomposition would make possible a more sophisticated and 
quantitative analysis of the data. 

The OMA 111-diode array system provides a highly integrated hardware- 
software package designed for the acquisition and limited analysis of spectral 
data on fast time scales. As an alternative to the OMA, EG&G currently offers 
application software packages for PC-style computers for data acquisition and 
analysis of array spectrographs. This software includes spectral calibration for 
wavelength and intensity, data storage, full access to complex triggering modes 
of array operation, display of spectra as absorbance, transmission or as the raw 
spectral data, automatic background subtraction, and some data analysis via 
user defined software. These software packages make it possible to substitute an 
IBM-compatible computer for the optical multichannel analyzer with a result- 
ing savings in overall price for a RSSF spectrometer system. 

Several investigators have published descriptions of diode array detector sys- 
tems designed for rapid-scanning applications (1 50- 153) Carter et al. (1  50) de- 
scribe the construction of a low cost, 51 2-element diode array detection system 
interfaced and controlled by an IBM-compatible computer capable of collecting 
multiple spectra with a spectral window of 300 nm and a scan rate of 5 ms/scan. 
Schlemmer and Machler ( 1  5 1) present an optimized design for a SPD array spec- 
trometer (Fig. 29) that employs a concave holographic grating designed to 
achieve a flat focal plane for spectral measurements for use with a 5 12-element 
SPD (the EG&G Reticon G series array) to measure spectra between 380 and 780 
nm. This instrument employs alarge aperture (f/2.3) and is designed for spectral 
measurements on areas as small as 0.1 -mm dia with a spectral resolution better 
than 2.5 nm and scan rates in the LO-ms range. A multiprocessor circuit for the 
fast correction of spectra to eliminate the influence of the wavelength dependent 
emission of the light source and the dark current also is described. This SPD 
array spectrometer should be economical to build, the optimized design ap- 
pears well suited for RSSF applications. With slight modifications, it should be 
possible to construct an instrument that includes the UV-region of the spectrum 
and incorporates diode arrays with scan rates of 1-2 ms/scan (see below). 

The paper of Diem and Ludl (1  52) describes a low-cost microcomputer- 
controlled diode array detector data acquisition device (interfacc) designed for 
low-level optical spectroscopies. While these authors are interested in Raman 
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Fig. 29. Compact diode array spectrophotometer consisting of the minimum number of 
optical elements possible. [Taken from Schlemmer and Machler (151) with permis- 
sion.] 

spectroscopy applications, their instrumentation, with suitable modifications, 
may also be appropriate for RSSF applications where low signal levels (e.g., 
fluorescence or CD) complicate the acquisition of spectral data on ms time 
scales. 

Ryan-Hotchkiss and Ingle (1 53) evaluate an intensified diode array system for 
low light level applications for luminescence measurements with the emphasis 
placed on applications involving the monitoring of reactions involving fluores- 
cent species. The intensified array examined employs a MCP intensifier and 
phosphor system (see Section 3.23): They found that if a large, dark signal is 
allowed to accumulate, several scans are required to reach a constant level for 
successive identical integration periods. This lag phenomena can be circum- 
vented if the array is scanned periodically so that the array is not allowed to 
become saturated with dark current signal. We have seen similar effects with sim- 
ple SPD arrays. Lag effects were also detected when the intensifier was switched 
on and the array is briefly exposed to a saturating level of light (1 53). This lag 
appeared to be a component of the phosphor decay. 

At least three manufacturers of stopped-flow, rapid-mixing spectrometers 
offer fully integrated RSSF systems which employ diode array detectors, the 
Atago Bussan Co., Ltd. (Japan), HIGH-TECH Scientific Ltd. (England), and 
BIO-LOGIC Co. (France). Atago Bussan manufactures the Union Giken RA-401 
Stopped Flow Analysis Unit, which can be used with their RA-4 15 Rapid Scan 
Attachment for RSSF applications. When configured for rapid scanning mea- 
surements, the sample is illuminated by white light either from a 50-W tungsten 
lamp or a 25-W deuterium lamp The light passes through the observation 

26 1 
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cuvette and enters a 25-cm focal length, F/4 Czerny-Turner type mono- 
chromator equipped with a 600 grooves/mm grating. A 1024 element photo- 
diode array replaces the exit slit. The spectral range is 200-800 nm with a 
wavelength resolution of 5 12 points over 184 nm. A 12-bit A/D converter is used 
to digitize the diode array signals. The maximum scan rate is 97 nm/ms. The 
high speed data buffer used to capture scans limits the collection of spectra to 16 
spectra per run. Exposure times range from 2 ms to 200 ms and the scanning 
interval is 0 to 2 s (Specification sheet, Atago Bussan Co., 1993). The high speed 
data buffer provides rapid, temporary storage of the digitized diode signals, 
which then are transferred to an IBM-compatible PC/AT style computer. The 
computer software controls data acquisition and analysis. The data acquisition 
program allows the operator to select operatingconditions, establish wavelength 
calibration, collect reference 100% transmission and dark current spectra, initi- 
ate data collection, and create storage files for the data collected. The analysis of 
data by the manufacturer’s software is limited to the calculation of difference 
spectra and the smoothing of data. The RA401 flow system is equipped with two 
flow cells, a 30-pl2-rnm path cell and a 42-1.11, 10-mm path cell. A mixing dead- 
time of 0.5 ms is claimed for the 2-mm flow cell. The outstanding feature of this 
instrument is the rapid repetitive scan rate. The scanning interval of 0 to 2 s, the 
limit of 16 spectra per run, and the modest data analysis software package place 
some limits on the usefulness of the system for RSSF spectroscopy. 

The model MG6000 by HI-TECH Scientific, which employs the SF-60 series 
HIGH-TECH stopped flow spectrometers, is designed to collect spectral data 
between 250 and 1000 nm at a maximum scan rate of 1.25 ms/scan with 
wavelength resolution <2 nm and selectable integration times from 1.25 ms to 
20 s. The array contains 5 12 diodes, the polychromator uses a Czerny-Turner 
configuration with a 100 lines/mm grating, an aperture of f/4, and a 0.01 5-mm 
slit. Up to 200 scans per experiment can be collected. Data acquisition and 
analysis are under the control of IBM-compatible hardware. Any 100% IBM PC/ 
AT clone running at >33 MHz with at least 8-Mb memory will suffice. Hard disk 
memory of 100 Mb is recommended (Specification sheet, model MG-6000, HI- 
TECH Scientific). Details of the data analysis software are not yet available. While 
there are no published studies at this writing using the MG6000, the speci- 
fications of this instrument indicate it has the potential to be avery useful system 
for RSSF applications. 

The BIO-LOGIC diode array spectrometer, the KINSPEC, employs a5  12 ele- 
ment diode array with a minimum scan rate of 1.3 ms/scan. This rate can be 
reduced to 0.8 ms/scan by reducing the array to 256 pixels. Spectraare captured 
in a data buffer that can accommodate up to 1000 spectra. A 16-bit AID conver- 
ter is used to digitize the array signals. A 486 based PC-compatible 25 or 33 MHz 
computerwithatleast4MbyteRAM and l00Mbyte harddiskandVGAgraphics 
board is recommended for use with this system. The optical system consists of a 
polychromator specified for operation between 200 and 620 nm, 300 and 720 
nm, 360 and 780 nm or 600 and 1010 nm with wavelength resolution of0.80 nm 
that is coupled to the stopped-flow rapid mixing unit via fiber optics (Specifica- 
tion sheet KINSPEC array spectrometer, BIO-LOGIC, 1993). The RSSF detector 
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system is designed for use with the BIO-LOGIC SFM-3 and SFM-4 stopped-flow 
instruments. White light sources are provided with lamps and optics suitable for 
the wavelength range selected. The software provided controls the RSSF system 
and provides for data acquisition and storage. Data analysis includes a routine 
for bi-exponential analysis of the spectra to obtain rate constants and amplitudes 
using aMarquardt algorithm. At this writing, there are no published examples of 
RSSF studies with the KINSPEC, and the available literature does not give 
detailed information on the manufacturer’s software. This system also appears 
to have the potential for useful applications in RSSF spectroscopy. Like the 
Union Giken RA-4 15 and the HI-TECH model GM-6000, the relatively rapid 
repetitive scanning rate achieved by the KINSPEC and the integrated design of 
the RSSF spectrometer are important characteristics of the system. 

4. DATA ANALYSIS STRATEGIES 

RSSF spectroscopy provides a three-dimensional data set where, in the absorb- 
ance mode of detection, the three dimensions are absorbance, wavelength, and 
time. Compared to SWSF spectroscopy, RSSF spectroscopy significantly ex- 
pands the set of information contained in a single experiment. This wealth of 
information has the potential not only for defining the kinetic pathway of a reac- 
tion, but also for allowing spectroscopic characterization and identification of 
transient intermediates that accumulate and decay along the pathway. 

4.1. Qualitative and Semiquantitative Analyses 

RSSF spectroscopy has proven to be avaluable tool for the investigation of com- 
plex rapid reactions in biological systems. Inspection of the time-resolved spec- 
tra or simple manipulation of the spectra to generate difference spectra and first 
or second-derivative spectraoften has proven sufficient to characterize and iden- 
tify transient species. Such inspections rely on the observation of isosbestic 
points or the lack thereof, and the detection of multiphasic processes involving 
the appearance and decay of transient spectral bands to infer the minimum 
number of kinetic processes involved. The appearance and decay of new spectral 
bands establishes the involvement of transient intermediates, and the charac- 
teristics of the spectrum of the intermediate (when well resolved) can provide 
enough information to allow an unambiguous assignment of a chemical struc- 
ture to the intermediate. Further quantitative work on the system usually is 
undertaken through a systematic set of SWSF kinetic studies at wavelengths 
chosen after inspection of the RSSF data. Hence, the RSSF data are used for 
qualitative analysis of the system, while SWSF are used for a more quantitative 
treatment of the system that may involve analysis of rates and amplitudes within 
the framework of relaxation kinetic theory (154). 

The semiquantitative analysis of RSSF data sets has proceeded along two 
lines. One approach has been to remove unwanted contributions to the spectra 
by subtraction of reference spectra from the set. In this fashion, contributions 
from the reactants or products can be eliminated. Oftentimes, the calculation of 
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such “difference spectra” reveals the band shapes of spectra derived from the 
spectrum of a transient intermediate. Examples where this approach has been 
used to good advantage are the investigations of Zn(I1)- and Co(I1)-substituted 
liver alcohol dehydrogenase (3,20, 22, 23, 26, 155, 156), tryptophan synthase 
(85, 86, 91, 157), cystathionine y-synthase (107), and the insulin hexamer (55). 
The study of an intermediate formed in the T- to R-transition of the Co(I1)- 
substituted insulin hexamer by difference RSSF UV-visible spectroscopy pro- 
vides a particularly clear example of how simple difference spectra calculated 
from scaled subtractions can be used to decompose the overlapping spectral 
bands of reactant, intermediate, and product to obtain the spectrum of the inter- 
mediate (viz., Fig. 8). 

A second approach has been to manipulate the set of RSSF spectra by dif- 
ferentiation. Because the large bandwidths of electronic transitions make resolu- 
tion of closely spaced bands difficult to resolve, it is sometimes useful to calculate 
the first and second derivatives of the spectra with respect to wavelength (i.e., 
dnA/dAn, where n = 1 or 2). This manipulation of the spectra can provide infor- 
mation about the number of component electronic transitions and the locations 
of bands. The derivative spectra exhibit narrower bandwidths and thus give an 
enhancement of resolution, and points of constant wavelength-first derivative 
with respect to time (isotachic points) can aid in determining the relationship 
between individual absorbers in the set of RSSF spectra (1  57) .  According to 
theory, the locations of the isotachic points provide information about intercon- 
verting species. Drewe et al. (1 57)  developed a theory of isotachic points for RSSF 
spectroscopy. The practical corollaries, which emerged from this treatment, are 
as follows: ( 1 )  by definition, an isotachic point, hiso, is awavelength where the ob- 
served derivative spectra do not change as the concentrations change; (2) if an 
isotachic point, A,$,,, exists, then the change in the derivative spectra due to the ifh 
species must be balanced exactly by contributions from all other species, (3) 
when the concentration of a species does not change during a reaction, the 
positions of any isotachic points are unaffected by the spectrum of that species, 
and (4) if the concentration of a species changes slowly with respect to other 
species present, apparent isotachic points will be present in the spectrum while 
the more rapid process(es) occur. Furthermore, if two absorbing species inter- 
convert, isotachic points will lie outside the region bounded by the Lax of the 
two species. If only one of the two species does not exhibit a spectral band in the 
region under study, then the isotachic point will be located at the A,, of the 
absorbing species. The RSSFdatashown in Fig. 30A-D compare the time course 
of the spectral changes that occur in the reaction of 0-Trp with the E. coli tryp- 
tophan synthase bienzyme complex (A) with the first (B) and second (C) deriva- 
tive spectra for the same RSSF data set. There are two isotachic points, one 
located at 404 nm (positive value) and one at 463 nm (negative value). The 463- 
nm isotachic point lies between the two absorbers (Lax 450 nm and 478 nm) that 
form in the reaction, the 404-nm isotachic point is blue-shifted relative to the 
Lax of the initial absorber (the internal aldimine, haw 410 nm). The location of 
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the 463-nm isotachic point between the product bands implies these bands (Lax 
450 and 478 nm) represent species that are in very rapid equilibrium relative to 
their rate of formation (1 57). These isotachic points support the conclusion that 
the 423-, 450-, and 478-nm bands arise from three different species. 

4.2. Quantitative Analysis of RSSF Data 

As described above, the three-dimensional data sets generated from RSSF ex- 
periments potentially contain a wealth of information regarding enzyme reac- 
tion mechanism. This information includes data concerning the presence, 
covalent structure, and the kinetics of the accumulation and decay of transient 
reaction intermediates. Qualitative inspection of two-dimensional plots of RSSF 
data is often sufficient both to determine the existence of transient species and to 
develop strategies for detailed SWSF analysis of a particular enzymatic reaction. 
However, in certain cases the large amount of spectral data may be more fully 
exploited by applying quantitative analysis techniques. With the aid of low-cost 
computers capable of storing and handling large amounts of data and the ready 
availability of efficient algorithms for processing and analyzing multivariant 
absorption data, it is possible to extract information regarding the number of 
components necessary to describe the observed spectral changes, the spectral 
characteristics of individual intermediates, and to determine rates for the ac- 
cumulation and decay of species with a high degree of confidence. Two ap- 
proaches, which will undoubtedly receive greater utilization in the future, are 
the application of both global analysis and singular value decomposition (SVD) 
for the analysis of RSSF spectra. Only a brief description of these approaches as 
they relate to the analysis of multivariant absorption data is presented here. 
However, complete discussions concerning the general application of these 
methods to the analysis of biophysical data have been presented elsewhere (1 59, 
160, 161). 

Global analysis of data involves the simultaneous analysis of multiple ex- 
periments in which certain constraints have been imposed upon fitting para- 
meters. RSSF data is essentially a multiple set of single wavelength “time-slices’’ 
collected at regular wavelength intervals. If the experiment has been conducted 
under pseudo first-order conditions, the rates of the various observed relax- 
ations are obtained by fitting the individual time courses to a sum of exponen- 
tials using some sort of nonlinear least squares type of algorithm. Global analysis 
of RSSF data would involve the simultaneous analysis of multiple time courses in 
which the same rate constants are imposed for each time course but vary with re- 
spect to amplitude. The advantage of this approach is that it is possible to 
accurately determine from a single experiment the rates of poorly resolved or 
closely spaced relaxations, which may differ by a factor of three-fold or less in 
rate. Faced with a similar problem in conventional SWSF spectroscopy, ex- 
periments may be required, which alter the physical conditions of the reaction 
temperature, pH, pressure, etc.) in order to demonstrate that a single time 
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Fig. 30. Rapid-scanning, stopped-flow spectra (A), first derivative (B), and second deriva- 
tive (C) spectra for the reaction of a& with ~-Trp .  Scan 0 is the reconstructed spectrum of 
the reactants. Collection of spectrum 1 was initiated 0 ms after flow stopped. Inset, 460- 
nm time course reconstructed from the RSSF data. Conditions after mixing: [anfir] = 26.7 
pM; [o-Trp] = 1 mM; 0.1 M potassium phosphate, I mM EDTA, pH 7.80; 25°C. First (B) 
and second (C) derivative spectra calculated from the RSSF spectra in (A) for the reaction 
ofa,& with ~ - T r p .  The first and second derivatives ofeach spectrum in (A) were evaluated 
pointwise over a 22-nm bandwidth by the method of Savitzsky and Golay ( 1  58). The 
ordinate scalc is given in arbitrary units. Inset: Time-course at 476 nm reconstructedfrom 
the changes in the second derivative spectra presented in (C). The first derivative spectra 
(B) are characterized by isotachic points at 404 nm and 463 nm. The second derivative 
spectraexhibit four well-defined minimalocated at 340,423,450, and 478 nm. [Redrawn 
from Drewe et al. (157) with permission.] 
266 
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course is actually composed of multiple relaxations. In these situations, closely 
spaced relaxations may not be determined with a high degree of confidence. 

Strategies for the implementation of global analysis of biophysical data are 
described in detail elsewhere (159). However, it should be kept in mind that 
global analysis of an entire RSSF data set consisting of 100 or more spectra collec- 
ted over a 250-nm wavelength region may become cumbersome due to the large 
number of data points, which must be processed. In some cases, it may be 
necessary to choose a subset of the data for simultaneous analysis. Secondly, 
relaxations that correspond to relatively fast processes may not be adequately 
determined due to limitations imposed by the time resolution (typically, 1-5 ms/ 
scan) of a RSSF experiment (1 62). 

Digitization of data collected during a RSSF experiment allows the data to be 
represented by a matrix in which the columns represent the individual time- 
resolved spectra collected, and the rows represent the wavelengths at which 
absorbance values are measured. Two related approaches, principal component 
analysis (PCA) and singular value decomposition (SVD), may be used to decom- 
pose the data matrix to obtain model independent information regarding both 
the minimum number of components present in the system under investigation 
and the contribution of each component with respect to both the wavelength and 
the time domains. With regard to RSSF spectroscopy, this information can be 
used to determine the number of different chromophores necessary to describe 
the observed spectral changes, their spectral shapes, and the concentration ver- 
sus time profiles for each species. The primary requirement for the application 
of PCA and SVD is that the absorbance at each wavelength is a linear function of 
the concentration of each absorbing species (i.e., that Beer’s Law is obeyed). 
Halaka et al. (1 15) have described in detail the use of principal component 
analysis as applied to RSSF spectroscopy. More recently, SVD-based analysis has 
become more widespread since the SVD algorithm is more robust and a number 
of efficient programs are readily available (1 60, 16 1, 163). Utilization of either 
PCA or SVD has the added advantage of greatly reducing the volume of data, 
which must be both stored and processed further, increasing the efficiency of 
data analysis. 

The quantitative data analysis protocols described herein may be generally 
applied to multivariant data sets and promise to be of increasing utility for the 
analysis of RSSF spectral data in the near future. It is notable that many of the 
commercially available RSSF units incorporate data analysis software based 
upon both global analysis and/or SVD into their data processing software pack- 
ages. 

5. CONCLUDING REMARKS 

Historically, enzymologists have had to rely on avariety of techniques in order to 
infer the existence of intermediates along a plausible reaction pathway. Rapid 
reaction techniques present the opportunity to directly observe certain catalytic 
events, but generally have been limited to monitoring a single species at a single 
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wavelength. Therefore, the presence of other intermediates in a reaction path- 
way must be determined indirectly both by the number of observed relaxations 
required to describe a particular time course and the dependence of each relaxa- 
tion on the concentration of one or more reactants. The principal advantage of 
RSSF spectroscopy is that this technique provides a means to directly detect the 
presence of chromophoric reaction intermediates and to characterize (a) the 
sequence of catalytic events, (b) the spectra of transient species, and (c) the 
covalent structure of multiple intermediates, which accumulate at an enzyme 
catalytic site. This information is invaluable for the investigation of enzyme reac- 
tion mechanism. RSSF spectral data aids and simplifies both the collection and 
interpretation of SWSF kinetic data. Secondly, characterization of both the spec- 
tral changes and the kinetics of an enzyme catalyzed reaction by RSSF spectro- 
scopy provides a solid foundation to study both allosteric interactions and 
protein structure function relationships. We have emphasized RSSF spectro- 
scopy is not necessarily limited to enzyme systems containing intrinsic chromo- 
phores, but may easily be adapted to other dynamic systems by the judicious 
choice of chromophoric substrate or cofactor analogs. With the introduction of 
both a number of commercially available RSSF spectrometers complete with 
data analysis software and a growing literature describing low-cost, home-built 
RSSF spectrophotometers we anticipate much greater utilization of RSSF tech- 
nology by enzymologists in the immediate future. 
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Absorbance accuracy, enzyme analyzers, 158 
Absorption factor, 25, 30 
Acousto-optic-modulator, 1 19 

Alcohol dehydrogenase, RSSF analysis of 
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Aldehyde dehydrogenase: 

diagram of, 120 

acyl enzyme intermediate, 213 
RSSF analysis of intermediates, 21 1-2 14 

Allosteric transitions, detection by rapid 
scanning spectroscopy, 226 

a Chymotrypsin catalysis, RSSF analysis of 
mechanism, 195 

a helix, 47, 51, 56, 58 
Amphipathic helix, 57 
Angstrom unit, 6 
Anomalous dispersion, 39, 41 
Apophyllite crystals, 6 
Area detector, 28 
Array detectors, use in RSSF spectroscopy, 

Asymmetric unit, 34, 43 
Atomic force microscope: 

advantages and disadvantages, 107 
image formation, 106 
nucleic acids, 109 
proteins, 109 
specimen preparation, 108 

Atomic number, 12, 27 
Atomic scattering factor, 12, 23 
Auromated enzyme analyzers, see Enzyme 

256 

analyzers 
comparison of, 154 
historical development, 144- I50 

Automation, what is it, 150 
Autoradiography, 91 

flat substrate method, 92 
in-situ hybridization, 93 
polymerase chain reaction, 93 
resolution, 92 

Avogadro's number, 33 

Beta barrel, 59 
Beta sheet, 51, 56-58 
Bond distances and angles, 54, 55 
Bragg's law, 14, 25, 30, 45 
Braggreflections, 3, 13-18, 21-34, 41, 43, 

46-48 
multiple, 34 

Bravais lattice, 8, 10 

Cahn-Ingold notation, 63 
Calcium: 

intracellular, measurement of, 129 
oscillations of, 129 

Calcium binding motif, 57, 60 
Calmodulin, 60 
Catalytic triad, 64-67 
Cellular activities: 

kinetic analysis of, 128 
kinetics of, 128 

Charge injection devices, use in RSSF 

Chemical fixation, 83 
Chymotrypsin, 64-67 
Cis and trans proline, 53 
Confocal microscope: 

spectroscopy, 253 

bilateral laser scanning, 12 1, 130 
diagram, 121 
pinhole, 121 
real time, 121 
real time imaging, 130 
slit aperture, 12 1 

Confocal microscopy, 1 I 9 
advantages of, 135, 138 
three dimensional reconstruction, 134- 138 

Conformational analysis, 52-56 
Contouring electron density maps, 44 
Convolution, 6, 7 
Crambin crystal structure, 41, 51 
Critical point drying, 100 
Cryosectioning, 89 
Crystal, 3,25, 28 
Crystallation, methods for proteins, 4-6 
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Crystallization method, hanging drop, 5 
Crystals. 

apophyllite, 6 
cubic, 8, 10 
density of, 33, 34 
growth of, 4 
hemogiobin, 3, 4, 39 
hexagonal, 8, 10 
lattice, 6-8, 14-17  
Iysozyrne, 4-6, 56, 63-66 
monoclinic, 8, 10, 31 
mother liquor of, 3, 28, 30 
mvoglobin. 4 ,  39 
nucleation of, 4 
orthorhombic, 8, 10, 3 1 
protein, 3 
reactions in. 67 
seed, 6 
structure, 3, 7 ,  22, 50 
synimetn., 8, 32 
systems, 6, 8 
tetragonal, 8, 10 
tobacco mosiac virus, 3 
triclinic, 8, 10 
trigonal, 8 ,  10 
urease, 3 

intermediates, detection by RSSF, 235 
key partitioning intermediate, 235 
RSSF analysis of catalytic mechanism, 

Cystathionine y synthase: 

235 
Cvrochrome P-450 cam, 61-63 
Cytoplasmic components, diffusion of, 130 

Data analysis: 
analysis of crossover points in RSSF 

strategies in RSSF spectroscopy, 263 
spectroscopy, 263 

Data reduction in x-ray cpstallographv, 90 
Diffraction: 

tieiitrms, 3 ,  I 2  
pattern, 3, 11-15, 40, 4 1  
tector, 14, 1 7  
X-rayis), 3, 12, 13, 1 7 ,  25 

Dihydrofolate reductase, 63-65 
Disorder. atoms in unit cells, 23 
Di.sp1acrmenr parameters, 24, 43 
DNA binding motif, 57 
D-xylose isomerase, 15, 37. 49, 53, 59, 61 

EF hand motiF, 60 
Ektachetn: 

data analysis and, 175 
description of, 168- I 7 7  
enzymes ai5ayed by. 1 7 2  

Electron density, 19-22, 42, 43 
iiliip 19-21, 42-47, 52, 61 
modification, 42 

Energy disprrsive spectroscopy, 8 1 
Energv dispersive X-ray microanalysis: 

elemental distribution, 105 
frozen hvdrared samples, 105 
specimen preparation, 104 

Energy dispersive X-ray microanalyzer, 79, 81 
Energy transfer, fluorescence, 123 
Entropy maximization, 43 
Enzyme analyzers, see Ektachem, 168 

in animal testing, 177 
absorbance accuracy. 158 
absorbance accuraq, reagents for checking, 

analysis of data, 162 
automated, historical development, 

bioluminescence, 165 
cheniiluniinescence, I65 
coinparison of, 154 
dry reagent systems, 166 

159 
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advantages and disadvantages, 167 
the Ektachem system, 168 
evaluation of, 167 
the Reflotron system, 168 
the Seralyzer, 168 

in environmental testing, 178 
enzyme reactions, 156 
film systems, 166 
fluorescence methods, 164 
the ideal system, 18 1 
identification of enzyme, 152 
interferences, 160 
nephelometry, 166 
pipeting specimen, I53 
quality control, 178 
sample prrparation, 152 
specimen integrity, 153 
spectrophotometric methods, 152 
standardization of, 179 
temperature control, 157 
time control, 159 
turbidimetry, 166 
wavelength accuracy, 158 

Enzyme reference marerials: 
application of, 180 
availability of, 180 
preparation of, 180 

Enzymes, standardization as proteins, 181 
Ewald sphere, 15, 1 7 ,  34 

FISH (Fluorescence in situ Hybridization), 
133 
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chromosome painting, 133 
metaphase sequences, 133 

Flow cell, 28, 68 
Fluorescence, 1 17 

depolarization, 123 
fluorescent probes, 122 
intensity, 119 
lifetime, 1 19 
polarization, 1 19, 123 
quantitation, 124 
quenching, 123 
scanning stage, 1 19 
sensitivity to environment, 122 

fluorescence imaging, applications, 124 
Fluorescence in situ hybridization, see FISH 
Fluorescence redistribution after 

Fluorescent probes: 
photobleaching, see FRAP 

active, 123 
characteristics of, 122 
energy transfer, 123 
passive, 121-123 
photoactivatable, 123 
quenching, 122 

radiation, 27 

series, 18, 19, 50 
synthesis, 19, 20, 48 
transforms, 21, 22, 42, 43 

Focusing mirrors for monochromatic 

Fourier: 

Fourier analysis, 19 
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diffusion coefficient, 13 1 
fluorescent, recoverable percentage, 131 
intercellular communication, 133 
oncogene expression, 133 
photobleaching, 130 
use of, 131 

Freeze drying, 100 
Freeze-etch techniques, 102 

macromolecular assemblies, 103 
macromolecules, 103 
replica interpretation, 103 

Freeze substitution, 84 
Friedel’s Law, 3 1, 41 

Gap junctional communication, 133 
Gap junction function, 126 
Geiger counter, 27 
Globin fold, 59 
Glycogen phosphorylase, 68 
Goniometer head, 28 
Greek key motifs, 57-59 

Hanging drop, crystallization method, 5 

Harker sections, 37, 38 
Heavy atom derivatives, 34, 35, 38-40 
Helical wheel, 57 
Helix-loop-helix motif, 57, 60 
Hemerythrin, 58 
Hemoglobin: 

crystals, 3, 4, 39 
RSSF analysis of ligand binding, 245-246 

Horseradish peroxidase, RSSF analysis of 

Hybridization histochemistry, 89 
Hydrogen bonding, 51, 56, 57 
Hydroperoxidase, RSSF analysis of catalysis, 

catalysis, 247 
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Icosahedral symmetry, 60 
Image formation: 

atomic force microscope, 107 
electron dense, 7 7  
electron transparent, 7 7  
scanning tunneling microscope, 106 
transmission electron microscope, 76 

Imaging plate, 28 
Immunolabeling, 84-86 

colloidal gold, 85 
controls, 86 
cryosectioning, 89 
cryo-ultrathin sectioning, 89 
double-labeling, 88 
post-embedding, 87 
pre-embedding, 86-87 
protein A, 85 
quantitation, 88 

Immunosorbent electron microscopy, 98 
Inhibitor binding, 44, 48 
In situ hybridization, 89 

biotinylated cDNA, 89 
biotinylated nucleotide analogues, 9 1 
cryosections, 89 
Fab fragments, 9 I 
high resolution autoradiography, 91 
LR White, 89 

Insulin hexamer: 
allosteric transitions in, 208-2 11 
conformational transitions, 208-21 1 
reaction with 1 -(2-pyridylazo)-2-naphthol, 

RSSF analysis of allosteric transitions, 
210 

208-2 1 1 
Intensified array detector, use in RSSF 

Intensified diode array systems, lag 

1ntercelluh.r communication, 129, 133 
Interference, 13 

spectroscopy, 252 

phenomena in, 261 
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Intermediates: 
detection in horseradish peroxidase, 217 
detection bv rapid scanning spectroscopy, 

193, 215 
ISEM, see Immunosorbent electron 

microscopy, 98 
Isomorphous material, 3 
Isomorphous replacement, 34, 35, 38-40, 61, 

67 

Isotopes, 12 

Jelly-roll motif, 58, 59 

multiple, 38 

Labeling: 
immuno-, 85 
rarget specific, 85 

Laser scanning electron microscope, resolving 

Laue photograph, 29, 68 
Laue symmetry, 8 ,  31 
Least squares method, 47 
Leucine zipper, 58 
Ligand binding, 62 
Light, visible, 2 
Light microscope, resolving power, 75 
Lorentz factor, 25, 30 
Low temperature measurements, 29 
Lvsozvme cysrals, 4-6, 56, 63-66 

Mass loss, 7 7  
Mass mapping, in scanning transmission 

Mass mapping of molecular weights, 80 
Membrane-bound proteins, 5 
Membrane components, diffusion of, 130 
Membrane potential, measurement of, 1 2 7  
Metal shadowcasting, 99 
Methotrexate, 63, 64 
Methvlpentaiiediol (MPD), 5 
Microscope, 2, 3 

polarizing. 28 
scanning tunneling, 8 

Microscopy, fluorescence, 118 
Miller indices, 9, 1 1 ,  14, 3 1 
Molecular replacement, 40 
Molecular vibration, 23, 24 
Monochromators, 27 
Monoclinic crystal, 8, 10, 31 
Motif: 

power, 75 

electron microscope, 80 

DNA binding, 57 
EF hand, 60 
Creek key, 57-59 
helix-loop-helix, 57,  60 
jelly-roll, 58, 59 

Mutant enzymes, 66, 67 
Myoglobin, crystals, 4, 39 

Negative staining, 93-98 
carbon films, 96 
methods, 97 
Miller chromatin spreading, 104 
molybdenum, 94 
support films, 95 
tungsten, 95 
uranium, 95 

Neutron sources, 25 
Newnian projection, 51 
NoncrystalIographic symmetry, 43 
Nucleation of crystals, 4 
Nucleophilic attack, 65 

Oncogene expression, 133 
Open-face sandwich, 59 
Orientation matrix. 27 

Parvalbumin, 60 
Patterson map, 35-37, 40-42 
Peptide group, 51 
pH, nieasurenient of, 127 
Phase, relative, of Bragg reflection, 3, 16- 19, 

Phase determination, direct methods for, 34 
Photoactivatable, 123 
Photoactivation, 123 
Photobleaching, gap junctional 

communication, 133 
Photodiode array detector, use in RSSF 

spectroscopv, 251 
Photographic film, 26, 27 
Point groups, 8 
Polarization factor, 25, 30 
Polarizing microscope, 28 
Polyethylene glycol, 5 
Polymorphs, 5, 40, 43 
Position-sensitive detector, 28 
Precision, and protein structure, 50 
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Noncharged Amphiphiltc Gels (HjenPn) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Hydroxyl Radicals, Methodsfor the Measurement of in Biochemical Systems: 
Deoxyribose Degradation and Aromatic Hydroxylation (Halliwell and 
Grootveld) ....................... 

(Plesner and Kalckar) . . . . . . . . . . . . .  
Hypoxanthine, Enzymic Micro Determination, 

Immunoassay of Plasma Insulin (Yalow and 
Immunoassay with Electrochemical Detection, see Electrochemical Detection, 

Immunoelectrophoretic Analysis (Garbar) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Immunological Techniques for St 

Membrane Proteins (Werner 
Infared Analysis, Use of; in the 

Bourne,andWhiffen) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Infared Analysis o f  Vitamins, Hormones, and Coenzymes (Rosenkrantz) 
Infared Spectrometty, Analysis ofsteroids by (Rosenkrantz) .................... 
Inositol, Determination of; in Lipides (McKibbin) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Iodine, in Biologual Material, Determination of (Binnerts) ..................... 
Iodine Compound, Radioactive, fiom Thyroid Gla 

Analysis (Roche, Lissitzky, and Michel) . 
Iodine Compounds, Natural Radioactive, Analysi 

Electrophoretic Methods (Roche, Michel, and Lissitzky) .................... 
Ion Binding in Biological Systems Measured by Nuclear Magnetic Resonance 

Ion Exchange Resins, Measurement of Complex Ion Stability by Use of  (Schubert) . . , . 
Isoelectric Focusing in Immobilized pH Gradients: Theory and Newer Technology 

(Righetti and Gianazza) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Isolated Bacterial Nucleoids, Characterization, Assay, and Use of (Hirschbein 

and Guillen) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Isotope Derivative Method in Biochemical Analysis, The (Whitehead and Dean) . . . . .  
Ketose, Determination, in Plant Products (de Whdley and Gross) . . . . . . . . . . . . . . .  
a-Keto Acid Determinations (N 
17-Ketosteroids, Urinary Neural, Assay of  (Engel) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Lipase, Lipoprotein, Assay of; in 
Lipide Analysis (Sperry) . . . .  
Lipides, Determination of Inositol, Ethanolamine, and Serine in (McKibbin) . . 
Lipid Transfer Activity, Quantitation of  (Wetterau and Zilversmit) . . . . . . . .  
Lipoprotein Lipase, Assay of; in vivo and in vitro (Korn) . . . .  
Lipoproteins, Serum, Ultracentnaugal Analysis (de Lalla and Go 
Liposomes: Preparation, Characterization, and Preseruation (Lichtenberg and 

Lipoxidase Activity, Measurement of (Holman) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Lipoxygenase (Lipoxidase), Determination ofthe Activity o f  (Grossman and 

Liquid-Scintillation Counting, Practical Aspects o f  (Kobayashi and Maudsley) 
Luci$rin and Luc$rase, Measurement of (Chase) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Lysomal Glycolipid Hydrolysis, Activator Proteinsfor (Conzelmann and 

Lysozyme Activity, Methodsfor Determ 
Magnesium Estimation, in Biological Materials (Alcock and MacIntyre) . . . . . . . . . .  
Magnetic Resonance, Biochemical Applications of Uardetzky and Jardetzky) . . . . . . .  
Mammalian Cells, Density Gradient Electrophoresis o f  (Tulp) . . . . . . . . . . . . . .  
Mass Spectrometty, Analysis of Steroids by (Gasdell) ........................... 
Mass Spectrometry, Field Desorptwn: Application in Biochemical Analysis 

Spectroscopy (Forsen and Lindman) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Bareneholz) . . . .  

Zakut) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Sandhow . . . . . . . . . . . . . . . . . .  

(Schulten) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Mass Spectrometry of Carbohydrates (Hellerqvist 
Mass Spectrometp in the Determination ofStru:tu 

Containing Sugars (Hanessian) . . . . . . . . . .  . . . . . . . . .  
Mass Spectrometry: An Introduction (Anderegg) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Mass Spectrometry o f  Nucleic Acid Components (Schram) . . . . . . . . . . . . . . . . . . . . . .  
Mass Spectrometry in Pharmacolog). (Abramson) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Melanoqtes, Darkening and Lt 

Metabolu Pathumays, Alternative, Estimation of Magnitudes .f (Kopin) . . . . . . . . . . . . .  

Metal Buffers, Applications, in Biochemistry (Raaflaub) . . . . . . . . . . . . . . . . . . . . . . . .  
Metal Indicators, Applications, in Biochemistry (Raaflaub) . . . . . . . . . . . . . . . .  
Metal-Protein Complexes, Ana@sis o f  (Hughes and Klotz) 
Mumbiologtcal Assay ofAntibiotics (Kersey and Fink) . . . . . . . . . . . . . . . . . . . . . . . .  

Wright) . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . .  

Metabolism, Analysis ofphenolic Compounds of Interest in (Bray and Thorpe) . . . . . .  

Microbiological Assay $Vitamin B , ,  (Hoff-Jorgensen) . . .  
Microbiological Assay of Vitamin B ,  (Skeggs) . . . . . . . . . .  
Microbiological Determination o f  Vitamtn B ,  (Sionick, Benson, Edwards, and 

Micropaeiculate Gel Chromatography AcceleraGd by Centriyugal Force and Pressure 

MobiliQ, Determination by Zone Electrophoresis at C 

Molecular Sire, Estimation 4 and Molecular Weighis o f  Biological Compounds by 

The Use ofMonoclona1 Antibodies and Limited Proteolysrs in Elucidation of 

Morphine, and Related Analgesics, Analysis by Gas Phase Methods (Thenot and 

Mucopolysaccharides, Sulfat 
Negative-Ion Mass  Spectrometry, Fused-Silua Capillary Gas Chromatography of 

Neuraminic (Sialic) Acds, Isolation and 

Nitrogen Determtnatton in Bwlogical Ma (Jacobs) . . . . . . . . . . . . . . . . . . . . . . .  
Nitrogenous Compounds, Basic, of Toxicological Importance, Analysis of (Curry) . . 
Noradrenaline, Chemical Determination, in Bod:v Fluids and Tissues (Persky) , , . , , , . . 
Nuclric Acd,  Structure, X-ray Drfiacfion in the Study of (Holmes and Blow) , , , . , . 
Nucleic Acid Hybrdization, Enzyme-Labeled Probesfor (Kaguni and Kaguni) . . . . . .  
h'ucleic Acids, Chemical Determination of (Webb and Levy) . . . . . . . . . . . . . . . . . . . .  
Nucleic Acds, The Determination of (Munro and Fleck) . . . . . . . . . . . . . . . . . .  
Mucleic Acids, Estimation [Volkin and Cohn) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
A'ucleic .4cds and Their Denuatiues, Microbiological Assay of (Miller) . . . . . . . . . . . . .  
,Vucleic Acds  of Various Conformational Forms cnd Measurement of Their 

A rtoctated Enzymes, L s e  of Ethldium Brornid,? for Separation and 
Determination of (Le Pecq) . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Inuestrgatiue Tool, Polarography and Voltammetry of(Elving, O'Reilly, and 
Schmakel) . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . .  

Woodring) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

. . . . . . . . . . . . .  (Ribi, Parker, and Milner) . . .  . . . . . .  

( Waldmann- Meyer) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Gel Filtration (Andrews) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Structure-Function Relationships in Proteins (Wilson) . . . . . . . . . . . . . . . . . . . . . . .  

Haegele) . . . . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
n of (Jaques) . , , , . , , , . , . . 

Neurotransmitters and Related Compounds (Faull and Barchas) . . . . . . . . . . . . . . .  

Zilliken) . . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . . . . . . .  
rnatton of (Whitehouse and 

~Vucleosides and .Vucleotides and Thei t Bases as an Analytical and 

Optical R o f a t m  Dispersion, Apphcati 

Organic Phosphorus Compounds, Determination 01; by Phosphate Analysrs 
(Lindberg and Ernster) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Oxdations, Permdate, Use of; in Biochemical Analysts (Dyer) . . . . . . . . . . . . . . . . . . . .  
Oxygen Electrode Measurements t n  Bzochemical Analysis (Lessler and Brierly) . , , . , . 

o/Btopo(vmers (Tinoco, Jr.) . . .  . . . . . . . . . . . . . . . . . . . . . .  
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Paper Chromatograms,for Analysis of Mixture of Sugars (Hough) . . . . . . . . . . . . . . . .  
Paper Chromatograms, Direct Scanning $for Quantitative Estimations (Bush) . . . . . .  
Partition Methodsfor Fractionation o f  Cell Particles and Macromolecules 

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . .  

Peptide Mapping ofProteins (James) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Peptides, Terminal and Sequence Studies in, Recent Developments in Techniquesfor 

(Fraenkel-Conrat, Harris, and Levy) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Peptides and Amino Acids i aration and Quantitation of 

(Lou and Hamilton) . . . . . . . . . . . . . . . . . . . . . . . . .  
Peptide Sequencing by Mass . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Peptides Separation and Determination, by Gas-Liquid Chromatography 

(Weinstein) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Peroxidases, Assay of (Maehly and Chance) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Peroxidate Oxidations, Use of; in Biochemical Analysis (Dyer) . . . . . . . . . . . . . . . .  
Phase Partition, Interaction Between Biomolecules Studied by (Albertsson) . . . . . . . . .  
Phase Partition-A Method for PuTifcation and Analysis of Cell Organelles and 

Membrane k i c l e s  (Albertsson, Andersson, Larsson, and Akerlund) . . . . . . . .  
Phenolic Compounds of Interest in Metabolism (Bray and Thorpe) . . . . . . . . . . . . . . .  
Phenylalanine and Tyrosine in Blood, The Measurement of (Robins) 
p H  Gradients, Isoelectric Focusing in-A Technique for Fractionation an  

Characterization of Ampholytes (Haglund) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
p H  Jump, The: Macromolecules and Solutions by a Laser-Induced, Ultrashort, Proton 

Pulse, Probing of- Theory and 
p H  and Similar Variable, Recent 
pH-Stat and Its Use in Biochemistly (J 

Ottesen) . . . . . . . . . . . . . . . . . . .  
Phosphate Analysis, Determination of 0 

and Ernster) .................... 
Phospholipases, A, C, and D, Det 

Oestreicher, and Singer) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

and St. John) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Phosphorus Compounds, Analyses (Lindberg 

Photometry, Flame, Pri d Vallee) . . . . . . . .  
Phytate and Inositol Phosphates, the Determination o f  (Oberleas) . . . . . . . . . . . . . . . .  
Plant Hormones, Analysis of (Bentley) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Plasma, Determination o f  1 7 , 2 1  -Dihydroxy-20-Ketostero~s in (Silber and Porter) . . .  
Plasma Insulin, Immunoassay of (Yalow and Berson) . . . . . . . . . . . . . . . . .  
Platelet-Activatin 

. . . . . . . . . . . . . . . . .  

ation, and Assay (Hanahan and 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
s, and Other Compounds by Means of the 

Brdicka Reaction (Miiller) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Polarographic Oxygen Sensors, Adaptation of for  Biochemical Assays (Lessler) . . . . . . .  
Polysaccharides, Acidic, j?om Tissues, Aliphatic Ammonium Salts in the Assay of 

Polysacchandes, End Group Analysis of (Smith and Montgomery) . . . . . . . . . . . . . .  
Polysaccharides, Sugars in, New Color Reactionsfor Determination o f  (Dische) . . . . . . .  
Polyunsaturated Fatty Acids, Measurement o f  (Holman) . . . . . . . . . . . . . . . . . . . . . . .  
Porphyrins in Biological Materials, Determination of (Schwartz, Berg, Bossenmaier, 

and Dinsmore) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Prostaglandins, Separation, Identijcation, and Estimation of (Shaw +d 

(Scott) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Ramwell) . . . . . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
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Protein, Structure, X-ray Dtfiaction in the Study of (Holmes and Blow) . . . . . . . . . .  
Protein, Terminal and Sequence Studies in Recent Developments in Techniques for 

Protein Blotting: A Manual (Gershoni) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Protein-Ltgand Interaction as  a Method to Study Suface Properties (Arakawa, 

Protein-Nucleic Acid and Protein-Protein Complexes by Dzferential Chemical 
Mod$cation, Mapplng of Contact Areas (Bosshard) . . . . . . . . . . . . . . . . . . . . . . . .  

Proteins, Analysts by Means of Brdicka Reaction (Muller) . . . . . . . . . . . . . . . . . . . . . .  
Proteins; Basic, Preparation and Analysis o f  (Lindh and Branunark) . . . . . . . . . . . .  
Proteins, Mitochondria1 Membrane, Immunological Techniquesfor Studies on the 

Proteins, Polarography 01; Analytical Principles and Applications in Biological 

Proteins, Reversible Denaturation 01; Methods qf Study and Interpretation of Data 

Protein Sequence Analysis, Solid Phase Method3 in (Laursen 
Proteolytic Enzymes, Assay of [David and Smith) . . . . . . . .  
Punyuation of Biologrcally Actiue Compounds Affinity Chrom 

(Fraenkel-Conrat, Harris, and Levy) . . . . . . . . . . . . . .  

Kita,and Narhi) .............................. . . . . . . . . .  

Biogenesis of (Werner and Sebald) .................................... 

and Clinical Chemistry (Homolka) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

for (Hermans,Jr.) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Purines, New Methodsfor Punyuatton and Separatwn o f  (Bergmann and 

Integrated Ion-Current ( I I C )  Technique of (Majer and Boulton 
Radiation Inactivation Method as a Tool to Study Structure-Function 

in Proteins (Beauregard Maret, Salvayre. and Potier) . . . . .  
Radioactiue Iodine Compounds,from Thyroid Gland and Body Fluid 

Analysis of (Roche, Lissitzky, and Michel) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Radioinmunoassay o f  Polypeptide Hornones arid Enzymes (Felber) . . . . . . . . . . . . . . .  

Raffinose Determination in Plant Products (de Whalley and Gross) . . . . . . . . . . . . . .  
Rapid-Scanning Stopped-Flow Spectroscopy (Dunn and Brzovic) . . . .  
Resins, Ion Exchange, Measurement of Complex Ion Stability, by Use of (Schubert 
Resonance, Magnetic, Biochemical Applications of Uardetzky and Jardetzky) , . 
Ribonuclease, Charactenzatinn 01; and Deterntnation of Its Activity (Josefsson 

and Lagerstedr) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
R ,  Treatment, Applications in Chromatographu Analysis (Bush) . . . . . . . . . . . . . . . . .  
R,  Treatment, Applications in Chromatographu: Analysis Erratum (Bush) . . . . . . . . . .  

Radiorespirometry (Wang) . . . . . . . . . . .  . . .  

Serine, Determinutton 01; in Biological Systems (Frisell and Mackenzie) . . . . . .  
Serine, Detenntnatron 01; in Lipides (McKibbin) . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Serotonin: The Assay of Hydroxyindole Compounds and Their Biosynthetic Enzymes 

Serotonin and Related Metaboli 
Weissbach, and Brodie) 

Serum Acid Phosphatases, Determinations (Fishman and Davidson) . . . . . . . . . . . . .  
Serum Glycoproteins, Determinations of (Winzler) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Serum Lipoproteins, Ultracentnfirgal Analysis of (de Lalla and Gofman) . . . . . . . . . .  
-SH Groups in Proteins, Determinations of (Benesch and Benesch) . . . . . . . . . . . . . .  
Sialtc Acids, see Neuraminic Actds 

(Lovenberg and Engelman) . . . . . .  . . . . . . . . . .  
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Skeletal Muscle Mitochondria, Methodsfor Study of Normal and Abnormal 
(Sherratt, Watmough, Johnson, and Turnball) 

Sodium and Potassium, Measurements of; by Glass Elect 

Landon, and Dawes) ..................... . . . .  

. . . . . . . .  
. . . . . . . . . .  

Solid Phase Immunoassay, Use ofMagnetizable Particles in (Pourfarzaneh, Kamel, 

Spectrometry, Infrared, Analysis o f  Steroids by (Rosenkrantz) ................... 
Spectrometly, Principles and Applications (Margoshes and Vallee) ............... 

ermination ofElements (Natelson and 

rome c Oxidase (Smith) . . . . . . . . . . . . . . .  
Spectrophotometric Oxyhemoglobin Method, Measurement o f  Oxygen Consumptio 

by (Bftrzu) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
Spectrophotometry, Ultraviolet Enzymic Micro Determination o f  Uric Acid, Hypo 

Xanthine, Adenine, and Xanthopterine by (Plesner and Kalckar) 
Spectrophotometry ofopaque Biological Materials; Reflection Methods (Shibata) . . . . . .  
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