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Preface

ICTCC 2014 was an international scientific conference for research in the field of
nature of computation and communication held during November 24–25, 2014 in
Ho Chi Minh City, Vietnam. The aim of the conference was to provide an internation-
ally respected forum for scientific research related to the natural aspects of computation
and communication. This conference provided an excellent opportunity for researchers
to discuss natural approaches and techniques for computation and communication. The
proceedings of ICTCC 2014 were published by Springer in series Lecture Notes of the
Institute for Computer Sciences, Social Informatics and Telecommunications Engineer-
ing (LNICST) (indexed by DBLP, EI, Google Scholar, Scopus, Thomson ISI).

For this edition, the Program Committee received over 100 submissions from 20
countries and each paper was reviewed by at least three expert reviewers. We chose 34
papers after intensive discussions held among the Program Committee members. We re-
ally appreciate the excellent reviews and lively discussions of the Program Committee
members and external reviewers in the review process. This year we chose three promi-
nent invited speakers, Prof. Mike Hinchey, Director of Lero (the Irish Software Engi-
neering Research Centre) at University of Limerick in Ireland; Prof. Giacomo Cabri
from University of Modena and Reggio Emilia in Italy and Dr. Phan Cong Vinh from
Nguyen Tat Thanh University in Vietnam. The abstracts of their talks were included in
these proceedings.

ICTCC 2014 was jointly organized by The European Alliance for Innovation (EAI)
and Nguyen Tat Thanh University (NTTU). This conference could not have been or-
ganized without the strong support from the staff members of both organizations. We
would especially like to thank Prof. Imrich Chlamtac (University of Trento and Create-
NET), Sinziana Vieriu (EAI), and Elisa Mendini (EAI) for their great help in organizing
the conference. We also appreciate the gentle guidance and help from Dr. Nguyen Manh
Hung, Chairman and Rector of NTTU.

November 2014 Phan Cong Vinh
Emil Vassev

Mike Hinchey
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Modular Design and Verification of Distributed
Adaptive Real-Time Systems

Thomas Göthel(B) and Björn Bartels

Technische Universität Berlin, Berlin, Germany
{thomas.goethel,bjoern.bartels}@tu-berlin.de

Abstract. We present and apply a design pattern for distributed adap-
tive real-time systems using the process calculus Timed CSP. It provides
a structured modelling approach that is able to cope with the complex-
ity of distributed adaptive real-time systems caused by the interplay
of external stimuli, internal communication and timing dependencies.
The pattern allows to differentiate between functional data and adaptive
control data. Furthermore, we enable the modular verification of func-
tional and adaptation behaviour using the notion of process refinement
in Timed CSP. The verification of refinements and crucial properties is
automated using industrial-strength proof tools.

Keywords: Adaptive Systems · Modelling · Verification · Timed CSP

1 Introduction

Modern adaptive systems are distributed among different network nodes. One of
the advantages of (distributed) adaptive systems is their robustness, which must
not be corrupted by single points of failures as provoked by centralized compo-
nents. Thus, adaptation of the entire network’s behaviour should be distributed
as well. This means that adaptive components should be able to adapt both,
their local behaviour and the behaviour of the overall network. This, however,
makes these systems very complex to design and analyse.

In this paper, we present a generic design pattern for distributed adaptive
real-time systems. Its aim is threefold. First, it describes an architecture, which
helps formally designing adaptive systems. Second, it enables a strict separa-
tion of functional and adaptation behaviour. Third, due to this separation, it
allows for modular refinement of adaptive systems and thereby facilitates formal
verification of possibly crucial properties.

As in our previous work [3], we enable the refinement-based verification
of adaptation and functional behaviour. However, in this work we focus on a
strict distinction between functional data and control data following [4]. This
enables the separate verification of functional and adaptive properties. A func-
tional component manipulates its functional data but may be controlled by pos-
sibly dynamic control data that can only be changed by some corresponding
adaptation component. The adaptation component gathers information of the
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 3–12, 2015.
DOI: 10.1007/978-3-319-15392-6 1



4 T. Göthel and B. Bartels

functional component, which it uses for an analysis concerning whether or not
adaptation is necessary. Then, a plan is created that results in new control data,
which is finally set in the functional component or sent to another distributed
adaptive component. The separation of functional and control data allows for
the clear separation of functional and adaptation components, which allows for
modular verification. We show how this idea can be modelled and verified with
Timed CSP in a modular and stepwise manner using automatic tool support.

The rest of this paper is structured as follows. In Section 2, we briefly intro-
duce the process calculus Timed CSP and then discuss related work in Section 3.
In Section 4, we introduce our timed adaptive specification pattern and discuss
its refinement and verification capabilities. We illustrate the benefits of our app-
roach using an example in Section 5. Finally, we conclude the paper in Section 6
and give pointers to future work.

2 Timed CSP

TimedCSP is a timed extension of theCSP (CommunicatingSequentialProcesses)
process calculus [9]. It enables the description and the compositional refinement-
based verification of possibly infinite-state real-time systems. To this end, process
operators like Prefix (a -> P), Sequential Composition (P ; Q), External Choice (P
[] Q), Internal Choice (P |~| Q), Parallel Composition (P [|A|] Q), Hiding (P \
A), and special timed operators like WAIT(t) are used. A discretely-timed dialect
of Timed CSP that is amenable to automatic model checking techniques is tock-
CSP. Here, the passage of time is explicitly modelled using a distinguished event
tock. In FDR3 [5], which is the standard tool for CSP, tock-CSP is supported via
timed operators and the prioritise operator with the internal τ event and other
events can be given priority over tock. This is necessary to inherit the notion of
refinement and its compositional features from Timed CSP. Refinement is usually
considered in the semantical traces or failuresmodel. Thismeans, for example, that
the refinement P �T Q expresses that traces(Q) ⊆ traces(P ) where traces( )
denotes all finite traces of a process.

3 Related Work

Dynamic reconfiguration of systems is supported by the architecture description
language (ADL) Dynamic Wright presented in [2]. Reconfiguration of interact-
ing components is modelled separately from steady-state behaviour in a central
specification. Our work aims to support the stepwise construction of distributed
adaptive systems in which adaptation is realised in a decentralised way.

The work in [1] provides a development approach for adaptive embedded
systems starting with model-based designs in which adaptation behaviour is
strictly separated from functional behaviour. Verification is based on transition
systems which are connected by input and output channels. Our approach aims
to support development processes for adaptive systems with the powerful notion
of CSP refinement and the mature proof tools for automatic refinement checking.
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In [7], CSP is used tomodel self-adaptive applicationswhere nodes in a network
learn from the behaviour of other nodes. Behavioural rules of nodes are described
by CSP processes, which are communicated between the nodes and used to adapt
the individual behaviour. Our work focusses on modelling entire adaptive systems
and verifying properties of the modelled systems.

Timed automata are used in [6] for modelling and verifying a decentralised
adaptive system. Verification of crucial properties is done using the Uppaal model
checker. In contrast, we focus on the stepwise development of and modular ver-
ification of distributed timed adaptive systems.

In [8], a UML-based modelling language for untimed adaptive systems is
presented. Based on its formal semantics, deadlock freedom and stability can
be verified. Our work enables the stepwise development and furthermore the
verification of general functional and adaptation properties in a timed setting.

In [3], we have presented an approach for the specification and verification of
untimed distributed adaptive systems in CSP. A main goal of this work was the
separation of functional behaviour from adaptation behaviour. The application
of this framework in [10] has shown that the high level of abstraction becomes
problematic when supplementing the adaptive system model with functional
behaviours. While functional and adaptation events and also their respective
parts of the system variables are separated, it remains rather unclear how the
interface between them can be modelled in a systematic manner. This drawback
is addressed in this paper. Furthermore, we introduce mechanisms to specify and
verify timed adaptive behaviour.

4 Timed Adaptive System Pattern

In this section, we introduce an abstract pattern for timed adaptive systems.
It describes a general structure of timed adaptive systems, which is amenable
to modular refinement-based verification. In Figure 1, the overall architecture is
illustrated. We consider adaptive systems that consist of a network of adaptive
components (AC(i)) that communicate using channels. Communication chan-
nels are categorised, depending on their origin, as either functional channels
(FE) or adaptation channels (EA). A single component can perform some com-
putation (also depicted by FE) or adapt its internal behaviour (IA) due to the
violation of some (local) invariant. Internal adaptation can also be triggered by
an internal timeout (TO). Timeouts can, for example, be used to indicate that
during a certain amount of time, functional events of a certain class have not
been communicated. When some internal adaptation takes place, other compo-
nents can be triggered to adapt their behaviour accordingly using EA events
as introduced above. The environment interacts with the adaptive system using
functional events only. As it might be necessary to restrict the behaviour of the
environment, it can be constrained using the process ENV.

In a model-driven development process, an abstract design is continuously
refined until an implementation model is reached. To start with more abstract
models offers the advantage that properties can be verified, whose verifica-
tion would be too complex on more concrete levels. Below, we sketch how the
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Fig. 1. Architecture of our Adaptive Pattern

described pattern can be formally defined on an abstract level in Timed CSP
and how it can be refined in a stepwise way so that the verification of properties
can be performed in a modular manner. The primary focus of the models lies
on the separation of functional behaviour and adaptation behaviour. The refine-
ment calculus of Timed CSP allows us to verify both of these aspects separately
while leaving out concrete details of the respective other part. In addition to
functional and adaptive behaviour, also timing behaviour can be specified and
verified. To this end, we use the real-time capabilities of Timed CSP and FDR3.

4.1 Abstract Model

The overall adaptive system consists of a set of (distributed) adaptive compo-
nents. Each such component consists of an adaptation component, a functional
component, and, if necessary, a timer.

AdaptiveComponent ( i ) = (AC( i ) [ | { t imeout } | ] TIMER( i ) )
[ | union (FE( i ) , {| getData , setContro lData |} ) | ] FC( i )

The adaptation component checks whether adaptation of the functional com-
ponent is necessary every t(i) time units. As the adaptation component has no
direct access on the functional or control data, it has to explicitly fetch the
data from the functional component using the getData event, analyse it, plan
adaptation and execute the plan by setting the control data and possibly notify-
ing other adaptive components, thereby implementing IBM’s MAPE (monitor,
analyse, plan, execute) approach. This is captured in the CHECKADAPT and ADAPT
processes described below. The adaptation component can also be triggered by
some external adaptation event or be notified that the timeout has elapsed. The
timeout can for example be used to denote that during the last timer(i) time
units no functional event took place (see TIMER below).

AC( i ) = [ ] WAIT( t ( i ) ) ; CHECKADAPT( i )
[ ] ( [ ] x :EA( i ) @ x −> getData?d?cd −> ADAPT( i , x ) )
[ ] t imeout −> getData?d?cd −> ADAPT( i , t imeout )

To check whether adaptation is necessary, the current (necessary) functional
data and control data is fetched from the functional component. According to



Modular Design and Verification of Distributed Adaptive Real-Time Systems 7

local violations of the invariant, actual adaptation of control data takes place.
On this level of abstraction, the invariant is not explicitly captured but possible
violations are modelled via internal choices.

CHECKADAPT( i ) = getData?d?cd −>
( |˜ | x : IA( i ) @ x −> ADAPT( i , x )
|˜ | AC( i ) )

Adaptation takes some time ta(i,x), depending on the component in which
adaptation takes i place and depending on the cause of adaptation x. After the
plan is created, the corresponding control data is set in the functional compo-
nent and further adaptive components are notified using external adaptation EA
events. Notification is realised in NotifyACs process.

ADAPT( i , x ) = WAIT( ta ( i , x ) ) ;
|˜ | cd : CD @ setContro lData . cd −>

( NotifyACs ( i , x ) ; AC( i ) )

The timer keeps track of whether some functional event took place within
the last timer(i) time units.

TIMER( i ) = [ ] x :FE( i ) −> TIMER( i )
[ ] WAIT( timer ( i ) ) ; t imeout −> TIMER( i )

The functional component provides information about the internal data to
the adaptation component and the control data can be set by the adaptation
component. On this abstract level, we abstract away state information using
constructions based on internal choices. The functional component can also com-
municate with other functional components or manipulate its functional data.

FC( i ) = |˜ | (d , cd ) : {(d , cd ) | d <− D , cd <− CD}
@ getData .d . cd −> FC( i )

[ ] setContro lData?cd ’ −> FC( i )
[ ] |˜ | x :FE( i ) @ x −> FC( i )

The abstract components have a far smaller state space than the refined
components that we introduce in the following subsection. Only by this, the
verification on the abstract level is possible in reasonable time. The relatively
complicated construction for coping with state information based on internal
choices (e.g. getData in the functional component) is necessary to allow for
later refinements in the failures model of CSP. It is certainly a radical way to
leave out all of the state information here. However, it would be possible to keep
at least a part of the state information.

4.2 Refined Model

In the abstract model, state information of the components is not present. A
refined model needs to make clear when the actions actually take place. To do
this in the context of CSP, non-determinism is usually reduced by replacing
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internal choices (|~|) with guarded deterministic choices ([]). For the adapta-
tion component, the adaptation logic is refined by reducing non-determinism in
CHECKADAPT and ADAPT. In the CHECKADAPT’ subcomponent, the invariant is now
explicitly modelled by the g(i,d,cd,ia) predicate. Note that CHECKADAPT’ and
ADAPT’ now depend on the functional (d) and control data (cd).

AC’ ( i ) = WAIT( t ) ; CHECKADAPT’ ( i )
[ ] ( [ ] x :EA @ x −> getData?d?cd −> ADAPT’ ( i , d , cd , x ) )

[ ] t imeout −> getData?d?cd −> ADAPT’ ( i , d , cd , t imeout )

CHECKADAPT’ ( i ) = getData?d?cd −>
( [ ] i a : IA( i ) @ g ( i , d , cd , i a ) & ia −> ADAPT’ ( i , d , cd , i a )

[ ] e lse & none −> AC’ ( i ) )

ADAPT’ ( i , d , cd , x ) = WAIT( ta ( i , x ) ) ;

setContro lData . f ( i , d , cd , x ) −>
NotifyACs ’ ( i , d , cd , x ) ; AC’ ( i )

The functional component no longer abstracts from the data, but makes use
of it to implement the actual functional logic using, e.g., guards (gf(...)).

FC’ ( i , d , cd ) = getData .d . cd −> FC’ ( i , d , cd )
[ ] setContro lData?cd ’ −> FC’ ( i , d , cd ’ )

[ ] ( [ ] f e :FE( i ) @ g f ( i , d , cd , f e ) & f e −> FC’ ( i , h (d , x ) , cd ) )

In the next section, we explain the refinement and verification process in the
context of the presented adaptive system pattern. This makes it also clearer why
it is beneficial for a designer to provide models on different abstraction levels.

4.3 Proving Refinement

The aim of the described pattern is to facilitate the modular refinement and ver-
ification of adaptive real-time systems. By separating functional from adaptive
behaviour, we are able to verify the respective properties separately.

The most abstract system model leaves out most of the details concerning
adaptation and functional behaviour. When adaptation takes place, it has no
direct influence on the functional behaviour of the components. Thus, the most
abstract model is suited to verify properties, which focus neither on the adapta-
tion behaviour nor the functional behaviour. By introducing detailed adaptation
or functional behaviour, we refine the abstract model to a refined model that
fulfils more required properties w.r.t. adaptation behaviour or w.r.t. functional
behaviour due to the preservation of properties. The key point is that for many
properties only the functional behaviour or the adaptation behaviour needs to
be refined, not necessarily both at the same time.

A refinement-based verification approach has two major advantages. First, we
can verify functional correctness and adaptation correctness separately. On the
most abstract level, we have a system that is composed of a functional component
FC and an adaptation component AC. Both of these abstract components leave
out most of the details. By refining the functional component to FC ′ and the
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adaptive component to AC ′, we can verify functional properties and adaptation
properties while leaving out details of the respective component, which is not of
interest for the respective property. Formally, we have FC ⊗AC �FD FC ′ ⊗AC
and FC⊗AC �FD FC⊗AC ′. Furthermore, we have that FC ′⊗AC �FD FC ′⊗
AC ′ and FC⊗AC ′ �FD FC ′⊗AC ′. This means that all properties that are valid
on the partly refined models FC ′⊗AC and FC⊗AC ′ remain valid in the refined
model FC ′ ⊗AC ′. The second advantage is related to the environment model. In
CSP, a model is more abstract than another when it contains fewer constraints.
This means that a refined system has fewer behaviours than an abstract one.
Ideally, we would like to verify an adaptive system with a most abstract or most
unconstrained environment. However, this is almost never possible especially
in the context of adaptive systems. Refinement allows us to include necessary
constraints to the environment to prove the overall system correct.

5 Example

In this section, we present a simple adaptive system with which we illustrate the
main ideas of the adaptive system pattern from the previous section. It consists
of two adaptive components: a light dimmer and a daylight sensor. When the
daylight sensor recognises a change in light intensity that stays stable for a
certain amount of time, the dimmer is notified that it possibly should adapt to
the new situation by changing the dim intensity. Furthermore, the dimmer can
be adjusted manually, which represents the actual functional behaviour of the
dimmer. On the abstract level, we omit details concerning the state information
in the components. This means that all choices, which should depend on the
state information are realised by internal choices.

The dimmer is adjusted manually using the higher and lower events. Fur-
thermore, the dim intensity can be set using the setGoal event leading to an
automatic adjustment phase thereafter. Finally, the current dim value can be
queried. The obs event is used as an observation event for later verification only.

DimmerFC 0(y ) = higher −> obs?x −> DimmerFC 0(y )
[ ] lower −> obs?x −> DimmerFC 0(y )
[ ] setGoal?ny −> DimmerFC 0 (9)
[ ] (y>0 & ( ad jus t −> DimmerFC 0(y−1)

|˜ | DimmerFC 0 ( 0 ) ) )
[ ] y==0 & obs?x −> DimmerFC 0(−1)
[ ] getCurrent?x −> DimmerFC 0(y )

The corresponding adaptation component can be notified that the intensity of
the surrounding light has changed such that it subsequently adapts the behaviour
of the functional component.

DimmerAC 0 = newIntens i ty?y −>
getCurrent?x −> (DimmerAC 0

|˜ | setGoal?x −> DimmerAC 0)
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AdaptiveComponent1 00 =
DimmerAC 0 [ | {| getCurrent , setGoal |} | ] DimmerFC 0(−1)

The light sensor recognises the daylight intensity. If it remains stable for 5
time units, the dimmer is possibly notified using the newIntensity event. On
this abstraction level, details of the check are hidden through an internal choice.

LightSensorTimer = WAIT(5) ; t imeout −> LightSensorTimer

[ ] l i g h t ?y −> LightSensorTimer

LightSensorAC 0 = timeout −>
g e t I n t e n s i t y ?y −> ( newIntens i ty?x −> LightSensorAC 0

|˜ | LightSensorAC 0 )

LightSensorFC 0 = l i g h t ?x −> LightSensorFC 0

[ ] g e t I n t e n s i t y ?x −> LightSensorFC 0

AdaptiveComponent2 00 =
( ( LightSensorAC 0 [ | { t imeout } | ] LightSensorTimer ) \{ t imeout })

[ | {| g e t I n t e n s i t y |} | ] LightSensorFC 0

The environment model formalises the restriction that at most once a second
the system is interacted with. This is a severe restriction but eases presentation.
Finally, the system model assembles the adaptive components and the environ-
ment model according to the architecture given by our adaptive pattern.

ENV = WAIT(1) ; ( l i g h t ?y−>ENV [ ] higher−>ENV [ ] lower−>ENV)

System abs = ( ( AdaptiveComponent1 00 [ | { | newIntens i ty |} | ]
AdaptiveComponent2 00 )

[ | { | l i g h t , higher , lower |} | ]
ENV) \{| newIntens i ty , getCurrent , g e t I n t e n s i t y |}

We have modelled three safety properties as CSP processes. Thus, trace
refinement is sufficient to express that a system fulfils them. Due to the lack
of space, we omit their CSP definitions here. The first property states that two
consecutive setGoal events always occur with different values. The second one
states that there is a delay of at least 4 time units between consecutive setGoal
events. Finally, the third property states that there are only small jumps in the
dimmer. The dim value before and after setting it can differ by two at most.

These properties are not valid in the abstract model presented above. We
first need to refine the model to be able to show them. All three properties are
concerned with the adaptation behaviour of the two components. So we need to
refine the adaptation mechanisms accordingly.

DimmerAC 1 =
newIntens i ty?y −>

getCurrent?x −> i f (x−y < 0) or (x−y > 9) then DimmerAC 1
else setGoal . (x−y ) −> DimmerAC 1
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LightSensorAC 1 (x ) =
timeout −> g e t I n t e n s i t y ?y −>
i f ( y !=x) then newIntens i ty . l D i f f (x , y ) −> LightSensorAC 1 (y )

else LightSensorAC 1 (x )

The adaptation components above are updated with these refined parts
accordingly (taking 0 as the initial value for x). The corresponding new sys-
tem description System abs2 is sufficiently refined to show the second property
using FDR3. Note that we need to prioritise internal events over tock and have
to specify that the setGoal and obs events are urgent but visible.

assert P2 [T= pr i o ( System abs2 ,<{| setGoal , obs |} ,{ tock}>)

The first and the third property do not hold on this model, because they
depend on the functional behaviour of the dimmer. So, we also refine DimmerFC.

DimmerFC 1(x , y ) =
x<9 & higher −> obs . ( x+1) −> DimmerFC 1(x+1,−1)

[ ] x>0 & lower −> obs . (x−1) −> DimmerFC 1(x−1,−1)
[ ] setGoal?ny −> DimmerFC 1(x , ny )
[ ] y>=0 and y>x & adjus t −> DimmerFC 1(x+1,y )
[ ] y>=0 and x>y & adjus t −> DimmerFC 1(x−1,y )
[ ] y>=0 and x==y & obs . x −> DimmerFC 1(x ,−1)
[ ] getCurrent . x −> DimmerFC 1(x , y )

With this refined version, we can finally show the first and the third property.

assert P1/P3 [T= pr i o ( System abs3 ,<{| setGoal , obs |} ,{ tock}>)

Note that the last property is not as obvious as it appears at first glance. If we
did not have the environmental assumptions that there is a delay of at least one
time unit between external events, a setGoal event could be arbitrarily delayed
while higher and lower events have an effect on the dimmer.

For completeness, we also give the refined version of the functional component
of the light sensor. Here, the last intensity value that has been recognised is
memorised and can be given to the adaptation component accordingly.

LightSensorFC 1 (x ) = l i g h t ?y −> LightSensorFC 1 (y )
[ ] g e t I n t e n s i t y . x −> LightSensorFC 1 (x )

In summary, we have shown that it is possible to verify the example above in
a modular way by focussing especially on adaptation behaviour while abstract-
ing from functional behaviour as much as possible. Although being a relatively
simple example, we are confident that we benefit from applying our approach to
more complex systems as described in the next section.

6 Conclusion and Future Work

In this paper, we have presented a design pattern that supports the modular
design and verification of distributed adaptive real-time systems. It clarifies how
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functional and control data is processed and communicated within the individ-
ual components of a distributed adaptive system. Adaptation is achieved in a
decentralised fashion. Moreover, we have demonstrated how timing dependen-
cies of adaptation behaviours can be modelled and analysed. Using an example,
we have shown how the approach facilitates the stepwise development of dis-
tributed adaptive real-time systems and helps to cope with the complexity of
such systems by using automated verification methods.

In future work, we plan to apply our approach to an adaptive multicore
system, which was previously only incompletely verified [10], because of lim-
ited scalability due to not separating functional from adaptation behaviour. As
another piece of work, we want to analyse whether we can exploit the composi-
tional structure of systems in our approach to enable runtime verification. This
would especially enable the integration of more flexible adaptation strategies at
design time such that the system could apply the correct strategies at runtime
while preserving functional and adaptation correctness.
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Abstract. Swarm robotics has emerged as a paradigm whereby intelli-
gent agents are considered to be autonomous entities that interact either
cooperatively or non-cooperatively. The concept is biologically-inspired
and offers many advantages compared with single-agent systems, such
as: greater redundancy, reduced costs and risks, and the ability to dis-
tribute the overall work among swarm members, which may result in
greater efficiency and performance. The distributed and local nature of
these systems is the main factor in the high degree of parallelism dis-
played by their dynamics that often results in adaptation to changing
environmental conditions and robustness to failure. This paper presents
a formal approach to modeling self-adaptive behavior for swarm robotics.
The approach relies on the KnowLang language, a formal language ded-
icated to knowledge representation for self-adaptive systems.

1 Introduction

Aside from complex mechanics and electronics, building robots is about the chal-
lenge of interacting with a dynamic and unpredictable world, which requires the
presence of intelligence. In swarm robotics systems, in addition to this challenge,
we also need to deal with the dynamic local interactions among robots, often
resulting in emergent behavior at the level of the entire swarm. Real swarm
intelligence systems such as social insects, bird flocks and fish schools, leverage
such parallelism to achieve remarkable efficiency and robustness to hazards. The
prospect of replicating the performance of natural systems and their incredible
ability of self-adaptation is the main motivation in the study of swarm robotics
systems.

Swarm robotics brings most of the challenges that the theories and method-
ologies developed for self-adaptive systems are attempting to solve. Hence, self-
adaptation has emerged as an important paradigm making a swarm robotics
system capable of modifying the system behavior and/or structure in response
to increasing workload demands and changes in the operational environment.
Note that robotic artificial intelligence (AI) mainly excels at formal logic, which
allows it, for example, to find the appropriate action from hundreds of possible
actions.

In this paper, we present a formal approach to modeling self-adaptive behav-
ior of swarm robotics. We use KnowLang, a formal framework under development
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under the mandate of the FP7 project, ASCENS [1]. KnowLang’s notation is
a formal language dedicated to knowledge representation for self-adaptive sys-
tems, so the framework provides both a notation and reasoning to deal with
self-adaptation.

The rest of this paper is organized as follows. Section 2 presents the ARE app-
roach that helps us capture the requirements for self-adaptive behavior. Section
3 describes our swarm robotics case study. Section 4 presents our approach to
specifying the self-adaptive behavior of swarm robots with KnowLang. Finally,
Section 5 provides brief concluding remarks and a summary of our future goals.

2 Requirements for Self-adaptive Behavior

We aim to capture self-adaptive behavior so that it can be properly designed
and subsequently implemented. To do so, we consider that self-adaptive behavior
extends the regular objectives of a system upstream with special self-managing
objectives, also called self-* objectives [6]. Basically, the self-* objectives provide
autonomy features in the form of a system’s ability to automatically discover,
diagnose, and cope with various problems. This ability depends on the system’s
degree of autonomicity, quality and quantity of knowledge, awareness and mon-
itoring capabilities, and quality characteristics such as adaptability, dynamic-
ity, robustness, resilience, and mobility. The approach for capturing all of these
requirements is called Autonomy Requirements Engineering (ARE) [4–6]. This
approach aims to provide a complete and comprehensive solution to the problem
of autonomy requirements elicitation and specification. Note that the approach
exclusively targets the self-* objectives as the only means to explicitly determine
and define autonomy requirements. Thus, it is not meant to handle the regular
functional and non-functional requirements of the systems, presuming that those
might by tackled by the traditional requirements engineering approaches, e.g.,
use case modeling, domain modeling, constraints modeling, etc. Hence, func-
tional and non-functional requirements may be captured by the ARE approach
only as part of the self-* objectives elicitation.

The ARE approach starts with the creation of a goals model that represents
system objectives and their interrelationships for the system in question. For this,
we use GORE (Goal-Oriented Requirements Engineering) where ARE goals are
generally modeled with intrinsic features such as type, actor, and target, with
links to other goals and constraints in the requirements model. Goals models
may be organized in different ways copying with the system’s specifics and the
engineers’ understanding of the system’s goals. Thus we may have hierarchical
structures where goals reside at different level of granularity and concurrent
structures where goals are considered as being concurrent to each other.

The next step in the ARE approach is to work on each one of the system
goals along with the elicited environmental constraints to come up with the self-
* objectives providing the autonomy requirements for this particular system’s
behavior. In this phase, we apply a special Generic Autonomy Requirements
model to a system goal to derive autonomy requirements in the form of the goal’s
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supportive and alternative self-* objectives along with the necessary capabilities
and quality characteristics.

Finally, the last step after defining the autonomy requirements per the sys-
tem’s objectives is the formalization of these requirements, which can be con-
sidered as a form of formal specification or requirements recording. The formal
notation used to specify the autonomy requirements is KnowLang [7]. The pro-
cess of requirements specification with KnowLang extends over a few phases:

1. Initial knowledge requirements gathering – involves domain experts to deter-
mine the basic notions, relations and functions (operations) of the domain
of interest.

2. Behavior definition – identifies situations and behavior policies as “control
data”, helping to identify important self-adaptive scenarios.

3. Knowledge structuring – encapsulates domain entities, situations and behav-
ior policies into KnowLang structures such as concepts, properties, function-
alities, objects, relations, facts and rules.

To specify self-* objectives with KnowLang, we use special policies associated
with goals, special situations, actions (eventually identified as system capabili-
ties), metrics, etc.[7]. Hence, self-* objectives are represented as policies describ-
ing at an abstract level what the system will do when particular situations arise.
The situations are meant to represent the conditions needed to be met in order
for the system to switch to a self-* objective while pursuing a system goal. Note
that policies rely on actions that are a priori defined as functions of the system.
In the case that such functions have not been defined yet, the needed functions
should be considered as autonomous functions and their implementation will be
justified by the ARE’s selected self-* objectives.

According to the KnowLang semantics, in order to achieve specified goals
(objectives), we need to specify policy-triggering actions that will eventually
change the system states, so the desired ones, required by the goals, will become
effective [7]. Note that KnowLang policies allow the specification of autonomic
behavior (autonomic behavior can be associated with self-* objectives), and
therefore, we need to specify at least one policy per single goal; i.e., a policy
that will provide the necessary behavior to achieve that goal. Of course, we may
specify multiple policies handling same goal (objective), which is often the case
with the self-* objectives and let the system decide which policy to apply taking
into consideration the current situation and conditions. The following is a formal
presentation of a KnowLang policy specification [7].

Policies (Π) are at the core of autonomic behavior (autonomic behavior
can be associated with autonomy requirements). A policy π has a goal (g),
policy situations (Siπ), policy-situation relations (Rπ), and policy conditions
(Nπ) mapped to policy actions (Aπ) where the evaluation of Nπ may eventually
(with some degree of probability) imply the evaluation of actions (denoted with

Nπ
[Z]→ Aπ (see Definition 2). A condition is a Boolean function over ontology

(see Definition 4), e.g., the occurrence of a certain event.
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Definition 1. Π := {π1, π2, ...., πn}, n ≥ 0 (Policies)

Definition 2. π :=< g, Siπ, [Rπ], Nπ, Aπ,map(Nπ, Aπ, [Z]) >

Aπ ⊂ A,Nπ
[Z]→ Aπ (Aπ - Policy Actions)

Siπ ⊂ Si, Siπ := {siπ1 , siπ2 , ...., siπn
}, n ≥ 0

Rπ ⊂ R,Rπ := {rπ1 , rπ2 , ...., rπn
}, n ≥ 0

∀rπ ∈ Rπ • (rπ :=< siπ, [rn], [Z], π >) , siπ ∈ Siπ

Siπ
[Rπ]→ π → Nπ

Definition 3. Nπ := {n1, n2, ...., nk}, k ≥ 0 (Conditions)

Definition 4. n := be(O) (Condition - Boolean Expression)

Definition 5. g := 〈⇒ s′〉|〈s ⇒ s′〉 (Goal)

Definition 6. s := be(O) (State)

Definition 7. Si := {si1, si2, ...., sin}, n ≥ 0 (Situations)

Definition 8. si :=< s,A
←
si , [E

←
si ], Asi > (Situation)

A
←
si⊂ A (A ←

si - Executed Actions)
Asi ⊂ A (Asi - Possible Actions)
E

←
si⊂ E (E ←

si - Situation Events)

Policy situations (Siπ) are situations that may trigger (or imply) a policy π,

in compliance with the policy-situations relations Rπ (denoted with Siπ
[Rπ]→ π),

thus implying the evaluation of the policy conditions Nπ (denoted with π →
Nπ)(see Definition 2). Therefore, the optional policy-situation relations (Rπ)
justify the relationships between a policy and the associated situations (see Def-
inition 2). In addition, the self-adaptive behavior requires relations to be specified
to connect policies with situations over an optional probability distribution (Z)
where a policy might be related to multiple situations and vice versa. Proba-
bility distribution is provided to support probabilistic reasoning and to help the
KnowLang Reasoner choose the most probable situation-policy “pair”. Thus, we
may specify a few relations connecting a specific situation to different policies to
be undertaken when the system is in that particular situation and the probabil-
ity distribution over these relations (involving the same situation) should help

the KnowLang Reasoner decide which policy to choose (denoted with Siπ
[Rπ]→ π

- see Definition 2).
A goal g is a desirable transition to a state or from a specific state to another

state (denoted with s ⇒ s′) (see Definition 5). A state s is a Boolean expression
over ontology (be(O))(see Definition 6), e.g., “a specific property of an object
must hold a specific value”. A situation is expressed with a state (s), a history
of actions (A ←

si) (actions executed to get to state s), actions Asi that can be
performed from state s and an optional history of events E

←
si that eventually

occurred to get to state s (see Definition 8).
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Ideally, policies are specified to handle specific situations, which may trigger
the application of policies. A policy exhibits a behavior via actions generated
in the environment or in the system itself. Specific conditions determine which
specific actions (among the actions associated with that policy - see Definition
2) shall be executed. These conditions are often generic and may differ from
the situations triggering the policy. Thus, the behavior not only depends on the
specific situations a policy is specified to handle, but also depends on additional
conditions. Such conditions might be organized in a way allowing for synchro-
nization of different situations on the same policy. When a policy is applied,
it checks what particular conditions are met and performs the mapped actions
(see map(Nπ, Aπ, [Z])) - see Definition 2). An optional probability distribution
can additionally restrict the action execution. Although initially specified, the
probability distribution at both mapping and relation levels is recomputed after
the execution of any involved action. The re-computation is based on the conse-
quences of the action execution, which allows for reinforcement learning.

3 The Ensemble of Robots Case Study

The ensemble of robots case study targets swarms of intelligent robots with self-
awareness capabilities that help the entire swarm acquire the capacity to reason,
plan, and autonomously act. The case study relies on the marXbot robotics
platform [2], which is a modular research robot equipped with a set of devices
that help the robot interact with other robots of the swarm or the robotic envi-
ronment. The environment is defined as an arena where special cuboid-shaped
obstacles are present in arbitrary positions and orientations. Moreover, the envi-
ronment may contain a number of light sources, usually placed behind the goal
area, which act as environmental cues used as shared reference frames among all
robots.

Each marXbot robot is equipped with a set of devices to interact with the
environment and with other robots of the swarm:

• a light sensor, that is able to perceive a noisy light gradient around the robot
in the 2D plane;

• a distance scanner that is used to obtain noisy distances and angular values
from the robot to other objects in the environment;

• a range and bearing communication system, with which a robot can com-
municate with other robots that are in line-of-sight;

• a gripper, that is used to physically connect to the transported object;
• two wheels independently controlled to set the speed of the robot.

Currently, the marXbots robots are able to work in teams where they coordinate
based on simple interactions in group tasks. For example, a group of marXbots
robots may collectively move a relatively heavy object from point A to point B
by using their grippers.

For the purpose of the Ensemble of Robots case study, we developed a simple
scenario that requires self-adaptive behavior of the individual marXbot robots
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[3]. In this scenario, a team of marXbot robots, called rescuers, is deployed in
a special area, called a deployment area. We imagine that some kind of disaster
has happened, and the environment is occasionally obstructed by debris that the
robots can move around. In addition, a portion of the environment is dangerous
for robot navigation due to the presence of radiation. We assume that prolonged
exposition to radiation damages the robots. For example, short-term exposition
increases a robot’s sensory noise. Long-term damage, eventually, disables the
robot completely. To avoid damage, the robots can use debris to build a protective
wall.

Further, we imagine that a number of victims are trapped in the environment
and must be rescued by the robots. Each victim is suffering a different injury. The
robots must calculate a suitable rescuing behavior that maximizes the number
of victims rescued. A victim is considered rescued when it is deposited in the
deployment area alive. To perform its activities, a robot must take into account
that it has limited energy.

4 Formalizing Swarm Robotics with KnowLang

Following the scenario described in Section 3, we applied the ARE approach
(see Section 2) and derived the goals along with the self-* objectives assisting
these goals when self-adaptation is required. Note that the required analysis
and process of building the goals model along with the process of deriving the
adaptation-supporting self-* objectives is beyond the scope of this paper. These
will be addressed in a future paper.

Based on the rationale above, we applied the ARE approach (see Section 2)
and derived the system’s goals along with the self-* objectives assisting these
goals when self-adaptation is required. Note that the required analysis and pro-
cess of building the goals model for swarm robotics along with the process of
deriving the adaptation-supporting self-* objectives is beyond the scope of this
paper.

Figure 1 depicts the ARE goals model for swarm robotics where goals are
organized hierarchically at three different levels. As shown, the goals from the
first two levels (e.g., “Rescue Victims”, “Protect against Radiation”, and “Move
Victims away”) are main system goals captured at different levels of abstraction.
The 3rd level is resided by self-* objectives (e.g., “Clean Debris”, “Optimize
Rescue Operation”, and “Avoid Radiation Zones”) and supportive goals (e.g.,
“Exploration and Mapping” and “Find Victim”) associated with and assisting
the 2nd-level goals. Basically, all self-* objectives inherit the system goals they
assist by providing behavior alternatives with respect to these system goals.
The system switches to one of the assisting self-* objectives when alternative
autonomous behavior is required (e.g., a robot needs to avoid a radiation zone).
In addition, Figure 1 depicts some of the environmental constraints (e.g., “Radi-
ation” and “Debris”), which may cause self-adaptation.

In order to specify the autonomy requirements for swarm robotics, the first
step is to specify a knowledge base (KB) representing the swarm robotics sys-
tem in question, i.e., robots, victims, radiation, debris, etc. To do so, we need
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Fig. 1. Swarm Robotics Goals Model with Self-* Objectives

to specify ontology structuring the knowledge domain of the case study. Note
that this domain is described via domain-relevant concepts and objects (concept
instances) related through relations. To handle explicit concepts like situations,
goals, and policies, we grant some of the domain concepts with explicit state
expressions where a state expression is a Boolean expression over the ontology
(see Definition 6 in Section 2). Note that being part of the autonomy require-
ments, knowledge plays a very important role in the expression of all the auton-
omy requirements (see Section 2).

Figure 2, depicts a graphical representation of the swarm robotics ontology
relating most of the domain concepts within a swarm robotics system. Note
that the relationships within a concept tree are ”is-a” (inheritance), e.g., the
Radiation Zone concept is an EnvironmentEntity and the Action concept is a
Knowledge and consecutively Phenomenon, etc. Most of the concepts presented
in Figure 2 were derived from the Swarm Robotics Goals Model (see Figure 1).
Other concepts are considered explicit and were derived from the KnowLang
specification model [8].

The following is a sample of the KnowLang specification representing the
Robot concept. As specified, the concept has properties of other concepts, func-
tionalities (actions associated with that concept), states (Boolean expressions
validating a specific state), etc. For example, the IsOperational state holds
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Fig. 2. Swarm Robotics Ontology Specified with KnowLang

when the robot’s battery (the rBattery property) is not in the batteryLow state
and the robot itself is not in the IsDamaged state.
CONCEPT Robot { ....

PROPS {

PROP rBattery {TYPE{swarmRobots.robots.CONCEPT_TREES.Battery} CARDINALITY{1}}

PROP rPlanner {TYPE{swarmRobots.robots.CONCEPT_TREES.Planner} CARDINALITY{1}}

PROP rCommunicationSys {TYPE{swarmRobots.robots.CONCEPT_TREES.CommunicationSys} CARDINALITY{1}}

PROP liftCapacity {TYPE{NUMBER} CARDINALITY{1}}

PROP dragCapacity {TYPE{swarmRobots.robots.CONCEPT_TREES.Capacity} CARDINALITY{1}}

PROP rDamages {TYPE{swarmRobots.robots.CONCEPT_TREES.Damage} CARDINALITY{*}}

PROP distDebries {TYPE{swarmRobots.robots.CONCEPT_TREES.Dstance_to_Debries} CARDINALITY{1}}

PROP victimToCareOf {TYPE{swarmRobots.robots.CONCEPT_TREES.Victim} CARDINALITY{1}}}

FUNCS {

FUNC plan {TYPE {swarmRobots.robots.CONCEPT_TREES.Plan}}

FUNC explore {TYPE {swarmRobots.robots.CONCEPT_TREES.Explore}}

FUNC selfCheck {TYPE {swarmRobots.robots.CONCEPT_TREES.CheckForDamages}}

FUNC dragVictimAway {TYPE {swarmRobots.robots.CONCEPT_TREES.DragVictim}}

FUNC carryVictim {TYPE {swarmRobots.robots.CONCEPT_TREES.CarryVictim}}

FUNC buildWall {TYPE {swarmRobots.robots.CONCEPT_TREES.BuildWall}}}

STATES {

STATE IsOperational{ NOT swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.rBattery.STATES.batteryLow AND

NOT NOT swarmRobots.robots.CONCEPT_TREES.Robot.STATES.IsDamaged }

STATE IsDamaged { swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.selfCheck > 0 }

STATE IsPlaning { IS_PERFORMING{swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.plan} }

STATE IsExploring { IS_PERFORMING{swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.explore} }

STATE HasDebrisNearby { swarmRobots.robots.CONCEPT_TREES.Victim.PROPS.distDeplArea < 3 } //less than 3 m

}}

Note that states are extremely important to the specification of goals, situations,
and policies. For example, states help the KnowLang Reasoner determine at
runtime whether the system is in a particular situation or a particular goal has
been achieved. The following code sample presents a partial specification of a
simple goal.
CONCEPT_GOAL Protect_Victim_against_Radiation { ....

SPEC {

DEPART { swarmRobots.robots.CONCEPT_TREES.Victim.STATES.underRadiation }

ARRIVE { swarmRobots.robots.CONCEPT_TREES.Victim.STATES.radiationSafe }}}

The following is the specification of a policy called ProtectV ictimAgainst
Radiation. As shown, the policy is specified to handle the Protect V ictim
against Radiation goal and is triggered by the situation V ictimNeedsHelp.
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Further, the policy triggers via its MAPPING sections conditionally the exe-
cution of a sequence of actions. When the conditions are the same, we specify a
probability distribution among the MAPPING sections involving same condi-
tions (e.g., PROBABILITY {0.6}), which represents our initial belief in action
choice.

CONCEPT_POLICY ProtectVictimAgainstRadiation { ....

SPEC {

POLICY_GOAL { swarmRobots.robots.CONCEPT_TREES.Protect_Victim_against_Radiation }

POLICY_SITUATIONS { swarmRobots.robots.CONCEPT_TREES.VictimNeedsHelp }

POLICY_RELATIONS { swarmRobots.robots.RELATIONS.Policy_Situation_1 }

POLICY_ACTIONS { swarmRobots.robots.CONCEPT_TREES.DragVictim,

swarmRobots.robots.CONCEPT_TREES.CarryVictim,swarmRobots.robots.CONCEPT_TREES.BuildWall}

POLICY_MAPPINGS {

MAPPING {

CONDITIONS { swarmRobots.robots.CONCEPT_TREES.Robot.STATES.IsOperational AND

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.victimToCareOf.PROPS.victimMass >

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.liftCapacity AND

swarmRobots.robots.CONCEPT_TREES.Robot.STATES.HasDebrisNearby}

DO_ACTIONS {swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.dragVictimAway} PROBABILITY {0.6}}

MAPPING {

CONDITIONS { swarmRobots.robots.CONCEPT_TREES.Robot.STATES.IsOperational AND

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.victimToCareOf.PROPS.victimMass >

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.liftCapacity AND

swarmRobots.robots.CONCEPT_TREES.Robot.STATES.HasDebrisNearby}

DO_ACTIONS {swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.buildWall} PROBABILITY {0.4}}

MAPPING {

CONDITIONS { swarmRobots.robots.CONCEPT_TREES.Robot.STATES.IsOperational AND

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.victimToCareOf.PROPS.victimMass <=

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.liftCapacity}

DO_ACTIONS {swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.carryVictim} PROBABILITY {0.6}}

MAPPING {

CONDITIONS { swarmRobots.robots.CONCEPT_TREES.Robot.STATES.IsOperational AND

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.victimToCareOf.PROPS.victimMass <=

swarmRobots.robots.CONCEPT_TREES.Robot.PROPS.liftCapacity}

DO_ACTIONS { swarmRobots.robots.CONCEPT_TREES.Robot.FUNCS.dragVictimAway} PROBABILITY {0.4}

}}}}

As specified, the probability distribution gives the designer’s initial preference
about what actions should be executed if the system ended up running that
policy. Note that at runtime, the KnowLang Reasoner maintains a record of all
the action executions and re-computes the probability rates every time when
a policy has been applied and subsequently, actions have been executed. Thus,
although initially the system will execute the function dragV ictimAway (it has
the higher probability rate of 0.6), if that policy cannot achieve its goal with this
action, then the probability distribution will be shifted in favor of the function
buildWall, which may be executed the next time when the system will try to
apply the same policy. Therefore, probabilities are recomputed after every action
execution, and thus the behavior changes accordingly.

5 Conclusion and Future Work

Swarm robotics systems generally exhibit a number of autonomic features result-
ing in complex behavior and complex interactions with the operational environ-
ment, often leading to a need for self-adaptation. The need of self-adaptation
arises when a system needs to cope with changes in order to ensure realization
of its objectives. To properly develop such systems, it is very important to appro-
priately handle their self-adaptive behavior. In this paper, we have presented an
approach to capturing the requirements for, and modeling self-adaptive behavior,
of swarm robotics. We consider that self-adaptive behavior extends the regular
goals of a system upstream with special self-* objectives in the form of system’s
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ability to automatically discover, diagnose, and cope with various problems. To
formalize self-* objectives, the approach relies on the KnowLang language, a for-
mal language dedicated to knowledge representation for self-adaptive systems.

Future work is mainly concerned with further development of the Autonomy
Requirements Engineering approach along with full implementation of KnowL-
ang, involving tools and a test bed for autonomy requirements verification and
validation.
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Abstract. Urban environments are increasingly invaded by devices that
acquire sensor information and pave the way for innovative forms of
context awareness. Collecting knowledge from loosely-structured data
streams and reasoning about changes are two key elements of the pro-
cess. This paper illustrates a possible way to combine these two elements
in a coordinated way. We make use of a recently-developed framework
for classifying data streams with service-oriented, reconfigurable compo-
nents. Furthermore, we embed the KnowLang Reasoner, allowing logical
and statistical reasoning on the acquired knowledge aiming to achieve
self-adaptation.

1 Introduction

The widespread adoption of sensor networks, actuators and computational
resources capable of interacting with people is transforming urban environments
as well as domestic spaces [1,3,6]. However, the design of such systems presents
challenges for current approaches. Designing with a top-down approach means
that all the requirements of a software architecture have to be taken into account
a priori. Systems engineered in this way have a predictable and measurable
behaviour but are not well suited to cope with dynamic execution contexts. On
the other hand, bottom-up design delivers robust systems that can eventually be
used in pervasive environments. However, modelling system behaviour of such
pervasive systems is not a trivial task and potential urban scenarios call for a
balanced trade-off between the two approaches.

Situational awareness appears to be one of the key drivers that guide this
trade-off. In fact, it can be used to provide systems with adaptation capabilities
— essential in dynamic, interconnected, and yet, heterogeneous environments —
without compromising predictable behaviours. For example, it would be possible
to envision a system capable of continuously inferring its operating context and
executing actions accordingly. Increasing both the number of inferred contexts
and possible actions leads to seemingly-adaptive systems [2].

This paper illustrates how situational awareness and reasoning can be put to
work together in order to implement adaptive behaviours. For awareness collec-
tion, we have made use of a recently-developed framework [4], centered around
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 23–32, 2015.
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the concept of dynamic service reconfiguration, which is able to gather data
from a number of different sources, and classify them using general-purpose
algorithms. For reasoning, instead, we used the KnowLang framework [10]. The
combination of these tools allows systems to collect data on situational aware-
ness, reason about it, and select the most proper chain of actions accordingly
in a closed loop fashion (see Figure 1). As an example, we discuss a case study
describing the implementation of a self-driving, self-adapting drone. Situational
awareness data is collected via various sensors, classified and provided to the
KnowLang Reasoner to select the appropriate actions.

The rest of this paper is organised as follows. Section 2 presents our approach
to data collection and classification. Section 3 provides a brief introduction to
KnowLang along with a short discussion on how it can cope with the collected
data. Then, in Section 4 we present a small proof-of-concept case study. Finally,
Section 5 provides concluding remarks and a summary of our future goals.

2 Knowledge Collection and Understanding

In this section the framework for knowledge collection is described. It is based on
reconfigurable components and its goal is to provide a starting point for many
diverse applications. Developers are only required to select the required modules,
and define their topology and reconfiguration strategies as depicted in Figure 1.
It has been conceived around the following requirements [12] [7].

• Adaptation. The framework should be the key source of the applications’
adaptive capabilities. It has to provide the mechanisms and tools neces-
sary for knowledge processing. Applications relying on the framework must
receive compact and structured information about the environment and use
this as triggers for adaptation.

• Self-Adaptation. Given a specific classification task and a situation, the
framework should select the most appropriate components. For example, it is
possible to roughly recognise the vehicle used by a user with either GPS or an
accelerometer or microphone. An energy constrained system could constantly
monitor its residual energy and select the most appropriate trade-off between
consumption and classification accuracy. Service-oriented and dynamically
reconfigurable components have been recently proposed. They allow us to
select among different components (i.e., sensors, classifiers) depending on the
situation. Furthermore, reconfigurable components can transparently modify
their internal parameters. For example, classifiers can analyse temporal win-
dows of different sizes considering the availability of computational resources
or energy boundaries.

• Extensibility. The framework should be extensible in several ways, without
the need to restart it. First, it should be possible to deploy, modify, and
remove context services. Second, the infrastructure should support the evo-
lution of supported types of contexts by dynamic load context definitions,
functionality, and acquisition mechanisms.
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• Modelling abstractions. The type of situational information that is relevant
for modelling and handling varies across application settings. For example,
in a hospital, items like beds, pill-containers, and medicines are important
information for the work of clinicians, but this is specific to hospitals. Hence
the application programmer should be able to model and handle context
data specific to various settings.

• Software Engineering. Organising the framework around the idea of reconfig-
urable components (i.e., sensors, classifiers) leads to modularity and compos-
ability of the software ecosystem. Developers are allowed to deploy
components that are either: (i) already included in the framework or (ii)
developed by third parties.

• Event-based. The core quality of situation-aware applications is their ability
to react to changes in their environment. Hence, applications should be able
to subscribe to relevant events and be notified when such events occur.

Apache Camel

iPOJO

OSGI

Java JVM

Linux,Android

OpenCV, jMIR, Weka

EGO component Awareness Layer

Classification Layer

Sensor Layer

SEDA queues

SEDA queues

Conceptual ViewpointEngineering Viewpoint

D
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lo
y

C
ontrol

KnowLang

Applications

Fig. 1. The framework architecture is structured around three layers, namely sensor,
classifier and awareness layers

The architecture is structured around three layers, namely the sensor, clas-
sifier and awareness layers. Each layer can host multiple modules connected
to each other via application-definable topologies. The data flow from sensors
through the whole architecture is by means of in-memory queues enabling mod-
ules decoupling and many-to-many asynchronous communications. Each layer
can host multiple modules.

The sensor layer hosts modules that are responsible for retrieving raw data
from physical sensors and pre-processing them. An example could be a module
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acquiring images from a camera and cropping and resizing them. At the time of
writing, we have already implemented modules for reading data from Android
devices.

The classification layer hosts modules that consume data coming from the sen-
sor layer and classify them (i.e., generate semantically richer information). An
example could be a module able to classify the activity performed by a user by
processing accelerometer data. At the time of writing, we have implemented mod-
ules for classifying user activity, location, speed, and vehicle used on the basis of
common smartphone sensors. It is worth noting that our goal is to build a general-
purpose awareness framework that can be used as a commonbasis for both research
and application development, not to solve every possible classification problem.
Specific applications will need their own modules to be developed.

The awareness layer hosts modules consuming labels produced in the clas-
sification layer and feeding external applications with situational information.
These modules might have different goals depending on the application. How-
ever, they can be divided into two main classes. The former comprises modules
delegated to sensor fusion processes. These modules receive labels, eventually
conflicting, coming from multiple classification modules and apply algorithms to
achieve higher semantic levels. For example, common-sense knowledge has been
recently proposed [5] and could be integrated at this level. The latter, instead, is
related with the capability of the framework of monitoring and controlling itself.
In a sense, the awareness layer could be the key to building a self-aware aware-
ness module. For example, it would be possible within this level to integrate
modules observing the internal status of the framework and activating different
classifiers and sensors depending on operating conditions. This capability could
be used to achieve both improved classification accuracies and reduced power
consumption levels by continuously selecting the most suitable classifiers and
sensors. In this work, we embedded the KnowLang reasoner within this layer. It
receives labels from the classification layer and selects the arriving actions.

From an engineering viewpoint, the architecture is implemented on top of
industrial-level Java technologies. Each module is actually an OSGi component
able to meet the requirements mentioned above. On top of OSGi, we have an
iPOJO layer. iPOJO is a container-based framework handling the lifecycle of
Plain Old Java Objects (POJOs) and supporting management facilities such as
dynamic dependency handling, component reconfiguration, component factory,
and introspection. Moreover, the iPOJO container is easily extensible and allows
pluggable handlers, typically for the management of non-functional aspects. On
top of the iPOJO framework we build the support for the staged and layered
architecture by making use of Apache Camel. This framework provides compo-
nents with the capability of asynchronously processing data streams and com-
municating through in-memory queues. These queues allow modules belonging
to different layers to continuously communicate with each other with minimum
hardware requirements. Considering that pattern recognition has a central role in
situation awareness, we wrapped well-known data manipulation libraries within
the framework such as Weka, OpenCV, and jMIR.
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3 KnowLang

KnowLang [10] is a formal language dedicated to knowledge representation for self-
adaptive systems. The language implies a multi-tier specification model allowing
for integration of ontologies together with rules and Bayesian networks [8]. The
language aims at efficient and comprehensive knowledge structuring and aware-
ness based on logical and statistical reasoning coping with the non-deterministic
behaviour of self-adaptive systems by handling uncertain knowledge via additive
probabilities used to represent degrees of belief.WithKnowLang,we build a knowl-
edge base (KB) with a variety of knowledge structures such as ontologies, facts,
rules and constraints. The KnowLang ontologies are composed of hierarchically
organised concepts and objects. Moreover, concepts and objects may be addition-
ally related via relations. Relations are binary, i.e., connect two concepts, two
objects, or an object with a concept, and may have probability-distribution
attributes (e.g., over time, over situations, etc.). The relations can be expressed
graphically as concept maps (see Figure 2). Probability distribution is provided
to support probabilistic reasoning and by specifying relations with probability dis-
tributions, we actually specify Bayesian networks connecting the concepts and
objects of an ontology.

Figure 2 shows a KnowLang specification sample demonstrating both the
language syntax [9] and its visual counterpart — a concept map based on
interrelations with no probability distributions.

Fig. 2. KnowLang Specification Sample

For reasoning purposes, every concept specified with KnowLang, has an
intrinsic STATES attribute (see Figure 2) that may be associated with a set of
possible states that a concept’s instances may be in. In general, a concept may
occupy a new state when concept properties have been changed or some events
or actions have occurred in the system or environment. KnowLang employs spe-
cial knowledge structures and a reasoning mechanism for modelling self-adaptive
behaviour [11]. Such a behaviour can be expressed via special policies, events,
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actions, situations, and relations between policies and situations. Policies (Π)
are at the core of self-adaptive behavior. A policy π has a goal (g), policy situa-
tions (Siπ), policy-situation relations (Rπ), and policy conditions (Nπ) mapped
to policy actions (Aπ) where the evaluation of Nπ may eventually (with some
degree of probability) imply the evaluation of actions (formally denoted with

Nπ
[Z]→ Aπ). A condition is a Boolean expression over the ontology, e.g., the

occurrence of a certain event. A goal g is a desirable transition to a state, or
from a specific state, to another state (formally denoted with s ⇒ s′). A state
s is a Boolean expression over ontology (be(O)). Ideally, KnowLang policies are
specified to handle specific situations, which may trigger the application of poli-
cies. A policy exhibits a behaviour via actions generated in the environment or in
the system itself. Specific conditions determine which specific actions (among the
actions associated with that policy) will be executed. When a policy is applied,
it checks what particular conditions are met and performs the mapped actions.
An optional probability distribution may additionally restrict the action exe-
cution. Although initially specified, the probability distribution is recomputed
after the execution of any involved action. The re-computation is based on the
consequences of the action execution, which allows for reinforcement learning.

4 Case Study

To demonstrate our approach, we describe an example of a self-aware surveil-
lance drone designed for detecting people within specific areas of interest (see
Figure 3). The system has the goal to collect sensor data, classify the data, and
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Fig. 3. A self-aware surveillance drone designed for detecting people within specific
areas of interest



Reasoning on Data Streams: An Approach to Adaptation 29

define the situation the data are immersed in. However, instead of using a single
complex classifier, we provide developers a means of using a number of simpler
and more specific classifiers. These modules can be enabled, disabled, wired and
rewired in a dynamic way by making use of their output to navigate the state
automata. Each status has a name and is associated with a set of classifiers —
and associated sensors — that have to be active and a set of possible transitions.
Each time the output of an active classifier changes, a reconfiguration is applied.
Needed modules are deployed and inactive ones are automatically removed to
reach the new status. In this way, the overall problem of situation recognition
is modularised in a way similar to the way we believe our brain works. Each
node embeds the knowledge acquired by the former and activates more specific
classifiers to collect further details.

Figure 3, drives the reconfiguration of a surveillance drone. State A is acti-
vated as soon as the drone takes off and tries to detect areas of interests. As
soon as an area of interest is spotted, state B is activated and eventual people
are detected. State C, activated only when people are detected in an area of
interest analyses audio signals to detect dialogs. Finally, state D, refines state C
by inferring the general topic of the conversation using common sense knowledge
and speech recognition techniques.

It is worth noting that this example shows the internal logic of the awareness
module of two different applications. However, despite the fact that the logic used
to collect situational awareness has to be linked with the application logic, these
automata are agnostic about how the situational knowledge is actually collected.
In fact one could completely change sensors and classifiers used in each and every
state without altering the application logic. We think this feature could both:
(i) sensibly speed up the prototyping of pervasive applications and (ii) help in
the development of pattern recognition modules. If fact, one could quickly assess
different algorithms, libraries, and approaches without altering anything within
the actual application. For the purpose of this case study, we used KnowLang
to support the behaviour outlined above. The first step was to specify a simple
knowledge base (KB) representing the domain outlined in the case study, e.g.,
the drone itself and the drone’s operational environment with entities such as
areas of interest, people, drone base, etc. Recall that this domain is described
via a domain ontology expressed through domain-relevant concepts and objects
(concept instances) related through relations (see Section 3). To handle explicit
concepts such as situations, goals, and policies, we gave some of the domain
concepts explicit state expressions. The following is a partial specification of the
Drone concept. As shown, the Drone has properties, functionalities, and states
(Boolean expressions validating states).
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CONCEPT Drone {

PARENTS {srvllnceDrone.drones.CONCEPT_TREES.System}

CHILDREN { }

PROPS {

PROP dFlyCapacity {TYPE{srvllnceDrone.drones.CONCEPT_TREES.FlyingCapacity} CARDINALITY{1}}

PROP dPlanner {TYPE{srvllnceDrone.drones.CONCEPT_TREES.Planner} CARDINALITY{1}}

PROP dCommunicationSys {TYPE{srvllnceDrone.drones.CONCEPT_TREES.CommunicationSys} CARDINALITY{1}}

}

FUNCS {

FUNC plan {TYPE {srvllnceDrone.drones.CONCEPT_TREES.Plan}}

FUNC lineExplore {TYPE {srvllnceDrone.drones.CONCEPT_TREES.LineExplore}}

FUNC spiralExplore {TYPE {srvllnceDrone.drones.CONCEPT_TREES.SpiralExplore}}

FUNC takeoff {TYPE {srvllnceDrone.drones.CONCEPT_TREES.TakeOff}}

FUNC flyTowardsBase {TYPE {srvllnceDrone.drones.CONCEPT_TREES.FlyTowardsBase}}

FUNC lookForPeople {TYPE {srvllnceDrone.drones.CONCEPT_TREES.LookForPeople}}

}

STATES {

STATE IsUp { PERFORMED{srvllnceDrone.drones.CONCEPT_TREES.Drone.FUNCS.takeoff} }

STATE IsPlaning { IS_PERFORMING{srvllnceDrone.drones.CONCEPT_TREES.Drone.FUNCS.plan} }

STATE IsExploring { IS_PERFORMING{srvllnceDrone.drones.CONCEPT_TREES.Drone.FUNCS.lineExplore} OR

IS_PERFORMING{srvllnceDrone.drones.CONCEPT_TREES.Drone.FUNCS.spiralExplore} }

STATE InLowFlayCapacity {

srvllnceDrone.drones.CONCEPT_TREES.Drone.PROPS.dFlyCapacity.STATES.smallFlyingTime}

STATE FoundAreaOfInterest { srvllnceDrone.drones.CONCEPT_TREES.Drone.STATES.IsExploring AND

srvllnceDrone.drones.CONCEPT_TREES.SpottedAreasOfInterest >= 1 }

STATE FlayingOverAreaOfInterest { }

STATE IsExploringAreaOfInterest { srvllnceDrone.drones.CONCEPT_TREES.Drone.STATES.IsExploring AND

srvllnceDrone.drones.CONCEPT_TREES.Drone.STATES.FlayingOverAreaOfInterest }

STATE FoundPeopleOfInterest {

srvllnceDrone.drones.CONCEPT_TREES.Drone.STATES.IsExploringAreaOfInterest AND

srvllnceDrone.drones.CONCEPT_TREES.SpottedPeople >= 1 }

} }

To specify the drone’s behaviour with KnowLang, we used goals, policies, and sit-
uations (see Section 3). The following is a specification sample showing a drone’s
policy called GoFindAreaOfInterest. As shown, the policy is specified to
handle the goal FindAreaOfInterest and is triggered by the situation
DroneIsOnAndAreaNot Found. Further, the policy triggers via its MAPPING
sections conditionally (e.g., there is a CONDITONS directive that requires the
drone’s flying capacity be higher than the estimated time needed to get back to the
base) the execution of a sequence of actions. When the conditions were the same,
we specified a probability distribution among the MAPPING sections involving
same conditions (e.g., PROBABILITY 0.6), which represents our initial belief in
action choice.
CONCEPT_POLICY GoFindAreaOfInterest {

CHILDREN {}

PARENTS { srvllnceDrone.drones.CONCEPT_TREES.Policy}

SPEC {

POLICY_GOAL { srvllnceDrone.drones.CONCEPT_TREES.FindAreaOfInterest }

POLICY_SITUATIONS { srvllnceDrone.drones.CONCEPT_TREES.DroneIsOnAndAreaNotFound }

....

POLICY_MAPPINGS {

MAPPING {

CONDITIONS { srvllnceDrone.drones.CONCEPT_TREES.TimeToDroneBase <

srvllnceDrone.drones.CONCEPT_TREES.drone.PROPS.dFlyCapacity }

DO_ACTIONS { srvllnceDrone.drones.CONCEPT_TREES.drone.FUNCS.lineExplore }

PROBABILITY {0.6}

}

MAPPING {

CONDITIONS { srvllnceDrone.drones.CONCEPT_TREES.TimeToDroneBase <

srvllnceDrone.drones.CONCEPT_TREES.drone.PROPS.dFlyCapacity }

DO_ACTIONS { srvllnceDrone.drones.CONCEPT_TREES.drone.FUNCS.spiralExplore }

PROBABILITY {0.4}

}

....

} } }

As specified, the probability distribution gives the designer’s initial preference
about what actions should be executed if the system ends up running the
GoFindAreaOf Interest policy. Note that at runtime, the KnowLang Reasoner
maintains a record of all the action executions and re-computes the probabil-
ity rates every time when a policy has been applied, and subsequently when
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actions have been executed. Thus, although initially the system will execute the
function lineExplore (it has the higher probability rate of 0.6), if that policy
cannot achieve its goal with this action, then the probability distribution will be
shifted in favour of the function spiralExplore, which might be executed next
time when the system will try to apply the same policy. Therefore, probabilities
are recomputed after every action execution, and thus, the behaviour changes
accordingly.

As mentioned above, policies are triggered by situations. Therefore, while
specifying policies handling the drone’s objectives (e.g., FindAreaOfInterest),
we need to think of important situations that may trigger those policies. Note
that these situations will eventually be outlined by scenarios providing alterna-
tive behaviours or execution paths out of that situation. The following code rep-
resents the specification of the situation DroneIsOnAndAreaNotFound, used
for the specification of the GoFindAreaOfInterest policy.
CONCEPT_SITUATION DroneIsOnAndAreaNotFound {

....

SPEC {

SITUATION_STATES {srvllnceDrone.drones.CONCEPT_TREES.drone.STATES.IsUp,

srvllnceDrone.drones.CONCEPT_TREES.drone.STATES.IsExploring}

SITUATION_ACTIONS {srvllnceDrone.drones.CONCEPT_TREES.LineExplore,

srvllnceDrone.drones.CONCEPT_TREES.FlyTowardsBase}

}}

As shown, the situation is specified with SITATION STATES (e.g., the
drone’s states IsUp and IsExploring) and SITUATION ACTIONS (e.g.,
LineExplore, SpiralExplore, and FlyTowardsBase). To consider a situa-
tion effective (i.e., the system is currently in that situation), the situa-
tion states must be respectively effective (evaluated as true). For example,
the DroneIsOnAndAreaNotFound situation is effective if the Drone’s state
IsExploring is effective (is on hold). The possible actions define what actions
can be undertaken once the system fails in a particular situation.

Note that the specification presented is a part of the KB that is operated
by the KnowLang Reasoner. The reasoner encapsulates that KB and acts as a
module in the awareness layer of the framework for knowledge collection (see
Figure 1). The reasoner is “fed” with classified sensory data (labels), produced
by the classification layer, and returns situational information and proposed
behaviour upon request. The consumed labels help the reasoner update the KB,
which results in re-evaluation of the specified concept states (recall that states
are specified as a Boolean expression over the ontology, i.e., a state expression
may include any element in the KB). Subsequently, the evaluation of the spec-
ified states helps the reasoner determine at runtime whether the system is in a
particular situation or if a particular goal has been achieved. Moreover, it can
deduce an appropriate policy that may help the drone “go out” of a particular
situation.

5 Conclusion and Future Work

In this paper we proposed a combination of two innovative frameworks for context-
awareness and reasoningaimedat self-aware systems.The formerhasbeendesigned
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around the concept of reconfiguration and built using well-established Java tech-
nologies. It is able to collect data from a number of different sources and classify
them using general-purpose algorithms. The latter has been designed for reason-
ing and action selection using both logical and statistical techniques. To test their
mutual synergies, a case study describing a self-aware surveillance drone has been
described in greater detail.

We are planning to challenge this approach in more complex scenarios to bet-
ter understand how the framework self-* structure could simplify the engineering
of pervasive applications, particularly on mobile platforms.
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Abstract. Current space missions increasingly demand more autonomy in con-
trol architectures for Unmanned Space Vehicles (USVs), so unmanned long-
term missions can be afforded. Continuous assurance of effective adaptation to 
unpredictable internal and external changes, along with efficient management 
of resources is essential for such requirements. One of the attractive solutions is 
that inspired by the physiology of living systems, where self-regulation helps to 
achieve continuous adaptation to the environment by changing internal condi-
tions. The physiological functions are performed by nervous system reflexes 
that are the foundations for self-regulatory mechanisms such as homeostasis. 
Building artificial self-regulation similar to biological ones into USVs makes 
them highly-viable and ultra-stable in order to support very long missions. This 
paper presents aspects of how to endow USVs with Artificial Nervous Reflexes 
(ANRs) by means of applying physiological principles of self-regulation to the 
USV's control architecture, so resilience and persistence can be supported. A 
case study of a composite orbiter is presented. The studied ANRs are needed to 
guarantee the self-regulation of response time (latency), operation temperature 
(thermoregulation), and power consumption (energy balance). Results from a 
cross-checked analysis of the above self-regulation mechanisms are also pre-
sented.  

1 Introduction 

The technological evolution of Unmanned Space Vehicles (USVs) is making them 
progressively more sophisticated by increasing the complexity of their structural con-
trol architecture (e.g., integration of multiple capabilities for robotic exploration of 
very large and hostile areas in planet surveys), and the degree of behavioral autonomy 
(e.g., non-stop operation supporting in-service adaptation to expected and unexpected 
situations). The main challenge in dealing with the above systems involves the con-
tinuous assurance of effective adaptation to unpredictable internal and external 
changes, and efficient management of resources. One of the attractive inspirations for 
tackling these issues is that provided by the physiology of living systems, in particu-
lar, auto-configuration, auto-reproduction, and auto-regulation abilities. These self-



34 C.C. Insaurralde and E. Vassev 

adapting capabilities endow organisms with resilience having the vital goal of surviv-
ing. The self-adaptation is inspired by the physiological functions performed by sin-
gle/multi-operational combination of nervous system reflexes. It is able to support 
autonomic management and persistent sustainment (including self-maintenance and 
self-suitability) in order to make systems more viable and stable. Resilient operation 
is a qualitative aspect supported by highly-viable and ultra-stable control engineering 
systems. Applying this system quality to USVs means that they can know how to 
regulate themselves internally to cope with different external operational conditions. 
The implementation of this self-management in USVs is rather a very complex devel-
opment task that requires concurrent control architecture. 

The motivation of this research work is to propose a physiologically-inspired con-
trol approach for USVs by endowing them with well-defined self-regulatory capabili-
ties to persist (even in adverse conditions), i.e., reflex-driven homeostasis properties 
as in living systems. By means of homeostasis, a system regulates its internal envi-
ronment and tends to maintain a stable and constant condition regarding the external 
environment.  

This paper presents aspects of how to endow USVs with Artificial Nervous Re-
flexes (ANRs) by means of applying physiological principles of self-regulation to the 
USV Control Architecture, so resilience and persistence can be supported. The archi-
tectural approach is realized on the basis that autonomy requirements for USVs are 
satisfied. A case study based on orbiters for the BepiColombo Mission to Mercury [1] 
is presented. The ANRs, studied in this paper for those orbiters, are needed to guaran-
tee the self-regulation of response time (latency), operation temperature (thermoregu-
lation), and power consumption (energy balance). 

The rest of the paper is structured as follows. Section 2 presents a review of fun-
damental biology concepts and related work. Section 3 presents the Autonomic Sys-
tem Specification Language (ASSL) used in this project to specify the ANRs. Section 
4 presents a case study based on the BepiColombo Mission where an algorithm of 
ANRs for the mission's orbiters is proposed. Section 5 presents our experiments and 
results. Finally, the last section presents concluding remarks and directions for future 
work. 

2 Related Work 

The nervous system has neural pathways named reflex arcs that control reflex actions 
in order to implement regulatory functions. Reflex arcs are divided into two types: 
somatic reflex arcs and autonomic reflex arcs. The former are reflexes from SNS 
classified as withdrawal, stretch, and extra-pyramidal reflexes. The latter are from the 
ANS classified as autonomic reflexes. Same examples of reflexes are [2]: 

• Withdrawal Reflexes, e.g., pain impulses initiated by touching a very hot sur-
face with the finger.  

• Stretch Reflexes, e.g., the knee jerk; the sensory nerve endings in the tendon 
and the thigh muscles are stretched by tapping the tendon just below the knee 
when it is bent. 
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• Extra-pyramidal (Upper-Motor) Reflexes, e.g., maintenance of upright neck 
and head where many muscles are contracting in a coordinated manner. 

• Autonomic Reflexes, e.g., the self-regulation of the cardiovascular functions 
such an increase of the heart rate to increasing blood pressure. 
 

Homeostasis is the property of a system to maintain stable its condition regarding the 
external environment by regulating its internal environment. 

Major pioneering research is focused on mobile robots as an excellent test-bed for 
research on Autonomic Computing (AC) [3] and Organic Computing (OC) [5]. It 
recognizes self-management power by exploring the use of AC techniques in the do-
main of ground-based mobile robots [4]. The main focus is on robustness and fault-
tolerance. This research work only presents the ideas to apply AC to mobile robots 
but not any implementation.  

Active adaptation of systems requires non-stop monitoring and control. Thus, the 
two main OC components are an observer and a controller dealing with the system 
under observation and regulation. Since its emergence, OC has brought the attention 
of researchers from different domains. Once the methodology has been proposed, the 
question is how to design and implement OC systems. Some approaches coin the 
combination of model-driven engineering with OC [6].  

The viability provided by the Viable System Model (VSM) [7] is based on the ul-
tra-stability concept. A system is said to be ultra-stable when it can survive arbitrary 
and un-forecast interference. This high stability is also applied to systems that are able 
to deal with various principles for states. If a system can cope with its environment by 
successfully absorbing the variety from it (attenuating the incoming variety, and am-
plifying its own variety when needed), it achieves an ultra-stabile state. If a system is 
capable of working in such a manner, then it can maintain homeostasis. This means it 
can maintain itself in a state of equilibrium. Maintaining a balance of variety is essen-
tial for self-organizing systems. An approach based on VSM principles was used to 
build resilience into enterprise systems [8]. It demonstrated how a combination of 
systems thinking and a physiology inspiration based on homeostatic mechanisms of 
the human body can provide a blueprint for resilience. 

The idea of building a self-adaptable man-made system capable of taking into ac-
count environment changes was proposed by mid-20th century. The “homeostat”, as 
its inventor W. Ross Ashby called it, was developed to support habituation, rein-
forcement and learning through its ability to maintain homeostasis in a changing envi-
ronment [9]. The homeostat caught the attention of the control community that saw it 
as an interesting implementation for adaptive control based on cybernetics and gen-
eral systems theory [10]. 

3 Autonomic System Specification Language 

The Autonomic System Specification Language (ASSL) [11, 12] is defined through 
formalization tiers. Over these tiers, ASSL provides a multi-tier specification model 
that is designed to be scalable and exposes a judicious selection and configuration of 
infrastructure elements and mechanisms needed by an AS. ASSL defines the latter 
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with interaction protocols and autonomic elements (AEs), where the ASSL tiers and 
their sub-tiers describe different aspects of the AS under consideration, such as poli-
cies, communication interfaces, execution semantics, actions, etc. There are three 
main tiers in the ASSL specification model:  

• The AS Tier specifies an AS in terms of service level objectives (AS SLO), 
self-management policies, architecture topology, actions, events, and metrics. 
The AS SLO is a high-level form of behavioral specification that establishes 
system objectives such as performance. The self-management policies could 
be the four self-management policies (also called self- CHOP) of an AS: self-
configuring, self-healing, self-optimizing, and self-protecting, or they could 
be others. The metrics constitute a set of parameters and observables control-
lable by the AEs. 

• At the AS Interaction Protocol tier, the ASSL framework specifies an AS-
level interaction protocol (ASIP). ASIP is a public communication interface, 
expressed with channels, communication functions and messages. 

• At the AE Tier, the ASSL formal model considers AEs to be analogous to 
software agents able to manage their own behavior and their relationships 
with other AEs. In this tier, ASSL describes the individual AEs of the AS. 
 

We used ASSL in this project to specify the orbiters' ANRs.  

4 Autonomic ANRs for BepiColombo Mission 

The BepiColombo Mission is to be performed by two orbiters: a Mercury Planetary 
Orbiter (MPO) and a Mercury Magnetospheric Orbiter (MMO) [1]. The physiologi-
cally-inspired adaptation for the orbiters is defined through three self-regulatory func-
tions based on autonomic ANRs by parameterizing the autonomicity and quality at-
tributes of BepiColombo [13]. 

There are three parameters in the studied USVs (MPO and MMO) that are under 
self-regulation: (1) the end-to-end latency regulation; (2) the system-context tempera-
ture regulation; and (3) the power consumption regulation. These self-regulated pa-
rameters have the following requirements as to operation ranges. 

The states generated by the USV latency (L): 
 

SL(L) ≡ {s(L)}  ∀L ∈ 50 µs < L < 200 µs 

The states generated by the USV temperature (T): 
 

ST(T) ≡ {s(T)}  ∀T ∈ -65 ℃ < T < 175 ℃ 

The states generated by the USV power (P): 
 

SP(P) ≡ {s(P)}  ∀P ∈ 10 W < P < 30 W 
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The states of homeostatic balance in the AES (Shb) are derived as the intersection of 
the above states: 

Shb = S(L) ∩ S(T) ∩ S(P) 

The states of homeostatic imbalance in the AES (SHI) are the exclusion of states giv-
en by: 

Shi = S(L) / S(T) / S(P) 

The self-regulation of the above three operational parameters (L, T, and P) is working 
as follows:  
 
End-to-end Latency Regulation (L). This requirement is basically to optimize by 
guaranteeing the USV performance in terms of time response, including processing 
and communication times. The USV under study is required to work within a certain 
end-to-end latency range (50 µs < L < 200 µs), no matter the processes and tasks it 
has to execute, and in order to get its right time response. Thus, any system state gen-
erated by L between 50 µs and 200 µs makes the USV to be in homeostatic end-to-
end latency balance. Otherwise, the USV is in homeostatic end-to-end latency imbal-
ance.  
 
System-Context Temperature Regulation (T). This requirement is basically to op-
timize by guaranteeing the USV performance in terms of temperature of operation. 
The USV temperature can be affected by the heat generated by the electronic devices 
and other heat sources inside the system as well as outside it (environment). The USV 
under study is required to work within a certain temperature range (-65 °C < T < 175 
°C), no matter the environmental temperature the USV has to deal with, and in order 
to maintain operational performance. Thus, any USV state generated by T between -
65 °C and 175 °C makes the USV to be in homeostatic temperature balance. Other-
wise, the system is in homeostatic temperature imbalance. 
 
Power Consumption Regulation (P). This requirement is basically to optimize by 
guaranteeing the USV performance in terms of power consumption. The USV under 
study is required to work within a certain power range (10 W < P < 30 W), no matter 
the USV operation, and in order to make a good use of the energy. Thus, any USV 
state generated by p between 10 W and 30 W makes the USV to be in homeostatic 
power consumption balance. Otherwise, the USV is in homeostatic power consump-
tion imbalance.  

The artificial homeostatic balance state (collective; three-parameters) can be for-
mally specified as follows. 

Shb = SL ∩ ST ∩ SP, ∀50 µs ≤ L ≤ 200 µs ∧ ∀-65 °C ≤ T ≤ 175 °C ∧ ∀10 W ≤ P ≤ 30 W 

Any other state outside Shb makes the system to be in homeostatic imbalance. The 
homeostatic balance states can be formally defined as follows: 

Shi = SL / ST / SP ∀50 µs ≤ L ≤ 200 µs ∧ ∀-65 °C ≤ T ≤ 175 °C ∧ ∀10 W ≤ P ≤ 30 W 
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5 Experiments 

The self-regulation behavior based on the three operational parameters (L, T, and P) 
was specified with the ASSL framework and consecutively, Java code was generated. 
For more information on the self-regulation specification model, please, refer to [13]. 
Note that all Java applications generated with ASSL can generate run-time log rec-
ords that show important state-transition operations ongoing in the system at runtime 
and the behavior of the generated system can be easily followed by the generated log 
records. Hence, the log records produced by the generated Java application for the 
ASSL self-regulation specification model for USVs allowed us to trace the simulated 
USV behavior and so, to perform a variety of experiments outlined in this section. 

The USV deals with the following two drivers that impact on the self-regulatory 
functions (applied to the parameters under auto-regulation, i.e. end-to-end latency, 
system-context temperature, and power consumption) based on autonomic ANRs: 

• Data Processing Rate (DPR). The USV under study is able to process data and 
dispatch tasks with a sampling time, an execution time, a deadline, a delivery 
time, and within a range defined by them from 825 Mips to 3300 Mips. The 
USV data processing is defined by delays generated by software/hardware con-
trollers. A typical application case is that a USV is a real-time system. Thus, da-
ta processing time constraints must be guaranteed all the time. 

• Data Transfer Rate (DTR). The USV under study is able to transfer data up to 
2000 Mbits/sec. However, it is required to work at least at 500 Mbits/sec in or-
der to keep a desired operational performance. The USV optimizes its perfor-
mance by increasing the transfer rate when the data volume is bigger, and de-
crease it when the data volume is smaller. USV DTR can also be changed when 
a priority list for messages is applied; transmission rules for different communi-
cation channels are set or network availability policies are required. 

Increments in the DPR increase the temperature and power consumption of the USV 
but decrease its end-to-end latency. On the contrary, decrements in the DPR decrease 
the temperature and power consumption of the USV but increase its end-to-end laten-
cy. It is the same situation for the DTR. In addition, a higher USV clock speed means 
an increase of the DPR and DTR, and a lower one means a decrease of them. There 
are other drivers that influence on the USV parameters under regulation such as the 
environment temperature, and cooling mechanics of the USV. A higher environment 
temperature increases the USV temperature, and lower one decreases the USV tem-
perature. An activated cooling mechanism lowers the USV temperature but increases 
the power consumption and the environment temperature. 

The cross-checked tests of the self-regulatory functions and their drivers is carried 
out by running a software application which code was automatically generated by the 
ASSL framework. 

Different tests were carried out. They go from reduced-load system operations with 
slight load changes up to full-load system operations with strong load changes. Re-
duction in loads entails the USV in a state defined as follows: power-up and commu-
nication and computation load (randomly variable but up to 20 % of the maximum). 
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Full loads entail the USV in an operational state where transferring and processing 
loads were simulated in order to evaluate the USV self-regulatory capabilities under 
load (randomly variable, and up to 100 % of the maximum). 

The following figures show results from the tests of the self-regulatory mecha-
nisms studied on a USV. They show the cross-regulation impact during 140 minutes, 
and with a randomly-variable load on the data processing and transferring rates. Fig-
ure 1 shows the evolution of the self-regulation for the system-context temperature 
(one of the three parameters under self-regulation) when the loads can vary from 0% 
to 100 % of the maximum value (with slight load changes from 0 min to ~65 min, and 
strong ones from ~65 min to 140 min). 

 

Fig. 1. Thermoregulation performance (variable load) for a USV 

Just after the USV is started up, its temperature quickly reaches 60 ºC, and from there 
it starts increasing and decreasing based on the system demands. The power consump-
tion evolution is according to the system process, and somehow it is proportional to 
the variation of the temperature which makes sense. The end-to-end latency got an 
increase at the beginning (no transferring or processing demands). 

Figure 2 shows a snapshot of the trace when the application is executed. When the 
system temperature (ST) reaches 60 ºC, the cooling mechanism is activated. This 
makes ST to drop for a while and then ST varies according to the workload of the 
USV (transfer and processing loads) as shown in Figure 1. Figures 1 and 2 show re-
sults of the performance of the self-regulation mechanism implemented in the USV 
when transferring and processing loads are applied by means of slight and strong load 
changes. The USV starts in idle state, and then some variable loads are applied at ~4 
min and ends at ~65 min. Then, some stronger variable loads are applied again at ~65 
min and end at ~135 min. Then,  an abruptly-decreased load is applied. In any case, 
the USV jumps accordingly from one state to the other, and comes back to the previ-
ous state adequately. 

There is a slight increment in the power consumption when the cooling mecha-
nism is activated but no changes are seen on the end-to-end latency due to this incre-
ment since the power consumption remains below the limit configured (30 W). This 
energy rise does not make any change in the system clock that can indirectly modify 
the end-to-end latency (through data processing and transfer rates). The cooling 
mechanism prevents the system temperature going beyond 140 ºC (upper temperature 
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threshold for performance optimization), and helps dissipate more temperature in the 
system even though the USV could support temperatures up to 175 ºC. The above 
figures do not show the evolution of the drivers, i.e., environment temperature, DPR, 
and DTR. 

 

 

Fig. 2. Generated Java Packages for USVs 

All three parameters are simultaneously and successfully regulated along the USV 
operation with and without workload. No one of them goes beyond the boundaries set 
by the artificial homeostasis principles to optimize the USV performance. 

6 Conclusions 

An approach to implementing operational resilience and persistence based on ANRs 
for USVs has been presented in this paper. Three reference technologies inspired by 
human physiology as well as biological foundations have been reviewed. A case study 
on orbiters (USVs) for the BepiColombo Mission to Mercury and outcomes of exper-
imental tests have been presented. Initial results show the feasibility of the approach 
proposed. Three self-regulatory functions based on autonomic ANRs for Mercury 
orbiters (USVs) have been identified to show how physiological principles of self-
regulation can be applied to the USV control architecture. This approach is able to 
comply with the USV autonomy requirements and extends the USV autonomicity 
through other self-managing capabilities that are suitable for either manned or un-
manned spacecraft. 
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Future work will be mainly concerned with further development of the approach 
presented in this paper, including adding more self-regulated parameters and an im-
provement of the current code generation. It will also integrate KnowLang [14] – a 
formal framework that can be particularly used for formal specification of ANRs. 
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Abstract. In modeling multi-agent systems, the structure of their com-
munication is typically one of the most important aspects, especially for
systems that strive toward self-organization or collaborative adaptation.
Traditionally, such structures have often been described using logic-based
approaches as they provide a formal foundation formany verificationmeth-
ods. However, these formalisms are typically not well suited to reflect the
stochastic nature of communication in a cyber-physical setting. In partic-
ular, their level of abstraction is either too high to provide sufficient accu-
racy or too low to be practicable in more complex models. Therefore, we
propose an extension of the logic-based modeling language SALMA, which
we have introduced recently, that provides adequate high-level constructs
for communication and data propagation, explicitly taking into account
stochastic delays and errors. In combination with SALMA’s tool support
for simulation and statistical model checking, this creates a pragmatic app-
roach for verification and validation of cyber-physical multi-agent systems.

Keywords: Statistical model checking · Cyber-physical systems · Situ-
ation calculus · Discrete event simulation

1 Introduction

With SALMA (Simulation and Analysis of Logic-Based Multi-Agent Systems)
[2], we have recently introduced an approach for modeling and analysis of multi-
agent systems that is aimed to provide a lightweight solution for approximated
verification through statistical model checking [4] with the system model still
being grounded on a rigorous formal foundation. SALMA’s modeling language
is based on the well-established situation calculus [7], a first-order logic language
for describing dynamical systems.

In this paper, we provide an extension of SALMA (and the situation calcu-
lus in general) to explicitly address one aspect that is particularly important
for cyber-physical multi-agent systems, namely the distributed gathering and
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transfer of information. Agents not only have to continuously sense their envi-
ronment, but also share these readings with other agents, acquire information of
others, and participate in coordination activities. In the cyber-physical context,
these information transfer processes are subject to stochastic effects, e.g. due to
sensor errors or unreliable communication channels. Furthermore, accuracy and
timing of information transfer processes can strongly influence the behavior of
the whole system. In particular, the efficacy of mechanisms for self-adaptation
or optimization typically degrades when certain time-constraints are violated or
the accuracy of sensors is insufficient.

Using pure logical formalisms like the basic situation calculus for describ-
ing such scenarios results in rather verbose and low-level representations that
are not practicable in more complex cases. What is needed instead are high-
level constructs that establish a bridge between the underlying logical semantics
and the typical requirements for modeling information transfer in multi-agent
CPS. Although higher-level extensions on top of the situation calculus have been
designed for related aspects like sensing and knowledge (e.g. [9]), there has, to
our knowledge, not been a detailed reflection of information propagation in CPS
in the context of the situation calculus.

We have therefore developed a generic model of information transfer that is
based on a stochastic timed version of the situation calculus and allows capturing
a wide range of effects that may be imposed on information transfer processes.
Additionally, we have defined a set of macro-like abstractions for common infor-
mation transfer scenarios within CPS, such as message passing or sensor data
propagation. This creates a concise interface for the modeler that hides the
stochastic details of information propagation but makes them fully accessible in
simulation and verification. The following sections introduce both the generic
model and the high-level language and demonstrate their use by means of an
example.

2 Example: Optimized Parking Lot Assignment

As a running example to illustrate our approach, we employ the e-mobility case-
study of the ASCENS EU project1 that has been described before, e.g., in [1].
The case study focuses on a scenario in which electric vehicles compete for park-
ing lots with integrated charging stations (PLCS) in an urban area. The goal is
to find an optimal assignment of PLCS to vehicles. Technically, the assignment is
performed by an agent called super-autonomic manager (SAM) that coordinates
a number of PLCS. The basic idea is that vehicles send assignment requests to
the SAM, including a start time, a duration, and a list of preferred PLCS that
is compiled by the vehicle’s on-board computer. The SAM tries to find optimal
suggestions for parking lot assignments, based on the knowledge about driver’s
intentions, and on occupancy information that is sent repeatedly by the PLCS.
1 www.ascens-ist.eu

www.ascens-ist.eu
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True to the distributed CPS principle, all the agents (vehicles, PLCS, SAM)
are autonomous and communicate via some wireless data transmission infras-
tructure like a VANET or 3G/4G network. This implies that neither transmission
delays nor the possibility of errors can be neglected. However, timing clearly plays
an important role in the scenario described above. First of all, the reservation
service would simply not be accepted if the delay between reservation requests
and reservation responses was too high. Also, the communication timing affects
the convergence of the optimization, thus directly it influences the functionality
of the distributed CPS.

3 Background: Situation Calculus

The situation calculus [7] is a first-order logic language for modeling dynamic
systems. Its foundation is based on the notion of situations, which can be seen as
histories of the world resulting from performing action sequences. The state of the
world in a given situation is defined by the set of all fluents, which are situation-
dependent predicates or functions. Since the models discussed here are meant to
be used in discrete event simulation, time itself is simply modeled as an integer
fluent named time that is increased with each simulation step. How other fluents
are affected by actions and events is defined by successor state axioms (SSAs).
Additionally, a situation calculus model also contains precondition axioms that
define whether or not an action or event is possible in a given situation. Actions
can either be deliberately executed by agents or exogenous, i.e. external events
caused by the environment. In general, both the effects of actions and events, and
also the occurrence of exogenous actions, are of stochastic nature. Consequently,
simulation involves sampling from a set of probability distributions that the
modeler can define as part of the simulation’s configuration (cf. section 6).

One of the most prominent applications of the situation calculus is GOLOG
[5], a language that combines elements from procedural with logic programming.
It has been used for modeling and implementation in various domains, ranging
from robotics to the semantic web. In particular, GOLOG’s core principles have
strongly inspired the SALMA approach, which is introduced in the next section.

4 The SALMA Approach

In [2], we introduced SALMA (Simulation and Analysis of Logic-Based Multi-
Agent Systems), an approach that adapts the concepts of the situation calculus
and GOLOG for discrete event simulation and statistical model checking. The
approach is outlined in Figure 1. The domain model, i.e. the general mecha-
nisms of the simulated world, is described by means of situation calculus axioms
that are encoded in Prolog. Based on this axiomatization, the modeler defines
the behavior of the agents in the system with a Python-based procedural lan-
guage that provides access to the situation calculus model. Finally, a concrete
simulation model instance is created by defining initial values and probability
distributions for stochastic actions and events.
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Fig. 1. Overview of the SALMA Approach

In addition to the system model, a set of invariants and goals can be specified
with a language that is mainly a first-order version of linear temporal logics
(LTL) with time-bounds for the temporal modalities. Since the simulated system
model is also described by means of first-order logics, the property specification
language is able to provide a very detailed and direct access to the system’s state
(i.e. fluents), actions, and events.

Given the system model together with invariants and goals, the SALMA
interpreter performs discrete event simulations. For each simulation run, the
engine eventually decides whether it satisfies the given properties or not. The
set of resulting verdicts yields a Bernoulli sample that is used to test the statis-
tical hypothesis H0 : p ≥ P0 which asserts that the probability of a success (a
run fulfills the property) is at least as high as a given lower bound. By using the
sequential probability ratio test (SPRT) by A. Wald [10], the number of required
simulation runs for given statistical error bounds can be determined dynamically.
This way of approximative assertion of properties defined by temporal logics is
generally called statistical model checking [4] and provides a pragmatic alter-
native to exact model checking techniques that does not suffer from the same
scalability problems since only individual simulation runs are inspected instead
of the complete state space.

5 A Generic Model for Information Transfer

In order to use SALMA for analyzing scenarios like the one described in Section 2,
concepts like sensing and communication have to be mapped to SALMA’s mod-
eling language framework. As a first step, we propose a generic model for infor-
mation transfer in the situation calculus. This model is able to describe both
sensing and inter-agent communication in a unified way and allows capturing
stochastic effects with a variable level of detail.

In general, our approach is based on the notion that information is trans-
ferred from a source fluent to a destination fluent that is directly accessible by
the receiving agent. The source fluent can either represent a feature of the phys-
ical world or data created by some artificial process, e.g. a message queue. A
connector defines modalities of an information transfer process, including the
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Fig. 2. General Information Transfer Model

fluent endpoints and the types and roles of participating agents. The messages
that are transmitted over connectors are treated as first-level model citizens by
representing them as entities of the dedicated sort Message. Both the content
and the state of each message are stored separately by a set of fluents and evolve
independently as result to several types of events. This representation provides
great flexibility for the realization of arbitrary propagation structures. However,
it requires that message entities can be created and removed dynamically as
effect to actions and events. Unlike traditional realizations of the situation cal-
culus, SALMA supports this by using a special (meta-)fluent domain(sort) to
store the sets of entities that manifest the current domains of all sorts in the
model. Creation and destruction of entities can therefore be controlled through
regular successor state axioms.

Based on the foundational concepts described above, we distinguish two
phases of information transfer that are sketched in Figure 2:

a) The preparation phase starts when an agent (a1 in Figure 2) executes a
transfer request action, specifying a connector (c) and a parameter vector ( #»x )
that fully qualifies the information source and, in case of a point-to-point trans-
mission, contains the identity of the receiving agent. In response to this action,
a new message (m) is created and initialized with the transfer metadata but
without content yet. Depending on the concrete scenario, there can be various
reasons for the actual transfer being delayed, e.g. initialization of sensors or
communication devices. This means that there may be an arbitrary sequence
of time steps (tick events) interleaved with actions and events (denoted as τ in
Figure 2) that may change the information source (f) but are not recognized
by the agent. After that sequence, the actual value that is eventually used as
message content can deviate from the information source value present at the
time when the transfer was initiated.
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b) The transfer phase follows the preparation phase and begins when a
transferStarts event occurs. At that point, the current value of the source
fluent f is fixated as the content of the message that is now actually trans-
ferred to its destination over the connector c whose stochastic characteristics
are specified within the simulation model. Like above, this phase may take an
arbitrary amount of time during which unrecognized or unrelated actions and
events occur. Eventually, a transferEnds event finishes the transfer process.
Thereupon, the destination fluent instance g(a2,

#»x ) is updated and the message
entity is removed. This moment, as well as the starting points of both phases,
are memorized in timestamp fluents that can, for instance, be used to reason
about the age of a measurement.

The diagram in Figure 2 omits the fact that, due to malfunctions and dis-
turbances in the environment, the transfer could fail at any time, which would
be represented by an additional event transferFails. Additionally, the transfer
process may be affected by stochastic errors that eventually cause the received
value to deviate from the original input, which is reflected by the error terms ε1
and ε2 in the events transferStarts and transferEnds.

In general, both stochastic errors and delays are governed by a set of prob-
ability distributions that are used during simulation to decide when the events
mentioned above occur and which errors they introduce. By adjusting these
parameters, a wide variety of different scenarios can be modeled, ranging from
nearly perfect local sensing to wireless low-energy communication with interfer-
ences. The simulation engine supports probabilistic sampling both in an antic-
ipatory and in a momentary way. In the first case, a random value is sampled
in advance to set the time for which the corresponding event will be scheduled.
By contrast, in momentary sampling mode, the effective delay is generated by
stochastically choosing in each time step, whether the event should occur or not.
While the second approach obviously increases computational effort, it is typi-
cally better suited for capturing highly dynamic effects, e.g. when the position
of a moving agent has significant impact on communication quality.

6 A High-Level Modeling Language for Information
Transfer Processes

To turn the generic information transfer model to a practical solution for mod-
eling real-size systems, we provide high-level constructs that reflect the way a
modeler normally thinks about information transfer processes in a CPS. These
constructs can be seen as macros that are internally mapped to situation cal-
culus axioms, agent process fragments, and probability distributions. How the
variation points of the generic model are resolved depends largely on the type of
information transfer that is modeled. In particular, we distinguish the following
two core concepts:

Channel-Based Communication: an agent actively sends data to one or sev-
eral other agents. The well-known channel paradigm fits well to the asynchronous
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communication style predominant in CPS and to the relational way of identifying
information in the situation calculus.
Gerneralized Sensing: an agent acquires information about a feature of the
world that can be assessed through sensing. In the case of direct (local) sensing,
the querying agent can produce the desired result on its own, although the
sensing process may take a considerable amount of time and can be disturbed
by internal or external factors. Remote sensing, on the other hand, makes
it possible to observe features that are not directly reachable by local sensors
but have to be gathered from one or several other agents. The remote sensing
abstraction reflects the delays and disturbances of the involved communication
processes but abstracts away their technical details.

6.1 Usage of High-Level Constructs

SALMA’s high-level language support for communication and generalized sens-
ing spans across several sections of the model. First, all connector types for
sensors and channels are declared in the domain model. As an example, the
parking lot assignment model contains the following lines:

channel(assignments, v:vehicle, sam:sam).
sensor(freeSlotsL, plcs, freeSlots).
remoteSensor(freeSlotsR, sam, freeSlotsL, plcs).

Here, assignments is defined to be a type of channel over which agents of
the sort vehicle can communicate directly with agents of the sort sam in order
to request and receive a PLCS assignment. Each channel declaration actually
specifies two roles, whose names are given on the left of the colons, that agents
can play within the communication. The sensors of type freeSlotsL allow PLCS
agents to count the current number of free slots at their station, i.e. access the
fluent freeSlots. This information is propagated to the SAM via remote sensors
of type freeSlotsR that effectively install unidirectional channels and periodic
background processes at each SAM and PLCS agent which transmit and receive
the content of freeSlotsL, respectively.

With the necessary declarations in place, the communication and sensing
infrastructure can be used in agent processes by means of several special state-
ments of the SALMA process definition language. As an example, the following
lines appear in the definition of the main SAM process that handles incoming
requests from vehicles, calculates optimal assignments, and sends them back to
the vehicles:

Receive("assignments", "sam", SELF, vehicle,
req), Assign(resp, optimizeAssignments, [req]),
Iterate(resp, (v, p), Send("assignments", "sam",
v, "v", ("aresp", p)))

First, all available assignment requests are retrieved from the agent’s incom-
ing message queue with a call to Receive which stores a message list in the
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variable req. The actual assignment optimization logic is integrated by means of
an external Python function optimizeAssignments that is not shown here due
to space limitations. Through the Assign statement, the function is called with
the received request list as a parameter and the function’s result is stored in the
variable resp. One of the most important inputs for this optimization is cer-
tainly the number of free slots at each PLCS. This information is made available
by the remote sensor freeSlotsR from above that transparently gathers occu-
pancy information from all PLCS. The result of optimizeAssignments, stored
in resp, is a list of tuples that assign each requesting vehicle to a PLCS. The
agent process iterates over this list and sends the PLCS id to each corresponding
vehicle.

6.2 Predicate-Based Addressing

An important concern that arises in modeling multi-agent information propaga-
tion is how the set of receiving agents is determined. In many cases, it is either
impossible or impracticable to do this statically. A particularly elegant alterna-
tive, supported by SALMA, is predicate-based addressing [3]. In this approach,
the set of recipients for each information transfer is determined by a characteris-
tic ensemble predicate that is evaluated for each (properly typed) agent pair. An
ensemble predicate may describe intentional selection criteria as well as intrin-
sic constraints imposed by agent attributes or the environment. For instance,
the channel declaration from Section 6.1 could be accompanied by the follow-
ing predicate that declares that assignment requests issued by vehicles are only
received by SAM agents within a given maximal communication range:

ensemble(assignment, Vehicle, SAM, S) :-
distance(Vehicle, SAM, D, S), D <max_comm_dist.

7 Statistical Model Checking for Information Transfer

Once a system model has been created and configured in the way described
above, SALMA’s statistical model checker can be used to approximately assert
system properties based on simulation results (cf. Section 4). SALMA’s property
specification language provides deep access to all elements of the communication
and sensing processes. This allows direct reasoning about various aspects that
are particularly important in CPS. For instance, the following invariant requires
that when any vehicle agent sends an assignment request to the SAM, it will not
take longer than 55 time units until a target PLCS has been set:

forall(v:vehicle,
implies(messageSent(assignments, v, ?, ?, ?, ?),

eventually(55, currentTargetPLCS(v) \= none)))

Here, messageSent is a predicate that is true when the message has been sent
in the current time step and eventually is the time bounded version of the well-
known temporal operator. The question marks serve as wildcard arguments for
pattern matching, applied here to the recipient and arguments of the message.
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As another example, the next invariants define for all entries of the remote
sensor freeSlotsR a maximum value age of 10 time units and a maximum
deviation of 1 from the original sensor freeSlotsL:

forall([s:sam, p:plcs], age(freeSlotsR, [s, p]) =<10)
forall([s:sam, p:plcs], abs(freeSlotsR(s, p) - freeSlotsL(p)) =<1)

8 Experiments and Preliminary Evaluation

In order to test the presented approach and its integration in the SALMA toolkit,
we implemented a reduced version of the scenario introduced in Section 2. It con-
tains only a simple mock-up version of the optimization mechanism but realizes
the full communication structure according to the approach presented in this
paper. Both the SALMA toolkit and the model are available at the SALMA
website2. By varying parameters and replacing the Python optimization func-
tion, different optimization schemes can be tested and the impact of factors like
delays or transmission errors can be analyzed. A detailed evaluation of the model
is still ongoing and beyond the scope of this paper. However, first experiences
show that our information transfer model is well applicable also for complex
communication scenarios. In particular, our proposed declarative high-level lan-
guage has proven to be able to significantly improve clarity and conciseness of
the model. For instance, the declarative part related to communication and sens-
ing in the model mentioned above requires only about 30 lines in the style of the
examples in Section 6.1. In contrast, the corresponding part of a functionally
equivalent model that employs a direct axiomatization instead of the high-level
abstractions, contains 15 fluents and 21 actions and events together with their
associated axioms, which requires more than 200 lines of Prolog code.

9 Related Work

Information in the situation calculus has traditionally been viewed from an epis-
temic perspective, i.e. as knowledge that agents gain through (communication)
actions. In [6], the epistemic model has been extended to model inter-agent
communication by means of channels in a similar way as in our model described
above. However, neither time nor stochastic effects are covered. In contrast to
that, the approach presented in [8] combines the epistemic model with time
and concurrency and allows reasoning about time-related aspects like the age
of measurements. Unlike the approaches mentioned above, our model does not
consider knowledge in the epistemic sense but leaves the interpretation of trans-
ferred information to the agent processes. While we think that this perspective
is better suited in the particular context of cyber-physical systems, it would be
possible to combine both views in a straight-forward way.

In [3], the authors introduce a stochastically timed process calculus that
is centered around predicate-based communication. Like our model, the most
2 www.salmatoolkit.org

www.salmatoolkit.org
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detailed semantical variant they describe distinguishes between a preparation
and a transmission phase and allows assigning separate probability distributions
for delays and errors to each of them. However, since the semantics is based
on continuous time markov chains (CMTC), only exponential distributions can
be used and delays or errors are effectively determined at the start of each
phase. This can be too coarse-grained in very dynamic situations, e.g. when the
movement of agents has significant effect.

10 Conclusion

We have presented a new logic-based approach for modeling channel-based com-
munication, sensing, and other kinds of information transfer within cyber-physical
multi-agent systems. The proposed high-level language provides means to embrace
the stochastic nature of these systems, like transmission delays and errors. At the
same time it has a precise formal semantics based on the first-order logic situa-
tion calculus. Therefore, it can be integrated in existing logic-based approaches
for verification and validation, in particular SALMA, a framework for simulation
and statistical model checking we have introduced earlier in [2]. A major advantage
of this combination is that SALMA’s property specification language, based on a
first-order temporal logic, allows fine-grained reasoning about the inner details of
information transfer processes.

First experiences show that our approach offers great flexibility with respect
to the level of detail and accuracy with which both the system model and cor-
responding requirements are formulated. Altogether, we hope that, in the long
run, SALMA will contribute to making verification and validation practicable
for self-adaptive cyber-physical multi-agent systems.
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1. Bureš, T., et al.: A Life Cycle for the Development of Autonomic Systems: The e-
Mobility Showcase. In: 3rd Workshop on Challenges for Achieving Self-Awareness
in Automatic Systems, pp. 71–76. IEEE (2013)

2. Kroiß, C.: Simulation and Statistical Model Checking of Logic-Based Multi-Agent
System Models. In: Jezic, G., Kusek, M., Lovrek, I., J. Howlett, R., C. Jain, L.
(eds.) Agent and Multi-Agent Systems: Technologies and Applications. AISC, vol.
296, pp. 151–160. Springer, Heidelberg (2014)

3. Latella, D., et al.: Stochastically timed predicate-based communication primitives
for autonomic computing. Technical report, QUANTICOL Project (2014)

4. Legay, A., Delahaye, B., Bensalem, S.: Statistical Model Checking: An Overview.
In: Barringer, H., Falcone, Y., Finkbeiner, B., Havelund, K., Lee, I., Pace,
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Abstract. An adaptive system is currently on spot: collective adaptive
system (CAS), which is inspired by the socio-technical systems. CASs are
characterized by a high degree of adaptation, giving them resilience in

challenge of CASs requires a fundamental approach to the notion of self-
adaptation. To this end, taking advantage of the categorical approach we
construct, in this paper, algebraic structures of self-adaptation in CASs.

Keywords: Adaptedness · Categorical approach · Collective adaptive
system · Self-adaptation · Self-adaptive trait

1 Introduction

The socio-technical structure of our community increasingly depends on sys-
tems, which are built as a collection of varied agents and are tightly coupled
with humans and social interrelations. Their agents more and more need to be
able to develop, cooperate and work all by themselves as a part of an artificial
community. Hence, for such collective adaptive systems (CASs), one of major
challenges is how to support self-adaptation in the face of changing interac-
tions [8,9]. In other words, how does a CAS understand relevant interrelations
and then self-adapt to become better able to live in its interactions?

Dealing with this grand challenge of CASs requires a well-founded modeling
and in-depth analysis on the notion of self-adaptation. With this aim, we con-
struct, in this paper, categorical structures of self-adaptation in CASs where a
collective of entities is able to self-adapt its configuration and self-optimize its
performance in the face of changing interactions [10].

2 Outline

The paper is a reference material for readers who already have a basic under-
standing of CAS and are now ready to know the novel approach for formalizing
self-adaptation in CAS using categorical language [1–5].
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 55–62, 2015.
DOI: 10.1007/978-3-319-15392-6 6



56 P.C. Vinh

Formalization is presented in a straightforward fashion by discussing in detail
the necessary components and briefly touching on the more advanced compo-
nents. Several notes explaining how to use the formal aspects, including justifi-
cations needed in order to achieve the particular results, are presented.

We attempt to make the presentation as self-contained as possible, although
familiarity with the notion of self-adaptation in CAS is assumed. Acquaintance
with the algebra and the associated notion of categorical language is useful for
recognizing the results, but is almost everywhere not strictly necessary.

The rest of this paper is organized as follows: Sections 3 and 4 present the
notions of collective adaptive systems (CASs) and self-adaptation, respectively.
In section 5, categorical structures of self-adaptation in CASs are developed in
detail. Finally, a short summary is given in section 6.

3 Collective Adaptive Systems (CASs)

We define collective adaptive systems (CASs) as the following among various
definitions that have been offered by different researchers:

Definition 1. CASs are systems that consist of a collective of heterogeneous
components, often called agents, that interact and adapt or learn.

Hence, CASs are characterized by a high degree of adaptation, giving them
resilience in the face of perturbations. We see that, in CASs, highest degree of
adaptation is self-adaptation and we are interested in approaches to this char-
acteristic of CASs.

This definition is concerned with three major factors of CAS:

– A collective of heterogeneous agents is large enough to build up systems
that are tightly entangled with humans and social structures. Their agents
increasingly need to be able to evolve, collaborate and function as a part of
an artificial society. More importantly, the agents interact dynamically, and
their interactions are either physical or involving the exchange of informa-
tion.

– Interactions are rich, non-linear and primarily, but not exclusively, with
immediate neighbors. They can be recurrent, i.e. any interaction can feed
back onto itself directly or after a number of intervening stages. CASs are
dynamic networks of interactions

– Self-adaptation is the self-evolutionary process whereby a CAS becomes bet-
ter able to live in its interactions.

4 Self-adaptation

An interesting aspect of CASs is that it makes distinction between self-adaptation
(i.e. system-driven personalization and modifications) and self-adaptability (i.e.
user-driven personalization and modifications). Self-adaptedness is the state of
being self-adapted, i.e. the degree to which a CAS is able to live and reproduce
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in a given set of interactions. Self-adaptive trait is an aspect of the developmental
pattern of the CAS which enables or enhances the probability of that CAS sur-
viving and reproducing.

Formally, let self-* be the set of self- ’s. Each self- to be an element in self-*
is called a self-* facet [6]. That is,

self-* = {self- | self- is a self-* facet} (1)

Thus, self-adaptation is a facet of self-*, that is, self-adaptation is a member of self-

*. In other words, using categorical language, this is written as 1
self-adaptation��self-* .

CASs are self-adaptive in that the individual and collective behavior mutate and
self-organize corresponding to interactions. Self-adaptation indicates that CAS is
a mimicry of socio-technical systems.

5 Categorical Structures of Self-adaptation

In this section, we construct self-adaptation monoid and then a category of
self-adaptation monoids in order to consider the significant properties of the
self-adaptation.

5.1 Self-adaptation Monoid

In [7], self-adaptation is specified by the morphism Self -A : (CAS × Intern∈T )
�� (CAS × Intern∈T ), which defines the set {Self -Ai∈N(CAS × Intern∈T ,

CAS× Intern∈T )} of self-adaptive traits. Let Self-An∈T be the set of such
self-adaptive traits, then

Self-An∈T = {Self -Ai∈N(CAS × Intern∈T , CAS × Intern∈T )} (2)

Note that, in the case, we write Self -An∈T
i∈N

to stand for Self -Ai∈N(CAS ×
Intern∈T , CAS× Intern∈T ). Thus, we have

Self-An∈T = {Self -An∈T
i∈N

} (3)

This set with the composition operation “; ” satisfies two following properties:

Composition of self-adaptive traits. Let f and g be members of Self-An∈T ,
then the composition of self-adaptive traits f ; g : (CAS × Intern∈T ) �� (CAS
× Intern∈T ) is as g : (f : (CAS × Intern∈T ) �� (CAS × Intern∈T )) ��

(CAS × Intern∈T ). In other words, let f = Self -An∈T
i∈N

and g = Self -An∈T
j∈N

then

(Self -An∈T
i∈N

; Self -An∈T
j∈N

) = Self -Aj∈N(Self -An∈T
i∈N

, CAS × Intern∈T ) (4)
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Identity of self-adaptive traits. There exist identities 1n∈T : (CAS ×
Intern∈T ) �� (CAS × Intern∈T ) of self-adaptive traits in Self-An∈T such
that, for every f in Self-An∈T , 1n∈T ; f = f ; 1n∈T = f to be held. In other
words, this can be specified by

Self -An∈T
i∈N

= Self -Ai∈N(1n∈T , CAS × Intern∈T ) (5)

= Self -Ai∈N(CAS × Intern∈T , 1n∈T )
= Self -Ai∈N(CAS × Intern∈T , CAS × Intern∈T )

Thus, Self-An∈T with the composition operation “; ” is called self-adaptation
monoid. Moreover, the monoid Self-An∈T is also a monoid category includ-
ing only one object to be the set {Self -An∈T

i∈N
}, each of whose members is a

self-adaptive trait, and by the composition operation as a morphism, then the
associativity and identity on the morphisms are completely satisfied.

5.2 A Category of Self-adaptation Monoids

By the self-adaptation monoids Self-Ai∈T , we can construct Cat(Self-A) to be
a category of self-adaptation monoids. In fact, Cat(Self-A) is constructed as
follows:

• Objects: Obj(Cat(Self-A)) is the set of self-adaptation monoids Self-Ai∈T .
That is,

Obj(Cat(Self-A)) = {Self-Ai∈T } (6)

• Morphisms: Associated with each object Self-Ai∈T in Obj(Cat(Self-A)),

we define a morphism Self-Ai∈T
1Self-Ai∈T ��Self-Ai∈T , the identity mor-

phism on Self-Ai∈T such that

Self-Ai∈T
1Self-Ai∈T

def
= 1i∈T ��Self-Ai∈T (7)

or

{Self -Ai∈T
k∈N

} 1Self-Ai∈T
def
= 1i∈T ��{Self -Ai∈T

k∈N
} (8)

and to each pair of morphisms Self-Ai∈T f �� Self-Aj∈T and Self-Aj∈T

g �� Self-Aj∈T such that

Self-Ai∈T f
def
= 1i∈T ×Interj−i

��Self-Aj∈T (9)

and

Self-Aj∈T g
def
= 1j∈T ×Interk−j

��Self-Ak∈T (10)

there is an associated morphism Self-Ai∈T f ;g ��Self-Ak∈T , the composition of
f with g, such that

Self-Ai∈T f ;g=1i∈T ×Interk−i

��Self-Ak∈T (11)
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For every object in Obj(Cat(Self-A)) and the morphisms

Self-Ai∈T f
def
= 1i∈T ×Interj−i

��Self-Aj∈T (12)

Self-Aj∈T g
def
= 1j∈T ×Interk−j

��Self-Ak∈T (13)

and

Self-Ak∈T h
def
= 1k∈T ×Interm−k

��Self-Am∈T (14)

in Arc(Cat(Self-A)), the following equations hold:

Associativity: (f ; g);h = f ; (g;h) = 1i∈T × Interm−i

Identity: 1Self-Ai∈T ; f = f = f ; 1Self-Aj∈T

(i.e., 1i∈T ; 1i∈T × Interj−i = 1i∈T × Interj−i = 1i∈T × Interj−i; 1j∈T )

As a result, the above-mentioned monoid morphisms can be diagrammatically
drawn such as

Self-Ai∈T 1i∈T ×Inter±k

��Self-Ai±k∈T (15)

or

{Self -Ai∈T
l∈N

} 1i∈T ×Inter±k

��{Self -Ai±k∈T
l∈N

} (16)

These are all the basic ingredients we need to have the category Cat(Self-A).
Let us see a general definition of category in [7] for reference.

5.3 Some Properties of Category Cat(Self-A)

By the construction of category Cat(Self-A)), some emerging significant prop-
erties are presented in this subsection.

Property 1. All monoid morphisms of Cat(Self-A) is monoid isomorphisms

Proof: This result immediately stems from diagram (15). In fact, for every pair
of monoid morphisms in Arc(Cat(Self-A)) between Self-Ai∈T and Self-Aj∈T ,
we always have the following diagram:

Self-Ai∈T

1i∈T

��

1i∈T ×Interj−i

��
Self-Aj∈T

1j∈T

��

1j∈T ×Interi−j

�� (17)

These monoid morphisms satisfy an isomorphic relationship. Q.E.D.
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Property 2. Isomorphisms between any pair of monoids in Cat(Self-A) are
ever isomorphisms between the pair of CASs.

Proof: This comes from the fact that each object of category Cat(Self-A) is
just a CAS. Q.E.D.
From the above-mentioned justification of Cat(Self-A), we are able to derive
Self-Ai∈T . Derivation of every Self-Ai∈T is simplified by the following facts:

Property 3. There exists always a self-adaptation monoid Self-A, as simply
as it can, in Cat(Self-A) constructed. Hence, it is available to start with.

Proof: It emerges that

Self-A = {Self -Ai∈N(CAS × Inter0, CAS × Inter0)} (18)
= {Self -Ai∈N(CAS,CAS)}

thus
1 Self-A ��Obj(Cat(Self-A)) (19)

Q.E.D.

Property 4. Given Self-A, we can compute Self-Ai∈T .

Proof: We evaluate self-adaptation monoid Self-Ai∈T such that

1 Self-Ai∈T
��Obj(Cat(Self-A)) (20)

based on the facts that⎛
⎜⎜⎝

1 Self-A ��Obj(Cat(Self-A))
and

Self-A
10×Interi ��Self-Ai∈T

⎞
⎟⎟⎠ (21)

Note that Self-A
10 ��Self-A Q.E.D.

Property 5. Given Self-Ai∈T , we can compute Self-Aj∈T for every j �= i.

Proof: Self-adaptation monoid Self-Aj∈T is evaluated such that

1 Self-Aj∈T
��Obj(Cat(Self-A)) (22)

based on the facts that
⎛
⎜⎜⎝

1 Self-Ai∈T
��Obj(Cat(Self-A))

and

Self-Ai∈T 1i∈T ×Interj−i

��Self-Aj∈T

⎞
⎟⎟⎠ (23)

Q.E.D.



Categorical Structures of Self-adaptation in Collective Adaptive Systems 61

From the construction of Cat(Self-A), we see that every Self-Ai∈T can be
formed in the unifying way based on properties 3, 4 and 5. As a result, we
gain a substantial procedure of construction at a high abstract level without
any excessive inclination towards a specific implementation detail. This is quite
helpful when we want to justify whether or not some certain properties of the
construction are true. In fact, we can prove

Property 6. Every monoid Self-Ai∈T can be constructed by any other monoid
in Cat(Self-A)

Proof: Applying properties 3, 4 and 5 to construct every monoid Self-Ai∈T

from another monoid in Cat(Self-A) Q.E.D.
This is certainly a property we expect of any construction procedure.

Property 7. Cat(Self-A) is a complete graph

Proof: In fact, this is a consequence stemming from property 6 Q.E.D.
This is indeed a property of our abstract construction mechanism.

6 Conclusions

In this paper, we have investigated algebraic structures of self-adaptation in
CASs based on categorical approach.

We have started with investigating self-adaptation in CASs. Then, Self-Ai∈T

has been constructed as a self-adaptation monoid. By the self-adaptation monoids,
we have formed Cat(Self-A) as a category of the self-adaptation monoids for dis-
covering the significant properties of the self-adaptation.
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Abstract. An adaptive system is currently on spot: collective adap-
tive system (CAS), which is inspired by the socio-technical systems. In

are tightly entangled with humans and social structures. Meeting this
grand challenge of CASs requires a fundamental approach to the notion
of self-adaptive trait. To this end, taking advantage of the coinductive
approach we construct self-adaptation monoid to shape series of self-
adaptive traits in CASs and some significant relations.
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1 Introduction

The socio-technical structure of our community increasingly depends on sys-
tems, which are built as a collection of varied agents and are tightly coupled
with humans and social interrelations. Their agents more and more need to be
able to develop, cooperate and work all by themselves as a part of an artificial
community. Hence, for such collective adaptive systems (CASs), one of major
challenges is how to support self-adaptation in the face of changing interac-
tions [5,6]. In other words, how does a CAS understand relevant interrelations
and then self-adapt to become better able to live in its interactions?

Dealing with this grand challenge of CASs requires a well-founded modeling
and in-depth analysis on the notion of self-adaptive trait. With this aim, we
construct self-adaptation monoid to shape series of self-adaptive traits in CASs,
then we justify the equivalence between two series of self-adaptive traits based
on a powerful method so-called proof principle of coinduction.
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2 Outline

The paper is a reference material for readers who already have a basic under-
standing of CAS and are now ready to know the novel approach for constructing
self-adaptive traits in CAS using coinduction [3].

Construction is presented in a straightforward fashion by discussing in detail
the necessary components and briefly touching on the more advanced compo-
nents. Several notes explaining how to use the notions, including justifications
needed in order to achieve the particular results, are presented.

We attempt to make the presentation as self-contained as possible, although
familiarity with the notion of self-adaptive trait in CAS is assumed. Acquain-
tance with the algebra and the associated notion of coinduction is useful for
recognizing the results, but is almost everywhere not strictly necessary.

The rest of this paper is organized as follows: Sections 3 and 4 present the
notions of collective adaptive systems (CASs) and self-adaptive trait, respec-
tively. In section 5, self-adaptation monoid is constructed. In section 6, series of
self-adaptive traits in CASs is developed in detail. Finally, a short summary is
given in section 7.

3 Collective Adaptive Systems (CASs)

We define collective adaptive systems (CASs) as the following among various
definitions that have been offered by different researchers:

Definition 1. CASs are systems that consist of a collective of heterogeneous
components, often called agents, that interact and adapt or learn.

Hence, CASs are characterized by a high degree of adaptation, giving them
resilience in the face of perturbations. We see that, in CASs, highest degree of
adaptation is self-adaptation and we are interested in approaches to this char-
acteristic of CASs.

This definition is concerned with three major factors of CAS:

– A collective of heterogeneous agents is large enough to build up systems
that are tightly entangled with humans and social structures. Their agents
increasingly need to be able to evolve, collaborate and function as a part of
an artificial society. More importantly, the agents interact dynamically, and
their interactions are either physical or involving the exchange of informa-
tion.

– Interactions are rich, non-linear and primarily, but not exclusively, with
immediate neighbors. They can be recurrent, i.e. any interaction can feed
back onto itself directly or after a number of intervening stages. CASs are
dynamic networks of interactions

– Self-adaptation is the self-evolutionary process whereby a CAS becomes bet-
ter able to live in its interactions.
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4 Self-adaptive Trait

An interesting aspect of CASs is that it makes distinction between self-adaptation
(i.e. system-driven personalization and modifications) and self-adaptability (i.e.
user-driven personalization and modifications). Self-adaptedness is the state of
being self-adapted, i.e. the degree to which a CAS is able to live and reproduce
in a given set of interactions. Self-adaptive trait is an aspect of the developmental
pattern of the CAS which enables or enhances the probability of that CAS sur-
viving and reproducing.

Hence, self-adaptation is a set of self-adaptive traits [4]. That is,

self-adaptation = {y | y is a self-adaptive trait} (1)

Thus, each self-adaptive trait is an element in self-adaptation. In other words,

using categorical language, this is written as 1
self-adaptive trait��self-adaptation.

CASs are self-adaptive in that the individual and collective behavior mutate and
self-organize corresponding to interactions. Self-adaptation indicates that CAS
is a mimicry of socio-technical systems.

5 Self-adaptation Monoid

In [4], self-adaptation is specified by the morphism Self -A : (CAS × Intern∈T )
�� (CAS × Intern∈T ), which defines the set {Self -Ai∈N(CAS × Intern∈T ,

CAS× Intern∈T )} of self-adaptive traits. Let Self-An∈T be the set of such
self-adaptive traits, then

Self-An∈T = {Self -Ai∈N(CAS × Intern∈T , CAS × Intern∈T )} (2)

Note that, in the case, we write Self -An∈T
i∈N

to stand for Self -Ai∈N(CAS ×
Intern∈T , CAS× Intern∈T ). Thus, we have

Self-An∈T = {Self -An∈T
i∈N

} (3)

This set with the composition operation “; ” satisfies two following properties:

Composition of Self-adaptive Traits

Let f and g be members of Self-An∈T , then the composition of self-adaptive
traits f ; g : (CAS × Intern∈T ) �� (CAS × Intern∈T ) is as g : (f : (CAS
× Intern∈T ) �� (CAS × Intern∈T )) �� (CAS × Intern∈T ). In other
words, let f = Self -An∈T

i∈N
and g = Self -An∈T

j∈N
then

(Self -An∈T
i∈N

; Self -An∈T
j∈N

) = Self -Aj∈N(Self -An∈T
i∈N

, CAS × Intern∈T ) (4)
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Identity of Self-adaptive Traits

There exist identities 1n∈T : (CAS × Intern∈T ) �� (CAS × Intern∈T ) of
self-adaptive traits in Self-An∈T such that, for every f in Self-An∈T , 1n∈T ; f =
f ; 1n∈T = f to be held. In other words, this can be specified by

Self -An∈T
i∈N

= Self -Ai∈N(1n∈T , CAS × Intern∈T ) (5)

= Self -Ai∈N(CAS × Intern∈T , 1n∈T )
= Self -Ai∈N(CAS × Intern∈T , CAS × Intern∈T )

Thus, Self-An∈T with the composition operation “; ” is called self-adaptation
monoid. Moreover, the monoid Self-An∈T is also a monoid category includ-
ing only one object to be the set {Self -An∈T

i∈N
}, each of whose members is a

self-adaptive trait, and by the composition operation as a morphism, then the
associativity and identity on the morphisms are completely satisfied.

6 Series of Self-adaptive Traits

A number of different notations are in use for denoting series of self-adaptive
traits.

sf = (f0, f1, f2, . . .) (6)

is a common notation which specifies a series of self-adaptive traits sf which is
indexed by the natural numbers in T (= N ∪ {0}). We are also accustomed to

sf = (ft∈T ) (7)

Informally, series of self-adaptive traits can be understood as a rope on which
we hang up a sequence of self-adaptive traits for display. Hence it follows that

Definition 2 (Series of self-adaptive traits). For morphisms 1 t �� T and

1
ft �� Self-An∈T , there exists a unique morphism T

sf �� Self-An∈T such
that the equation t; sf = ft holds. This is described by the following commutative
diagram

1 t ��

ft

���
��

��
��

��
��

��
��

�� T

sf

��
Self-An∈T

(8)

Morphism T
sf ��Self-An∈T defines a series of self-adaptive traits.

Note that morphism T
sf ��Self-An∈T is read as

∀t[t ∈ T =⇒ ∃! ft[ft ∈ Self-An∈T & sf(t) = ft]]
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In other words, T
sf ��Self-An∈T generates series of self-adaptive traits as an

infinite sequence of sf(0) = f0, sf(1) = f1, . . ., sf(t) = ft, . . . which is written
as (sf(0), sf(1), . . . , sf(t), . . .) or (f0, f1, . . . , ft, . . .)

Definition 3 (Set of series of self-adaptive traits).Given T
sf ��Self-An∈T

then the set of series of self-adaptive traits, denoted by Self-An∈T
ω , is defined by

Self-An∈T
ω = {sf | T

sf ��Self-An∈T } (9)

We obtain

Corollary 1. If T
sf ��Self-An∈T then 1

sf ��Self-An∈T
ω

Proof: This result stems immediately from definitions 2 and 3 Q.E.D.

This corollary means that for each morphism T
sf �� Self-An∈T , there is

a morphism 1
sf �� Self-An∈T

ω generating member in Self-An∈T
ω . That is,

morphism T
sf �� Self-An∈T generates series of self-adaptive traits and 1

sf �� Self-An∈T
ω constructs the set of series of self-adaptive traits.

For series of self-adaptive traits, we can define a mechanism to generate them.
This mechanism consists of an object T equipping with structural morphisms

1 0 ��T
succ ��T with the property that for Self-An∈T , any 1

f0 �� Self-An∈T

and Self-An∈T next �� Self-An∈T then there exists a unique morphism T
sf ��

Self-An∈T such that the following diagram commutes

1 0 ��

f0

���
��

��
��

��
��

��
� T

succ ��

sf

��

T

sf

��
Self-An∈T

next
��Self-An∈T

(10)

Definition 4 (Construction of series of self-adaptive traits). We define
a construction morphism of series of self-adaptive traits, denoted by ‡, such that

Self-An∈T × [T
sf ��Self-An∈T ]

‡ �� [T
sf ��Self-An∈T ] (11)

This definition means that ‡(A×B
f×g ��C ×D ) = A ‡B f‡g ��C ‡D .

It follows that any series of self-adaptive traits T
sf �� Self-An∈T can be
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represented in a format including two parts of head and tail to be connected by
“‡” such that

T
sf ��Self-An∈T equiv≡ 1 0 ���� ��

f0

��T
sf ��Self-An∈T ‡ 1 t>0 ���� ��

ft>0

��T
sf ��Self-An∈T

(12)

where 1 0 ���� ��

f0

��T
sf ��Self-An∈T = sf(0) and 1

t>0 ���� ��

ft>0

��T
sf ��Self-An∈T = (sf(1),

sf(2), . . .) to be called head and tail, respectively.

Definition 5 (Head of series of self-adaptive traits). We define a head con-

struction morphism, denoted by 1 0 ��( ) , such that

1 0 ��( ) : [T
sf �� Self-An∈T ] �� Self-An∈T (13)

This definition states that ∀(a ‡ s)[(a ‡ s) ∈ [T
sf �� Self-An∈T ] =⇒ ∃! f0[f0 ∈

Self-An∈T & 1 0 ��(a ‡ s) = a = f0]]

It follows that 1 0 ��(T
sf ��Self-An∈T )

equiv≡ 1 0 ��T
sf ��Self-An∈T .

Definition 6 (Tail of series of self-adaptive traits). We define a tail con-
struction morphism, denoted by ( )′, such that

( )′ : [T
sf ��Self-An∈T ] �� [T

sf ��Self-An∈T ] (14)

This definition means that ∀(a‡s)[(a‡s) ∈ [T
sf �� Self-An∈T ] =⇒ ∃!(f1, f2, . . .)

[(f1, f2, . . .) ∈ [T
sf ��Self-An∈T ] & (a ‡ s)′ = s = (f1, f2, . . .)]]

As a convention, ( )〈n〉 denotes applying recursively the ( )′ n times.
Thus, specifically, ( )〈2〉, ( )〈1〉 and ( )〈0〉 stand for (( )′)′, ( )′ and ( ),
respectively.

It follows that thefirstmember of series of self-adaptive traits T
sf ��Self-An∈T

is given by

1 0 ��((T
sf ��Self-An∈T )′)

equiv≡ 1 1 ��T
sf ��Self-An∈T (15)

and, in general, for every k ∈ T the k-th member of series of self-adaptive traits

T
sf �� Self-An∈T is provided by

1 0 ��((T
sf ��Self-An∈T )〈k〉)

equiv≡ 1 k ��T
sf ��Self-An∈T (16)

Series of self-adaptive traits to be an infinite sequence of all ft∈T is viewed and
treated as single mathematical entity, so the derivative of series of self-adaptive

traits T
sf �� Self-An∈T is given by (T

sf ��Self-An∈T )′
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Now using this notation for derivative of series of self-adaptive traits, we can

specify series of self-adaptive traits T
sf �� Self-An∈T as in

Definition 7. A series of self-adaptive traits T
sf �� Self-An∈T can be speci-

fied by

- Initial value: 1 0 ��T
sf ��Self-An∈T and

- Differential equation: ((T
sf ��Self-An∈T )〈n〉)′ = (T

sf ��Self-An∈T )〈n+1〉

The initial value of T
sf ��Self-An∈T is defined as its first element 1

0 ��

T
sf �� Self-An∈T , and the derivative of series of self-adaptive traits,

denoted by (T
sf �� Self-An∈T )′, is defined by ((T

sf ��Self-An∈T )〈n〉)′ =

(T
sf �� Self-An∈T )〈n+1〉, for any integer n in T . In other words, the initial

value and derivative equal the head and tail of T
sf ��Self-An∈T , respectively.

The behavior of a series of self-adaptive traits T
sf ��Self-An∈T consists of

two aspects: it allows for the observation of its initial value 1 0 ��T
sf ��

Self-An∈T ; and it can make an evolution to the new series of self-adaptive

traits (T
sf ��Self-An∈T )′, consisting of the original series of self-adaptive

traits from which the first element has been removed. The initial value of

(T
sf ��Self-An∈T )′, which is 1 0 ��((T

sf ��Self-An∈T )′) = 1 1 ��T
sf ��

Self-An∈T can in its turn be observed, but note that we have to move from

T
sf �� Self-An∈T to (T

sf ��Self-An∈T )′ first in order to do so. Now a behav-
ioral differential equation defines a series of self-adaptive traits by specifying its
initial value together with a description of its derivative, which tells us how to
continue.

Note that every member ft∈T in Self-An∈T can be considered as a series
of self-adaptive traits in the following manner. For every ft∈T in Self-An∈T , a
unique series of self-adaptive traits is defined by morphism f :

1
ft ���� ��

(ft,◦,◦,...)

��Self-An∈T f ��Self-An∈T
ω (17)

such that the equation ft; f = (fi, ◦, ◦, . . .) holds, where ◦ denotes empty member
(or null member) in Self-An∈T . Thus (ft, ◦, ◦, . . .) is in Self-An∈T

ω .

Definition 8 (Equivalence).Forany T
sf1 ��Self-An∈T and T

sf2 ��Self-An∈T ,

sf1 = sf2 iff 1 t ��T
sf1 ��Self-An∈T = 1 t ��T

sf2 ��Self-An∈T with every t
in T .

Definition 9 (Bisimulation). Bisimulation on Self-An∈T
ω is a relation,

denoted by ∼, between series of self-adaptive traits T
sf1 ��Self-An∈T and
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T
sf2 ��Self-An∈T such that if sf1 ∼ sf2 then 1 0 ��(sf1) = 1 0 ��(sf2) and

(sf1)′ ∼ (sf2)′.

Two series of self-adaptive traits are bisimular if, regarding their behaviors,
each of the series “simulates” the other and vice-versa. In other words, each of
the series cannot be distinguished from the other by the observation. Let us
consider the following corollaries related to the bisimulation between series of
self-adaptive traits.

Corollary 2. Let sf , sf1 and sf2 be in Self-An∈T
ω . If sf ∼ sf1 and sf1 ∼ sf2

then (sf ∼ sf1) ◦ (sf1 ∼ sf2) = sf ∼ sf2, where the symbol ◦ denotes a
relational composition. For more descriptive notation, we can write this in the
form

sf ∼ sf1, sf1 ∼ sf2
(sf ∼ sf1) ◦ (sf1 ∼ sf2) = sf ∼ sf2

(18)

and conversely, if sf ∼ sf2 then there exists sf1 such that sf ∼ sf1 and
sf1 ∼ sf2. This can be written as

sf ∼ sf2
∃sf1 : sf ∼ sf1 and sf1 ∼ sf2

(19)

Proof: Proving (18) originates as the result of the truth that the relational
composition between two bisimulations L1 ⊆ sf × sf1 and L2 ⊆ sf1 × sf2 is
a bisimulation obtained by L1 ◦ L2 = {〈A, y〉 | A L1 z and z L2 y for some z ∈
sf1}, where A ∈ sf , z ∈ sf1 and y ∈ sf2.

Proving (19) comes from the fact that there are always sf1 = sf or sf1 = sf2
as simply as they can. Hence, (19) is always true in general. Q.E.D.

Corollary 3. Let sfi,∀i ∈ N, be in Self-An∈T
ω and

⋃
i∈N

be union of a family of

sets. We have
sf ∼ sfi with i ∈ N⋃

i∈N

(sf ∼ sfi) = sf ∼ ⋃
i∈N

sfi
(20)

and conversely,
sf ∼ ⋃

i∈N

sfi

∃i ∈ N : sf ∼ sfi
(21)

Proof: Proving (20) stems straightforwardly from the fact that sf bisimulates
sfi (i.e., sf ∼ sfi) then, sf bisimulates each series in

⋃
i∈N

sfi.

Conversely, proving (21) develops as the result of the fact that for each
〈A, y〉 ∈ ⋃

i∈N

(sf × sfi), there exists i ∈ N such that 〈A, y〉 ∈ sf × sfi. In

other words, it is formally denoted by
⋃

i∈N

(sf × sfi) = {〈A, y〉 | ∃i ∈ N : A ∈
sf and y ∈ sfi}, where A ∈ sf and y ∈ sfi. Q.E.D.
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The union of all bisimulations between sf and sfi (i.e.,
⋃

i∈N

(sf ∼ sfi) ) is

the greatest bisimulation. The greatest bisimulation is called the bisimulation
equivalence or bisimilarity [1,2] (again denoted by the notation ∼).

Corollary 4. Bisimilarity ∼ on
⋃

i∈N

(sf ∼ sfi) is an equivalence relation.

Proof: In fact, a bisimilarity ∼ on
⋃

i∈N

(sf ∼ sfi) is a binary relation ∼ on
⋃

i∈N

(sf ∼ sfi), which is reflexive, symmetric and transitive. In other words, the

following properties hold for ∼
– Reflexivity:

∀(a ∼ b) ∈ ⋃
i∈N

(sf ∼ sfi)

(a ∼ b) ∼ (a ∼ b)
(22)

– Symmetry: ∀(a ∼ b), (c ∼ d) ∈ ⋃
i∈N

(sf ∼ sfi),
(a ∼ b) ∼ (c ∼ d)
(c ∼ d) ∼ (a ∼ b)

(23)

– Transitivity: ∀(a ∼ b), (c ∼ d), (e ∼ f) ∈ ⋃
i∈N

(sf ∼ sfi),
((a ∼ b) ∼ (c ∼ d))

∧
((c ∼ d) ∼ (e ∼ f))

(a ∼ b) ∼ (e ∼ f)
(24)

to be an equivalence relation on
⋃

i∈N

(sf ∼ sfi). Q.E.D.

For some constraint α, if sf1 ∼ sf2 then two series sf1 and sf2 have the
following relation.

sf1 |= α

sf2 |= α
(25)

That is, if series sf1 satisfies constraint α then this constraint is still preserved
on series sf2. Thus it is read as sf1 ∼ sf2 in the constraint of α (and denoted
by sf1 ∼α sf2).

For validating whether sf1 = sf2, a powerful method is so-called proof prin-
ciple of coinduction [3] that states as follows:

Theorem 1 (Coinduction).For any T
sf1 ��Self-An∈T and T

sf2 ��Self-An∈T ,

if sf1 ∼ sf2 then sf1 = sf2.

Proof: In fact, for two series of self-adaptive traits sf1 and sf2 and a bisim-
ulation sf1 ∼ sf2. We see that by inductive bisimulation for k ∈ T , then

sf1〈k〉 ∼ sf2〈k〉. Therefore, by definition 9, 1 0 ��(sf1〈k〉) = 1 0 ��(sf2〈k〉).

By the equivalence in (16), then 1 k ��sf1 = 1 k ��sf2 with every k ∈ T . It
follows that, by definition 8, we obtain sf1 = sf2 Q.E.D.
Hence in order to prove the equivalence between two series of self-adaptive traits
sf1 and sf2, it is sufficient to establish the existence of a bisimulation relation
sf1 ∼ sf2. In other words, using coinduction we can justify the equivalence
between two series of self-adaptive traits sf1 and sf2 in Self-An∈T

ω .
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Corollary 5 (Generating series of self-adaptive traits). For every sf in
Self-An∈T

ω , we have

sf = 1 0 ��(sf) ‡ (sf)′ (26)

Proof: This stems from the coinductive proof principle in theorem 1. In fact,

it is easy to check the following bisimulation sf ∼ 1 0 ��(sf) ‡ (sf)′ . It follows

that sf = 1 0 ��(sf) ‡ (sf)′ Q.E.D.

In (26), operation ‡ as a kind of series integration, the corollary states that
series derivation and series integration are inverse operations. It gives a way to

obtain sf from (sf)′ and the initial value 1 0 �� (sf). As a result, the corollary
allows us to reach solution of differential equations in an algebraic manner.

7 Conclusions

In this paper, we have constructed self-adaptation monoid to establish series of
self-adaptive traits in CASs based on coinductive approach.

We have started with defining CASs and self-adaptive traits in CASs. Then,

Self-Ai∈T hasbeen constructed as a self-adaptationmonoid to shape seriesT
sf ��

Self-Ai∈T of self-adaptive traits. In order to prove the equivalence between two
series of self-adaptive traits, using coinduction, it is sufficient to establish the exis-
tence of their bisimulation relation. In other words, we can justify the equivalence
between two series of self-adaptive traits inSelf-An∈T

ω based on a powerful method
so-called proof principle of coinduction.
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Abstract. Software-Defined Networking is a novel paradigm, based on
the separation of the data plane from the control plane. It facilitates
direct access to the forwarding plane of a network switch or router over
the network. Though it has a lot advantages, the SDN technology leaves
considerable room for improvement. Research problems like efficient tech-
niques for customization and optimization for SDN networks are under
investigation. This paper aims at proposing a model for traffic engineer-
ing in SDN-based networks.

Keywords: Software-DefinedNetworking ·TrafficEngineering ·Context-
Aware Systems

1 Introduction

Performing experiments in production networks with legacy switches had been a
costly and arduous task for a long time, until the Software-Defined Networking
approach (SDN) appeared. SDN is a novel paradigm, based on the separation
of the data plane from the control plane. While the former remains in switches,
the latter is ported to a programmable controller which can either be a physical
computer or a virtual machine. By this way, SDN gives researchers the flexibility
in working with networks, it allows to perform their own experiments on net-
work devices. The emergence of SDN provides users with a convenient way to
customize network applications, without intervening the internal design of com-
modity switches [5],[6]. Though its technical aspects are still under development,
SDN has found its way going into other formulation, SDN is widely adapted by
network, content, and datacenter providers.

OpenFlow is a protocol for the communication between controllers and Open-
Flow switches. It provides direct access to the forwarding plane of a switch or
router. OpenFlow is widely accepted and considered to be the most notable
deployment of SDN [5]. The protocol has recently received a growing attention
both from academe and industry. As of June 2014, there are more than 150
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 73–82, 2015.
DOI: 10.1007/978-3-319-15392-6 8
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members registered to the Open Networking Foundation - the consortium for
the development and standardization of SDN.

Despite a myriad of advantages, the SDN technology leaves considerable room
for improvement. Research problems like efficient techniques for customization
and optimization for SDN networks are under investigation. Our paper aims at
introducing state of the art of SDN. Afterward, it is going to present a proposal
for a traffic engineering model in SDN-based networks. The paper is organized
as follows. In Section 2 we present the reader an overview of SDN functionalities.
Recent developments on SDN performance are reviewed in Section 3. A running
example is introduced in Section 4. Section 5 highlights the motivations, research
objectives as well as our proposed solution. Finally, Section 6 concludes the
paper.

2 SDN Functionalities

An SDN switch may hold a number of flow tables, each of them stores forwarding
rules. A flow entry consists of three components: headers, actions, and statistics.
The flow tables of a switch are used as the base for manipulating packets. Figure 1
illustrates how the first packet of a new flow is processed at an SDN switch.

Fig. 1. Processing for the first packet of a flow

Upon the arrival of the packet, the packet’s header is compared with the
rules in the first flow table. If there is a match, the corresponding actions are
executed and statistics are updated. The packet can also be discarded depending
on the rules defined at the switch. In contrast, if there is no match, the header
is compared against rules in the next tables or the packet is encapsulated and
forwarded towards the controller. This is left at programmer’s discretion. When
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receiving the packet, the controller may create a new rule and sends back to the
switch which in turn updates the new rule to the flow table.

Figure 2 shows the fields for matching defined by the OpenFlow standard.

Fig. 2. Fields for matching [17],[18]

The following components are essential for an SDN implementation:

– The data plane is a set of flow tables and the actions corresponding to the
table entries.

– The control plane is the controller that manages the flow tables through a
pre-defined protocol.

– A flow is normally a group of consecutive packets sharing same features.

Using SDN’s centralized intelligence, an administrator can exploit some advan-
tages. SDN is used to route flow at Layer 2, Layer 3, and Layer 4 separately
or concurrently according to packet’s header information. In conventional net-
works, to configure network flows, an administrator needs to manipulate network
devices separately using CLI (Command Line Interface). This poses a great diffi-
culty, especially for networks with heterogeneous hardware units. In addition, it
is almost impossible to program the network so that it can self configure during
operation; any re-configuration needs to be manually done by the administrator.
SDN helps the administrator do his work in a smoother way. It is not necessary
for the administrator to know the specification of each hardware. He can config-
ure a wide range of hardwares from different vendors using a single language.

3 Technical Issues

One might argue that SDN is no more useful if the time for processing incoming
packets is longer that that of a legacy switch. It is, therefore, necessary to inves-
tigate the performance of SDN-based switches. The performance of data plane
and control plane has received much interest from the research community. This
section gives an overview of some notable studies on the problem.

It is worth noting that controller and switch - representing the control plane
and the data plane - are the integral parts of the SDN approach. Correspondingly,
performance evaluations have been done pertaining to these aspects. Parameters
regarding response time, throughput of controller implementation as well as
OpenFlow switches have been thoughtfully investigated. In [6] a performance
evaluation for the data plane is presented. In this paper, the performance the of
OpenFlow data plane is compared to that of IP routing and switching. It has
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been shown that, the performance of the data plane is comparable with that
of the two technologies. Similarly, in [8] the authors introduce a performance
comparison for an OpenFlow switch implementation and a native router. The two
studies, [6] and [8], show that the efficiency of the forwarding plane of OpenFlow
switches is similar to that of commodity switches.

Investigating performance of control plane helps promote an understanding
of the feasibility, scalability, and robustness of the SDN concept. This helps
network administrators know the number of controllers launched to handle the
network. In addition, this helps further provision suitable resources. There are
lots of studies conducted to investigate performance of control plane for SDN
implementations. A performance comparison for different OpenFlow controllers
is presented in [7]. Alongside some existing controllers, the authors propose NOX-
MT, an enhancement of NOX with multi-threads. The performance tests are
then conducted on the four OpenFlow implementations: NOX, NOX-MT, Mae-
stro, and Beacon. The measurement metrics are controller’s throughput and
response time. The experimental results demonstrate that NOX-MT outper-
forms the other implementations.

In [5] the authors conduct performance tests to evaluate the performance of
the control plane and the data plane of three OpenFlow switches: Open vSwitch,
Pronto 3290 and NetFPGA OpenFlow switch. The experiments aim to measure
the delay time at each OpenFlow switch for different packet sizes. The experi-
mental results show that the NetFPGA OpenFlow switch has the lowest delay
time compared to those of Open vSwitch and Pronto 3290. The Open vSwitch
needs much more time to process a packet since it frequently accesses memory.
In addition to the performance measurement, the authors also propose a simple
model of an OpenFlow architecture based on queueing theory. In their approach,
the performance of a controller is measured with the following parameters: the
delay time at controllers and switches, the probability a packet is dropped given
that the controller is out of service. The model has the advantage of swiftly deliv-
ering results but it has also some limitations. Despite the fact that an OpenFlow
controller can host a number of switches, the model allows only one switch for a
controller. In addition, only TCP traffic is considered and UDP traffic is missing.

A model for flexible benchmarking OpenFlow controllers has been proposed
in [2]. Along with the model a software tool was implemented. The benchmark
allows the emulation of scenarios and topologies, it helps build performance eval-
uation scenarios using several virtual switches. The performance of the bench-
mark is compared with that of Cbench. The experimental results show that the
tool produces comparable results to those of Cbench. In addition, the bench-
mark is able to provide more performance statistics, i.e. round trip time, num-
ber of sent/received packets per second, and the number of outstanding packets
per switch. It is also possible to examine whether the controller treats switches
equally or not. This helps study further the performance characteristics of dif-
ferent OpenFlow controller implementations.
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A model for the optimization of flow scheduling for datacenter networks is
presented in [9]. The system, named Hedera can schedule in an adaptive fashion,
in order to utilize network resources more efficiently. From a global view, the
system can monitor flow and based on the information collected calculates a
more efficient path to redirect flows. Similarly, with the model proposed in [11],
[12], an OpenFlow system can detect traffic congestion of a virtual link and
migrate flows away from the congested links.

In summary, different technical issues of OpenFlow have been thoroughly
examined in many studies. Important parameters relating to the performance of
the OpenFlow concept have been identified. A number of different performance
benchmarks are already implemented to measure performance of OpenFlow net-
work
components. The performance of data plane of an OpenFlow switch is close
to that of a legacy switch while the performance of control plane depends on
controller implementation. Some studies have taken the first steps towards net-
work traffic tailoring based on network’s conditions. However, the issue of using
up-to-date performance information to control network is yet at an early stage
and remains an open research problem.

4 Running Example: Datacenter

Network technologies prior to SDN supported a certain level of virtualization.
Nevertheless, customizing traffics to meet user’s demands was not only a costly
but also daunting task, since technologies did not offer a convenient way to do.
SDN has been applied in datacenters and helps eliminate the limitations. The
SDN architecture facilitates flexible control of the whole network. Through the
separation of control plane and data plane, it is possible to route network traffic
with regard to the content of flows.

SDN provides a better way to utilize resources while hiding the underlying
physical networks. It allows for decoupling the logical layer and physical layer
to create virtual networks working on a shared physical network infrastructure.
Switches are responsible for basic data forwarding while the control functionali-
ties are handled at a virtual machine/programmable server. As a result, adminis-
trators are able to add new resources without needing to re-configure the exist-
ing devices. In network virtualization, a slice is defined as a set of flows and
formed based on pooling of different network resources. The SDN scheme helps
manage network slices and automate network management. This facilitates the
development of a multi-tenant network environment. Each slice is handled by
a single, logical controller and runs through multiple switches. Slicing enables
flexible connection of servers, storage equipments and switches. Users are able
to independently customize their own load and policies [19].

In datacenters, a common task is to move a large amount of data from a
location to another location. Using SDN, one can configure network based on
packet header at execution time to efficiently exploit existing bandwidth. To see
how SDN helps optimize network resources and bandwidth, we consider a data-
center as depicted in Figure 3 and Figure 4 where a caching scheme is applied.
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In this scenario, file server FS is used to provide data for the whole network and
CS works as a cache server. Big volume data is frequently transferred from FS
to CS. Another data stream with lower bandwidth requirement flows continu-
ously from SW1 → SW3. Figure 3 shows how a datacenter in legacy network
operates. All traffics including that from FS to CS are routed through the high
bandwidth channel. The low bandwidth channel is inadvertently left free.

Fig. 3. Data transmission in legacy
networks

Fig. 4. Data transmission in SDN net-
works

The SDN paradigm provides a productive way to manage the transmission.
In such a network the cache station CS is about to serve a number of nodes
and therefore should be deemed of importance. Flows from the file server to the
cache server are given a certain level of priority. In Figure 4 the same network
topology is deployed with SDN switches superseding legacy switches. A controller
is added to handle all the switches. Flows are distinguished by their features,
e.g. the MAC addresses of CS and FS. Since the controller has a global view
of the network and knows the network topology, it is able to customize flows
to maximize network utilization. The controller assigns the highest bandwidth
channel to flows from FS to CS, i.e. SW1 → SW4, whilst moving out subordinate
traffics to the low bandwidth channel, i.e. SW1 → SW2 → SW3. Once the data
has been completely transmitted, the controller allocates the released traffic to
other flows. By doing this, flows are manipulated to tailor network traffic. As a
result, network bandwidth is more efficiently utilized.

Implementing the SDN concept in a datacenter brings benefits. However,
from our perspective, there are still issues that need to be addressed. Consid-
ering the above mentioned scenario, some questions might arise. For example,
what would happen if the channel from SW1 → SW2 → SW3 → SW4 has been
beefed up and got a higher bandwidth than that between SW1 → SW4? The
controller program is upgraded, does its processing ability affect the overall per-
formance? Can the controller be aware of changes if an SDN switch with greater
processing capability has been added? There is a need to adaptively react to
changes happening in the surrounding environment. We consider these issues as
our research problems.
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5 A Proposed Model for the Adaptive Control of an
SDN-Based Datacenter

5.1 Motivations

SDN ushers in a new era of the network technology. Nevertheless, the concept
is still in its infancy. There is a potential of souping up network applications
using SDN/OpenFlow. A main question is how to further exploit the centralized
intelligence of SDN to increase network utilization. It is also necessary to further
facilitate the cooperation between controllers and switches.

The survey in Section 3 implies that the performance of an SDN network
is substantially dependent on the controller’s performance and switch’s status.
An SDN/OpenFlow controller might be suitable for a specific type of applica-
tions than for an other. In a network where there is the presence of several SDN
switches and corresponding controllers, a change in controller’s implementation
may produce adverse or beneficial effects on to the network. Applications them-
selves also have influence on the system, their behaviours can possibly place a
burden on the performance over the course of time. Given the circumstances,
the regular monitoring of controllers, switches, flows, and application
behaviours is intrinsic to a good performance of the whole system.

So far, several researches have been conducted to study different aspects of the
SDN approach. However, comparatively little of them has addressed the
issue of utilizing the performancemetrics for controlling SDNnetworks.

5.2 Goals

From our perspective, a control model for SDN networks which has the ability
to deal with changes or perturbations occuring at execution time is meaningful.
Based on investigations, our work aims at developing a management model for
OpenFlow networks which performs operations according to the performance
information of the underlying network. The proposed model is expected to facil-
itate traffic engineering techniques for OpenFlow networks. It will, therefore,
pave the way for further developments in the SDN domain. The specific aims of
our work are as follows.

Aim #1: To propose techniques for employing flow statistics, information about
switches, application, and controllers to control OpenFlow networks.

– Hypothesis #1: Information about flows, switches and controllers as well
as bandwidth demand from applications is beneficial to the autonomous
reaction to changes or disruptions happening in the network.

– Expected Result #1: To develop a traffic engineering model that exploits
information about the conditions of the surrounding environment as the
input.

Aim #2: To validate the efficiency of the proposed model in an SDN-based
system - a datacenter.
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– Hypothesis #2: The prototype helps the datacenter efficiently utilize network
resources and deal with environmental stimuli.

– Expected Result #2: To realize the model by building a software prototype
based on the OpenFlow standard and to deploy test scenarios in a datacenter,
either a real system or simulation.

Our work aims at proposing and evaluating a traffic engineering model for
SDN-based datacenters. The traffic engineering model is realized using the Open-
Flow standard. Figure 5 displays an abstract view of the prospective model. The
succeeding sections will give a brief introduction to the model.

Fig. 5. An abstract view of the proposed model

5.3 Performance Monitoring

The proposed architecture consists of two main modules: Monitoring and Control
as shown in Figure 5. The monitoring of controllers, switches, and flows contributes
towards the optimization of the overall performance. In the first place, it is neces-
sary to identify the factors that best represent the performance of an OpenFlow
network. The existing studies on the performance of OpenFlow implementations
provide a comprehensive analysis that can be used to derive a performance model
suited to the requirements. The model will either exploit existing techniques or
propose novel methods for the extraction of OpenFlow network’s features.

The aim of performance monitoring is to provide the metrics reflecting net-
work conditions. This module frequently communicates with switches, controllers,
and flows to get up-to-date information about the network situation.

5.4 Topology Discovery

Information about network topology helps the control module calculate feasible
paths for flows. The monitoring module needs to collect topology information to
maintain a view of the network topology.

Each OpenFlow switch is programmed with some predefined configuration.
The controller programs a rule in the new switch when it connects to the network.
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The switch periodically sends data packets to all ports and waits for responses.
This aims at testing the availability of neighbour switches as well as measuring
sojourn time. The information is collected by the monitoring modul which then
supplies the controller with status of links and transfer time. Once the controller
collects enough information about network topology from all switches, it is able
to construct network topology.

5.5 Network Control

Information collected by the monitoring module serves as the input for the con-
trol module (cf Figure 5). This includes information from flows, switches, con-
trollers and applications. Switches report collision or disruption occurring in the
constituent network segments. The statistics collected from the flow tables provide
a view of the flows. Each application sends up-to-date information about band-
width demand. The capacity of the existing communication channels will also be
frequently reported from the switches.

The control module receives the information and conducts adequate counter-
measures. It orders the controller to move or re-distribute flows to avoid collision
and disruption. New routes are then calculated and programmed into related
switches. The changes enable efficient bandwidth distribution and result in tai-
loring bandwidth demand and channel capacity. This contributes towards the
efficient utilization of network resources and optimization of overall performance.

6 Conclusions and Future Work

In this paper we have introduced our proposal for a traffic engineering model for
Software-Defined Networks. To turn the proposals into realization, we are work-
ing towards a software prototype for the management of OpenFlow networks
based on an existing OpenFlow controller implementation, e.g. NOX, Maestro,
Floodlight, etc. The software prototype operates as an overlay between the Open-
Flow architecture and its applications. Afterwards, to validate the efficiency of
the proposed model, its features are going to be investigated. This is done by
deploying the software prototype in the selected use case datacenter. A testbed
will be built and the test infrastructure should emulate the activities of a dat-
acenter. Simulation might be necessary given that the available resources are
not sufficient to perform tests for a large scale. Experiments will be conducted
to measure network throughput, transfer time under different system config-
urations. The evaluations aim at examining the performance, feasibility, and
scalability of the proposed approach in the datacenter. It is expected that the
deployment of the software prototype will help the datacenter utilize network
resources efficiently.
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Abstract. In this paper, we propose a solution to the multi-step k-nearest neigh-
bor (k-NN) search. The method is the reduced tolerance-based k-NN search for 
static queries in streaming time-series. A multi-scale filtering technique com-
bined with a multi-resolution index structure is used in the method. We com-
pare the proposed method to the traditional multi-step k-NN search in terms of 
the CPU search time and the number of distance function calls in the post-
processing step. The results reveal that the reduced tolerance-based k-NN 
search outperforms the traditional k-NN search. Besides, applying multi-
threading to the proposed method enables the system to have a fast response to 
high speed time-series streams for the k-NN search of static queries. 

Keywords: k-NN search · Streaming time-series · Multi-scale filtering · Multi-
resolution index structure · Static query 

1 Introduction 

At present, a significant number of real-world applications deal with time-series 
streams: performance measurements in network monitoring and traffic management, 
online stock analysis, earthquake prediction, etc. The major common characteristic of 
these applications is that they are all time-critical. In such applications, similarity 
search is often a core subroutine, yet the time taken for similarity search is almost an 
obstacle since time-series streams might transfer huge amount of data at steady high-
speed rates. As a result, time-series streams are potentially unbounded in size within a 
short period and the system runs out of memory soon. Due to this, if an element of 
time-series stream has been processed, it is quickly discarded and cannot be retrieved 
so that it yields to a new-coming one. To achieve real-time response, one-pass scan 
and low time complexity are usually required for handling streaming time-series. 
However, available methods used to manage static time-series are hardly to satisfy the 
above requirements because they commonly need to scan time-series database many 
times for processing time-series data and often have high time complexity. Therefore, 
according to Yang and Wu [1], high-speed data streams and high dimensional data are 
the second ranking challenge among ten top challenging problems in nowadays' data 
mining. In addition, Fu [2] has recently conducted a review on time-series data  
mining and reckoned that mining on streaming time-series is an attractive research  
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direction. In the scope of this paper, we only focus on pattern discovery by similarity 
search in streaming context. That is similarity-based streaming time-series retrieval, 
which is to find those streaming time-series similar to a time-series query. 

Kontaki et al. [3] summarized that there are three similarity search types extensive-
ly experimented in the literature: range search, k-NN search and join search. Liu and 
Ferhatosmanoglu [4] reckoned that applications of streaming time-series might in-
volve two query kinds: static queries that are predefined patterns as well as ad hoc and 
streaming queries that are continuously changed. In our previous work [5], we pro-
posed a solution to range search for static queries in streaming time-series. In the 
paper, we will address a problem of improving the performance of the multi-step k-
NN search for static queries in streaming time-series. Specifically, we deal with an 
important scenario in streaming applications where incoming data are from concur-
rent time-series streams at high speed rates, and queries are a fixed set of time-series 
patterns.  

The existing multi-step k-NN search method [6] is to achieve a fixed tolerance and 
use the tolerance in the whole range query process. As a result, a large number of 
candidate sequences are retrieved by a range query with a large tolerance. Too many 
candidates incur CPU overheads in the post-processing step and eventually degrade 
the overall k-NN search performance. To reduce the number of candidates, we apply a 
tolerance reduction-based approach, which improves the search performance by tight-
ening the tolerance of a query when its k-NN set is modified. The approach is similar 
in spirit to one suggested by Lee et al. [7]. Our method also uses a multi-resolution 
index structure is built on an array of R*-trees [8] that supports the multi-scale filter-
ing in similarity search. The index structure stores features of time-series subsequenc-
es of queries, extracted by any transform that satisfies the lower bounding condition 
and has multi-resolution property. 

The main contributions of the paper are  

• Using a tolerance reduction-based approach in k-NN search for static queries over 
high speed time-series streams;  

• Adjusting range search in an R*-tree for many queries at a time.   

The rest of paper is organized as follows. Section 2 presents supporting techniques 
for our approach. Section 3 describes the proposed method. Section 4 discusses exper-
imental evaluation, and Section 5 gives conclusions and future work.   

2 Supporting Techniques 

The section briefly describes supporting techniques for the proposed method. Some of 
the techniques were presented in detail in [5]. 

2.1 Multi-resolution Dimensionality Reduction Methods 

A time-series X of length l might be considered as a point in l-dimensional space. It 
would be costly if we perform similarity search directly on the time-series X. There-
fore, X is often transformed into a new space with lower dimensionality.  
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We use three common dimensionality reduction transforms: Discrete Fourier 
Transforms (DFT) [9], Harr Wavelet Transform (Haar DWT) [10], and PAA [11]. 
They all satisfy the lower bounding condition and have multi-resolution property. 

2.2 Storing Coefficients at Resolutions 

Each predefined query is segmented into non-overlapped segments. This makes sure 
that segments of queries are filtered continuously and this is suitable for streaming 
environment. These segments are normalized and transformed into coefficients by 
Haar DWT, PAA, or DFT. 

Let denote maxlevel as the maximum level of the multi-resolution structure and l as 
the length of a query. We assume that the minimum length of queries is min. A query 
is separated into segments: min, 2min, 4min… from backward direction, such that ∃n, 
n is largest and min × (2n - 1) ≤ MIN (l, maxlevel × min). Therefore, n is the maxi-
mum level to which the query might be filtered.  Fig. 1 depicts the segmentation from 
the backward direction of a query. 

 

         0                                                                               l-1                                 remainder 
                                  4min                      2min            min 

Fig. 1. The query segmentation [5] 

The number of coefficients must be an integer power of two (2i) since we want to 
compare the results of three transform methods: Haar DWT, PAA, and DFT. There is 
a maximum value of the number of coefficients; in [5] we recommend the maximum 
is 16. The number of coefficients at levels might be different. Assume that min = 8 
and maxlevel = 5, we have the number of coefficients as shown in Table 1.  

Table 1. Coefficient table 

Level Length Number of Coefficients 

1 8 2

2 16 4

3 32 8

4 64 16

5 128 16

2.3 Multi-resolution Index Structure 

An array of R*-trees is used to store coefficients extracted from query segments. The 
index of the array corresponds to the resolution level that filters out the data. For ex-
ample, the coefficients of the first segment (its length is min) of the query are stored 
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in the first R*-tree of the array (i.e. level 1). The coefficients of the second segment 
(its length is 2min) of the query are stored in the second R*-tree (i.e. level 2), etc. 
Notice that all static queries share the same array of R*-trees as their index. 

2.4 Improved Range Search in R*-tree 

R*-tree is an index structure organized as B-tree. It contains hierarchical nodes and 
parent (upper) nodes link to their child (lower) nodes. Only leaf nodes refer to spatial 
data object. Each node has its own minimum bounding rectangle (MBR). Because we 
use R*-tree for point (coefficients of query segments) query, we can have the infor-
mation about whichever points lie in a MBR. The minimum distance hmin from a que-
ry point in a MBR to the margin of the MBR can be calculated after the R*-tree is 
constructed.   

During the stage of k-NN search, a time-series point is checked to determine 
whether the time-series subsequence is a k-NN candidate of a query within its own 
tolerance tl. The procedure is done as follows: Firstly, the distance dt from a time-
series point to the MBR is calculated. Next, we consider the query points in the MBR; 
if dt < tl, the time-series subsequence might be a k-NN candidate of that query. To 
reduce false alarms we additionally note that if dt + hmin< tl then the time-series sub-
sequence is a more probable candidate. Fig. 2 depicts the improved range search in 2-
dimensional space. 

 

 

Fig. 2. The improved range search for a query point to a time-series point in the 2-dimensional 
space 

2.5 Data Structures 

To  simulate  data  streams,  we use a round-robin buffer to contain data points from a 
time-series stream. When the round-robin buffer is full, the new-coming element is 
put into the position of the oldest one; whereas in case of a common buffer, all ele-
ments of the buffer are forcibly shifted forward to have an available position for the 
new-coming one. 
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Each query has its own k-NN candidate set. The k-NN candidates of a query have 
their distance to the query less than a tolerance. We expect that the tolerance of a 
query is the maximum distance in the k-NN candidate set. When a time-series subse-
quence has its distance to the query less than the tolerance, it is added into the k-NN 
candidate set. Because time-series streams are potentially unbounded in size, so if the 
tolerance is large, the number of candidates in the k-NN set is too numerous and this 
incurs memory overflow in the execution of similarity search. For this reason, we 
cannot use a common in-memory set to store all candidates that have their distances 
less than the tolerance of a query. We propose using a priority queue organized as a 
max-heap to keep k candidates of a query. Therefore, the top item in the priority 
queue is the time-series subsequence that has the maximum distance to the corre-
sponding query. Another advantage of using priority queues as the k-NN sets of que-
ries is that the system can return the sorted k-NN items of a query at any time, while 
in the traditional k-NN search it takes time to sort the final candidates before the k-NN 
items are returned. However, using priority queues also costs some time for removing 
the top item to yield to a new time-series subsequence whose distance is less. 

3 Proposed Method 

The k-NN search algorithm consists of three main phases as follows: 
Phase 1: Preprocessing 

At the beginning of the program, the k-NN sets of all queries are initialized with k 
false items whose distances are a maximum value (∞). Let denote NotFullQueryList 
as the global list of queries whose k-NN set has still false items; initially the list con-
tains all queries. Also, let kNNinfo be the global list of queries whose entire k-NN sets 
contain true items; initially the list is empty.  

Next, queries are segmented and normalized. Their coefficients are calculated and 
stored in a multi-resolution index structure which is an array of R*-trees. Notice that 
segments of predefined queries only need normalizing once in this phase, but seg-
ments of time-series stream have to be normalized at every new-coming data point.  
Phase 2: k-NN search 

When there is a new-coming data point of a time-series stream, segments on the 
streaming time-series are incrementally normalized. Using the incremental data nor-
malization based on z-score [5] enables the method not to compute data normalization 
from the scratch. After that, the coefficients of the normalized segments are calculat-
ed. These coefficients are matched with the coefficients of query segments already 
stored in the nodes of R*-tree within each tolerance of the queries from the lowest to 
upper levels. Fig. 3 illustrates the backward matching of each pair of the coefficients. 
This matching step, which applies multi-step filtering, helps to prune unsatisfying 
queries. Lastly, the query candidates are checked in the post-processing phase. 
Phase 3:  Post-processing 

For each query candidate, the real distance between the query candidate and the 
corresponding piece of streaming time-series is calculated to find a true k-NN item 
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(time-series subsequence). If a true k-NN item is found, the k-NN set is updated and 
the tolerance might be reduced. 

Table 2 shows some notations we will use in the following. 

Table 2. Frequently used notations 

Notation Meaning 

q a query sequence 

q.kNN the priority queue of q 

q.normal the normalized sequence of q 

m the number of queries 

SortedByToleranceList data structure of lists sorted by descending tolerance 

S = {… Tn-2 , Tn-1, Tn} a streaming time-series 

si the ith time-series segment of S,  i: 0..maxlevel-1 
Tn new-coming data at time point n 

Tn-1 new-coming data at time point n-1 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Query filter through resolution levels [5] 
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The algorithm has two options. Firstly, when the k-NN set of a query is full (that 
means all items in the set are real), the tolerance is the maximum distance in the set 
and since then, it is not changed. Secondly, when the k-NN set of a query is full, the 
tolerance is the maximum distance in the set and it might be changed whenever the set 
is updated. We will evaluate the performance of the two options in section 4. The 
following pseudo codes illustrate the k-NN search for static queries over a time-series 
stream. 

 

Algorithm k-NNSearch(Streaming time-series S) 

 
variables 

• SCandidates: a static local list contains candidate queries 
whose k-NN sets are full. Its type is SortedByToleranceList. 

• SNotFullQueryList: a static local list contains candidate 

queries whose k-NN sets are not full. 
• postCheckSet: a set of queries for post-processing 
• tempList: a query list whose type is SortedByToleranceList 
• res: a query candidate list 
• dmax: the maximum distance of q.kNN 
• s: a corresponding piece of S with a current query 

begin 

When there is a new-coming data of S: Tn         // Phase 2 
1. if SCandidates is different from kNNinfo then 

2.     Copy kNNinfo to SCandidates 
3.     if |SCandidates| < m then 

4.        Copy NotFullQueryList to SNotFullQueryList 
5. if |SCandidates| > 0 then 

6.    postCheckSet = ∅ 
7.    tempList = SCandidates 
8.    for i = 0 to maxlevel - 1 
9.       res = Searchk-NN(Coef(IncNormalize(si)),tempList,R

*-

tree[i]) 
10.      foreach (Query q in res) 
11.        if i is the maximum resolution level of q then  

12.           postCheckSet = postCheckSet ∪ q 
13.           Remove q from res 
14.      end foreach 

15.      if res is empty then 
16.           break 

17.      tempList = Sort res by descending tolerances 
18.   end for 

19.   foreach (Query q in postCheckSet)       // Phase 3    

20.      d = do(q.normal, Normalize(s)) 
21.      Get dmax from q.kNN 
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22.      if d < dmax then 

23.         q.kNN.Dequeue 
24.         q.kNN.Enqueue(s) with d 
25.         Get dmax from q.kNN 
26.         Update q and its dmax in kNNinfo  
27.   end foreach 

28. foreach (Query q in SNotFullQueryList) //Phase filling k-NN 

sets     

29.   d = do(q.normal, Normalize(s)) 
30.   q.kNN.Dequeue 
31.   q.kNN.Enqueue(s) with d 
32.   Get dmax from q.kNN 
33.   if dmax < ∞ then 
34.     Add q and its dmax into kNNinfo 
35.      Remove q from NotFullQueryList 
36. end foreach    

end 

There are some noticeable issues in the phases of Algorithm k-NNSearch: 
- Phase 2: If SCandidates does not contain all queries then NotFullQueryList is 

copied to SNotFullQueryList (lines 3-4). Copies (lines 2 and 4) ensure that the algo-
rithm manipulates local resources, not shared global ones. Next, the two static local 
resources are SCandidates and SNotFullQueryList considered one by one. Line 9 
implies that segments si is incrementally normalized and a coefficient vector is ex-
tracted from the normalized segment; then a k-NN search in the R*-tree of the ith filter 
level is performed. Searchk-NN calls Algorithm Searchk-NN with node as the root 
node of the R*-tree. The query results are checked (line 11) to create a candidate set 
for phase 3. Going through filter levels might ends early if the candidate set for the 
next traverse is empty (lines 15-16). Because the return results of the k-NN search in 
the R*-tree is not to follows the type of SortedByToleranceList, the results need sort-
ing by descending tolerance for the next filter level (line 17).  

- Phase 3: Line 20 implies that the real distance between the normalized query se-
quence, which is calculated beforehand, and the time-series subsequence, which is 
normalized at the moment, is performed. As mentioned before, the algorithm has two 
options: the reduced tolerance-based k-NN search and the traditional k-NN search. 
Lines 25-26 exist for the first option while these codes are omitted for the second 
option. It is obvious that when we compare the two options, the execution cost of 
lines 2-4 is less in the second option.  

- Phase filling k-NN sets: the phase illustrates filling k-NN queues of queries with 
real items. If a k-NN queue is full, that means the condition of line 33 is true, the que-
ry information is added into kNNinfo (line 34) and the query is removed out of 
NotFullQueryList (line 35).  

To support the k-NN search in an R*-tree, the nodes in the index structure need to 
include the information of points that lies in the MBR of the nodes. The information 
is a list of items whose structure consists of pointID, entryID, and hmin. The list is in 
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order of pointID. pointID is the queryID. entryID is ID of the entry that refers to the 
child node containing the point. hmin is the minimum distance from the point to the 
MBR margin of the node. For example, a node has entrieIDs: 10, 14, 21 and pointIDs: 
2, 4, 9, 10, 15, 22, and 35. entryID 10 contains 9 and 22; entryID 14 contains 2, 15, 
and 35; and entryID 21 contains 4 and 10. Let node.information be the information of 
the points in the node. Fig. 4 illustrates an example of node.information. 

 
pointID 2  4 9 10 15 22 35 

entryID 14 21 10 21 14 10 14 
hmin 0 1.2 2.3 0 1.5 4.6 2.8 

Fig. 4. An illustration of node.information 

We note that hmin is 0 if the point lies at the margin of the MBR of the node.  
Algorithm Searchk-NN elaborates the function Searchk-NN used in line 9 of Algo-

rithm k-NNSearch. This important algorithm performs the k-NN search of a coeffi-
cient point against a query list, whose type is SortedByToleranceList, on a node of an 
R*-tree. 

Algorithm Searchk-NN(point, ql, node) 
 

variables 

• cl: an array of lists of query candidates in node, which 
needs considering in the lower level of the R*-tree. The 

indexes of the array are entry IDs of node. 
• res: a query candidate list. Initially, res is empty.  

begin 

1.  calculate distance dt between point and the MBR of  node 
2.  if dt = 0 then 
3.       foreach (item in ql) 

4.          Get entryID of item from node.information 
5.      Add item into cl[entryID] 
6.       end foreach 

7.  else 

8.       foreach (item in ql) 
9.         if dt >= item.tolerance then 
10.           break 

11.        Get hmin of item from node.information 
12.        if dt + hmin < item.tolerance then 

13.           Get entryID of item from node.information 
14.           Add item into cl[entryID]  
15.      end foreach 

16.      if cl is empty then 
17.        return res 
18. if node is leaf then 
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19.    foreach (item in cl) 

20.       calculate distance dt between point and the point of 
item 
21.       if dt < item.tolerance then 

22.          item.tolerance = item.tolerance - dt;  
23.          Add item into res 
24.    end foreach 

25. else                          // internal node 

26.    foreach (SortedByToleranceList el in cl)    

27.       child is a child node of node, entryID of el refers to 
child  
28.       Add results of Searchk-NN(point,el,child) to res  
29.    end foreach 

30. return res 
end 

We have some notes about Algorithm Searchk-NN: 
In the first stage, if the condition in line 2 is true, that means the point lies in the 

MBR or at the margin of the MBR, an array of lists of query candidates is created 
from items of ql (line 5). Otherwise, if distance dt is larger than the tolerance of an 
item (query), the loop ends early because surely this item and the remaining items are 
not candidates (lines 9-10). If not, an additional check is performed to make sure that 
item is a candidate (see more in section 2.4). If the condition in line 12 is true, item is 
added to the list that is identified by the entryID of item (lines 13-14). At the end of 
the stage, if the array of lists of query candidates does not have any item, the algo-
rithm ends early (line 17). 

In the second stage, if node is leaf, entries of node refer to point objects (coeffi-
cient vectors). If the condition in line 21 is true, item is a candidate of the k-NN set 
(line 23). The tolerance of item is reduced by distance dt for the next filter level (line 
22). If node is not a leaf, each list in array cl has an entryID as the index of the list and 
the entry refers to a child node (line 27). The algorithm is called recursively again and 
the results are added into res (line 28). 

The process of the k-NN search must begin from the root node. So the function 
Searchk-NN (Algorithm Searchk-NN) should be invoked at the first time by the fol-
lowing statement: Searchk-NN(point, ql, Index-tree.root). 

To clarify the structure of ql and cl, we reconsider the example in Fig. 4. Fig. 5 is 
an example of ql and Figure 6 is one of cl. 

 

pointID 15 10 2 35 9 entryID 14 10 

tolerance 16.5 12.2 8.7 0.4 0.1   
    

    pointID tolerance  pointID tolerance 
   15 16.5 9 0.1 
   2 8.7   

 

Fig. 5. An illustration of ql 

Fig. 6. An illustration of cl 
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4 Experimental Evaluation 

In this section, we present experiments on the proposed method and the traditional k-
NN search method, and evaluate the performance of the system. All experiments have 
been conducted on an Intel Dual Core i3 M350 2.27 GHz, 4GB RAM PC. 

To take advantage of the strength of today’s CPU and due to the characteristic of 
the search method, we use multi-threaded programming. Each threading process han-
dles one time-series stream to implement Algorithm k-NNSearch. For simplicity, all 
threading processes have the same priority. The programming language used in this 
work is C# since the language is powerful for multi-threading. Because threading 
processes can compete to update the same global resources (e.g. k-NN sets) at a time, 
the system must lock the shared resources before updates can be done. However, this 
technique degrades the performance of the system. To mitigate the problem, locks for 
update must occur as quickly as possible by optimizing update operations.  

We used ten text files containing the time-series datasets that are input for ten time-
series streams. The sources of the datasets are given in column 4 of Table 3. One 
thousand text files created from ten above datasets play a role of static queries. The 
number of queries created from a dataset is proportional to the number of points in  
the text file that simulates the dataset. The size of the queries varies from 8 to 256. 
The number of filter levels is 5 for these queries. Level 1 can filter queries whose 
lengths are greater than or equal to 8. Level 2 can filter queries whose lengths are 
greater than or equal to 24, and so on. The total number of data points in the queries is 
133,771. Other parameter setting in the experiments is as follows. Buffer length of 
each time-series stream is 1,024. R*-tree has the setting: m = 4 and M = 10. 

Table 3. Text files used to simulate time-series streams 
 

No Datasets Number of Points Source 

1 carinae.txt 1,189 [12] 

2 D1.txt 8,778 [13] 

3 D2.txt 50,000 [13] 

4 darwin.slp.txt 1,400 [12] 

5 eeg7-6.txt 3,600 [12] 

6 Hawea-91757.txt 7,487 [14] 

7 infraredwave.txt 4,096 [13] 

8 lightcurve.txt 27,204 [13] 

9 Pukaki-877571.txt 7,487 [14] 

10 wirewave.txt 4,096 [13] 

 Total points                   115,337 

We have implemented experiments to compare the reduced tolerance-based k-NN 
search to the traditional k-NN search. The criteria for comparing the two approaches 
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are the CPU search time and the number of distance function calls in post-processing 
step of Haar DWT, PAA, and DFT. The parameter k is from 1 to 3. 

 

Fig. 7. CPU search times of k-NN search for the two methods 

Fig. 7 shows the first approach is better than the second one in the CPU search 
time. For the first method, the CPU search time has increasing tendency when k in-
creases and the CPU search time of Haar DWT is largest and that of DFT is least. As 
for the second method, the CPU search times of three dimensionality reduction trans-
forms are nearly the same. 

 

 

Fig. 8. The number of distance function calls in the post- processing step for the two methods 

Fig. 8 shows that in the post-processing step, the first approach has the number of 
distance function calls less than the second does. For the first approach, the number 
increases when k increases and DFT has the least number and Haar DWT has the 
largest one. However, in the second approach, these numbers are almost the same 
thought k increases. 
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From Fig. 7 and Fig. 8 we can conclude that although the tradition k-NN search 
does not change tolerances, (that means the locking time for the global resource 
(kNNInfo) is less than our approach), tolerances in this approach are often large and 
the number of distance function calls in the post-processing step is too much. This 
degrades the overall performance. 

We have already implemented the k-NN search method without multi-threading; in 
the case, the system only has a process to scan time-series streams sequentially for  
handling new-coming data points, whereas the proposed method has every threading  
process for a time-series stream. Fig. 9 shows the average CPU times for processing a 
new-coming data point over the ten time-series streams with k varying from 1 to 10 in 
case of the system handling time-series streams sequentially. We note that when k in-
creases, in general, the average CPU times of the dimensionality reduction transforms 
also increase. With each k-NN search, the average CPU time of DFT is least, while that 
of Haar DWT is largest; the average CPU time of PAA is slightly larger than that of 
DFT. 

 

Fig. 9. The average CPU times for processing a new-coming data point when the system  
handles time-series streams sequentially 

Since the proposed method processes time-series streams simultaneously, the per-
formance of the system is improved significantly. The average CPU times for pro-
cessing a new-coming data point of the system are slightly small in case of the system 
handling time-series streams simultaneously. For the 1-NN search, the average CPU 
time of DFT in Fig. 9 is 18 milliseconds, while in Fig. 10 the value is only 3 millisec-
onds. For the 5-NN search, the average CPU time of PAA in Fig. 9 is 25 milliseconds, 
while in Fig. 10 the value is about 6 milliseconds. For 10-NN search, the average 
CPU time of Haar DWT in Fig. 9 is 38 milliseconds, while in Fig. 10 the value is  
10 milliseconds. Therefore, multi-threaded programming as a whole offers dramatic 
improvements in speed (up to roughly 4 times) over traditional programming. The 
comparison demonstrates the usability of multi-threading to proposed method for 
real-time applications that need perform k-NN search for static queries over time-
series streams at high-speed rates. 
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Fig. 10. The average CPU times for processing a new-coming data point when the system  
handles time-series streams simultaneously 

5 Conclusions and Future Work 

We have introduced an efficient method to the multi-step k-NN search for static que-
ries over streaming time-series. In the method, the tolerance of each query is reduced 
when the maximum distance from that query to the top item in its k-NN queue is re-
duced. Moreover, in order to make the approach meaningful, we carry out the incre-
mental data normalization before the k-NN search. A salient feature of the proposed 
method is using multi-scale filtering technique combined with a multi-resolution in-
dex structure that are an array of R*-trees. In the range step of k-NN search, the meth-
od introduces improved range search by including the information of point objects in 
nodes of R*-trees, and range search for many queries can be performed simultaneous-
ly. The experimental results show that for static queries in streaming time-series, the 
reduced tolerance-based k-NN search outperforms the traditional k-NN search. Finally 
yet importantly, with the proposed method, we have recorded the average CPU times 
for processing a new-coming data point of in case of the system handling time-series 
streams sequentially, and in case of the system handling time-series streams simulta-
neously. The results show multi-threading makes the approach increase approximate-
ly 4 times in speed. From the extensive experiments, the proposed method combined 
with multi-threading presents a fast response to process high-speed time-series 
streams for k-NN search of static queries. 

As for future work, we plan to adjust the proposed method to handle k-NN search 
for streaming queries in high-speed streaming time-series. 
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Abstract. In this paper, we present an efficient local geometric approximate 
method for reconstruction of a low degree triangular parametric surface using  
inverse Loop subdivision scheme. Our proposed technique consists of two major 
steps. First, using the inverse Loop subdivision scheme to simplify a given dense 
triangular mesh and employing the result coarse mesh as a control mesh of the tri-
angular Bézier surface. Second, fitting this surface locally to the data points of the 
initial triangular mesh. The obtained parametric surface is approximate to all data 
points of the given triangular mesh after some steps of local surface fitting without 
solving a linear system. The reconstructed surface has the degree reduced to at 
least of a half and the size of control mesh is only equal to a quarter of the given 
mesh. The accuracy of the reconstructed surface depends on the number of fitting 
steps k, the number of reversing subdivision times i at each step of surface fitting 
and the given distance tolerance ε. Through some experimental examples, we also 
demonstrate the efficiency of our method. Results show that this approach is sim-
ple, fast, precise and highly flexible. 

Keywords: Triangular Bézier · Parametric surface · Loop subdivision · Recon-
structing surface · Surface Fitting 

1 Introduction 

Modeling method using 3D mesh to describe a surface of an object in the real world is 
widely used in fields. It consists of small polygonal pieces that can be linked together. 
These small pieces are often triangles or quadrangles. Beside the 3D meshes, the par-
ametric surfaces have also proven to be the most popular representation method for 
their specific characteristics including continuousness, smoothness and exact pro-
cessing [18]. Both of them play an important role for versatile design and research 
tool in many fields [19], such as Computer Graphic (CG), Computer Aided Geometric 
Design (CAGD), Reverse Engineering (RE) and Virtual Reality (VR), simulating the 
surfaces of topography, ect...with applications ranging from simulated surgeries to 
animated films in the movie industry.  

The smooth surface reconstruction from the data points of the given polygon mesh, 
which surface is recreated in the computer and conserved most of its physical charac-
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teristics, is a difficult and challenging problem because of the following reasons: con-
structing control polygon meshes, complicated procedures of refinement and 
reparameterization.  

The most of methods interpolate or approximate the parametric surfaces or 
sudivision surfaces from rectangular meshes. The rectangular surfaces as tensor-
product surfaces, are reconstructed by solving linear equation systems, solving a least 
squares problem and it is difficult to control locally [11,12]. Recently, the iterative 
geometric fitting methods that do not require the solution of a linear system studied 
and improved. However, those methods recreated the subdivision surfaces [2,7,14,16] 
or rectangular parametric surfaces [1, 15, 17] as tensor-product Bézier, tensor-product 
B-splines by using the initial mesh as the control mesh of  fitting surface and so they 
required that the number of control vertices is equal to the number of data points. The 
most of the input data is large, so the degree of reconstructed parametric surface is 
very high.  

The Bézier surface is a common form of the paramatric surface and a mathematical 
description of the surface very used in computer graphics as it is much smoother and 
compact than mesh. We can distinguish a triangular Bézier surface from a rectangular 
surface by basing on the basic function over the parameter domain, as known Bern-
stein polynomial, and the number of control points. Comparing with the rectangular 
paramatric surfaces, the triangular ones allow to join flexibly and suit arbitrary topo-
logical type. The other hand, since the triangular Bernstein basic function is more 
complex than both the rectangular Bernstein and B-spline basic function, the research 
of multivariata Bernstein basis over a triangular doman is very significant and still an 
open question.  

Besides, the subdivision surfaces have also become very popular in the computer 
graphics and geometric modeling domain. They have been applied widely for the 
representation and manipulation of multiresolution surfaces having arbitrary topologi-
cal type. There are many subdivision schemes that have been studied and applied such 
as subdivision schemes of Catmull-Clark, Doo-Sabin, Loop, etc [5]. The Loop subdi-
vision scheme is popularly applied to an arbitrary triangular mesh based on the meth-
od called approximate vertex insertion [3]. Inverse subdivision aims at constructing a 
coarse mesh from a given dense mesh. As the inverse subdivision can be stopped after 
each step, different multiresolution representation can be obtained. Thus, we want to 
benefit by the inverse subdivision scheme for the simplification of subdivision mesh-
es.  

In this paper, we propose an efficient local geometric approximate method for re-
construction of a low degree triangular parametric surface using inverse Loop subdi-
vision scheme. Our proposed technique consists of two major steps. First, using the 
inverse Loop subdivision scheme to simplify the given dense triangular mesh and 
employing the result coarse mesh as a control mesh of the triangular Bézier surface. 
Second, fitting this surface locally to data points of the initial triangular mesh. The 
obtained parametric surface is approximate to all data points of the given triangular 
mesh after some steps of local surface fitting. In contrast with traditional reconstruc-
tion methods, our method does not solve linear systems. Therefore, this approach 
completely avoids the parametric dependency problem.  
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The main contribution of our work is that we proposed an efficient method for re-
constructing a triangular Bézier surface from data points of the initial triangular mesh. 
The reconstructed surface has degree reduced to at least of a half and the size of con-
trol mesh is only equal to a quarter of the given mesh. The accuracy of the recon-
structed surface depends on the number of fitting steps k, the number of reversing 
subdivision times i at each step of fitting and the given distance tolerance ε. 

The remainder of this article is organized as follows. We describe the inverse Loop 
subdivision scheme and the triangular Bézier surface in Section 2. In Section 3, an 
efficient approximate method to recreate the parametric surface from the triangular 
mesh is proposed. And Section 4 presents some experimental results. Finally, some 
concluding remarks are drawn in the last Section 5. 

2 Inverse Loop Subdivision and Triangular Bézier Surface 

In order to simplify the given dense triangular mesh by using an inverse subdivision 
scheme and employing the result coarse mesh as a control mesh of the triangular 
Bézier parametric surface, we describe the inverse Loop subdivision scheme and the 
triangular Bezier surface in this section.   

2.1 Inverse Loop Subdivision  

Loop subdivision [3] is a process that add new vertices and new faces to a coarse 
arbitrary triangular mesh to create a finer triangular mesh by breaking triangular faces 
of this coarse mesh into the smaller triangular faces. In each step of Loop subdivision, 
to add the new vertices and faces in a triangular mesh, each triangular face is divided 
into four smaller new triangular faces by splitting each of them and connecting new 
vertices together (Fig 1). 

 

Fig. 1. Each triangular is replaced by the four smaller new triangles 

Let us consider an initial coarse triangular mesh M0(m) with m data points 
0

1...{ | }j j mP = . From the initial mesh M0, by applying the Loop subdivision successively 

through masks or transformative matrices, a hierarchy of meshes M1, M2, M3, etc is 
generated then gradually converges to the smooth surface of object. After each step i 
of Loop subdivision, the vertices of meshes Mi include two types:  

 The old vertices of the triangular mesh are modified, which are called ver-
tex-vertices (e.g. vertex pi of mesh Mi corresponding to vertex pi-1 of mesh 
Mi-1 in Figure 2). 
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 The new vertices are inserted into the edges of the triangular mesh, which 
are called edge -vertices (e.g. vertices 1,2,3...|i

j j lp = of mesh Mi corresponding 

to edges of Mi-1 in Figure 2). 
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Fig. 2. A segment of a triangular mesh before (a)  and after (b) Loop subdivision 

The inverse of Loop subdivision aims at constructing a coarser triangular mesh 
from the given fine triangular mesh. As the inverse Loop subdivision can be stopped 
after each step, different multiresolution representation can be obtained.  

To reverse Loop subdivision, we have to construct the exact formulas to map the 
set of vertices of mesh Mi into the set of vertices of mesh Mi-1. Assume that the posi-
tions of edge-vertices and vertex-vertices in Loop subdivision scheme are correlative 
with the α and β weights. We have to determine the positions of vertex pi-1 from ver-
tices pi and 1,2,3...|i

j j lp = . In other words, we must determine the weights η and μ cor-

relative with the α and β weights by using inverse formulas. The expression of the 
inverse vertex-vertices pi-1  based on pi and the neighbor vertices 1,2,3...|i

j j lp = of mesh 

M i is determined as follows: 

 1 . .
1

li i ip p p jj
− = μ + η 

=
 (1) 

 With  
2

1 5 3 1 2
cos

8 8 4l l

  π   α = − +      

;   1 lβ = − α   

     
5

8 3
μ =

β −
 

and 
1
3
8

n

β −η =
 β − 
 

 (2) 

 where l is valence of  vertex 
ip . 

For the boundary vertices, by applying the inverse masks for cubic B-spline of Bar-
tels and Samavati [13], we have the inverse formula: 
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1 11

21 22 2

i i i i
P P P P

− = − + −  (3) 

2.2 Triangular Bézier Surface 

A triangular Bézier parametric surface S over the triangular domain Δ(A,B,C) defined 
by the following equation [18]:  

 
nS(u,v,w ) B ( u,v,w )pi, j ,k ijki j k n

= 
+ + =

  (4) 

where n is the degree of surface, pijk are the control points of the control polyhedron 
with (n+1)(n+2)/2 points, u+v+w=1 and 

 

n! jn i kB ( u,v,w ) u v wi, j ,k i ! j ! k !
=   (5)   

 

is called a Bernstein polynomial over the triangular domain Δ. 

  

Fig. 3. A triangular Bézier parametric surface for degree 3 

A triangular Bézier parametric surface has shape properties as follows: convex hull 
property, end point interpolation, end point tangency, the boundary curves are Bézier 
curves formed by the boundary control points and affine invariance. The degree of the 
triangular Bernstein polynomial function is lower than the rectangular one and the 
control polyhedron is a triangular mesh, so the triangular Bézier surface allow to per-
form the surface of 3D objects flexibly. 

Let us consider a triangular mesh M0(m) with m data points, the degree n of the tri-
angular Bezier surface which has M0(m) as its control mesh  is determined as follows: 

 

1
1 8 3

2
n ( m )= + −  (6)   

 
After steps of reversing Loop subdivision i, the degree of triangular Bézier surface 

will be equal to n/2i. Then, the number of reversing Loop subdivision i  must satisfy 
the following condition:  
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1
0 1 8 32 2

i log ( ( m ))< ≤ + −  (7)    

3 Reconstructing the Low Degree Parametric Surface 

In this section, we proposed a geometric approximate method to reconstruct the para-
metric surface S from the given triangular mesh M0(m) with m data points sampled 
from the surface of 3D object.  

By using the inverse Loop subdivision scheme to simplify the given dense triangu-
lar mesh and employing the vertices of this result coarse mesh as the control vertices 
of a triangular Bézier surface. After that, this parametric surface is locally translated 
to gradually converge to an ideal smooth surface that pass thought all data points of 
the initial triangular mesh. After some steps of local surface fitting, the obtained par-
ametric surface is approximate to all data points of the given triangular mesh. The 
proposed method is presented by diagram in figure 4. 

 

 

Fig. 4. Approximative surface fitting algorithm 

with denoting the expressions as followings:  

 M(0)={ Pj| j=1..m } is the initial triangular mesh with Pj are data points sam-
pled from the surface of 3D object.  

 M(i)=invLoop(M(0), i) is the triangular mesh M(0) after i steps of reversing of 
Loop subdivision. 
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 S(i)=triBezier(M(i)) is the triangular Bézier parametric surface with the con-
trol mesh M(i). 

 dj
(i)=dist(Pj,S

(i)) is the distance from point Pj of the given mesh M(0) to the 
parametric surface S(i). 

 davg
(i)=avg(dj

(i))  is average of the distances dj
(i). 

 P*
j is point Pj after fitting. 

 M*(0) is the triangular mesh that is reconstructed by the new points P*
j. 

The quality and accuracy of the reconstructed surface depends on the number of 
fitting steps k, the number of reversing subdivision times i at each step of fitting and 
the given distance tolerance ε. 

Considering this computation cost is a constant time, the projections of initial mesh 
points Pj are executed m times, and suppose that the repeat-until iterates for k times. 
The value k depends on given tolerance ε. Then the approximative surface fitting 
algorithm has an asymptotic complexity ( )m k×θ . 

4 Experimental Results 

In this section, we presents some experimental results to prove the effective of the 
proposed method, the influence of the number of fitting steps k, the number of revers-
ing subdivision times i and the given distance tolerance ε  on the quality and accuracy 
of the reconstructed surface.  

Given an initial triangular mesh M0 with 1225 points and 2304 faces, correspond-
ing to a control mesh of triangular Bézier surface with degree 48. The size of the in-
verse subdivision mesh can be predicted according to selected value of i. After i=4 of 
inverse subdivision steps, we obtain a coarse inverse subdivision mesh used as a con-
trol polyhedron of a triangular Bézier surface. These control polyhedrons have 10 
points and 9 faces, corresponding to triangular Bézier surface with degree 3. The rela-
tive of the number of reversing Loop subdivision times i, the degree of parametric 
surface and the size of control mesh are  presented in Table I. After each step of local 
fitting, the result surface has the degree decreased at least of a half and the size of 
control mesh is only equal to a quarter of the given mesh. 

Table 1. The degree of parametric surface corresponding to the number of inverse subdivision 

i Degree n Number of points m Number of faces 

1 24 325 576 
2 12 91 144 
3 6 28 36 
4 3 10 9 

 
Figure 5a uses the initial mesh as the control mesh of parametric surface, and fig-

ure 5b uses the control mesh of parametric which is the initial mesh simplified by i=2 
steps of reversing subdivision. Result shows that in case of the obtained parametric 
surfaces both are equivalent together, but  the degree of the second surface reduced to 
2i times. 
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(a).i=0 and n=48 (b).i=2 and n=12 

Fig. 5. The result surface after i times of  inverse subdivision with k=1 

In order to prove the influence of the number of fitting steps k and the given dis-
tance tolerance ε for the convergence of  parametric surface to the initial mesh, we 
analyse the convergence by the maximum distances dmax and average distances davg 
between the initial mesh points and the reconstructed approximative surface.  

Table II shows the distance values dmax and davg depend to the number of fitting 
steps k. As expected, the higher the number k of surface fitting step, the smaller dis-
tance values. This is said that the result surface quickly converge to the parametric 
surface which is interpolate to the data points after several steps of local geometric 
fitting.  

Table 2. The distance values depend to the number of fitting steps k 

k dmax davg 

1 0.01076160 0.003063370 
2 0.00669807 0.001669370 
3 0.00490922 0.001163310 
4 0.00396409 0.000929139 
5 0.00300018 0.000704332 

 

              
 (a).an initial mesh   (b). k=2  (c). k=4 

              
 (d). k=6 (outside) (e). k=6 (inside)  (f).result surfaces 

Fig. 6. The initial triangular mesh and the obtained approximate parametric surface after k steps 
of local geometric fitting 

Figure 6a illustrates an initial triangular mesh M0 with 561 points and 1024 faces, 
corresponding to a control mesh of triangular Bézier surface with degree n=32. After 
k=2,4,6 steps of local fitting, the triangular Bézier surface quickly converge to the 
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With the inverse Loop subdivision as the control mesh of the parametric surface on 
triangular doman, our method is promising in areas such as mesh compression, sur-
face editing and manipulation and versatile design, ect. 

References 

1. Deng, C., Lin, H.: Progressive and iterative approximation for least squares B-spline curve 
and surface fitting. Computer-Aided Design 47, 32–44 (2014) 

2. Deng, C., Ma, W.: Weighted progressive interpolation of Loop subdivision surfaces. Com-
puter-Aided Design 44, 424–431 (2012) 

3. Loop, C.: Smooth Subdivision Surfaces Based on Triangles. M.S. Mathematics thesis 
(1987) 

4. Zhou, C.Z.: On the convexity of parametric Bézier triangular surfaces. CAGD 7(6) (1990) 
5. Zorin, D., Schroder, P., Levin, A., Kobbelt, L., Swelden, W., DeRose, T.: Subdivision for 

Modeling and Animation. Course Notes, SIGGRAPH (2000) 
6. Yoo, D.J.: Three-dimensional surface reconstruction of human bone using a B-spline 

based interpolation approach. Computer-Aided Design 43(8), 934–947 (2011) 
7. Cheng, F., Fan, F., Lai, S., Huang, C., Wang, J., Yong, J.: Loop subdivision surface based 

progressive interpolation. Journal of Computer Science and Technology 24, 39–46 (2009) 
8. Farin, G.E., Piper, B., et al.: The octant of a sphere as a non-degenerate triangular Bézier 

patch. Computer Aided Geometric Design 4(4), 329–332 (1987) 
9. Chen, J., Wang, G.J.: Progressive-iterative approximation for triangular Bézier surfaces. 

Computer-Aided Design 43(8), 889–895 (2011) 
10. Lu, L.: Weighted progressive iteration approximation and convergence analysis. Computer 

Aided Geometric Design 27(2), 129–137 (2010) 
11. Eck, M., Hoppe, H.: Automatic reconstruction of B-spline surfaces of arbitrary topological 

type. In: Proceedings of SIGGRAPH 1996, pp. 325–334. ACM Press (1996) 
12. Halstead, M., Kass, M., Derose, T.: Efficient, fair interpolation using Catmull-Clark sur-

faces. Proceedings of ACM SIGGRAPH 93, 35–44 (1993) 
13. Bartels, R.H., Samavati, F.F.: Reverse Subdivision Rules: Local Linear Conditions and 

Observations on Inner Products. Journal of Computational and Applied Mathematics 
(2000) 

14. Maekawa, T., Matsumoto, Y., Namiki, K.: Interpolation by geometric algorithm. Comput-
er-Aided Design 39, 313–323 (2007) 

15. Kineri, Y., Wang, M., Lin, H., Maekawa, T.: B-spline surface fitting by iterative geometric 
interpolation/approximation algorithms. Computer-Aided Design 44(7), 697–708 (2012) 

16. Nishiyama, Y., Morioka, M., Maekawa, T.: Loop subdivision surface fitting by geometric 
algorithms. In: Poster Proceedings of Pacific Graphics (2008) 

17. Xiong, Y., Li, G., Mao, A.: Convergence analysis for B-spline geometric interpolation. 
Computers & Graphics 36, 884–891 (2012) 

18. Piegl, L., Tiller, W.: The NURBS Book, 2nd edn. Springer, Berlin (1997) 
19. Farin, G.: Curves and Surfaces for Computer Aided Geometric Design: A Practical Guide, 

5th edn. Morgan Kaufmann, San Mateo (2002) 



© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015 
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 108–116, 2015. 
DOI: 10.1007/978-3-319-15392-6_11 

Maximizing the Lifetime of Wireless Sensor Networks 
with the Base Station Location 

Nguyen Thanh Tung1(), Dinh Ha Ly2, and Huynh Thi Thanh Binh2 

1 International School, Vietnam National University, Hanoi, Vietnam 
tungnt@isvnu.vn 

2 Hanoi University of Science and Technology, Hanoi, Vietnam 
greeny255@gmail.com, binhht@soict.hust.edu.vn 

Abstract. Nowadays, wireless sensor networks (WSNs) have been increasingly 
applied in many different areas and fields. However, one major defect of WSNs 
is limited energy resources, which affects the network lifetime strongly. A wire-
less sensor network includes a sensor node set and a base station. The initial  
energy of each sensor node will be depleted gradually during data transmission 
to the base station either directly or through other sensor nodes, depending on 
the distance between the sending node and the receiving node. This paper con-
siders specifying a location for the base station such that it can minimize the 
consumed energy of each sensor node in transmitting data to that base station, 
in other words, maximizing the network lifetime. We propose a nonlinear pro-
gramming model for this optimal problem. Four methods, respectively named 
as the centroid, the smallest total distances, the smallest total squared distances 
and greedy method, for finding the base station location are also presented,  
experimented and compared to each other over 30 data sets that are created  
randomly. The experimental results show that a relevant location for the base 
station is essential.   

Keywords: Base Station Location · Wireless Sensor Network · Routing · Non-
Linear Programming 

1 Introduction 

Nowadays, with the considerable development of integrated circuit engineering, em-
bedded systems and the strong power of network, it is inevitable for the birth of wire-
less sensor networks. 

Wireless Sensor Network (WSN) is a network of sensor nodes in which network 
nodes are placed in such areas that can collect, exchange then send information to the 
base station through their sensor function, not links. By this way, it is possible to dep-
loy WSN on almost all types of terrains simply. Hence, people can be aware of  
dangerous or hard to reach areas easily and frequently. Sensor nodes can collect in-
formation related to humidity, temperature, concentration of pesticides, noise, etc; 
which makes WSN applicable to many fields such as environment, heath, military, 
industry, agriculture…. 

Although the benefit of WSNs is extremely great, its one major defect is limited 
energy resources. When energy source of a sensor node runs out, this node dies, 
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which means it can no longer collect, exchange as well as send information to the 
base station. And the WSN, therefore,  will not be able to complete its mission. 

In this paper, we are interested in how to use sensor nodes’ energy effectively, in 
other words, to maximize the lifetime of WSNs. We consider the model in which all 
sensor nodes in the network are responsible for sending data to the base station in 
every specified period. When a sensor node sends data, its consumed energy depends 
on the distance between it and the node which receives data. In this research, we sup-
pose that energy for transmitting a data unit is directly proportional to the square of 
distance between two nodes. 

In [1, 2, 3, 6, 7, 12], the base station is placed at a random location. However, the 
fact shows that the location needs to be optimized. This paper proposes four methods 
that are the centroid, the smallest total distances, the smallest total squared distances 
and the greedy method to specify this optimal location. Also, we propose a nonlinear 
programming model for optimizing the WSN lifetime and use this model to evaluate 
our proposed methods over 30 randomly created data sets . The experimental results 
show that a relevant location for the base station is essential, which proves our correct 
research way.  

The rest of this paper is organized as follows: Section 2 describes the related 
works. Mathematical model for this problem is introduced in section 3. Four methods 
for specifying the base station location is showed in section 4. Section 5 gives our 
experiments as well as computational and comparative results. The paper concludes 
with discussions and  future works in section 6. 

2 Related Works 

Until now, the problem of maximizing the lifetime of WSNs has received a huge in-
terest of the researchers. According to [1], there have two different approaches for 
maximizing the network lifetime. One is the indirect approach aiming to minimize 
energy consumption, while the other one directly aims to maximize network lifetime.  

With the indirect approach, the authors [2] gave a method to calculate energy con-
sumption in WSNs depending on the number of information packets sent or the num-
ber of nodes. Then they proposed the optimal transmission range between nodes to 
minimize total amount of consumed energy. With this method, the total energy con-
sumption is reduced by 15% to 38%. 

Cheng et al. formulated a constrained multivariable nonlinear programming prob-
lem to specify both the locations of the sensor nodes and data transmission patterns 
[3]. The authors proposed a greedy placement scheme in which all nodes run out of 
energy at the same time. The greed of this scheme is that each node tries to take the 
best advantage of its energy resource, prolonging the network lifetime. They reason 
that node i should not directly send data to node j if j ≥ i + 2 because communication 
over long links is not desirable. Their greedy scheme offered  an optimal placement 
strategies that is more efficient than a commonly used uniform placement scheme. 

In [12] proposed a network model for heterogeneous networks, a set of Ns sensors 
is deployed in a region in order to monitor some physical phenomenon. The complete 
set of sensors that has been deployed can be referred as S={s1……sN}. Sensor i  
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generates traffic at a rate of ri bps. All of the data that is generated must eventually 
reach a single data sink, labeled s0. Let qi,j be traffic on the link (i,j) during the time T. 
The network scenario parameters also include the traffic generation rate ri for each 
sensor. The power model in [6,7,10,12,13], is used, where the amount of energy to 
transmit a bit can be represented as:  

The total transmission energy of a message of k bits in sensor networks is calcu-
lated by: 

2t elec FSE E dε= +  

and the reception energy is calculated by: 

r elecE E=  

where Eelec represents the electronics energy, FSε is determined by the transmitter am-

plifier’s efficiency and the channel conditions, d represents the distance over which 
data is being communicated.  
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3 Problem Formulation of Maximizing the Lifetime of Wireless 
Sensor Networks with the Base Station Location  

A sensor network is modeled as a complete undirected graph G = (V, L) where V is 
the set of nodes including the base station (denoted as node 0) and L be the set of 
links between the nodes. The size of V is N. The link between node i and node j shows 
that node i can send data to node j and vice versa. Each node i has the initial battery 
energy of Ei. Let Qi be the amount of traffic generated or sank at node i. Let dij be the 
distance between node i and node j. Let T be the time until the first sensor node runs 
out of energy. Let qij be the traffic on the link L(ij) during the time T. The problem of 
maximizing the lifetime of the wireless sensor networks with the base station is for-
mulated as follows: 
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Maximize: T 
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In which, (xi, yi) is coordinate of node i in the 2-dimensional space. 

4 Four Methods for Specifying the Base Station Location 

To maximizing the lifetime of WSNs, the base station location not only is close, but 
also balances distances with as many sensor nodes as possible. This guarantees that 
sensor nodes do not consume too much energy in transmitting data to the base station 
and  no sensor node depletes its energy much faster than other nodes. The center of 
network seems to be in accord with this requirement. However, there are many defini-
tions for the center of network, each definition gives different locations. So this paper  
proposes four methods corresponding to four different “center” definitions to specify 
the center of network that is also the base station location.  

These four methods are named respectively as the centroid, the smallest total dis-
tances, the smallest total squared distances and the greedy methods. After this base 
station location is determined, the model in section 3 becomes a linear optimal one. 
By using a tool to find the lifetime of WSN, we can evaluate quality of this base sta-
tion location as well as that of these methods. Four methods are as follows: 

The Centroid Method: defines the base station location as the centroid of all sensor 
nodes. This location is calculated by (8). 
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The Smallest Total Distances Method: the base station location is a point such that 
the Euclidean distance summation from it to all sensor nodes is the smallest one. This 
point satisfies (9). With this definition, easily seen, the base station location should be 
a point in the convex hull of all sensor nodes. However, for the sake of simplicity, this 
location is found in the smallest rectangle surrounding all sensor nodes. 

: ( ) ( )2 20 0
1=

− + −
N

i i
i

Min x x y y
  (9)

 

The Smallest Total Squared Distances Method: it is similar to the smallest total 
distances one, but the base station location has to satisfy that the sum squared dis-
tances from it to all sensor nodes is the smallest. 

: ( ) ( )2 20 0
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i
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  (10)

 

The Greedy Method: defines a sensor set includes sensor nodes and a delegate cen-
ter. If the set has only one sensor node, its delegate center is this own sensor node. 
Also, we define the distance between two sensor sets is the distance between their two 
delegate centers. The main idea of this method is that starting with one-sensor-node 
sets (Fig 1(a)), we merge two sets having the smallest distance (sensor node set S1 
and S2 in Fig 1(a)). A new delegate center for the merged set (the red node in Fig 
1(b)) is specified as follows: this center is on the line segment connecting two old 
delegate centers and splits this line into two segments with proportional by p. The 
sensor sets is merged until only one set remains. The delegate center of this last set is 
the base station location (The green node in Fig 1(c)). 

 

 
 

5 Experimental Results 

5.1 Problem Instances 

In our experiments, we created 30 random instances denoted as TPk in which k (k = 1, 
2,.., 30) shows ordinal number of a instance. Each instance consists of l lines. Each line 
has two numbers representing coordinate of a sensor node in the 2-dimensional space. 

(a) (b) (c) 

Fig. 1. Illustration of the greedy method 
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5.2 System Setting 

The parameters in our experiments were set as follows: 

Table 1. The experiment parameters 

Parameter Value 
The network size 100m x 100m 
Number of sensor nodes - l 30 
Initial energy of each node - E 1 J 
Ratio p in method 4 cx

cy
 with cx, cy is the number of 

sensor nodes in two old sensor sets. 
Energy model Eelec = 50 * 10-9 J εfs = 10 * 10-12 J/bit/m2 εmp = 0.0013 * 10-12 J/bit/m4 

5.3 Computational Results 

Table 2 presents the base station location found by four methods in the section 4 for 
30 random instances. The results of the centroid, the smallest total distances, the 
smallest total squared distances  and the greedy method is in BS1, BS2, BS3 and BS4 
column respectively. Through this table, we can see that the centroid  and the smallest 
total square distances method  gave extremely close locations over all instances. The 
difference between locations found by these four methods for each instance is incon-
siderable. 

The lifetime of 30 WSNs corresponding to 30 instances is showed in the table 3. 
These lifetime were found by using the tool with the found base station locations in 
the table 2. The maximum lifetime of each instance is traced with green.  

The greedy method  gave the best lifetime over 20 instances, the best lifetime with 
the base station location found by the centroid method is over 8 instances, by the 
smallest total squared distances method is over 7 instances and by the smallest total 
distances method is over 5 instances.  

The lifetime with the base station location of the centroid method and the smallest 
total squared distances method is about the same over all data sets, which can be ex-
plained by the relatively same coordinate of these base station locations. 

Despite giving the second best base station location, the centroid is the simplest 
method which is suitable to real-time or limited computing systems. 

The difference among the network lifetimes corresponding to the base station loca-
tion gave by four methods over all instances shows that the location for the base sta-
tion should be optimized as mentioned in the section 1.   
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Table 2. The base station location found by four methods for 30 instances 

Ins. 
BS1 

(x-y) 

BS2 

(x-y) 

BS3 

(x-y) 

BS4 

(x-y) 
Ins. 

BS1 

(x-y) 

BS2 

(x-y) 

BS3 

(x-y) 

BS4 

(x-y) 

TP1 55.2-39.9 54-37 55-40 53.1-50.5 TP16 38.3-59.9 36-64 38-60 38.5-54.2 

TP2 39.9-55.3 36-60 40-55 40.6-54.8 TP17 59.9-38.5 62-35 60-39 58.1-42.3 

TP3 55.3-42.6 55-41 55-43 52.6-53.0 TP18 38.5-61.2 35-66 39-61 38.9-55.0 

TP4 42.6-56.2 40-62 43-56 42.1-55.1 TP19 61.2-40.5 64-37 61-41 52.1-40.2 

TP5 56.2-42.3 57-39 56-42 52.1-53.4 TP20 40.5-59.6 36-64 41-60 47.0-58.4 

TP6 42.3-56.4 39-61 42-56 41.8-55.0 TP21 59.6-40.3 62-37 60-40 57.6-43.4 

TP7 56.4-42.9 58-40 56-43 53.3-54.6 TP22 40.3-58.2 36-64 40-58 47.0-57.7 

TP8 42.9-56.8 39-63 43-57 44.7-53.6 TP23 58.2-39.0 60-34 58-39 56.8-43.1 

TP9 56.8-41.3 59-36 57-41 54.1-53.7 TP24 39.0-55.9 35-63 39-56 45.9-56.3 

TP10 41.3-58.4 36-64 41-58 45.9-54.5 TP25 55.9-39.4 58-35 56-39 53.9-44.3 

TP11 58.4-42.0 62-38 58-42 54.5-53.5 TP26 39.4-54.6 36-59 39-55 46.2-55.0 

TP12 42.0-58.7 36-64 42-59 46.1-54.9 TP27 54.6-41.5 56-38 55-42 53.6-45.5 

TP13 58.7-39.9 61-36 59-40 57.4-43.3 TP28 41.5-53.2 39-55 42-53 47.3-54.0 

TP14 39.9-59.9 36-65 40-60 46.1-48.9 TP29 53.2-39.4 54-35 53-39 53.9-45.6 

TP15 59.9-38.3 62-35 60-38 58.1-41.9 TP30 39.4-50.5 37-51 39-51 45.9-52.6 

Table 3. The lifetime of  WSNs with the corresponding base station locations in the table 2 

Ins. BS1 BS2 BS3 BS4 Ins. BS1 BS2 BS3 BS4 

TP1 870 811 867 890 TP16 762 739 761 812 

TP2 809 652 820 836 TP17 907 907 907 907 

TP3 867 845 866 865 TP18 746 726 747 793 

TP4 838 885 837 829 TP19 893 870 894 907 

TP5 878 839 869 877 TP20 751 695 750 786 

TP6 822 832 815 805 TP21 1020 935 1003 1130 

TP7 931 926 925 906 TP22 744 682 745 794 

TP8 739 706 738 746 TP23 1056 943 1065 1124 

TP9 941 910 948 907 TP24 695 587 694 746 

TP10 736 700 736 738 TP25 1115 997 1116 1010 

TP11 1044 1041 1044 971 TP26 843 741 838 893 

TP12 777 722 777 791 TP27 1040 1048 1038 977 

TP13 1171 1160 1171 1171 TP28 838 799 845 862 

TP14 762 739 762 797 TP29 988 962 988 952 

TP15 907 907 907 907 TP30 817 789 810 861 
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6 Conclusion 

In this paper, we proposed a nonlinear programming model for maximizing the life-
time of wireless sensor networks with the base station location. We presented four 
methods that are the centroid, the smallest total distances, the smallest total squared 
distances and the greedy method for finding the base station location. These four me-
thods were experimented on 30 random data sets. With the found base station loca-
tions, specific lifetime of WSNs were calculated by our model and showed that a 
relevant location for the base station should be essential. 

In the future, we will find a method that provides the best solution in all random 
topologies tested. 
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Abstract. In this paper we introduce a new approach to dynamic
converting conceptual models in a simulation platform as the GAMA
platform (represented in form of GAML syntax) into corresponding oper-
ational models (represented in form of Java syntax). This approach aims
at providing a more flexible solutions to actual simulation models imple-
mented in a simulation platform as the GAMA. This new approach will
facilitate the exhibits of a simulation platform to work with different
types of simulation models represented in different forms of syntax.

Keywords: Domain-specific language · Operational model · Simulation
platform · Dynamic compilation

1 Introduction

GAML [26] is the modeling language of the GAMA platform [22], which was based
on XML syntax [3]. This language designed as a simple scripting language for plat-
form of simulation, has grown into a general language dedicated to the modeling
(modeling language [24]). From its appearing, the diversity of multi modeling lan-
guage resulted a difficult challenge to reuse models between platforms, to increase
numbers of new features and to have a large developer community. In this con-
text, we propose a generic method of establishing operational model in simula-
tion platforms. Since version 1.4, GAMA has had a developed environment built
with the technology XText [4](based on ANTLR [17] grammar) and is considered,
ultimately, able to build models directly in Java [5].

The main objective of our work is to convert from a GAML model, represent
the Abstract Syntax Tree [11] as one Java class or even one Java project Java
which can run alone without the GAMA compiler. From this Java model, we
can have another way to combine the models, to attach plugins, and of course
to have inheritance of Java. In addition, running the Java models will take less
time and memories, gain speed of models processing. With this work, we can
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 117–131, 2015.
DOI: 10.1007/978-3-319-15392-6 12
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take a review of what the current grammar can do now, by translation to Java
syntax, review the advantages and inconveniences between Java platform and
GAMA platform.

This paper will be represented in six parts. The second part introduces related
works of three type of model in modeling. In the third part, we talk about our
methodology for establishing operational model, due to algorithm of traversing
Abstract Syntax Tree and our strategies of creating Java syntax. In the fourth
part, this method was implemented into a simulation platform GAMA. Then
we’ll tell you how our experimental results have been taken in the fifth part,
based on converting Bug model with description of model, species, attributes
and behaviors. Finally, in sixth part, we give information about our results and
ongoing work.

2 Related Work

2.1 From XML to Operational Model

XML [3] has usually been used in modeling domains, which can be considered
as an flexible integration approach into modeling and simulation systems [19].
As the effort towards standardization of formalism representations, based on
the XML schema definition of a formalism, a binding compiler generates model
classes that support the user in constructing models according to the formalism.
Although simulators could be built for these declarative model descriptions, they
would be hardly efficient. To this end, a separate transformation component is
required according to manually pre-defined XML schemas [7].

Other effort of using XML in modeling and simulation is to compose simu-
lations from XML-specified model components [20]. It presents the realization
of a component framework that can be added as an additional layer on the
top of simulation systems. It builds upon platform independent specifications of
components in XML to evaluate dependent relationships and parameters dur-
ing composition. The process of composition is split up into four stages. Starting
from XML documents component instances are created. These can be customized
and arranged to form a composition. Finally, the composition is transformed to
an executable simulation model.

in the DEVS community , a current notable effort is to provide a worldwide
platform for distributed modeling and simulation based on web services and
related technologies[24].This infrastructure will allow the sharing and reuse of
simulation models and experiments and will permit attacking different aspects
of interoperability at the right level of abstraction: the simulation-based inter-
operability at the level of the data transfer among components in a distributed
simulation, the model-based interoperability to share models and experiments.
An essential requirement is that a common, unique and complete representation
must be adopted to store, retrieve, share and make interoperable simulation
models. The author represent all the aspects included in all possible use cases
and proposes an XML-based language that can serve as a basis for defining a
standard for distributed simulation linking DEVS and non-DEVS simulations.
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2.2 From Domain-Specific Language to Operational Model

Domain-specific languages (DSL) [16] are languages tailored to a specific appli-
cation domain. They offer substantial gains in expressiveness and ease of use
compared with general-purpose programming languages in their domain of appli-
cation. DSL development is hard, and it requires both domain knowledge and
language development expertise. Few people have all these two. Not surprisingly,
the decision to develop a DSL is often postponed indefinitely, if considered at
all, and most DSLs never get beyond the application library stage.

Aspen (Abstract Scalable Performance Engineering Notation) [21] fills an
important gap in existing performance modeling techniques and is designed to
enable rapidly exploration of new algorithms and architectures. It includes a
formal specification of an application’s performance behavior and an abstract
machine’s model. It provides an overview of Aspen’s features and demonstrate
how it can be used to express a performance model for a three dimensional
Fast Fourier Transform [8] . It demonstrates the composability and modularity
of Aspen by importing and reusing the FFT model in a molecular dynamics
model. It have also created a number of tools that allow scientists to balance
application and system factors quickly and accurately.

2.3 Dynamic Compilation

Dynamic compilation [23] is a process used by some programming language
implementations to gain performance during program execution. Although the
technique is originated in the Self [6] programming language, the best-known
language that uses this technique is Java. Since the machine code emitted by a
dynamic compiler is constructed and optimized at program runtime, the use of
dynamic compilation enables optimizations for efficiency not available to com-
piled programs except through code duplication or meta-programming. Runtime
environments using dynamic compilation typically have programs run slowly for
the first few minutes, and after that, most of the compilation and recompila-
tion is done and it runs quickly. Due to this initial performance lag, dynamic
compilation is undesirable in certain cases. In most implementations of dynamic
compilation, some optimizations that could be done at the initial compile time
are delayed until further compilation at run time, causing further unnecessary
slowdowns. Just in time compilation is a form of dynamic compilation.

Dynamic compilation bring more and more fast, effective and optimization
values [1] [12] due to invariant data computed at run-time. Using the values of
these run-time constants, a dynamic compiler can eliminate their memory loads,
perform constant propagation and folding, remove branches they determine, and
fully unroll loops they bound.

Dynamic compilation increases Java virtual machine (JVM) performance [15]
because running compiled codes is faster than interpreting Java byte-codes. How-
ever, inappropriate decision on dynamic compilation may degrade performance
owing to compilation overhead. A good heuristic algorithm for dynamic com-
pilation should achieve an appropriate balance between compilation overhead
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and performance gain in each method invocation sequence. A method-size and
execution-time heuristic algorithm is proposed in the study.

In brief, dynamic compilation have fully of benefits investing [14]. Dynamic
compilation is typically performed in a separate thread, asynchronously with
the remaining application threads. It explores a number of issues surrounding
asynchronous dynamic compilation in a virtual machine by describing the short-
comings of current approaches and demonstrate their potential to perform poorly
under certain conditions. It shown the importance of ensuring a level of utiliza-
tion for the compilation thread and empirically validate this in a production
virtual machine on a large benchmark suite; beside evaluation a range of compi-
lation thread utilizations and quantify the effect on both performance and pause
times.

3 From Domain-Specific Language to Operational Model

3.1 What Is a Model?

Model [18], especially scientific model [25], is an abstract construction, that
allows to comprehensive functions of the reference system by answering one
scientific question. It is an simplify representation of the reference system, relying
on generic theory and can be expressed in one specific language which called
Modeling language [9].

3.2 Model in a Simulation Platform

Model in simulation platform, especially GAMA, contains 4 main sections:
Global section contains all declaration of variables, parameters at global

scope. These declarations can be used anywhere in model. This section also con-
tains starting point when a model is executed, init block. This ”global” section
defines the ”world” agent, a special agent of a GAMA model. We can define
variables and behaviors for the ”world” agent. Variables of ”world” agent are
global variables thus can be referred by agents of other species or other places
in the model source code.

Environment section contains informations about topology which are used
by agents. GAMA supports three types of topologies for environments: contin-
uous, grid and graph. By default, the world agent (i.e. the global agent that
contains all of the other agents) has a continuous topology. This section could
include the definition of one or several environments with grid topology.

Entities section defines of all species which are placed into this section.
A model can contain any number of species. Species are used to specify the
structure and behaviors of agents. Although the definitions below apply to all
the species, some of them require specific declarations: the species of the world
and the species of the environmental places.

Experiment section defines experiments to run. Two kinds of experiment
are supported: gui (graphic user interface, which displays its input parameters
and outputs) and batch (Allows to setup a series of simulations without graphical
interface).
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3.3 Abstract Syntax Tree

An abstract syntax tree (AST) [11] , is a tree representation of the abstract
syntactic structure of source code written in a programming language. Each
node of the tree denotes a construct occurring in the source code. The syntax
is ’abstract’ and doesn’t represent every detail appearing in the real syntax. For
instance, grouping parentheses are implicit in the tree structure, and a syntactic
construction like an if-condition-then expression may be denoted by means of
a single node with two branches. This distinguishes abstract syntax trees from
concrete syntax trees, traditionally designated parse trees, which are often built
by a parser during the source code translation and compiling process. Once built,
additional information is added to the AST by means of subsequent processing,
e.g., contextual analysis. Abstract syntax trees are also used in program analysis
and program transformation systems.

3.4 AST of Operational Model

The current version of GAMA contains five main types of node in AST, with
respect to meta-model of Multi-agent systems. There are:

– Model Description: Root node of a model. It contains others children nodes.
This ”global” section defines the ”world” agent, a special agent of a GAMA
model. We can define variables and behaviors for the ”world” agent. Vari-
ables of ”world” agent are global variables thus can referred by agents of
other species or other places in the model source code.

Fig. 1. AST of GAML syntax

– Experiment Description: this type of node describes the inputs, outputs
parameters, the way that model would be simulated. Based on concept of
MAS, Experiment can be a special species in model.
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– Species Description: due to multi-scale hierarchy, a species could be a child
of another species, models, or even experiments

– Type Description: more likely in a programming language, we have several
base data types, integer, string, double. In fact, modelers can define them-
self theirs own data types, which is related to complex structures. Especially
a species could be a data type, to be declared and assigned as variable later.

– Statement Description: includes simple statement and complex (sequence)
statement. It’s correspond with the smallest element of programming lan-
guage. A species can thus contain several statements representing different
behaviors that agents of the species can execute. GAMA offers a statement
framework that facilitates the extension, i.e., the introduction of new types
of agent’s behavior. Developer can extend, in case of new needed appear, a
new Statement by implement this class.

– Variable Description: In this declaration, information of variables data type
refers to the name of a built-in type or a species declared in the model. The
value of name can be any combination of letters and digits that does not
begin with a digit and that follows certain rules. If the value of the variable
is not intended to change over time, it is preferable to declare it as a constant
in order to avoid any surprise (and to optimize, a little bit, the compiler’s
work). This is done with the const attribute set to true (if const is not
declared, it is considered as false by default):

An example of AST for operational model in GAMA can be found in fig.2.
On the right, It’s an example in simple model of GAMA. In entities section,
it’s declared 2 species which are type of SpeciesDescription node in AST. In
species definition, user can define other children nodes as VariableDescription,
TypeDescription, StatementDescription. This example shows the usage of built-
in TypeDescription of Integer number as int keyword. And the most important
description, species have several Statement to do behaviors, e.g. move behavior
in Ant species, and hunt behaviors in Predator.

Fig. 2. AST of operational model in
GAMA

Fig. 3. AST of Java statement
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3.5 Converting from GAML Syntax to Operational Model (with
Java Syntax)

As both GAMA model and Java program base on a tree (Abstract Syntax Tree),
we use the algorithm of traversing to explore AST.

Recursivement, we traverse the AST, from root node. At each node, by con-
sidering node’s type, compiler will translate into correspond Java syntax. Fol-
lowing pseudo-code describe whole progress.

This function builds a abstract syntax tree which contains each node as Java
syntax. It takes input as a GAML Node, which can be following type: Mod-
elDescription, SpeciesDescription, TypeDescription, VariableDescription, Sym-
bol Description. At first, an empty tree would be created in local scope, with root
node that will be created in next steps. This tree has attached the node which was
translated in Java syntax. Next, the type of the current node was returned into
variable t. Regarding value of this variable, compiler gets pre-defined template
as string tplt. This template is input parameter of merging method, described in
Fig. 5. This method manipulates information of the current node and template
tplt by combining together at needed XML tag. The output is considered as root
node of local tree. The loop of each child node do a recursive calling itself. After
calling, root node attachs these results to child node. Finally, method returns
thes whole structure tree in Java syntax.

Fig. 4. Algorithm of traversing on Abstract Syntax Tree, applying to convert from
GAML to Java

3.6 Generate Java Syntax

There are 2 types of generating Java syntax. The first way is to use static tem-
plate, which is pre-defined by programmer. It is used to apply on non-volatile
type, like Model, Species’s Description, corresponding with a package, a class in
Java. The second way is to use more informations inside each node of AST. It’s
Java annotation, declared for operator, statement and other components.
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Fig. 5. Merging GAML with templates to get Java syntax

Fig. 6. Modules of G2J plugin

4 G2J Plugin

To facilitate the whole process of establishing, and make it re-usable, we imple-
mented our method as plugin in GAMA platform. This plugin named G2J (fig.6)
(GAML to Java) which is implemented in Java language. This plugin contains
4 following modules: GAML Parser, Java syntax template, Java Annotation
Processor, Dynamic Compiler, which are separated into 2 phases : parsing and
running. In parsing phase, it takes into account 2 process. Firstly, GAML parser
is integrated into parsing process of ANTLR as grammar syntax processing. The
output of GAML parser is transfered to Java Syntax Templates, and at the same
time to Java Annotations Processor. These two module work in collaboration
with each other to establish a complete Java Syntax Tree with the most comfort-
able solutions. After the first phase, Java Syntax Tree uses as input of Dynamic
Compiler, which pre-compile to byte code (.class) of Java.

4.1 GAML Parser

This module implements algorithm to traversing AST in fig.4 and builds the Java
syntax tree. The input of this module is a Description tree, which is described
in part 3. This tree contains several types of nodes. This module is injected into
parsing process of GAMA. It provides method parseTree() to call algorithm of
traversing tree, return Java syntax tree.
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4.2 Java Syntax Template

This module aims at reproduce corresponding Java syntax, due to pre-defined
XML templates. It uses an likely-XML parser. With informations of a node from
Description Tree, it get XML node in templates.

4.3 Java Annotations Processor

Beside the solution of using pre-defined templates, this module is considered as
pre-processer of all Java annotation in all modules, plugins, to build additional
information. These information will be used in GAML parser when traversing
AST, or be combined with XML templates when calling module 2. This module
provides more flexibility, and reusable solutions, in case of pre-defined templates
couldn’t suitable with large amount of evolving syntax in GAMA.

4.4 Java Dynamic Compiler

In addition to GAMA compiler, we have used a Java Dynamic compiler [2]
[10] [13], to compile from Java syntax tree to Java byte-code class. This class
is taken into account when we launch the simulation, instead of re-compiling
original Abstract Syntax tree each time. In this part we introduce the method to
compile the Java model and attach it to the execution tree. When we finished this
paper, we had succeeded to translate only the Species entity to Java, by adding
a boolean keyword named compiled, to tell the compiler if it must use the Java
class instead of original species class in the model description tree. After having
created the Java class, we use a Java plugin,batch compiler (org.eclipse.jdt.core),
to compile the Java class to byte code, and load it to memory, on run time.

Fig. 7. Compilation process in Java species instead of GAML species

5 Experiments

By applying our manner of establishing operational, we consider below our exper-
imental result in a simple model in simulation platform GAMA. We do some
experiences on a simple model which contains model and entities section. It
shows the establishment from GAML to Java on declaration of a model, a
species, which demonstrates the usage of Java Syntax Templates, an operator
and a statement, which are supposed to use Java Annotations Processor.
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5.1 Data Described

Let’s consider the model below in GAMA platform, it describes a bug which
can change its color in a square environment. This species has one attribute,
mycolor, representing its body’s color. This bug shows itself as a circle of which
the radius is 10 units and the color is green as default. At each simulation step,
the attribute mycolor will change to a random rgb value, thanks to operator
rnd(255). This action is a reaction of species basing on reflex architecture (line
11), which will happen if it reaches the condition following keyword when. In
this case, it always happens because the condition is always return true.

Fig. 8. Definition of Species Bug in GAML and Java

5.2 Convert Domain-Specific Language to Operational Model

By applying algorithm as Fig. 4, there are 3 following cases that we consider as
main points.

Convert Species and Model. At first, by regarding the proper syntax of
GAML and Java defining Species and Model, we create manually an XML tem-
plate, content format of these two descriptions. Then when compiler traverses
each nodes of constructed Abstract Syntax Tree, we detect the type of the cur-
rent node. If it’s Model node, we look into template to get corresponding XML
node. In this case, a Java class would be returned which have class name be
name of Model node, extended class ModelDescription to have all default pre-
defined parameters, skills, behaviors. In Fig. 10, we have a normal declaration
of model. It contains keyword model, followed by the model’s name as a string.
This string will be used in place of tag name in its corresponding template.
After combination, compiler create an empty Java class. Body of this class will
be completed later. When compiler encounters a node with type Species, process
flow is much similar with previous type (Model), except some varied in extending
class SpeciesDescription. This predefined class contents all must-have attributes
of formal Species, ex. location, size, shape. . . (Fig. 11).

Applying the same manner to some more type of node in AST, we get an
advantage of possibility to translate all GAML syntax to Java syntax. But it’s a
big challenge for modelers to create and develop new operators, skills, behaviors.
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Fig. 9. Converting cases from GAML to Java

Beside of theirs implementations in Java, they must create them-self template
for their new things. The job to read and create all correspond templates must
take too much time, and actually in future, it will not adapt well and quickly
(depend on human-additions templates) when GAML syntax has evolved.

Fig. 10. Case Model Fig. 11. Case Species

Convert Attributes, Behaviors. Almost operators, type, statements, and
even skills, are interpreted thanks to annotation, and can execute thanks to
GAML additions helpers. The helpers is an Java interface linked to Java class
which take care on process the command. The idea is focus to declared anno-
tations, implement a Java class to read all the annotation, and then translate
it to Java syntax. When GAML model compiled, by mixing the tree and Java
syntax, we have translated whole model into Java class.

Attributes declaration syntax contains two part: type and name, which are
converted into declaration of variable in Java. In contructor of species, there is
an initialization of these attributes, with default values.
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Behaviors, which are Statements (simple and complex), is converted into
Java’s methods. These methods are called in Species body at each simulation
step.

Operators include unary, binary or nnary, as example, binary operator ’OR’
take two parameters, left operand and right operand. Its description in annota-
tion (Fig. 12) will be translate in form of method which have constructor in form
keyword(param1, param2,. . . ) , expression in GAML, we have the annotation
in original Java class.

Fig. 12. Case Operators Fig. 13. Case Statements

With this annotation processing method, we can translate automatically
almost GAML syntax. And it’s so flexible when the grammar change by anno-
tation. The name, the parameters, return types, will be updated automatically
by annotation. But it still has some complex statement and skill which face the
problem of logical and syntactic in Java, that can be solve by merging the two
strategies, using both template and annotation.

5.3 Results of Dynamic Compilation

By using this model, we execute simulation 100 times and get the average statis-
tic about running time, memory using. Regarding the advantages of compiling
dynamically species into Java, we can see the following:

- Faster execution (although we can’t prove it now, it is fairly obvious that
compiled code should be faster than interpreted one, especially because Java
code can be compiled on the fly to native code by the JVM).

- Better verification (for the code to compile properly, it needs to be correct
in GAML).

- Possibility to further optimize the execution of agents by changing the Java
code directly (instead of being restricted by the GAML set of primitives).
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Fig. 14. Compare between dynamic compilation with original compilation method

6 Conclusion

This paper has established an operational model from conceptual model for a
simulation platform, applicant to GAMA platform. With algorithm to traversing
AST, combining templates and annotation, compiler create an operational model
correspond with conceptual structure. With this research, model in GAML was
convert into Java syntax, containing species, theirs attributes and simple reflex
behaviors . This method has implemented into GAMA in form a plugin to facil-
itate the process of converting. In the next time, we will made entire structure
of model with complex behaviors, skills and linking between multi model.
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Abstract. Metagenomics is a research discipline of microbial communi-
ties that studies directly on genetic materials obtained from environmen-
tal samples without isolating and culturing single organisms
in laboratory. One of the crucial tasks in metagenomic projects is the
identification and taxonomic characterization of DNA sequences in the
samples. In this paper, we present an unsupervised binning of metage-
nomic reads, called MetaAB, which can be able to identify and classify
reads into groups of genomes using the information of genome abun-
dances. The method is based on a proposed reduced-dimension model
that is theoretically proved to have less computational time. Besides,
MetaAB detects the number of genome abundances in data automati-
cally by using the Bayesian Information Criterion. Experimental results
show that the proposed method achieves higher accuracy and run faster
than a recent abundance-based binning approach. The software imple-
menting the algorithm can be downloaded at http://it.hcmute.edu.vn/
bioinfo/metaab/index.htm

Keywords: Metagenomics · Binning · Next-generation sequencing ·
Bayesian information criterion · Genome abundance

1 Introduction

Since microbes are the most diverse forms on Earth, the understanding of them
can bring many benefits to human being [1]. Microbial communities have been
studied for many years. However, due to experimental limitations, traditional
methods only focus on single species in laboratory culture. A drawback of these
methods is that 99% percent of microbes cannot be cultured in the laboratory [2].
Moreover, a clone culture cannot represent the true state of affairs in nature since
a sample obtained from a microbial community may contain many species which
interact with both each other and their habitats [3]. An alternative research trend
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which can overcome the limits of traditional methods is metagenomics. This dis-
cipline allows the direct study on genomes from an environmental sample with-
out isolation and cultivation of single organisms. However, it takes many costs to
obtain genomic information directly from microbial communities by traditional
sequencing technologies (e.g., Sanger sequencing technology). Fortunately, new
sequencing technologies (so-called next-generation technologies [4,5]), which can
produce millions of reads with small costs, have make metagenomics feasible in
practice.

One of the crucial step in a metagenomic project is to classify reads into
groups of individual genomes or closely related organisms, which is referred to
as binning problem. Binning methods can be roughly classified into three main
categories: homology-based, composition-based, and abundance-based methods.

Homology-based approaches classify reads by using alignment tools (e.g.,
Blast, HMMER) to align DNA sequences directly to reference genomes. Among
the approaches, MEGAN [6] maps reads by Blast with the nr database of NCBI
(National Center for Biotechnology Information), then it assigns labels for the
reads using a technique of lowest common ancestor. CARMA [7] is another
homology-based method in which data is aligned with a protein database Pfam
by either BLAST or HMMER3 homology searches.

Many binning approaches are known as composition-based methods, which
use compositional features (e.g., oligonucleotide frequencies, GC-content) for
classification. They can be further divided into two kinds of methods: supervised
and unsupervised methods. Supervised methods [8,9] require reference databases
which consist of known taxonomic origin sequences. The supervised methods are
shown to perform well in case of full-availability of reference databases. However,
the majority of microorganisms on Earth remains undiscovered [10]. This makes
the methods may be not efficient in practice. To deal with the lack of reference
databases, some unsupervised methods were proposed to perform the classifica-
tion basing on features extracted from analyzed sequences. MetaCluster 2.0 [11],
MetaCluster 3.0 [12] and MCluster [13] are recent algorithms which are based
on the signature of frequency distribution of tetra-nucleotides. These approaches
are shown to be efficient for long sequences (≥ 800kbp), but get low accuracy
for short reads (50-400bp). Furthermore, many approaches do not perform well
if the abundance levels of genome in data are very different [11].

Some recent unsupervised approaches can perform on short reads by using
the information of genome abundances in data. MetaCluster 5.0 [23] separates
reads into three groups of different abundance levels (high, low and extremely
low level) and applies further classification strategies to each group. Abundance-
Bin [15] and Olga et al [16] are two approaches for binning of reads which only
reply on the feature of genome abundances. Those approaches group reads into
bins that the reads in the same bin belong to genomes of similar abundance
levels. Both approaches is based on an assumption that the occurrences of l-
mers (with a sufficient value of l) in data follow Poisson distribution, and then
an expectation maximization algorithm is used to estimate genome abundances.
Another abundance-based binning approach, MarkovBin [14], models nucleotide



134 V.-V. Le et al.

sequences as a fixed-order Markov chain and classifies them into groups of differ-
ent genome abundances. However, this method still does not support detecting
automatically the number of genome abundance levels in data.

This paper proposes a new abundance-based binning algorithm for metage-
nomic reads without any reference databases, called MetaAB (i.e., Abundance-
based Binning of METAgenomic sequences). The proposed method uses a
reduced-dimension model to find maximum likelihood estimates of parameter
in a statistical model, which can reduce much computational time comparing
with other approaches. Furthermore, by the advantage of the proposed model,
we applies a new method of estimating the number of bins in data basing on the
Bayesian information criterion.

The following sections of this paper are organized as follows. In section 2,
a proposed reduced-dimension model is presented, then it is applied within an
algorithm which additionally can detect the number of genome abundance levels
in data by using the Bayesian information. Section 3 shows experimental results.
The last section provides conclusions and future works.

2 Methods

An abundance of a species is the number of individual of the species within a
given area or community. An environmental sample may contain many genomes
of species with different abundance levels. This work aims to extract the infor-
mation of genome abundances in a metagenomic dataset in order to classify
reads into bins (or clusters) such that reads in each bins belong to genomes
of very similar abundances. The proposed method is based on an observation
that l-mer frequencies in reads generated from a genome is proportional to the
genome abundance [15,16]. Besides, basing on the study of Lander and Water-
man [17], an assumption used in this work is that the number of the occurrences
of l-mers in a set of reads from a single genome follows a Poisson distribution,
and all l-mers appearing in a metagenomic project are considered as mixture of
Poisson distributions. Using the assumption, the proposed method firstly tries
to find the maximum likelihood estimate of parameters for the model. It then
classifies reads into bins basing on the probability of their l-mers belonging to
each components.

2.1 Mixture Model of l-mer Frequencies

Given a metagenome dataset which consists of n reads R = {r1, r2, . . . , rn}. Let
w1, . . . , wq be a set of l-mers in the dataset. We have a data X with q obser-
vations, where c(wi), i = {1, . . . , q} is the value of the observation ith (i.e., the
number of occurrences of wi in the dataset). From the above assumption, the
distribution of l-mers within each genome gm is governed by a Poisson distribu-
tion with parameter λm. The probability function of the number of occurrences
of an l-mer wi coming from the genome gm is

pm(c(wi)|λm) =
λ

c(wi)
m e−λm

c(wi)!
(1)
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Assuming that the dataset consists of k species with different abundance levels,
and c(wi), i = [1, . . . , q] is independent, identically distributed observations. A
finite mixture model of the k components is the convex combination, and its
probability density function can be written as

p(c(wi)|Θ) =
k∑

m=1

αmpm(c(wi)|θm), (2)

where α1, . . . , αk are the mixing proportions and must satisfy
∑k

m=1 αm =
1, αm > 0. Besides, Θ = (α1, . . . , αk, θ1, . . . , θm) is the set of parameters of
the mixture. Each θm is the set of parameters of the mth component. In this
context of Poisson model, we have θm ≡ λm. The log-likelihood corresponding
to the mixture of k components is:

log L(Θ|X ) = log
q∏

i=1

p(c(wi)|Θ) =
q∑

i=1

log

(
k∑

m=1

αmpm(c(wi)|λm)

)
. (3)

We aim to find the maximum likelihood estimate (MLE) of the parameter Θ,
which represents the most likely assignment of the l-mers to the genomes in the
dataset.

Θ∗ = arg max
Θ

log p(X|Θ) (4)

We note that this model have been also applied in [15,18] for different purposes.

2.2 A Reduced-Dimension Model

Regarding the aspect of computational cost, this study modifies the above mix-
ture model for reducing dimension. Firstly, we present the following lemma:

Lemma 1. Given two l-mers wi, wj, and a component m with parameter of λm.
If c(wi) = c(wj), we have pm(c(wi)|λm) = pm(c(wj)|λm).

Proof. ccording to expression 1, we have

pm(c(wi)|λm) − pm(c(wj)|λm) =
λ

c(wi)
m e−λm

c(wi)!
− λ

c(wj)
m e−λm

c(wj)!

= 0 (because c(wi) = c(wj))

(5)

That means pm(c(wi)|λm) = pm(c(wj)|λm).

Given a set of all l-mers w1, . . . , wq in the dataset R. Sorting the l-mers into
b non-empty groups in which all l-mers wi, wj , i �= j in the same group t have
the same number of occurrences and are equal to ct, t = {1, . . . , b} (i.e., c(wi) =
c(wj) = ct), and ∀t, s ∈ {1, . . . , b}, ct �= cs. Denoting by nut ≥ 1, t = {1, . . . , b}
the number of l-mers in group t. We have

q =
b∑

t=1

nut (6)
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It is clear that since nut ≥ 1, we always have b ≤ q.
According to the Lemma 1, two l-mers having the same number of occur-

rences have the same probability of belonging to components. Thus, the log-
likelihood corresponding to the mixture of k components, stated in expression
3, can be reformulated as

log L(Θ|X ) =
b∑

t=1

nut log

(
k∑

m=1

αmpm(ct|λm)

)
(7)

In practice, a large proportion of l-mers from the same genomes have the same
number of occurrences (i.e., nut � 1). Given the number of l-mers q, the larger
value of nut it is, the smaller value of b it is (see equation 6). Therefore, by
using expression 7, the cost for finding maximum log-likelihood estimate of the
parameter Θ can be much reduced.

2.3 Estimating Model Parameters

The Expectation Maximization (EM) algorithm [19] is used to find maximum
likelihood estimates of the parameter Θ. The observed data X is considered to be
incomplete data, and the missing data is a set of b labels Z = {z1, . . . , zb} which
is associated with the observed data. Each binary vector zt = [zt1, . . . , ztk], t =
{1, . . . , b}, indicates which genome produces the l-mers whose counts are equal
to ct, where ztm = 1,m = {1, . . . , k} if the l-mers whose counts are equal to
ct is from the mth genome, and ztm = 0 otherwise. The log-likelihood of the
complete data (X ,Z) is

log L(Θ|X ,Z) =
b∑

t=1

nut

k∑
m=1

ztm log αmp(ct|λm). (8)

In the EM algorithm, the unknown set of parameters Θ = (α1, . . . , αk, λ1, . . . , λm)
are randomly initialized. The parameters will be updated after each iteration. We
denote by Θ(s) = (α(s)

1 , . . . , α
(s)
k , λ

(s)
1 , . . . , λ

(s)
m ) the set of parameters obtained

after s iterations. Each iteration performs the following two steps (the following
represents for iteration s + 1):

+ Expectation Step: Calculate the probability of l-mers whose counts are
equal to ct, t = {1, . . . , b} belonging to species mth given parameter Θ(s), and
ct:

p(ztm = 1|ct,Θ(s)) =
α

(s)
m pm(ct|λ(s)

m )∑k
v=1 α

(s)
v pv(ct|λ(s)

v )
(9)

Denoting p(ztm = 1|ct,Θ(s)) by πtm, and it is called a posterior probability.

+ Maximization Step: In this step, the parameters are updated according to

Θ(s+1) = arg max
Θ

Q(Θ,Θ(s)), (10)
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where the Q-function is the expectation of the complete data log-likelihood:

Q(Θ,Θ(s)) = E[log(p(X ,Z|Θ))|X ,Θ(s)]

=
b∑

t=1

nut

k∑
m=1

πtmlog(αm) +
b∑

t=1

nut

k∑
m=1

πtmlog(pm(ct|θm))
(11)

The parameters can be calculated as follows.

α
(s+1)
m =

∑b
t=1 nutπtm∑b

t=1 nut
, λ

(s+1)
m =

∑b
t=1 nutπtmct∑b
t=1 nutπtm

(12)

Once the parameters of the mixture model are estimated. Each read rj is assigned
into a component (or bin) basing on the probability of their l-mers belonging
to the components. Denote by fim the probability of an l-mer wi belonging
to bin mth (i = {1, . . . , q, },m = {1, . . . , k}). Choose t ∈ {1, . . . , b} such that
c(wi) = ct, we set fim = πtm. Let yj to indicate in which bin a read rj is assigned.
It is calculated as

yj = arg max
1≤m≤k

∏
wi∈rj

fim

∑k
u=1

(∏
wi∈rj

fiu

) . (13)

2.4 Binning Algorithm

The pseudocode for the proposed algorithm is provided in Algorithm 1. The
occurrences of l-mers in all reads ri ∈ R, i = {1, . . . , n} are firstly calculated. In
order to find the number of bins in data, we use the Bayesian information crite-
rion. The method is a penalized likelihood approach which was shown to perform
well in many fields [21]. A drawback of the BIC is that it takes much computa-
tional time to compute. However, the reduced-dimension model proposed in this
study makes it applicable. The BIC is defined as BIC = logL(Θ∗

M |X ) − d
2 log(q)

in which, M is the number of components, L(Θ∗
M |X ) is the maximum likeli-

hood with M components, and d is the numbers of parameters in the mixture
model. With this Poisson mixture model, we have d = 2M − 1 for a M -finite
Poisson mixture model. To compute the maximum likelihood L(Θ∗

M |X ), the EM
algorithm presented above is used. To choose the best model for the l-mers dis-
tribution, the EM algorithm is performed iteratively with the different number
of components (or bins) m. The model which have the largest BIC value is cho-
sen. The final step of the algorithm is to assign reads into the bins basing on
the probability of their l-mers belonging to the bins. Some empty bins in which
there are not any reads assigned will be removed.

Note that, after l-mer counts are computed, some untrusted l-mers whose
counts do not correctly reflect the genome abundances exist in data are dis-
carded. The unstrusted l-mers may be produced by: (1) l-mers are repeated
within each genome; (2) l-mers are shared by different genomes; (3) and sequenc-
ing errors which can produce unreal l-mers.
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Algorithm 1. Binning algorithm
Input: List of reads R, the number of reads n, the length of l-mers l, the minimum

number of bins kmin, the maximum number of bins kmax

Output: List of bins C, the number of bins k
1: Compute counts of l-mers in R
2: Discard untrusted l-mers
3: m = kmin

4: repeat
5: Call EM algorithm in which the number of components is fixed to m
6: Compute BIC value BICm

7: m = m+ 1
8: until m > kmax

9: BICmax = max(BICm), kmin ≤ m ≤ kmax

10: k = m, where BICm = BICmax

11: Assign ri ∈ R, i ∈ {1, ..., n} into bins C using Equation (13)
12: Remove empty bins
13: k = k− the number of empty bins

3 Experiments Results

In those experiments, the proposed method is compared with AbundanceBin [15]
(version 1.01, February 2013) on datasets of both with and without sequencing
errors. According to the study in [22], the percentage of common l-mers between
microbial genomes is less than 1% when l ≤ 20. Moreover, AbundanceBin was
shown to achieve the best performance with l-mer length of 20. Therefore, we also
choose l = 20 for those experiments. To evaluate the approaches, two commonly
used performance metrics, namely, precision and recall which are defined in [23]
are used. The computer used for the experiments is an Intel Xeon with 20GB
RAM running at 2.3 GHz.

3.1 Datasets

Due to the lack of standard metagenomic datasets, simulated datasets are widely
used to evaluate the performance of binning algorithms. A tool used for gener-
ating metagenomic reads is MetaSim [24] which allows us to select a sequencing
model and control considered parameters (e.g., read length, genome
coverage, error rate). We simulate metagenomic datasets based on the bacterial
genomes which are downloaded from the NCBI (National Center for Biotechnol-
ogy Information) database. We generate samples which can be classified into two
groups. The first group which is denoted by from S1 to S7 contains reads without
sequencing errors. The second group denoted by from T1 to T7 contains reads
of sequencing errors. The error-free sequencing sequences (with length of 150bp)
are created by the exact simulator setting of MetaSim, while error sequencing
sequences (with length of 80bp) follow the Illumina error profile with an error
rate of 1%. The samples in the two groups (from S1 to S7, and from T1 to T7)
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have the same the number of species, the number of abundance levels, abundance
levels and the list of used species or strains, respectively.

3.2 Results on Error-Free Sequencing Reads

MetaAB firstly is compared with AbundanceBin on the samples from S1 to S7.
The parameters of AbundanceBin were set default. Table 1 presents the precision
and recall of the two approaches. It can be seen from the table, by using the
BIC, the proposed approach is able to estimate correctly the number of bins for
most of the samples (6 out of 7 cases), while AbundanceBin fails to estimate
correctly the number of bins for 3 out of 7 cases. Note that each bin consists
of reads from one or many species which have similar abundances. In addition,
MetaAB can achieve better both precision and recall for most the tested cases.
On computational performance, the proposed approach needs smaller computing
time than that of AbundanceBin in many cases, especially the samples of the
large number of reads.

Table 1. The precision and recall of AbundanceBin and MetaAB on samples from S1
to S7

ID # actual AbundanceBin MetaAB
bins # Precision Recall Running # Precision Recall Running

bins time (s) bins time (s)

S1 2 2 96.57% 96.57% 94 2 96.57% 96.57% 116
S2 3 3 94.9% 95.58% 305 3 95.83% 95.58% 328
S3 3 4 90.72% 86.84% 556 3 95.4% 95.06% 483
S4 4 4 96.96% 96.96% 745 4 97.61% 97.08% 812
S5 4 3 65.43% 94.69% 507 4 85.72% 85.24% 489
S6 5 4 85.54% 88.41% 795 5 86.18% 77.63% 782
S7 6 6 94.46% 94.46% 2808 2 73.12% 99.16% 2519

3.3 Results on Error Sequencing Reads

Binning approaches should have ability to deal with sequencing errors since there
are no any current sequencing technologies which could generate reads without
errors. The proposed approach is tested on the datasets with sequencing errors
from T1 to T7, and is compared with AbundanceBin. In order to reduce the bad
effects of the errors, and for a fair comparison, both approaches are set to discard
the l-mers which appear only once from the binning process. Table 2 compares
the accuracy and computational time of the two approaches. Obviously, MetaAB
can work well with the error sequencing reads and outperforms AbundanceBin
for most of the tested samples. The proposed approach can estimate correctly
the number of bins in each sample for 5 out of 7 cases, whereas AbundanceBin
detects correctly the number of bins for only one sample (sample T1). Because
of sequencing errors, AbundanceBin seems to return the estimated number of
bins which are much less than the actual ones. This helps it to achieve high recall
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values, but its get very low precision for the samples. It is very interesting that
MetaAB get higher precision than that of AbundanceBin for all the tested sam-
ples. Furthermore, the proposed approach is much faster than AbundanceBin.

Table 2. The precision and recall of AbundanceBin and MetaAB on samples from T1
to T7

ID # actual AbundanceBin MetaAB
bins # Precision Recall Running # Precision Recall Running

bins time (s) bins time (s)

T1 2 2 94.6% 94.5% 135 2 98.04% 98.04% 107
T2 3 2 92% 98.52% 315 2 92.8% 99.53% 282
T3 3 1 49.3% 100% 1524 3 96.58% 96.56% 422
T4 4 3 61.22% 95.39% 858 4 94.35% 93.81% 643
T5 4 2 63.55% 94.25% 670 4 71.43% 71.89% 417
T6 5 2 62.72% 89.99% 1630 4 89.17% 91.65% 612
T7 6 2 71.34% 97.56% 6789 6 94.27% 85.33% 2224

4 Conclusion

The development of next-generation sequencing, which allows to produce a mass
of data, brings computational challenge in metagenomic projects. This study
focuses on the challenge in which a reduce-dimension model is proposed. By
taking the advantage of the model, a method of detecting the number of bins
in data based on the Bayesian information criterion is applied. Our experiments
demonstrates that the proposed approach not only achieves higher accuracy
but also consumes less computational time than a recent abundance-based bin-
ning approach. In future works, we aim to apply the proposed approach for the
improvement of compositional-based binning methods.
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Abstract. Principal component analysis (PCA) has been widely used in many 
applications. In this paper, we present the problem of computational complexity 
in prediction, which increases as more input of predicting event’s information is 
provided. We use the information theory to show that the PCA method can be 
applied to reduce the computational complexity while maintaining the uncer-
tainty level of the prediction. We show that the percentage increment of uncer-
tainty is upper bounded by the percentage increment of complexity. We believe 
that the result of this study will be useful for constructing predictive models for 
various applications, which operate with high dimensionality of data.   

Keywords: PCA · Uncertainty · Prediction 

1 Introduction 

Prediction plays an important role in many applications. It is widely applied in vari-
ous areas such weather, economic, stock, disaster (e.g. earthquake and flooding), net-
work traffic, and call center forecasting. Several techniques and predictive models 
have been utilized to generate prediction such as regression analysis, Bayesian net-
works, Markov model, and neural network. These techniques have different computa-
tional costs associated with them. As more predicting event’s information is provided, 
the computational cost (and complexity in some predictive models) increases. Reduc-
ing the dimensionality of the input to the predictive model in order to lower the com-
putational cost may also increase the uncertainty of the prediction. To avoid degrad-
ing the uncertainty of the predictive model while reducing its computational cost, in 
this paper we present an application of the PCA method as a solution to our problem. 

The rest of this paper is structured as follows. Section 2 carries out the main con-
tribution of this paper. The paper is concluded in section 3 with a summary and an 
outlook on applying our finding to the future work. 

2 Applying PCA to Complexity in Prediction 

Prediction is a statement about the future observation. The actual future event does 
not always occur as its prediction. Hence there is an uncertainty associated with a 
prediction. The uncertainty of prediction can be measured using information entropy 
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or Shannon’s entropy, which is a measure of uncertainty of a random variable [1] 
defined by (1). 

−=
x

xpxpXH )(log)()( 2 ,                                          (1) 

where X is a discrete random variable, Xx ∈ , and the probability mass function p(x) 
= Pr{X=x}. 

Cover, T. M., and J. A. Thomas [2] shows that the uncertainty of prediction of 
event X given the information Y is less than uncertainty of prediction of event X with-
out given information about event X, 

)()|( XHYXH < .                                                    (2) 

We can extend (2) to a scenario where there is more one known information about 
predicting event X. Since conditioning reduces entropy, (2) still holds for multiple 
given information, 

)(,...),,|( 321 XHYYYXH < .                                           (3) 

Inequation (3) tells us that theoretically the more information about event X, the 
less uncertainty about predicting event X. This implies that one may collect infinite 
information about event X to make the optimal prediction in the sense of having the 
least uncertainty. 

In practical prediction problem, an infinite dimensional dataset is not available. 
However, there is a high dimensional dataset in which taking entire data will result a 
high computational complexity in prediction. It is desired to lower the dimensions of 
dataset while retaining as much as possible of the characteristics of the dataset in 
order to reduce the computational complexity in prediction. This can be achieved by 
applying the Principal Component Analysis (PCA) method. 

The PCA is a technique of multivariate analysis. It was first introduced by Pearson 
[3] in 1901 and developed by Hotelling [4] in 1933. The idea of PCA is to reduce the 
dimensionality of a dataset while retaining as much as possible of the variation pre-
sent in the dataset. The PCA method composes transformation matrix from the set of 
input vectors containing correlated components to another set of vectors containing 
orthogonal and uncorrelated components. PCA reduces dimension of the dataset by 
keeping the most relevant information and discarding the statistically less relevant 
information from the multidimensional dataset. The PCA transformation is based on 
the autocorrelation matrix which is given by (4). 

( )
=

=
n

j

T
jjxx XX

n
R

1

1 ,                                                  (4) 

where n is the number of input vectors, Xj is the jth vector. 
Principal components are obtained by arranging eigenvalues corresponding to ei-

genvectors of matrix Rxx in order. The first principal component contains the largest 
percentage of the variation in the original dataset. The second principal component 
contains the second largest percentage of the variation in the original dataset and so 
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on. The main idea of PCA is to reduce dimensionality of dataset to first m principal 
components. I.T. Jollife [5] suggests three types of rule for choosing m; cumulative 
percentage of total variation, size of variances of principal components, and the scree 
graph and the log-eigenvalue diagram. Choosing the number of principal components 
is not in the scope of this paper. Interested readers may find more information  
from [5]. 

By choosing the number of principal components m, one can construct a matrix P 
which is given by (5). 

[ ]mPPPP 21= ,                                               (5) 

where Pj is the jth principal component. 
The PCA can also be visualized as a simple transformation from one domain to an-

other by projecting original data points onto the new principal component axis where 
the first principal component contains the largest percentage of the variation in the 
original data points and so on. Figure 1 shows the original data points from X-Y axis 
to be projecting onto the principal component axis (PC1 and PC2).  

 

Fig. 1. Example of projection of the data points onto the principal component axis 

Since the first principal component contains the largest percentage of the variation 
in the original dataset, therefore range of the percentage of the variation in the original 
dataset that the first principal component contains (%Var(P1)) lies between 100/n% 
and 100% where n is the dimension of the original dataset. 

1)(%
1

1 ≤≤ PVar
n

.                                                  (6) 

The percentage of the variation in the original dataset contained in the first princi-
pal component has the maximum value of 100% when the original data points form a 
straight line. On the other hand, the percentage of the variation in the original dataset 
contained in the first principal component has the minimum value of 100/n% when 
the original data points form a perfect sphere cloud where the variation of the original 
data contained in the first principal component is equal to the variation of the original 
data contained other principal components. In general, having all features (dimension) 
of the data equally represent the overall data is very rare.  
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Given a high n-dimensional dataset to predict event X with the computational com-
plexity of O(n) and uncertainty of H(X|Y1,Y2,…,Yn), using the PCA method reduces 
the dimension of the data to n-k while increases the uncertainty to  H(X|P1,P2,…,Pn-k), 
where Pj is the jth principal component. Thus, the complexity is reduced by (n-k)/n % 
while the uncertainty is increased at most by (n-k)/n % since %Var(P1) has lower 
bound of 1/n  and its equality holds if and only of all principal components contain 
the same variation of the original data (Eq. 6). Since the dimension of the data is re-
duced to n-k which means n-k principal components are retained, thus 

 
−

=

−≥
kn

i
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kn
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)(% .                                            (7) 

This means that by applying PCA, percentage decrement of computational com-
plexity (%↓C) is greater than and equal to the percentage increment of uncertainty 
(%↑H), 
 

     %↓C  ≥ %↑H,                                                   (8) 

which implies that using PCA can reduce the computational complexity of the predic-
tive model while maintaining the uncertainty level of the predicting event as much as 
possible with its percentage incretion never be more than percentage decrement of 
complexity.   

3 Conclusion 

In this paper, we present an application of the PCA in the prediction. We show that 
the computational complexity of the prediction increases as the dimensionality of the 
dataset grows and in order to reduce computational complexity in prediction while 
maintaining the level of the uncertainty of prediction, the PCA method can be applied. 
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Abstract. Today, the urban computing scenario is emerging as a concept where 
humans can be used as a component to probe city dynamics. The urban activi-
ties can be described by the close integration of ICT devices and humans. In the 
quest for creating sustainable livable cities, the deep understanding of urban 
mobility and space syntax is of crucial importance. This research aims to ex-
plore and demonstrate the vast potential of using large-scale mobile-phone GPS 
data for analysis of human activity and urban connectivity. A new type of mo-
bile sensing data called “Auto-GPS” has been anonymously collected from 1.5 
million people for a period of over one year in Japan. The analysis delivers 
some insights on interim evolution of population density, urban connectivity 
and commuting choice. The results enable urban planners to better understand 
the urban organism with more complete inclusion of urban activities and their 
evolution through space and time.  

Keywords: GPS · Mobile sensing · Urban density · Mobile phone locations · 
Pervasive computing · Urban computing. 

1 Introduction 

New technology can help cities manage guarantee and deliver a sustainable future. In 
the past few years, it has become possible to explicitly represent and account for time-
space evolution of the entire city organism. Information and communication technolo-
gy (ICT) has the unique capability of being able to capture the ever-increasing amounts 
of information generated in the world around us, especially the longitudinal infor-
mation that enables us to investigate patterns of human mobility over time. Thus, the 
use of real-time information to manage and operate the city is no longer just an inter-
esting experience but a viable alternative for future urban development. 

In this research, the analysis of mobile phone location, namely “Auto-GPS”, has 
been used to serve as frameworks for the variety of measures of effective city planning. 
More specifically, we explore the use of location information from Auto-GPS to char-
acterize human mobility in two major aspects. First is the commuting statistics and 
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second is the city activity, how the change of activities in part of urban space can be 
detected over times.     

In general, a classic travel survey is frequently used to acquire urban connectivity 
and trip statistics. However, they truly lack of long-term observation and sample size is 
always the main limitation due to the highly cost and extra processing time. In this 
paper, we propose a novel approach that takes advantage of anonymous long-term and 
preciously collected spatial-temporal location generated by Auto-GPS function from 
ordinary mobile phone users. As of the best of our knowledge, this is the first time that 
large-scale GPS traces from the mobile phone have been observed and analyzed coun-
trywide for travel behavior research.  

To have evidence showing clearly how this would help planning and decision mak-
ing, we selected one of the major active area in central Tokyo called Odaiba as our 
study area. Odaiba is a large artificial island in Tokyo Bay, Japan. It was initially built 
for defensive purposes in the 1850s, dramatically expanded during the late 20th centu-
ry as a seaport district, and has developed since the 1990s as a major commercial, resi-
dential and leisure area. Odaiba is suitable for this analysis since it is isolated from 
other parts of Tokyo. It provides all urban amenities like a small city including hotels, 
department stores, parks, museums, office buildings and residential areas.   

The rest of the paper is organized as follows: Section 2 outlines related work; Sec-
tion 3 describes the datasets and the basics of Auto-GPS; Section 4 covers methodol-
ogy; Section 5 explains the results from our analysis; and Section 6 provides conclu-
sion. 

2 Related Work 

Location traces from mobile devices have been increasingly used to study human mo-
bility, which is important for urban planning and traffic engineering. Several aspects of 
human mobility have been exploited. Human trajectories show a high degree of tem-
poral and spatial regularity with a significant likelihood of returning to a few highly 
visited locations [1]. Despite the differences in travel patterns, there is a strong regular-
ity in our mobility on a regular basis, which makes 93% of our whereabouts predicta-
ble [2]. Understanding mobility patterns would yield insights into a variety of im-
portant social issues, such as the environmental impact of daily commutes [3]. 

These recent studies have emphasized on modeling, prediction, and inter-urban 
analysis of human mobility, but not on the richer context of it such as the engaged 
activity in the location visited. There are many studies that use GPS records to identify 
trip trajectories. Most of these works begin with the segmentation of GPS logs into 
individual trips, usually when there is a significant drop in speed [4][5], or when GPS 
logs remain in one area for a certain amount of time [6][7].   

With the advance of today’s ICT technologies, it is possible to realize a sort of so-
cio-technical super-organism to support high levels of collective “urban” intelligence 
and various forms of collective actions [8]. It therefore becomes our interest in this 
work, by building on our previous research [9,10], to investigate on how to use large-
scale, long-term GPS data from mobile phones to extract valuable urban statistics and 
to project the real world information. 
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Dthreh is the maximum coverage threshold of movement in which an area is considered 
as a stay point, and Tthreh is the required minimum amount of time that the user spends 
in a stay point.  

We recruited 15 subjects to carry a smartphone for one month with an application 
that allowed the subjects to identify stops that they made each day. With this ground 
truth information, we found that the spatial and temporal criteria [12] to identify stay 
points most accurately were 196 meters and 14 minutes, as shown in our experimental 
results in Figs. 4 and 5.  

 

Fig. 4. Stop detection accuracies for different distance threshold values 

 

Fig. 5. Stop detection accuracies for different time threshold values 
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Based on the detected stay points, we estimated home location of each subject as 
the location with the highest number of stay points between midnight and 6 a.m. This 
yielded a fairly accurate estimation of home locations, which is comparable (R2 = 0.79) 
to the population density information of the Census Data provided by the Statistics 
Bureau, Ministry of Internal Affairs and Communications, as shown in Fig. 6. 

According to the result in Fig. 6, we considered our “stay points” to be reliable for 
our further analysis. The stay points and home locations were used as inputs for calcu-
lation of various urban indicators and statistics across different spatial and temporal 
levels in the next section. 

 

Fig. 6. A comparison of the estimated home locations from the Auto-GPS data against the 
Census Data of one-square kilometer grids 

5 Results 

Finding urban descriptive knowledge of the people who use urban spaces is one of the 
most important information for urban planners. Our first result attempts to explain the 
origin of people flow. We constructed multiple criteria to define visitors in an area. We 
used the minimum stay of 30 minutes and excluded people who have home and work 
location in the area. (Note that work location was derived in a similar way we did for 
the home location.) The maximum annual visit is set to eight times as it is the third 
quartile of the entire dataset (Fig. 8).  The annual total of visitors to Odaiba area was 
estimated at 80,463 people from 1.5 million total samples or 5.36% of the population.  
Figure 7 shows the choropleth map of estimated yearly visitors. As expected, the near-
er the prefecture is to the Odaiba area, the more visitors are coming from. There are 
some exception for the big city such as Nagoya, Osaka, Fukuoka, and Hokkaido where 
air transport services are operated frequently. 
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Abstract. Coupling models is becoming more and more important in
the fields where modeling relies on interdisciplinary collaboration. This
in particular the case in modeling complex systems which often require
to either integrate different models at different spatial and temporal
scales or to compare their outcomes. The goal of this research is to
develop an original agent-based approach to support the coupling hetero-
geneous models. The architecture that we have designed is implemented
in the GAMA modeling and simulation platform [6]. The benefits of our
approach is to support coupling and combining various models of hetero-
geneous types (agent-based, equation-based, cellular automata ) in a flex-
ible and explicit way. It also support the dynamic execution of the models
which are supposed to be combined during experiments. We illustrate its
use and powerfulness to solve existing problems of coupling between an
agent-based model, equation-based model and GIS based model. The
outcomes of the simulation of these three models show results compati-
ble with the data observed in reality and demonstrate the interest of our
approach for building large, multi-disciplinary models.

Keywords: Models Coupling · Agent-based modeling · Simulation plat-
forms · Land-use change dynamics

1 Introduction

Coupling, anchoring and composing models is more and more common, espe-
cially in the field of sustainable development, where researchers tend to work in
multidisciplinary setups. Requirements to do so can come from the necessity to
integrate different models (for instance, urban and climate models), to compare
the outcomes of models used in decision-making processes, to couple models of
the same phenomena at different spatial and temporal scales, and so on. More-
over, the questions of the end-users, for which models are initially designed, have
become more complex and less focused, forcing modelers to anticipate probable
changes in the structure of the models, or to design models in such a way that
they can be incrementally modified or experimented in unexpected ways.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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Various solutions have been proposed in the latest years, but they are mostly
oriented towards technical approaches to the operational coupling of models
(HLA [2], DEVS [19], FMI [1]]), leaving aside the semantic problem of their
static or dynamic composition. In particular, there is no way one can provide, let
alone revise and reuse, a description of their composition, such as, for instance,
the spatial and temporal scales of the models involved, their transfer functions,
how they are supposed to be combined during experiments, etc.

In this paper we propose a new approach for the coupling of heterogeneous
model developed in a simulation platform Gama. This approaches is tested on
a concrete case study of the land use change which is defined every 5 years
through a specific methodology: this one is based a land use evaluation according
to several environmental (water quantity and quantity, soil type ) and socio-
economical factors.

In Section 2, we present the definition, problem of coupling model and the
existing approaches. In Section 3 we describe our proposed approaches: co-
modeling, and how it has been implemented in the GAMA simulation platform.
Section 4 provides some results obtained by simulating the coupled model and
describes in details the experiments that we have conducted. Finally, Section 5
concludes our ongoing work.

2 Models Coupling

2.1 Definition

In general, the terminology of coupling between models is used when modeler
makes some interactions between at least two models which have ability to oper-
ate independently [4]. This approaching of coupling can be found when modeler
wants to do research on the heterogeneous system with many levels of details and
the best approaching model of that system is an association of different exist-
ing models. It also occurs when modeler wants to answer a complex question
with different existent components that have been made in special objectives.
For instance, the question of climate changes (as the general one in ecologies) is
a clear example of the necessity to couple different domains or researches from
multidisciplinary with different level of spatial and times scales.

A model referencing a heterogeneous systems, is called heterogeneous model,
include multiple components, each component is a model or smaller systems,
which can operate independently of each other. The coupling of heterogeneous
models [8] can be considered as several meaning: it is the connections, the links,
and the anchors between models with models. It shows how the models are
integrated with each others, how they can interact in coupling context. Models
can be coupled themselves with the others in a certain order of space or time to
be a system corresponding with the scales in heterogeneous system.

2.2 Type of Coupling

In [7], the authors classify the coupling based on the principle of coupling as
following:
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– Methods based on a coupling factor (space, time event) or a common element
models is identified to the coupling operation. For example the specification
language DEVS (Discrete Event System Specification) [19], the DS model
[3].

– The methods based on an intermediqate using an interface for coupling the
various models. In this category of approaches include the Osiris model [4]
for the UrbanSim model[17], the HLA [2] model.

– Methods based on integration where the models are built, modified and
adapted to each other to build a new model.

In [4], the authors list the coupling approaches by degree of the coupling:

– The coupling which is based on the establishment of data transmission, is
also called a weak coupling, this approach of coupling depends on a solution
of technical infrastructure of simulator, if these facilities can support the
simulation of models from different platforms.

– The strong coupling describes the coupling between behaviors of models, for
the integration between each of them. This type of coupling is often based on
the same platform, which provides the capability to import or re-implement
one or many parts of existent models.

We choose to categorize the coupling in two type: (1) The coupling which
is based on the establishment of data transmission or exchangement values, is
also called weak (loosely) coupling. This approach of coupling depends on a
solution of technical infrastructure of simulator, if these facilities can support
the simulation of models from different platform. This type of coupling contains
a set of common data exchange protocol. (2) The strong coupling describes the
coupling between behaviors of models.

2.3 Importance of Coupling

Coupling models is a high priority approach which seeks to enhance knowledge
and reuse previously validated models, to expect at the same time a lower risk
of error and a faster construction of simulation models. Climate forecast, predic-
tion of environmental risks or simulation of urban mechanisms are the relevant
examples. For example, the zoning process is defined at 4 administrative levels:
National, Provinces, Districts and Communes. Based on this zoning process, a
land use planning policy is defined every 5 years through a specific methodol-
ogy: this one is based a land use evaluation according to several environmental
(water quantity and quantity, soil type ) and socio-economical factors. However,
the land use planning is rarely followed by farmers because of: (1) modifica-
tions of the natural conditions, (2) changements in the farmers socio-economic
situation or the fact that farmers may prefer to follow other farmers when mak-
ing their decision of land use change. This scenario leads to the need of coupling
models to test hypotheses on the main factors influencing farmer’s decisions who
taking into account external (physical or economic) factors. The model would
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be very complex as it touches on many fields providing a lot of factors related to
the behaviors of the farmer, the economic and the natural conditions. It is not
easy to combine various factors coming from different models.

2.4 Problems

In this paragraph, we generally introduce the existing problems of the coupling
activity.

Different Formalism of Coupling. Because coupling models often take place
when the modeling carried out with more and more models from many different
fields that each one has a particular modeling formalism. Thus, modeler has been
lead to the problem of diverting the formalism of coupling models. Nowadays,
scientific models usually base on three formalism: model base on differential
equation, model base on automata cellular, model base on agent. The three
formalism are different naturally in the way that they describe the model and it
is the root cause why they have a big difficulty to reuse all in one context.

Spatial and Temporal Scales. While couple models, modeler usually
encounter with the needs to change the spatial and temporal level of an object
or components of model. This change benefit the diverse representation from one
model to other considering their discipline.

Facilitation the Manipulation of Coupling. Most of the current solutions
proposed dont support an approach to ease the description of coupling between
models. It leaving aside the semantic problem of dynamic composition.

2.5 Existing Approaches

There are three existing popular coupling formalism: High-Level Architecture
(HLA) [2] and Discrete Event Systems (DEVS) [19], Functional Mockup Inter-
face [1]).

HLA uses most in humans training to perform tasks and analysis of scenarios
in a simulated world. HLA integration the mechanism for the synchronization
of simulators whenever they exchange data. The principle of HLA is consider
that simulators are assemblies to the Federation. An interface RTI (Runtime
Infrastructure) assures the synchronization of exchange between the Federation.
HLA is defined by three core elements: the template object model (contains
HLA Federation Object Model and HLA Simulation Object Model), the interface
specification with Runtime Infrastructure, and HLA rules.

DEVS is a formalism proposed to model discrete event systems with two
type of models: model atomic is considered as sub model with contribute param-
eters (the set of input, output events, sequential states; the time advance, the
external/internal transition function and the output function. It helps modeler
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to specify their models events, set of states, internal and external transition,
inputs and outputs), and coupled model which specify by three main set of:
atomic models to be coupled, translation function between models, influences
between models. The interaction assured by the ports, input and output, which
are favorites the modularity.

FMI is an independent approach for model exchange that is support black
box model exchange. This standard has been developed to meet the requirements
of standardization, availability, easy-of-use, adoption, accompanying documen-
tation and maturity of such an interface. This standard is a promising candidate
to become the industrial standard and cross-company collaboration, but it is not
suitable too much with white box modeling of the complex system with one mod-
eling language that is not suitable for all requirements in different domains. This
approach offers the possibility for deep system understanding by equation-based,
object-oriented modeling and symbolic manipulation.

Beside these three common standards, such works have often implemented
their own coupling method of spatial, temporal and data on a specific modeling
platform. Many researches have been done to couple the models of complex
system in multi-discipline: coupling among model different domain ( urban -
travel [10], environment and pelagic resources [18], community land model to
the regional climate [14]). Other researches couple multi models in same domain
but in different objective, to show if these objectives represent an important
factor that modify or improve in the simulation results and evaluate them [11].
They exchange the data in phase of executions in an order temporal simultaneous
one by one or parallel, i.e., in [9] the coupling is called “coupler” who exchange
data input and output between models scales. Coupling also has been done by
different modeling approaches: coupling hydrodynamic model and individual-
based models [12], coupling multi-agent model and GIS [8] [13], coupling of
physical models and social models multi-modeling [5].

All these approaches provide mechanisms that allow interaction between sev-
eral models but they still have following disadvantages:

– In general, these approaches are not very generic and seem to be very difficult
to be re-implemented in different domains and contexts.

– There are no consideration of the differences in spatial and temporal scales.
– They do not support to couple the case of heterogeneous models between

mathematician, informatics, GIS

3 Co-modeling

We present in this section the methodology we propose to couple multiple mod-
els. Then, it has been implemented in the GAMA agent-based modeling and
simulation platform [6].

3.1 Conceptual Proposal

We propose to address the problem identified in II.C. with the modeling and
simulating of the “co-model” as a contraction of “coupling of models” and
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“composing of models”. The central claim of our approach will be considered
a “co-model” as a model, and more specifically an agent-based model, in which
the agents wrap one or several instances of the models to couple, with their own
life-cycle, operations, collaborations, conflict resolution mechanisms, etc. which
will draw from the numerous works already published on multi-agent systems.

In this perspective, a co-model will be a model that captures and represents
a particular collaboration between these micro-models, which can be based on
existing collaboration schemes between experts, or any other organisation of
their contributions. Conversely, this work will allow to consider regular multi-
agent based models as very specific implementations of co-models, where agents
only wrap models of individuals. Our approaches challenge the first problem
of coupling model, by considering agents as models, the different modeling for-
malisms could be considered as behaviors of agents. Then, it solve the second
problem of spatial and temporal scales by inherit the rich existing researches
on these difference level of scaling, thus the proposal did not, itself, propose the
concrete solution. The inheriting from agent based modeling help modeler to
easily manipulate the description of coupling with the declaration behaviors and
attributes interaction between agents which are, in fact, models.

Fig. 1. Co-model extend the concept of agent-based modeling formalism

The figure 1 represent our propose: a comodels agent (in rose) associate with
its attributes, behaviors and environment as normal agent, then we attache an
concept micro-model to the agent. The agent, now, known theirs micro-models
and can easily couple, access, integrate and control them dynamically.

3.2 Computer Implementation

To further clarify the co-modeling methodology, our enrichment enabled GAMA
modeling language (GAML) to support the modeler in the development of cou-
pling agent-based models.

We exploit the current meta-model of GAMA in Figure 2. It represents a dia-
gram with three parts: meta-model, model and simulation. The meta-model part
describes the meta-model concept of a agent based model in GAMA. These con-
cepts of meta-model use in the model part to specify an agent-based model. The
simulation part shows an example of a simulation initialized from the model. The
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current agent-based modeling platforms rely on a meta-model with the following
principal concepts: Agent, Environment, Scheduler, Spatial scale and temporal
scale. Agent represents the concept of agent in the model, which also defines a
level of organization. Environment support modeling the environment in which
agents are situated, i.e., the spatial scale. Scheduler schedules the execution of
agents during the simulation, defined the temporal scale. Spatial and temporal
scale concepts help modeler to define the spatial scale which is an area that
agents can be situated, and temporal scale which defines how agents are sched-
uled in the simulation. This meta-model is missing a part of representing and
manipulating the co-model of our approaches.

Fig. 2. A simplified meta-model of agent-based modeling platforms

To support the development of coupling model in agent based, we propose
an extension of the current meta-model described in [16]. We thus introduce new
concepts to do coupling operation. The new concepts micro-model represented
as classes in the extended meta-model Figure 3 give an answer to the first two
modelers requirement : Entities may define different levels of organization related
to specific agents which create the instant the micro-models s experiment. These
levels of organization may be hierarchical. The micro-model concepts, attached
to Agent, offer the modeler the possibility to define the coupling model for each
type of agent. It defines the models on which agents can access and control their
schedule in the simulation, i.e., their scheduling frequency and order. These
two concepts make the meta-model capable of satisfying the first requirement.
Thanks to this concept, the modeler can declare an model as micro-model inside
a specific Agent type which can be a normal Agent or the Agent World. The
agent World is the top-level agent which is the instant of current model. An
instance of the outer Agent type is called co-model while an instance of the inner
Agent type is called micro-model. A co-model always maintains a reference to
its micro-model and vice versa, the micro-model also know their container, co-
model. This concept thus facilitates the modeling of hierarchical organization of
levels and the coupling between levels, i.e., the modeling of interaction and data
exchanges between levels.
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Fig. 3. Extend a simplified version meta-model of current agent-based modeling plat-
forms to support coupling models (changes are in left dot-rectangle)

With our alter on the current meta-model, a co-model in GAMA is repre-
sented as model in GAML, which wrap several micro-models. This wrapping is
called an importation. In side of current form of importation, all the declara-
tions of the model(s) imported will be merged with those of the current model
(in the order with which the import statements are declared, i.e. the latest defi-
nitions of global attributes or behaviors superseding the previous ones), we give
its an model-identifier to precise the imported model are a micro-model. The co-
model is implemented in GAMA with three phases: importation, instantiation
and execution. These phases are not presented in the meta-model for the sake
of simplicity, but it is controlled by the simulation process of GAMA. A species
can thus contain several micro-model representing different coupling that agents
of the species can execute. They are executed when the corresponding agents are
scheduled by the scheduler. We present these three phase with demonstration
by using the three model in figure 4. Model product market gives the values of
the products. Model environments contains characteristics and dynamics of soil,
water and flooding plots. Model cognitive with agents farmers choose among
crops in neighbors that considers economic conditions and their culture.

Importation. This phase is extended from the current type of importation.
Normally, the importation will merge all composition of imported models into
the main model. We have modify it to accept an identifier of each micro-model
importation. This identifier uses as alias name in which modeler decide to reuse
the same micro-model with different scenario, they give it different identifier.
Figure 5 present an example of importation. The syntax is divide in three part:
the keyword “import”, the path to existing micro-model, and the identifier, to
be used, followed the keyword “as”.
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Fig. 4. An example with three models used for coupling approaches

Fig. 5. Importing model as micro-species

Instantiation. This phase will instantiate agent of micro-model. Modeler can
use identifier that they declare in importation phase, to instantiate micro-model
with “create” statement. Thus , we have provided to reuse one model many
times with “identifier”, modeler can initialize the micro-model with different
input values as parameters. Figure 6 demonstrate syntax of the instantiation
the micro-models with default value of parameters, nothing was declared in
statement: keyword create, micro-model’s identifier.

Fig. 6. Instantiate agents of micro-species

Execution. Thanks to multi-level modeling in GAMA [16] and our coupling
approach, the execution of micro-model carried out by asking micro-model’s
agent to do step by step of simulation. The syntax is simply semantic as natural
language: “ask” micro-model’s identifier do step (see Figure 7). Beside, model-
ers can access all behaviors, attributes of micro-models and do data-exchange
between them.
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Fig. 7. Ask agents of micro-species to simulate and exchange data between models

4 Experiments

4.1 Objectives

This part will show the experimentation of our coupling approaches framework
by applying the coupling model for Land use change modeling in Thanh Phu
district, Ben Tre province. We have 3 scenarios for testing as the reasons of land
use change: (1) The farmer changed their land use type following the others
based on the increasing of price product; (2) The natural condition changed by
the new dike build or operation of the sluice gates to control the salted water
effect to decision of farmer; (3) Combine two condition : product prices and salt
intrusion. The purpose of the co-models is to show the progressive that how we
have solve issues of : Spatial - temporal scales, the coupling entities between
models, and the presentation of organization co-models.

4.2 Data Used

The land unit map of Thanh Phu district have done by GIS analysis method
UNION the single layers: soil, saline water and flood depth layer. The land unit
map are used for determining the properties of land parcel on it. Each farmer
have a parcel, each parcel based on a land unit that contains soils type, a land
use type, saline level, flood duration and flood depth.

Land unit of Thanh Phu district (Source: My N T H, 2012) analyzing the
Land Suitability of the land units for six popular land use types of the district
as the 8. The levels of land suitability measure the capacity of the land unit for
each land use type: S1 = 100.

The three scenarios use the following data structure: it contains the land use
type, the area, salt level and land unit type. Land use type is the current type
in agriculture of farmers, it can be Annual-crops, Aquaculture, Perennial-fruit,
Perennial industrial crop, Rice, Rice Shrimp, 2 Rice 1 Annual-crops. The area of
each parcel is in square meter units. Salt level present the level of salt intrusion,
begin from 2/1000 to the highest 9/1000.
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Fig. 8. Input data of Land use model (left) and real map in 2010 (right)

4.3 Scenarios 1 : Coupling with Economic Model

The first scenario, farmers take decisions depend on price of products. The price
come from a micro-model which simulate the price change of agriculture prod-
uct from 2005 to 2010, the data is take from real market and modeled in a
mathematical function, ffigure 9 show the value from this model.

Fig. 9. Market product price in VND simulated from 2005 to 2010

The farmers take decision the best price product that their neighbors have,
to change their next land use plan. This scenario reach to show the capability
of coupling between mathematical model and agent-based model. At each sim-
ulation step, farmers ask economic model to get the price of all products types
in that year, then they look in their neighbors to compared the highest benefit
to decide the next types of products in next simulation.

Figure 10 show the reality that the product price did not change too much,
so the decision of farmers are keeping in their current type of land-use, until the
product price have a big change for their benefits.

4.4 Scenarios 2 : Coupling with Environment Model

In this scenario, we couple two models, one define the agriculture activities of
farmers on their land unit, other model simulate the salt intrusion where the
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Fig. 10. Simulation results when coupling farmer’s land-use model with market product
model

salt level in the river diffuse to land unit in dry season, and inverse the direc-
tion of diffusion in rain season. Then, at each simulation step, farmers look at
environment especially soil and water properties effected by salt intrusion. If the
salt level of the parcel is too high (over 0.8/1000 units) farmer could not do any
other agriculture activities except the aquaculture. If salt level is lower, they can
make choice of rice shrimp or other types suitable with salt level. We see the
changes in result (Figure 10 black part on the right) compared with the current
state (Figure 8 right part).

.

Fig. 11. Simulation Results when coupling farmer’s land-use model with environment
model (salt intrusion)

After simulation, the state of land use change show the effect of salt intrusion
in two area (black color). These two one is nearest river and take too much salt
from river in dry season. The farmers chose to change from rice type to rice
shrimp type, which is adopt by higher salt level.

4.5 Scenarios 3 : Coupling with Environment and Economic Model

In the last scenario, we decide to combine these three models together as in
Figure 4, to see the effects on the fly of the farmers. They consider both con-
ditions on economic and environment changes beside their desire to maximize
income but minimize pollution and risk financial. At each simulation step, the
price product and salt intrusion modify attribute land use type, salt level of
parcels in progress of changes the agriculture activities. Firstly, if last changed
of land use type to Perennial tree, farmer have to wait at least 4 years to other
LUT; Secondly, farmers do the Perennial or fruit near their house, their parcel
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have to touch the river; Thirdly, They can not do rice, vegetable or fruit inside
the people how are doing shrimp because he dont have fresh water, inversely
they can not do the shrimp inside the rice or fruit. Lastly, the Shrimp type have
to touch river, channel or other shrimp.

Figure 12 show the result which have many change compared with current
state in 2010, it demonstrate the strong effect when we coupling environment
with price product into the land use change.

Fig. 12. Simulation results in case of coupling both environment and socio-economic
model with farmer’s land-use

4.6 Verify Results

The simulation of each scenario run with 5 steps, corresponding with 5 years
from 2005 to 2010, and it repeat 5 times to take the average values. We take
the total area of each type of agriculture in 2010 and make a compare chart as
in Figure 13. In this current research we just review on this chart between real
data and simulation results.

Fig. 13. Total area of products in simulated result comparing with real data in 2010

Current validation cannot compare these consecutive parcel or definitely
position, the neighbors was just moving a little bit which are considered as
no changed... Improvement in our future works will be the applying fuzzy kappa
algorithm [15].
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5 Conclusion

This paper has proposed a coupling methodology in multi-agent based modeling,
and implemented it to platform GAMA. With this implementation, modeler can
easily reuse multi exists models. The current infrastructure allows developers to
integrate diversity type of model (multi-agent, mathematical) and also diversity
platforms which is in experimental phase supporting R language. In the next
research, we will made the validation of coupling model by exploring number of
parcels and the distant of right parcel to the simulated parcel.
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Abstract. This paper proposes a bio-inspired middleware for self-adaptive soft-
ware agents on distributed systems. It is unique to other existing approaches for
software adaptation because it introduces the notions of differentiation, dediffer-
entiation, and cellular division in cellular slime molds, e.g., dictyostelium dis-
coideum, into real distributed systems. When an agent delegates a function to
another agent coordinating with it, if the former has the function, this function
becomes less-developed and the latter’s function becomes well-developed.

1 Introduction

Self-adaptiveness is useful in distributed systems, because their scale and complexity
are beyond the ability of traditional management approaches, e.g., centralized and top-
down ones. Distributed systems should adapt themselves to changes in their system
structures, including network topology, and the requirements of their applications. This
paper presents a bio-inspired self-tuning approach for adapting software components
that a distributed application consists of without any centralized and top-down manage-
ment systems. It is characterized in introducing cellular differentiation into distributed
systems. It is the mechanism by which cells in a multicellular organism become spe-
cialized to perform specific functions in a variety of tissues and organs. It is impossible
for us to expect what functions software components should have and how computa-
tional resources should be assigned to software components. This is because distributed
systems are dynamic and may partially have malfunctioned, e.g., network partition-
ing. Our middleware system aims at building and operating distributed applications
consisting of self-adapting/tuning software components, called agents, to differentiate
their functions according to their roles in whole applications and resource availability,
as just like cells. It involves treating the undertaking/delegation of functions in agents
from/to other agents as their differentiation factors. When an agent delegates a function
to another agent, if the former has the function, its function becomes less-developed in
the sense that it has less computational resources, e.g., active threads, and the latter’s
function becomes well-developed in the sense that it has more computational resources.

2 Related Work

This section discusses several related studies on software adaptation in distributed sys-
tems. One of the most typical self-organization approaches to distributed systems is
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
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swarm intelligence [2,3]. Although there is no centralized control structure dictating
how individual agents should behave, interactions between simple agents with static
rules often lead to the emergence of intelligent global behavior. There have been many
attempts to apply self-organization into distributed systems, e.g., a myconet model for
peer-to-peer network [10], and a cost-sensitive graph structure for coordinated replica
placement [4]. Most existing approaches only focus on their target problems or applica-
tions but are not general purpose, whereas distributed systems have a general-purpose
infrastructure. Our software adaptation approach should be independent of applications.
Furthermore, most existing self-organization approaches explicitly or implicitly assume
a large population of agents or boids. However, since the size and structure of real dis-
tributed systems have been designed and optimized to the needs of their applications,
the systems have no room to execute such large numbers of agents.

The aim of resource management strategy is to maximize the profits of both cus-
tomer agents and resource agents in large datacenters by balancing demand and sup-
ply in the market. Several researchers have addressed resource allocation for clouds by
using an auction mechanism. For example, Lin et al [5] proposed a mechanism based on
a sealed-bid auction. The cloud service provider collected all the users’ bids and deter-
mined the price. Zhang et al. [12] introduced the notion of spot markets and proposed
market analysis to forecast the demand for each spot market.

Suda et al. proposed bio-inspired middleware, called Bio-Networking, for dissemi-
nating network services in dynamic and large-scale networks where there were a large
number of decentralized data and services [8,11]. Although they introduced the notion
of energy into distributed systems and enabled agents to be replicated, moved, and
deleted according to the number of service requests, they had no mechanism to adapt
agents’ behavior unlike ours. As most of their parameters, e.g., energy, tended to depend
on a particular distributed system. so that they may not have been available in other sys-
tems.1 Our approach should be independent of the capabilities of distributed systems as
much as possible.

The Anthill project [1] by the University of Bologna developed a bio-inspired mid-
dleware for peer-to-peer systems, which is composed of a collection of interconnected
nests. Autonomous agents, called ants can travel across the network trying to satisfy
user requests. The project provided bio-inspired frameworks, called Messor [6] and
Bison [7]. Messor is a load-balancing application of Anthill and Bison is a conceptual
bio-inspired framework based on Anthill.

3 Basic Approach

This paper introduces the notion of (de)differentiation into a distributed system as a
mechanism for adapting software components, which may be running on different com-
puters connected through a network.

Differentiation: When dictyostelium discoideum cells aggregate, they can be differ-
entiated into two types: prespore cells and prestalk cells. Each cell tries to become a

1 For example, they implicitly assumed a quantitative relation between the costs of agent pro-
cessing and migration, but such a relation depends on individual distributed systems.
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prespore cell and periodically secretes cAMP to other cells. If a cell can receive more
than a specified amount of cAMP from other cells, it can become a prespore cell. There
are three rules. 1) cAMP chemotaxically leads other cells to prestalk cells. 2) A cell that
is becoming a prespore cell can secrete a large amount of cAMP to other cells. 3) When
a cell receives more cAMP from other cells, it can secrete less cAMP to other cells.

Each agent has one or more functions with weights, where each weight corresponds
to the amount of cAMP and indicates the superiority of its function. Each agent initially
intends to progress all its functions and periodically multicasts restraining messages
to other agents federated with it. Restraining messages lead other agents to degenerate
their functions specified in the messages and to decrease the superiority of the functions.
As a result, agents complement other agents in the sense that each agent can provide
some functions to other agents and delegate other functions to other agents that can
provide the functions.

Dedifferentiation: Agents may lose their functions due to differentiation as well as
be busy or failed. The approach also offers a mechanism to recover from such prob-
lems based on dedifferentiation, which a mechanism for regressing specialized cells to
simpler, more embryonic, unspecialized forms. As in the dedifferentiation process, if
there are no other agents that are sending restraining messages to an agent, the agent
can perform its dedifferentiation process and strengthen their less-developed or inactive
functions again.

4 Design and Implementation

Our approach is maintained through two parts: runtime systems and agents. The former
is a middleware system for running on computers and the latter is a self-contained and
autonomous software entity. It has three protocols for (de)differentiation and delegation.

4.1 Agent

Each agent consists of one or more functions, called the behavior parts, and its state,
called the body part, with information for (de)differentiation, called the attribute part.

– The body part maintains program variables shared by its behaviors parts like
instance variables in object orientation. When it receives a request message from
an external system or other agents, it dispatches the message to the behavior part
that can handle the message.

– The behavior part defines more than one application-specific behavior. It corre-
sponds to a method in object orientation. As in behavior invocation, when a mes-
sage is received from the body part, the behavior is executed and returns the result
is returned via the body part.

– The attribute part maintains descriptive information with regard to the agent, includ-
ing its own identifier. The attributes contains a database for maintaining the weights
of its own behaviors and for recording information on the behaviors that other
agents can provide.
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The agent has behaviors bk
1, . . . ,b

k
n and wk

i is the weight of behavior bk
i . Each agent (k-

th) assigns its own maximum to the total of the weights of all its behaviors. The W k
i is

the maximum of the weight of behavior bk
i . The maximum total of the weights of its

behaviors in the k-th agent must be less than W k. (W k ≥ ∑n
i=1 wk

i ), where wk
j − 1 is 0

if wk
j is 0. The W k may depend on agents. In fact, W k corresponds to the upper limit

of the ability of each agent and may depend on the performance of the underlying sys-
tem, including the processor. Note that we never expect that the latter will be complete,
since agents periodically exchange their information with neighboring agents. Further-
more, when agents receive no retraining messages from others for longer than a certain
duration, they remove information about them.

4.2 Removing Redundant Functions

Behaviors in an agent, which are delegated from other agents more times, are well
developed, whereas other behaviors, which are delegated from other agents fewer times,
in a cell are less developed. Finally, the agent only provides the former behaviors and
delegates the latter behaviors to other agents.

1: When an agent (k-th agent) receives a request message from another agent, it selects
the behavior (bk

i ) that can handle the message from its behavior part and dispatches
the message to the selected behavior (Figure 2 (a)).

2: It executes the behavior (bk
i ) and returns the result.

3: It increases the weight of the behavior, wk
i .

4: It multicasts a restraining message with the signature of the behavior, its identifier
(k), and the behavior’s weight (wk

i ) to other agents (Figure 2 (b)). 2

The key idea behind this approach is to distinguish between internal and external requests.
When behaviors are invoked by their agents, their weights are not increased. If the total
weights of the agent’s behaviors, ∑wk

i , is equal to their maximal total weight W k, it
decreases one of the minimal (and positive) weights (wk

j is replaced by wk
j − 1 where

wk
j = min(wk

1, . . . ,w
k
n) and wk

j ≥ 0). The above phase corresponds to the degeneration of
agents.

1: When an agent (k-th agent) receives a restraining message with regard to b j
i from

another agent ( j-th) , it looks for the behaviors (bk
m, . . .b

k
l ) that can satisfy the sig-

nature specified in the receiving message.
2: If it has such behaviors, it decreases their weights (wk

m, . . .w
k
l ) and updates the

weight (w j
i ) (Figure 2 (c)).

3: If the weights (wk
m, . . . ,w

k
l ) are under a specified value, e.g., 0, the behaviors (bk

m, . . .
bk

l ) are inactivated.

2 Restraining messages correspond to cAMP in differentiation.
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4.3 Invocation of Functions

When an agent wants to execute a behavior, even if it has the behavior, it needs to select
one of the behaviors, which may be provided by itself or others, according to the values
of their weights.

1: When an agent (k-th agent) wants to execute a behavior, bi , it looks up the weight
(wk

i ) of the same or compatible behavior and the weights (w j
i , . . . ,w

m
i ) of such

behaviors (b j
i , . . . ,b

m
i ).

2: If multiple agents, including itself, can provide the wanted behavior, it selects
one of the agents according to selection function φ k, which maps from wk

i and
w j

i , . . . ,w
m
i to bl

i , where l is k or j, . . . ,m.
3: It delegates the selected agent to execute the behavior and waits for the result from

the agent.

The approach permits agents to use their own evaluation functions, φ , because the
selection of behaviors often depends on their applications. Although there is no univer-
sal selection function for mapping from behaviors’ weights to at most one appropriate
behavior like a variety of creatures, we can provide several functions.

4.4 Releasing Resources for Redundant Functions

Each agent ( j-th) periodically multicasts messages, called heartbeat messages, for a
behavior (b j

i ), which is still activated with its identifier ( j) via the runtime system. When
an agent (k-th) does not receive any heartbeat messages with regard to a behavior (b j

i )
from another agent ( j-th) for a specified time, it automatically decreases the weight
(w j

i ) of the behavior (b j
i ), and resets the weight (wk

i ) of the behavior (bk
i ) to be the initial

value or increases the weight (wk
i ) (Figure 2 (d)). The weights of behaviors provided

by other agents are automatically decreased without any heartbeat messages from the
agents. Therefore, when an agent terminates or fails, other agents decrease the weights
of the behaviors provided by the agent and if they then have the same or compatible
behaviors, they can activate the behaviors, which may be inactivated.

4.5 Increasing Resources for Busy Functions

The approach also provides a mechanism for duplicating agents, including their states,
e.g., instance variables, as well as their program codes and deploying a clone at a dif-
ferent VM in IaaS or a runtime system in PaaS. It permits each agent (k-th agent) to
create a copy of itself when the total weights (∑n

i=1 wk
i ) of functions (bk

1, . . . ,b
k
n) pro-

vided in itself is the same or more than a specified value. The sum of the total weights
of the mother agent and those of the daughter agent is equal to the total weights of the
mother agent before the agent is duplicated. The current implementation supports two
conditions. The first permits each agent (k-th) to create a clone of it when the total of its
weights (∑n

i=1 wk
i ) is more than its maximal total weight W k and the second condition

is twice that of the total initial weights of the functions. When a busy agent running as
a user program in PaaS has no access resources, it allocates resources to the daughter
agent via the external control system.
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5 Experiment

To evaluate our proposed approach, we constructed it as a middleware system with Java
(Figure 3), which can directly runs on Java-based PaaS runtime systems or Java VM
running on VMs in IaaS, e.g., Amazon EC2. It is responsible for executing duplicating,
and deploying agents based on several technologies for mobile agent platforms [9]. It is
also responsible for executing agents and for exchanging messages in runtime systems
on other IaaS VMs or PaaS runtime systems through TCP and UDP protocols. Each
runtime system multicasts heartbeat messages to other runtime systems to advertise
itself, including its network address through UDP multicasts.

Adaptation messages, i.e., restraining and heartbeat messages, are transmitted as
multicast UDP packets, which are unreliable. When the runtime system multicasts
information about the signature of a behavior in restraining messages, the signature is
encoded into a hash code by using Java’s serial versioning mechanism and is transmit-
ted as code. Restraining messages for behaviors that do not arrive at agents are seriously
affected, because other agents automatically treat the behaviors provided by the senders
to be inactive when they do not receive such messages for certain durations. Since our
mechanism does not assume that each agent has complete information about all agents,
it is even available when some heartbeat messages are lost.
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Fig. 3. Runtime system

Application-specific messages, i.e., request and reply, are implemented through
TCP sessions as reliable communications. When typical network problems occur, e.g.,
network partitioning and node failure during communication, the TCP session itself can
detect such problems and it notifies runtime systems on both sides to execute the excep-
tion handling defined in runtime systems or agents. The current implementation sup-
ports a multiplexing mechanism to minimize communication channels between agents
running on two computers on at most a TCP session. To avoid conflicts between UDP
packets, it can explicitly change the periods of heartbeat messages issued by agents.

Each agent is an autonomous programmable entity. The body part maintains a key-
value store database, which is implemented as a hashtable, shared by its behaviors. We
can define each agent as a single JavaBean, where each method in JavaBean needs to
access the database maintained in the body parts. Each method in such a JavaBean-
based agent is transformed into a Java class, which is called by another method via the
body part, by using a bytecode-level modification technique before the agent is exe-
cuted. Each body part is invoked from agents running on different computers via our
original remote method invocation (RMI) mechanism, which can be automatically han-
dled in network disconnections unlike Java’s RMI library. The mechanism is managed
by runtime systems and provided to agents to support additional interactions, e.g., one-
way message transmission, publish-subscription events, and stream communications.

Since each agent records the time the behaviors are invoked and the results are
received, it selects behaviors provided in other agents according to the average or worst
response time in the previous processing. When a result is received from another agent,
the approach permits the former to modify the value of the behavior of the latter under
its own control. For example, agents that want to execute a behavior quickly may
increase the weight of the behavior by an extra amount, when the behavior returns
the result too soon.

6 Evaluation

Although the current implementation was not constructed for performance, we evalu-
ated that of several basic operations in a distributed system where eight computers (Intel
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Core 2 Duo 1.83 GHz with MacOS X 10.6 and J2SE version 6) were connected through
a giga-ethernet. The cost of transmitting a heartbeat or restraining message through
UDP multicasting was 11 ms. The cost of transmitting a request message between two
computers was 22 ms through TCP. These costs were estimated from the measurements
of round-trip times between computers. We assumed in the following experiments that
each agent issued heartbeat messages to other agents every 100 ms through UDP mul-
ticasting.
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Fig. 4. Degree of progress in differentiation-based adaptation

The first experiment was carried out to evaluate the basic ability of agents to dif-
ferentiate themselves through interactions in a reliable network. Each agent had three
behaviors, called A, B, and C. The A behavior periodically issued messages to invoke
its B and C behaviors or those of other agents every 200 ms and the B and C behaviors
were null behaviors. Each agent that wanted to execute a behavior, i.e., B or C, selected
a behavior whose weight had the highest value if its database recognized one or more
agents that provided the same or compatible behavior, including itself. When it invokes
behavior B or C and the weights of its and others behaviors were the same, it randomly
selected one of the behaviors. We assumed in this experiment that the weights of the B
and C behaviors of each agent would initially be five and the maximum of the weight
of each behavior and the total maximum W k of weights would be ten.

Figure 4 presents the results we obtained from the experiment. Both diagrams have
a timeline in minutes on the x-axis and the weights of behavior B in each agent on
the y-axis. Differentiation started after 200 ms, because each agent knows the presence
of other agents by receiving heartbeat messages from them. Figure 4 (a) details the
results obtained from our differentiation between two agents. Their weights were not
initially varied and then they forked into progression and regression sides. Figure 4
(b) shows the detailed results of our differentiation between four agents and Figure
4 (c) shows those of that between eight agents. The results in (b) and (c) fluctuated
more and then converged faster than those in (a), because the weights of behaviors in
four are increased or decreased more than those in two agents. Although the time of
differentiation depended on the period of invoking behaviors, it was independent of the
number of agents. This is important to prove that this approach is scalable.
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Our parameters for (de)differentiation were basically independent of the perfor-
mance and capabilities of the underlying systems. For example, the weights of behav-
iors are used for relatively specifying the progression/repression of these behaviors.

The second experiment was carried out to evaluate the ability of the agents to adapt
to two types of failures in a distributed system (5). The first corresponded to the ter-
mination of an agent and the second to the partition of a network. We assumed in
the following experiment that three differentiated agents would be running on differ-
ent computers and each agent had four behaviors, called A, B, C, and D, where the A
behavior invokes other behaviors every 200 ms. The maximum of each behavior was
ten and the agents’ total maximum of weights was twenty. The initial weights of their
behaviors (wi

B,w
i
C,w

i
D) in i-th agent were (10,0,0) in the first, (0,10,0) in the second,

and (0,0,10) in the third.
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7 Conclusion

This paper proposed a framework for adapting software agents on distributed sys-
tems. It is unique to other existing software adaptations in introducing the notions of
(de)differentiation and cellular division in cellular slime molds, e.g., dictyostelium dis-
coideum, into software agents. When an agent delegates a function to another agent, if
the former has the function, its function becomes less-developed and the latter’s func-
tion becomes well-developed. When agents have many requests from other agents, they
create their daughter agents. The framework was constructed as a middleware system on
real distributed systems instead of any simulation-based systems. Agents can be com-
posed from Java objects. We are still interesting in reducing the number of messages
for adaptation like quorum sensing in cells.
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Abstract. Large-scale federated environments have emerged to meet the
requirements of increasingly demanding scientific applications. However,
the seemingly unlimited availability of computing resources and hetero-
geneity turns the scheduling into an NP-hard problem. Unlike exhaus-
tive algorithms and deterministic heuristics, evolutionary algorithms have
been shown appropriate for large-scheduling problems, obtaining near opti-
mal solutions in a reasonable time. In the present work, we propose a
Genetic Algorithm (GA) for scheduling job-packages of parallel task in
resource federated environments. The main goal of the proposal is to deter-
mine the job schedule and package allocation to improve the application
performance and system throughput. To address such a complex infras-
tructure, the GA is provided with knowledge based on slowdown predic-
tions for the application runtime, obtained by considering heterogeneity
and bandwidth issues. The proposed GA algorithm was tuned and evalu-
ated using real workload traces and the results compared with a range of
well-known heuristics in the literature.

Keywords: Resource federation · Scheduling · Co-allocation · Genetic
Algorithms · Slowdown-execution predictions

1 Introduction

The computing requirements of scientific applications are continuously growing
as is the amount of data that those applications produce and process. The use of
new and sophisticated infrastructures is necessary to cover these requirements.
One of the earliest infrastructures for covering scientist requirements was the
emergence of cluster systems that integrate a number of standalone computers
together to work as a single system. Later, despite the reduction in resource
costs and the sprawl of infrastructures in organizations and institutions, the
requirements still outweighed the local resources. To overcome the problem, grid
and cluster federation systems have been developed to enable federated resource
sharing logically or physically distributed in different administrative domains.
Nowadays, most of the scientific work-flows and applications are deployed in
these systems due to their high performance and large storage capacity. Recently,
the attention has switched to Cloud computing, a new paradigm for distributed
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 181–190, 2015.
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computing, which transfers local processing to centralized facilities operated by
third-party utilities. This paradigm provides on-demand access to thousands of
computers distributed throughout the world, with different levels of services and
driven by economies of scale, applicable to completely new problems that are
beyond the aim of this work. The present paper is focused on federation systems
environment, which will allow to take profit for the idle computing resources
present in any organization.

The amount of available computing resources in federated systems, the het-
erogeneity and co-allocation of tasks between different administrative domains,
turns job scheduling into an NP-hard problem.The job scheduling optimization
methodologies can be mainly categorized as Deterministic Algorithms (DA) and
Approximate Algorithms (AA). DAs [1] can find good solutions among all the
possible ones but do not guarantee that the best or the near optimal solution
will be found. These methodologies are faster than traditional exhaustive algo-
rithms but inappropriate for large-scale scheduling problems. AAs [2,3] employ
iterative strategies to find optimal or near optimal solutions. The Genetic Algo-
rithms (GAs) especially find excellent solutions by simulating nature. Although
they are less efficient than deterministic algorithms they can find better solutions
for large-scale problems in a reasonable time.

In this paper, we focus on the batch-scheduling optimization of parallel appli-
cations in heterogeneous federated environments. Specifically, we design different
GAs to minimise the Makespan of parallel batch jobs. The first proposal is to
use a random strategy to create the initial population in the initialization stage.
The second one uses the knowledge produced by a heuristic based on the esti-
mation of the execution slowdown to guide the GA search process. The model
of execution slowdown used by the GA was previously proposed by the authors
in [4]. The model envisages the resource heterogeneity and also the contention
of the communication links to estimate the execution slowdown. This model is
used for objective function evaluation in the proposed GA algorithms.

The reminder of this paper was organized as follows. Section 2 presents
related work. The proposed genetic algorithm with its variants are elaborated in
Section 3. Section 4 demonstrates the performance analysis and the simulation
results for real Workload traces. The conclusions and future work are presented
in Section 5.

2 Related Work

The potential benefit of sharing jobs between independent sites in federated
environments has been widely discussed in previous research [5,6].However, the
resource heterogeneity, data transferring and contention in the communication-
links have a large influence on the cost of execution of parallel applications,
becoming critical aspects for the exploitation of resources and application per-
formance [7–9]. To improve the performance of co-allocation frameworks many
policies and models have been proposed. Mohamed et al. [10] proposed the co-
allocation of tasks in resources that are close to the input files with the aim
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of reducing communication overhead. Jones et al. [8] proposed minimising the
communication link usage by maximizing the grouping of tasks in clusters with
available resources, but without considering the heterogeneity. The performance
of different scheduling strategies using co-allocation based on job queues was
analyzed in [6]. This work concludes that unrestricted co-allocation is not rec-
ommended and limiting the component sizes of the co-allocated jobs improves
performance. The performance for large-scale grid environments was explored
in [11,12], concluding that workload-aware co-allocation techniques are more
effective at reducing the mean response time and obtaining better load-balance.

Traditional algorithms on job scheduling have in common that jobs are
treated individually [1,13]. Allocating jobs without taking into account the rest
of the jobs can reduce the performance of future allocations and could decrease
overall system performance [14]. More recent research has proposed algorithms
that consider later jobs in the queue when making scheduling decisions. Shmueli
et al. [14] proposed a backfilling technique in which later jobs are packaged to
fill in holes and increase utilization without delaying the earlier jobs. Tsafrir et
al. [13] proposed a method to select the most suitable jobs to be moved for-
ward based on system-generated response time predictions. These techniques
are based on predetermined order, moving some jobs that accomplish specific
deadline requirements forward only on certain occasions. Another point of view
had been proposed by Blanco et al. [4], presenting a new technique that tries to
schedule the set of jobs in the queue based on the prediction of execution time
slowdown.

A common issue in the previous works is that they are based on deterministic
heuristics that obtain good results but do not guarantee the best solution. Other
techniques based on exhaustive algorithms were explored in the literature [7,15,
16]. However, they are impractical for large-scale environments due to their time
cost. Alternatively, approximate techniques, such as Simulated Annealing, Tabu
Search, Genetic Algorithms, Particle Swarm, etc., have emerged as effective for
complex large-scale environments. Particularly, GA are well known for their good
results and robustness and are being applied successfully to solving scheduling
problems in a wide range of fields [1,17,18].

Our proposal overcome previous works as it is designed to treat large com-
plete set of jobs identifying their resources allocation, and in case that not enough
free resources are available, it also determines the best job execution order that
minimizes the global makespan.

3 Genetic Algorithm Meta-Heuristic

A Genetic Algorithm (GA) is a stochastic search heuristic used to find nearly-
optimal solutions with the use of nature-based techniques. It starts by creating
an initial population of solutions known as individuals, each one encoded using a
chromosome. To create a new generation, four steps are performed: ranking the
individuals driven by a fitness function, a ranking-based selection, the crossover
and the mutation. The algorithm is motivated by the hope that, after several
generations, the new population will be better than the older ones.
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One of the key decisions in GA is the chromosome design, which represents
each individual in the population. In order to reduce the chromosome size, and
thus the offspring generation time, the chromosome corresponds to the job order
in which the jobs have to be executed. Given a chromosome, the final allocation is
decided by a deterministic method described in Algorithm 1. It has shown good
results for improving the system overall system performance [4]. The method
first searches for the most powerful nodes available lines 2-4, where Power(n)
is the computational power of the node n. However, for the parallel jobs, their
execution time is denoted by the slowest computational node used. So, some of
these powerful nodes will not be used at their full. Then, the heuristic tries to
make these nodes free, wich can be achieved by using slower ones without loosing
performance in the job execution time lines 5-10.

Algorithm 1.. Allocation Algorithm
Require: Q : Set of jobs
Ensure: A : Set of (Task,Node)
1: for Job ∈ Q do
2: for Task ∈ Job do
3: A ← A ∪ (Task, argmaxn∈FreeNodes(Power(n)))
4: end for
5: for (Task,Node) ∈ A : Node = argmax(t,n)∈A(Power(n)) do
6: Node′ ∈ FreeNodes : Power(Node′) ≥ min(t,n)∈A(Power(n))
7: if ∃Node′ then
8: A ← A \ (Task,Node) ∪ (Task,Node′)
9: end if

10: end for
11: end for

To start the evolutionary process, it is necessary to have an initial population
composed of a varied set of chromosomes to facilitate a thorough exploration of
the search space. In our first proposal, named GA-Random, the chromosomes
that make up the initial population are randomly generated by using different
permutations of the set of jobs.

Next, the GA uses the heuristic described in Algorithm 1 to allocate the jobs
to the computational nodes. If we run out of computational nodes, GA predicts
the first job to finish using a execution slowdown model and releases its allocated
nodes for the subsequent jobs.

The individuals in the population of each generation are evaluated to score
the scheduling solutions. In the present work, such a score depends on the
makespan.

The makespan is defined as the elapsed time between the submission of the
first job until the finalization of the last one. It is calculated as max(Fi)−min(Ij)
for all the jobs in the workload, Fi being the time when job i finishes, and Ij
being the time when job j starts.
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The crossover operator combines the information about the different indi-
viduals in the current generation to create new individuals as offspring. First a
mask of random binary values is generated. For every position with value 1, the
job of the first parent is placed into the offspring. For the missing jobs, the order
of the second parent is chosen. Additionally, some parents are not crossed but
copied to the next generation.

The selection operator is used to choose which individuals should mate. The
population is ordered by using the standard tournament selection algorithm.

Finally, the mutation is the operation used to find new points to evaluate
the search space. In our case, a mutation is the swapping of two jobs in a given
assignment.

In our second proposal, named GA-METL, we decided to add some knowl-
edge into the genetic algorithm to speed-up the search: one of the individuals in
the initial population is created by a systematic search solution, based on the
heuristic presented in [4] named METL (Minimum Execution Time Loss), that
considers heterogeneity and bandwidth contention for predicting the execution
slowdown and chooses the job with less time lose for execution. This addition
of knowledge helps the GA by starting the search with a good solution in the
initial population.

4 Experimentation

In this section we have conducted an experimental study with the aim to deter-
mine the best GA parameters. Finally we compared the effectiveness of the GA
with other heuristics present in the literature.

An important contribution of our proposals is the ability to obtaining better
scheduling solutions by means an effective packing of the jobs in the queue.
The package size can have a great impact on the effectiveness of the scheduling
algorithm, and by this, first was conducted an experimental study to analyze
the performance of the GA proposals for different package sizes.

Figure 1 shows the results of the makespan with bars (primary Y axes)
and their time-cost with lines (secondary Y axes) obtained by our proposed
meta-heuristics. The package size was ranged from 100 to 1000 jobs. As can be
observed, the time cost of both proposals GA-METL and GA-Random, is very
similar irrespectively of the package size. Instead, when the number of jobs in the
package increases the GA-METL is able to reduce the makespan while for the
GA-Random the results worsen. This is because the initial random population
needs more iterations to evolve to an adequate solution when the search space
increases. These results show that providing the GA with some knowledge (GA-
METL) allows to improve the algorithm effectiveness.

Other parameters critical for the effectiveness of the genetic algorithms and
directly related with the package size are the number of iterations and the pop-
ulation size. To evaluate how these parameters affect the effectiveness of the
proposed algorithms a new experimentation was conducted varying them sepa-
rately. The package size was fixed to 1000 jobs, the value which provides bigger
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Fig. 1. Method performance for workload of 2000 jobs by package size. Population and
Iterations fixed to preliminar values.

differences between GA-Random and GA-METL in the previous experimenta-
tion.

Figure 2 shows the results varying the number of iterations from 100 to 500
with the population size fixed to 500. As can be observed, the GA-Random
benefits from this increase reducing the makespan. This results show the ability
to achieve better solutions when the population evolves. On the other side, the
GA-METL that starts with certain knowledge in the initial population produce
a significant improvement in makespan. However, the execution times increase
largely.
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The results when varying the population size can be seen in Figure 3. In the
case of the GA-Random, larger populations allows major number of crossover
and mutations obtaining better results. In the other hand, the behavior for
the GA-METL algorithm is similar to the above but with much higher gains
of makespan, due to the initial knowledge produces faster convergence towards
better solutions. As can be seen, the execution time has the same tendency that
in the previous experimentation.

Finally, we compared the performance of the GA proposals with diverse
heuristics with co-allocation capabilities from the literature. These heuristic are
JPR, a variant of Naik’s heuristic [16], where the tasks are matched with the
most powerful available resources to take advantage of the heterogeneity in multi-
cluster resources. CBS (Chunk Big Small) [8], which tries to allocate a “large
chunk” (75% of the job tasks) to a single cluster in an attempt to avoid inter-
cluster link saturation. Both of them evaluates individual jobs from the workload.
We also used the heuristic METL (Minimum Execution Time Loss) [4], that is
able to consider a set of jobs with the aim to minimize the global job execution
slowdown based on the available resources. The set of parameters that guide
our proposals were adjusted as shown in Table 1, selected by taking a trade-off
between the performance improvement and the computational cost according to
the previous experimentation.

Table 1. Settings of GA proposals key parameters

Parameter GA-Random

Num. Iterations 500
Population Size 200

Mutation Frequency 1%
Crossover Frequency 80%

We have evaluated six different workloads {Wk-1,..Wk-6}, composed of 2000
jobs, from the HPC2N. They were evaluated for two different package sizes,
small packages (100 jobs) and big packages (1000 jobs). When evaluating the
workload with small packages, Figure 4, we can observe that GA-Random pro-
posal obtained better results than the METL technique (by about 20%), even
without using extra knowledge in the initial population. This is because the
search space is limited being easier to find a better solutions. Furthermore, GA-
METL proposal performs better than any other, as it was expected. The single
job traditional heuristics, JPR and CBS, obtained worst results because they
scheduled the jobs individually allocating them in the best available resources
without taking into account the following jobs in the queue.

The results obtained for big packages are shown in Figure 5. The GA-Random
obtained worse results than the experimentation with small package sizes. By
contrast, the GA-METL maintained its behavior obtaining in all cases good
makespan results. When the size of the packages are huge, the solutions search
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Fig. 4. Makespan results for different workloads composed of 2000 jobs, evaluated with
package size of 100

space grew exponentially and both GAs, with the previously chosen parameters,
have difficulties to find better results. However, this did not occur with the METL
heuristic that was able to obtain good results because its behavior does not
depend on the size of the package, and also the best solution it is not guaranteed.
In conclusion, to improve the GAs effectiveness for huge packages it is necessary
not only to increase the iteration and population parameters but also to redefine
the GA functions such as the crossover, mutation, etc.
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Fig. 5. Makespan results for different workloads composed of 2000 jobs, evaluated with
package size of 1000

5 Conclusions

The research for new ways to schedule the jobs in federated resource environ-
ments is a critical issue for improving the performance of these systems. We
can see that such sophisticated heuristic methods such as the METL heuristic
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achieve very good results, outperforming other heuristics that only take into
account the optimization of a simpler criteria such as computational power,
bandwidth, etc. However, these deterministic heuristics have proven to be inap-
propriate for large-scale and dynamic environments. In this paper, the authors
present a GA that obtains better results than the heuristic methods. The results
also showed that providing some knowledge to guide the GA gives better per-
formance results, and also helps the algorithm to converge quickly and reduce
the time cost. However, when the package size increase largely the GA showed
difficulties to find solutions without modifying the configuration parameters.

In a future work, we are interested in exploring new evolutionary functions
applied to our GA proposal in order to obtain better results with lower compu-
tational cost when evaluating large packages of jobs. We also aim to study differ-
ent meta-heuristics that have shown good performance for large-scale problems
such as Particle Swarm Optimization (PSO), Ant Swarm Optimization (ASO),
or hybrid techniques.
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Abstract. Recently we are witnessing the engagement of cloud computing ser-
vices such as emails, web services, mobile application, sharing data-stores and 
many others. Huge number of companies, customers and public institutions are 
considering the migration to the cloud services. The topical questions behind 
this effort is the efficiency and measurement of the QoS – Quality of Services 
of the cloud computing utilisation. This paper is focused on the problematic of 
measuring and monitoring service availability in Cloud Computing. It deals 
with the Service-Level Agreement (SLA) monitoring approaches and frame-
works. Furthermore it presents a new approach of the cloud service availability 
monitoring from the client-centric perspective. On the basis of the client-centric 
approach a new solution was designed, implemented and tested on a sample 
cloud environment.  

Keywords: QoS · SLA · Cloud Computing · Service availability · SLA  
monitoring 

1 Introduction 

Cloud Computing creates a new trend in which companies buy IT resources, plat-
forms, and applications as a service. This approach provides multiple economic, tech-
nological and functional benefits. But, these are accompanied by new threats, prob-
lems and challenges such as security issues, quality of service definition and measur-
ing, responsibility between related parties, service availability, etc. Cloud computing 
also promises to provide high quality and on-demand services. However, cloud ser-
vices usually come with various levels of services and performance characteristics 
which complicate the chances for precise classifications [2]. As shown in Fig. 1, 
Cloud Computing distinguishes between three basic service models. Cloud service 
can be the end user software (SaaS), a platform especially used by developers (PaaS), 
or an infrastructure itself (IaaS) [3]. The goal of Cloud Computing services is to con-
solidate and optimize existing software and hardware resources and provide auto-
mated, on-demand, service-oriented solution with broad network access [4]. 

Success of these cloud services depends on the required functionality and other 
characteristics such as availability, respond time, latency, performance, timeliness, 
scalability, high availability, trust, security, etc. All of these characteristics can be 
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covered by the term Quality of Cloud Service (QoCS) which comes from general QoS 
[5]. QoCS parameters are non-functional definition and properties of cloud service. 
Hence, it is difficult to assure the accurate evaluation and measuring of QoCS. On the 
one hand, it solves requirements such as security and trust which are very difficult to 
evaluate, and on the other hand it resolves the reliability, availability, and perform-
ance characteristics. Another problem is the great variety of different cloud providers, 
as well as the variety of cloud services. Here come the questions of how to evaluate 
the QoCS and how to ensure its monitoring and compliance. 

 

 

Fig. 1. Cloud services 

In practice, QoCS are technical parameters of provided services which are con-
tained and formalized into Service Level Agreements (SLA). SLAs are part of service 
contracts and are usually agreements between two parties (service provider and cus-
tomer) which formally define the services. Service contracts use the percentage of 
service availability as a unit. In practice, today SLAs are not sufficiently accurate and 
need to be proved and measured. Furthermore, they do not provide guarantees for the 
availability of services. Rather, the whole process is based on customers’ claims of 
outages or downtime incidents sent to the provider [6]. This paper is a part of a bigger 
project where the overall goal of the project is to define some nonfunctional aspects, 
using the Web Ontology Language OWL [7] and focusing on the automatic or semi-
automatic generation of cloud service agreements by using ontologies including 
monitoring, measuring and compliance checking for SLAs. This paper defines a new 
approach for monitoring, measuring and compliance validation of SLA in Cloud 
Computing from Client-Centric point of view. 

2 Analysis of Existing SLA Monitoring Solutions 

This section focuses on SLA in terms of its monitoring and measuring, because only 
given availability percentage nines (e.g. 99.99%) are not enough for a quality of the 
cloud service. The goal is also to provide a view on the standard and current SLA 
monitoring approaches, frameworks or languages which is the cornerstone  
for designing the future of cloud availability monitoring tools. As [8] describes, the 



 Measurement of Cloud Computing Services Availability 193 

best-known projects for SLA specifications include: RBSLA, SLAng, SLA@SOI, and 
WSLA. Each of them are briefly specified in the following subsections.¨ 

2.1 RBSLA 

Rule based SLA is a rule based approach to SLA representation and management 
which allows separating the contractual business logic from the application logic and 
enables automated execution and monitoring SLA’s specifications. The key features 
of this concept are: good integration of external data or systems; ECA rules including 
monitoring intervals, active event monitoring (measurement) functions and executable 
actions [10]. The whole concept of Rule-based Service Level Management is being 
built with a computational model based on the ContractLog and the open source rule 
engine Prova [9]. 

2.2 SLAng 

In addition to RBSLA, SLAng is a language for defining Service Level Agreements 
that cover needs for Quality of Service [11]. SLAng provides the format for defini-
tions of QoS, responsibility between parties, and language appropriate for automated 
reasoning systems. The SLAng syntax is obviously an XML schema, specifically a 
combination of WSDL and BPEL. This approach is based on the Service Provision 
Reference Model. The nodes are architecture components and edges depict possibili-
ties for SLA between two parties. The structure is divided into three parts: Applica-
tion tier, Middle tier, and Underlying resources. Thus, the SLA classification distin-
guishes between Horizontal (different parties with same service) and Vertical SLA 
(parties on different levels of service) [11].  

2.3 SLA@SOI 

The SLA@SOI is the largest project related to the SLA field sponsored by leading 
Industrial, Academic and Research Institutes from around Europe.  SLA@SOI “cre-
ated a holistic view for the management of service level agreements (SLAs) and pro-
vides an SLA management framework that can be easily integrated into a service-
oriented infrastructure” [12]. This approach is not only about definition of SLA, their 
measurement, and results, it provides a complex view on the whole area of business. 
It includes requirements and functions like: predictability and dependability of all 
components in the processes; holistic SLA management gaining the transparent IT; 
automated negotiation of SLA between parties.  

2.4 WSLA 

Last approach of existing SLA concepts is Web service SLA. Even though this is the 
oldest one, all other approaches mentioned above are based on it [12] [11] [8]. Con-
sidering [8], we decided that the best is to thoroughly describe this approach and build 
our solution on it. Software & Hardware solutions and their service availability have 
usually a set of specific requirements for availability, reliability, etc. For this purpose, 
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four big customers in the Czech Republic) among IT companies and it was found that 
the most widely used open source tool is Nagios [14]. Nagios is the Industry Standard 
in IT Infrastructure Monitoring and it is provided in commercial or open source ver-
sions. Its biggest advantage is the large number of existing monitoring plugins that 
allow virtual monitoring of many entities. The last requirement is the web graphical 
interface enabling scalable real-time graphing of collected data. This function pro-
vides wide range of options to display data in time. 

As mentioned above, Nagios meets the requirements of the first two paragraphs, 
but for graphical function a commercial license is needed and the output is more suit-
able for classic static infrastructure monitoring than for the purpose in question. 
Therefore, it was decided to use the open-source project Graphite [15] for scalable 
real-time graphing and replace Nagios by the open-source monitoring framework 
Sensu [16], which can reuse existing Nagios plugins. The reason for choosing Sensu 
instead of Nagios was primarily due to the absolute openness and simplicity. Figure 
Fig. 5 shows the resulting monitoring architecture where the two above mentioned 
open-source projects were joined (beyond the standard projects like Apache or Ra-
bitMQ). 

As mentioned above, the cornerstones of our solution are Sensu and Graphite. The 
monitoring architecture (Fig. 5) contains following components: 

 

  
 

Fig. 5. Monitoring Architecture 

Client side - monitoring agents located inside the target system, application, etc. 
These measure, poll and collect data and send them into monitoring server core. In the 
current case it is located on the same side (physical or virtual machine) as Server side, 
because the Agentless approach is used 
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Sensu server - is responsible for orchestrating check executions, the process of 
checking results, and event handling. It stores last status of check with details and 
launches event notifications, which are kept there until resolved. In this solution it is 
used primarily for scheduling execution and real-time verification of cloud service.  

5 Statistical Data Analysis 

The main idea of the solution is to be simple, easy to implement, and automatic or 
semiautomatic. Therefore, all the monitoring checks generate similar data sets. Each 
of them creates two data types: Availability data - discrete data that can only take 
certain values. In this case it is value “1” or “0”, success or failure. Latency data - 
continuous data that can take any value within a specific range. In this case it is the 
response time or latency of our monitoring check given in UNIX time stamp (nano-
seconds). 

Availability data is almost the same for any cloud service, unlike latency for which 
response time can be completely different and the similarity among cloud services is 
almost never the same. The next difference is that the Availability data is always pre-
sent (except failure of monitoring server), but the Latency data is only present if 
availability is “1”. Otherwise, the latency is useless. This means that the latency anal-
ysis is valuable only if the cloud service is available. 

We estimated types of probability distribution function using descriptive statistic 
and graphical methods. Descriptive statistics consists of calculating parameters such 
as Mean, Median, Maximum, Minimum, Standard Deviation, Variance, Summary, 
Skewness, and Kurtosis. This led to the finding that availability data distribution is 
almost always skewed towards the left, which confirms the statement that the median 
is greater than the mean.  

After that several graphical techniques (histograms, empirical cumulative distribu-
tion function, Q-Q plot, and density plot) for data analysis were used. These can help 
to identify the kind of pdf to use to fit the model. They were compared with other 
theoretical discrete distributions, such as Poisson, Binomial, and others.  

Based on the foregoing, it was concluded that the availability of data can be repre-
sented by Binomial or Poisson distributions. Both are very similar. Due to the large 
number of values (N), Binomial distribution looks like a Poisson with the same mean 
[23]. Poisson distribution is used in the case when p is very small or N is very large. 
The hypergeometric distribution was also considered, but it was rejected due to the 
fact that it describes the probability of k successes in n draws without replacement. It 
is a contrast to Binomial which is with replacement. The availability data is with re-
placement, because both values can appear more than one time. 

This statement is supported by mathematical goodness of fit test using Chi-square 
testing. Chi-square test is based on comparing empirical frequencies with theoretical 
frequencies. Theoretical distribution was estimated using the maximum likelihood 
estimate (MLE), which is naturally implemented in R language. The chi-square test is 
defined for the hypothesis: 

 



198 J. Pavlik et al. 

H0: the data follows the specified distribution 
HA: the data does not follow the specified distribution 
The basic calculation formula is defined as: 

  
  

where Oi indicates the observed frequency of the number (e.g. number of 0 value) and 
Ei is the expected frequency of pdf. For any X2 test, the number of degrees of freedom 
is given as k-p-1. p is the parameter estimated from the sample data. The hypothesis 
H0 is accepted if X2 is lower than the chi-square percent point function with degrees of 
freedom and a significance level of α. Each time it is assumed that the significance 
level is 5%. Asample plot of goodness of fit summary (Fig. 6) can be also drawn. X-
axis displays the number of occurrences and Y-axis shows the squared frequencies. 

 

 

Fig. 6. Availability data vs Binomial distribution 

The availability data was described by basic tests, then the pdf and estimated pa-
rameters of the model were suggested. The goodness of fit tests were performed and it 
was decided that the data comes from Binomial distribution. When the probability 
distribution is known, a specific statistical analysis and tests can be applied. The se-
lection of these tests is based on source [24] which deals with the modeling of binary 
data. 

Correlation or linear regression cannot be conducted to one statistic variable, which 
is caused by storing latency only in case of successful check. The linear dependency 
between statistics variables cannot be measured when the availability is zero, due the 
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latency is missing. If HA is rejected, then the statistical analysis of latency data is run 
to guarantee a defined cloud service quality. Otherwise, the quality measurement is 
pointless. 

In general, statisticians test if data is normally distributed, because most of the spe-
cific tests (t test, z test, F test, ANOVA) assume the normality of data. That is why it 
was decided to replace the goodness of fit tests with normality tests. Another reason 
for this was the excessive existing probability distribution (Lognormal, Gamma, 
Weibull, Exponential, etc.), which would not allow the future automation of the entire 
solution, because each monitoring check may follow different distribution and it is not 
possible to cover all existing cases. 

At first the graphical evaluation of normality Q-Q was tested. It was a scatter plot 
comparing the fitted and empirical distribution (availability data) in terms of the di-
mensional values of the variable. If the data is obtained from normal population, the 
points should fall approximately along the reference line. Fig. 7 shows that data is not 
normally distributed. 

 

Fig. 7. Normal Q-Q Plot 

6 Conclusions 

The basic statistical analysis which is automated was conducted and it provided the 
automatic SLA compliance check for specific time period. The difference between 
time periods validation was not analyzed and the time series, which can be used for 
predictive analysis were also not considered. This procedure is simple, but meets all 
the requirements for the service availability and SLA. Due to this simplicity, it can be 
easily developed and implemented in future objectives as user request detection tools. 

This research shows that the suggested client-centric approach is applicable for de-
ployment in real environment. The questions of measuring and monitoring availability 
of cloud services remotely were answered and the experiments to find out, what the 
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probability distribution data follows, were conducted. This helps to create very accu-
rate results and moves the availability of cloud services further than just like the num-
ber of “nines” usually specified in the SLA document. 
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Abstract. As mobile computing has become very common, a new vulnerabili-
ties and security threads appeared. Cloud computing is a new distribution model 
of services for various technologies and solutions including the mobile applica-
tions. Mobile cloud computing benefits from the interconnection of these two 
areas. This approach brings many assets, but on the other hand, also the security 
risks and potential problems. This paper discuss security aspects of mobile 
cloud computing with a focus on the developed health care mobile application 
using cloud computation services. Personal data about health of the person are 
one of the most confidential thus need to be secured against different types of 
threats. Proposed solution is based on the smartphone as a client gathering data 
and the cloud servers as a computational platform for data storage and analys-
ing. 

Keywords: Cloud computing · Security · Mobile application · Health care 

1 Introduction 

Businesses, government agencies, organizations, and individual consumers are rapidly 
adopting mobile and cloud computing technologies [2]. This technologies are having 
a high potential for broadening their development, services, and marketing through 
information technologies [3] [4]. Securing the personal data is very important part of 
whole cloud computing concept. General overview of cloud computing security can 
be found at [5] [6]. Both papers are unique by its complexity and described analysis. 
Several areas of research and dynamic development of the mobile Cloud computing 
security are considered. Encryption and key management algorithms, called ad hoc 
Clouds in [5] are presented as well.  

As mentioned in article [5] cloud computing bring various benefits to organizations 
and users. There are many challenges related to security and privacy in the Cloud 
environment. It opens up space for research new techniques for security and privacy 
in mobile Cloud and ad hoc Cloud. This includes a need for a dynamic security model 
and better crypto (and key management) algorithms that targets different levels of 
security and privacy for Cloud computing. With the increasing usage of the Cloud 
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services it is possible to collect sufficient evidence from the cloud providers on the 
level of trust on each of their services. This can help the service providers, infrastruc-
ture providers, and the end-users to better choose the right services from the ever 
growing Cloud vendors. 

In the paper [13] is described usage of virtualization as a tool for solving security 
issues of cloud computing using M2M (machine-to-machine) communications. In the 
M2M computing technologies personal computers, Internet, wireless sensors, and 
mobile devices are working together. There are many security threats for mobile de-
vices which are the same as for the desktop and server ones. Virtualization technique 
in M2M communication is described as a way for increasing protection against mo-
bile treats and increase of the performance efficiency.   

There are a many benefits of Cloud computing but on the other hand a lot of secu-
rity risks. Many technologies are connected in the Cloud Computing solutions. To-
gether with its capabilities Cloud Computing inherits capabilities of these technolo-
gies but its vulnerabilities as well. It is necessary to understand these vulnerabilities to 
be able to use cloud computing safely. The article [7] presents the security issues of 
IaaS, PaaS, and IaaS Cloud models. Issues vary depending on the model and de-
scribed storage. Similarly presents solutions for Cloud deployment model and com-
prehensive paper [8] and [9]. In papers [10] [11]we can found, that Cloud Service as a 
kind of Web Services is based on Internet service, it faces all kinds of security prob-
lems because Internet has many inherent safety defects and also exists in other attacks 
and threats.  Therefore the development of Cloud Service depends on its security 
deeply, and it is a major significance to consensus on the Cloud Service security. 
Security issues of the cloud based application for mobile devices and usage of differ-
ent frameworks is discussed in many papers, articles and analyses such as [12] [13].  

Modern solution for solving security issues is usage of the frameworks. It also ena-
bles to ensure the integrity, secure the data and improves user’s identification. Proxy-
based multicloud computing framework is introduced at [14]. Several features such as 
dynamic, on-the-fly collaborations, addressing trust, resource sharing among cloud-
based services, privacy issues without pre-established collaboration agreements or 
standardized interfaces are described in this paper. Another Secured Mobile-Cloud 
framework is proposed in [15]. Framework is focused on the security of data transmit-
ted between the components of a mobile cloud application. Two aspects are taken into 
the account: energy consumptions and users options regarding the security level re-
quired for private data. Several distributed components deployed in the cloud or on 
the mobile device are included in the framework. There is proposed a proof of con-
cept of Android prototype as well. 

2 Safety of Cloud Computing Application and Services 

We can classify user data concerning the state of user’s health among one of the most 
personal data that the user has. For that reason, we have to take into consideration the 
safety of saved data and pay attention to the risks of individual solutions.  

Those problems are in most of the cases not connected to a technical solution. A 
range of safety risks connected with public Clouds run is not solely technical. Prob-
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lems connected with cooperation with another subject play a big part here. For exam-
ple, it is possible to use the situation when the client uses services of supplying com-
pany for SaaS. Even if the client verifies the company to find out if it meets the tech-
nical requirements, it is reliable, etc., unexpected complications can occur. The com-
pany can go bankrupt, it can be merged with another company or bought by another 
company. Thereafter, our data go to someone else and we cannot influence that. The-
se non-technically orientated issues are the subject of risk management and even 
though we have to include their risks, they have no direct connection with the opera-
tion solution from the technical perspective.  

The main technical risk related to public Cloud is a loss of isolation. The isolation 
is for the run of public Cloud solution absolutely crucial. If the clients run their own 
service in public Cloud, their operator is obliged to separate their data and processors 
from other clients even though they share the same hardware. That way the physical 
disks, processors, RAM memories and network connections are shared and their sepa-
ration happens in logical layers, in software. The virtualization safety of data storages 
is very closely connected to that. The user, however, does not have an influence on 
this operator’s environment. The effective protection of application run in Cloud envi-
ronment resides for the user or operator in a careful selection of the provider and in 
case that the provider cannot be trusted, it is good to opt for running an own private 
Cloud.  

We have to consider that the run of a private Cloud or a home server does not au-
tomatically guarantee a higher safety. This presumption would be possible only in 
case where we would consider that the operator of the private cloud or home server 
has unlimited tools or skills for their protection. We would recommend the client to 
use the services of public Cloud and private Cloud in case that it is convenient to 
invest resources to building an administration of such solution. When a customer 
chooses a cloud provider, there are seven general security issues concerning Cloud 
computing described by Gartner [20]. They include issues like privileged user access 
which addresses risk of confidentiality disruption. This issue is connected either with 
data transfers and Cloud service provider. Both are addressed by an application secu-
rity model and a careful selection of a provider. These risks address most common 
issues related with cloud-computing oriented solutions. It can be used as a reference 
for Watchdog implementation same as for general use with any cloud-computing 
oriented project. 

3 Cloud Based Mobile Health Care Application 

Modern smartphones are powerful devices with computing performance comparable 
to personal computers and laptops. Various sensors are embedded into these devices. 
These sensors are capable of monitoring a lot of different physical quantities which 
makes smartphones, together with smartphone computation performance, useful de-
vices capable of monitoring and processing information about status of person. It is 
possible to monitor position of person, not only wide area position using GPS but 
position of the body towards the earth surface as well. That enables to monitor the 
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size of transmitted data is optimized also for using device outdoors with technology 
3G, GPRS or LTE. Due to deep analysis computation demands it is run in the cloud 
server and only most critical functions run on the smart phone. System scheme can be 
seen on Fig.1. 

3.1 Client and Server Communication 

There is a communication model required for the receiving and processing the data. 
Client and server communicate based on this model. The basic parameters of the 
model are data format, frequency of sending data, and amount of data transferred per 
one transmission and a confirmation upon receival and cataloging. 
 
Data Transmission Frequency  
Based on the used application, a frequency of 1 minute seems adequate as the trans-
mission frequency. During this time interval, the client collects data and every minute 
prepares a data package that is sent to the server. This time interval can be further 
adjusted, but there is a problem of high communication utilization. One minute inter-
val allows an evaluation even for some life-threatening situations. Of course the one 
minute interval is too long for a timely identification of critical situations like a res-
piratory failure. For a timely identification of such events, data processing must be 
done on the device itself. 

The system logs the data locally and allows to keep up to 48 hours of measure-
ments. These data can be send in one transmission containing the data from the last 
confirmed synchronization in case there was a communication failure or the service 
was unavailable for some time. The reason can be for example, the lack of mobile or 
Wi-Fi data connection. 

 
Data Structure and Extent 
The data measured on each sensor are send in a raw form to the server. For this type 
of data, which is basically a set of numeric variables, easily processable structure of 
ASCI comma-separated values is to be used. It is a simple, convenient and data for-
mat. It is expected to use chunks of data with 300 lines, which are generated by a 
local data collection in the interval of 200ms. The volume final volume of the data for 
one minute measurement is to be up to 0.5kB.  

 
Confirmation upon Receival and Cataloguing  
The system uses round-robin model for the local (the client’s database) storage of data. 
Therefore only a limited amount (fixed amount after the first 48 hours) of data is stored 
on the client device and the old data is always replaced with the new one. This way, the 
client’s device database never exceeds the size of 72MB and allows to use the applica-
tion even on less equipped devices. This mechanism makes the application rather usable 
not only with the always available Wi-Fi connection but also with a connection provid-
ed by a mobile network operator, such as GPRS, CDMA, 3G, LTE, etc.  
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Every line of ASCI coma-separated data is identified with a time stamp which also 
serves as a unique key in the server’s database. The long-term data are stored in a pre-
processed and summarized form.  

Upon receival, checksum of the data package is always recalculated, so that it is 
possible to detect any data corruption during transfer. During the server-client com-
munication, the server confirms the reception of the data packages. The server can 
also request additional retransmission of some data from the last 48 hours. The data 
are in this case identified by a timestamp. 

3.2 Communication Security Model 

There is a two-way communication between client and server, which always uses a 
communication media that are vulnerable to eavesdropping in some way, whether it is 
using the Wi-Fi or the Internet. It is necessary not only to encrypt the data, but pro-
vide additional security features. For that reason, the application uses [16] AAA secu-
rity model, Authentication, Authorization and Accounting. 

 
AAA – Authentication, Authorization and Accounting  
The AAA is a security model, which provides all the basic security features the sys-
tem needs. AAA model is a widespread standard, therefore it allows interconnection 
of the application with other already existing services, such as various domain and 
authentication services. Authentication, in this case, provides user authentication us-
ing a username and a password. With these, the user can access both, the web 
frontend and mobile applications (where the password is saved for user convenience).  

Authorization grants an access to user’s own data and also the data of other users, 
if the he owns the permissions. Authorization also includes a verification of used 
mobile device for data collection, as discussed further. The purpose of Accounting is 
a collection of usage information, later used for billing purposes and for access log-
ging to identify safety incidents. 

 
Mobile Device Verification 
As a part of authorization, the system uses verification of a mobile device that is con-
nected to the user account and is able to upload logged data to the cloud server. To 
ensure a stronger security, it is not possible to use just any mobile device with the 
installed application using a username and a password. In order to communicate with 
the application, the server authenticates also a unique identifier of the device that is 
generated upon the first run and registered to the user’s account. This method can be 
combined with an IMEI number verification. This security model is similar to the one 
that some banks use for their smartphone banking.  

 
Transmission of Recorded and Processed Data  
HTTPS protocol is used for the transmission of recorded data [16]. It features a com-
plete model of the security based on the use of certificates and it also includes mecha-
nisms for a safe key exchange, symmetric data encryption and hashing methods. The 
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server, as well as the application, is to support an SSL 3.0, or alternatively TLS en-
cryption. 

 

Data Encryption 
Based on focus of the application, it is necessary to provide a high degree of security. 
The data are encrypted during the transmission on the level of the application itself 
and moreover it is presumed, that only secure communication links will be used. On 
the application level, symmetric encryption of AES protocol is to be used. With the 
length of a key 256-bit, the sufficient level of security is provided. More secure vari-
ant of AES (with a longer key length) can be used, but there is only small amount of 
additional security in comparison to higher processing requirements. The encryption 
using AES 256-bit protocol is directly implemented in the Java and other major pro-
gramming languages and therefore its use is simple for the mobile devices. 

4 Mobile Application and Type of Cloud Computing Service 
Models 

Modern mobile applications that require efficient platform for recorded data pro-
cessing very often use remote data processing by means of servers situated in a local 
network or in the Internet. These servers then either offer user interface with higher 
functionality or they only process the data and send them back. 
 

 
Fig. 2. Cloud computing distribution models 

If the concern is an application that needs a remote data processing in order to 
work and it can make use of the web access as a platform for visualization of those 
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processed data, it can be thought about a backend platform in form of Cloud solution. 
With Cloud solution there is a choice of its form. From the point of view of offered 
services, there can be distinguished three basic distribution models. See Fig.2. 

4.1 Watchdog Cloud Computing Solutions 

Watchdog application is able to run in three majorly different solutions. Two of them 
are purely cloud based, and the third is a small environment oriented. 

 
Public Cloud Run as Service  
With Watchdog application, Cloud solution for processing and presenting data (in 
case of public Cloud) has a form of a software run as a service. User has to log into 
that application and the application will offer three basic services. First, there is a 
performance for data processing and processing itself. Second, there is a presentation 
of processed data. Finally, there is a storage where the processed data are saved.  

The advantage of this solution is the already mentioned simplicity of use. The user 
does not have to care about the infrastructure nor the application. The user only uses 
the services in accordance with the SaaS model. In contrast, there are all disad-
vantages of public Clouds. The most important is undoubtedly the safety. Others are 
limited data control, impossibility to intervene in the form of application, etc.  
 
Private Cloud for Gathered Data Processing  
In case of running a Cloud application, we can think about the usual architecture 
Software as a Service as mentioned above, or about the possibilities of a private 
Cloud. 

Considering the magnitude of the whole solution, it can be spoken about private 
Cloud only in connection with the organization that operates this service for their 
clients. If it was a case of one user of this application who runs server application at 
home for own purposes, we could not be talking about a Cloud solution. In contrast to 
that, we can imagine a situation where a nursing home with 500 clients runs this ser-
vice as a private Cloud. Here, a necessary separation of the hardware infrastructure 
from the very service is put to work. IT staff takes care of the Cloud and the service is 
consequently used by care assistants and clients.  

In case of the private Cloud the risks of security stay but the operator has an abso-
lute control over the data and the form of the application (Open-source solution is 
expected) with all its positive and negative results (care of the Cloud, data backup, the 
risk of data mishandling).  
 
Server Run for Independent User  
In the case of the situation described above, where one user wants to operate the ser-
vice only for own use, we cannot talk about Cloud solution but this form of operation 
is naturally also possible. However, there is a range of limitations and complications 
that make this solution, in our opinion, the least recommendable. Mobile application 
itself can evaluate some basic occurrences but primarily it is designed for constant 
communication with the server. Therefore, it is necessary to arrange either a constant 
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access to the server through Wi-Fi or make the server accessible from the Internet. 
For domestic use, there are difficulties arising with public addresses, possible use of 
dynamic DNS records, and also the server security when we cannot assume that an 
ordinary user will be at the same time a specialist in the server security area. 

5 Conclusions 

The aim of the paper was to present the security aspects of the utilization of Cloud 
computing approach in mobile applications in health care environment. Personal data 
has to be secured thoroughly. The developed mobile application collects data by using 
the internal sensors of a smart phone. Data are partly evaluated in the device to evalu-
ate critical situation and sent to the server for the deeper analysis. There are more 
layers utilized for better security of solution. The application is using AAA security 
model, the server authenticates IMEI of the device and encrypting using SSL 3.0 as 
well. Data are also encrypted on the application level by the symmetric encryption by 
means of the AES protocol with the key length of 256-bit. 

Three possible cloud computing solution of the developed application has been 
analysed: Public Cloud run as service, Private Cloud for gathered data processing and 
Server run for independent user. On the basis of the presented analysis of Cloud com-
puting security issues and mobile health care application, it can be conclude, that this 
approach brings many assets and challenges at the same time. These problems can be 
solved by the proposed solution. 
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Abstract. Software reliability modelling (SRM) is a mathematics tech-
nique to estimate some measures of computer system that relate to soft-
ware reliability. One group of existing models is using non-homogeneous
Poisson process (NHPP) whose fault-number and failure-rate are con-
stant or time-dependent functions. A few studies have been manipulated
S-shaped curve to construct their models. However, those works remain
some limitations. In this study, we introduce a new model that is based
on a generalised S-shaped curve and evaluate it by real data set. After
installing it in real code of Matlab and using MLE method to estimate
parameter with a range of initial solution, we prove that our model con-
verge to the most basic model of NHPP group, Goel-Okumoto model.

Keywords: Software Reliability Modelling · Non-Homogeneous Poisson
Process · S-shaped curve

1 Introduction

Having a big number of applications in many areas of our life, computer and soft-
ware technology are being developed day by day. Like other sciences, researchers
and developers have to solve a sequence of entangles to improve contribution
of their products to human society. One of the biggest problems is to ensure
the working state of software system, which is called software reliability and is
considered as one characteristic of software quality [3]. Many authors [4,7,12]
focus on software reliability modelling (SRM) to model system mathematically,
in that they can estimate some characteristics of system as a total number of
errors, predicted time of next failure, etc.. NHPP is a stochastic process whose
rate parameter is a time-dependent function and is used widely in SRM research
with plenty models [7].

We can use a S-shaped curve to mathematically model many natural pro-
cesses that go to a steady state after an early growth period. Many authors have
used this curve to build their model in software reliability modelling research
and practice [6,7,9,10]. However, they have to face with two limitations: firstly,
function that describes total number of faults of system is unbounded, in other
words it approaches to infinity when time approaches infinity; secondly, failure
detection rate functions in their study have simple form.
c© Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2015
P.C. Vinh et al. (Eds.): ICTCC 2014, LNICST 144, pp. 212–221, 2015.
DOI: 10.1007/978-3-319-15392-6 21
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To improve reality of NHPP SRMs that use S-shaped curve, we try to gen-
eralize existing S-shaped curve failure-detection-rate. So when their reality is
increased, the complexity of computation also increased. In this study, we intro-
duce a new model whose a failure detection rate function is generalised S-shaped
curve. After theoretical computations, we use three materials to install our
model: firstly, T project data set of AT&T [1] to apply; secondly, MLE method to
estimate parameters; and the last, Matlab to support mathematics computing.

Organization of our paper is: we start by introduction section, we will discuss
about NHPP SRM clearly in section 2. Section 3 will show some basic compu-
tation about S-shaped curve and apply in NHPP SRM. At the end, section 4
shows experimental results to evaluate our idea and section 5 summarizes our
work with extended opinions.

2 NHPP Software Reliability Models

In this section, we will discuss about characteristic of SRMs base on NHPP,
Pham [7].

2.1 General NHPP Software Reliability Model Calculation

Let’s use some function to describe characteristic of system in Table 1.

Table 1. Characteristic functions of software system

a(t) Total number of faults
b(t) Fault detection rate
m(t) Expected number of fault detected by time t

(mean value function)
λ(t) Failure intensity

By time t, system have a(t) faults and m(t) faults have been detected so we
have a(t)−m(t) remaining faults. With detection rate is b(t), we have relationship
among number of faults detected in period Δt, total remaining faults of system
and fault detection rate:

m(t + Δt) − m(t) = b(t)[a(t) − m(t)]Δt + o(Δt) (1)

where o(Δt) is infinitesimal value with Δt: limΔt→0
o(Δt)

Δt = 0. Let Δt → 0, we
have:

∂

∂t
m(t) = b(t)[a(t) − m(t)] (2)

If t0 is the starting time of testing process, with initial conditions m(t0) = m0

and limt→∞ m(t) = a(t), Pham shows that general solution of (2) is [7]:

m(t) = e−B(t)
[
m0 +

t∫

t0

a(τ)b(τ)eB(τ)dτ
]

(3)
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where

B(t) =

t∫

t0

b(s)ds (4)

2.2 Existing NHPP SRMs

We have some existing NHPP SRMs shown in Table 2, Goel [2], Pham [7][8][9][10],
Ohba [5], Yamada [13][14].

Table 2. Existing NHPP SRMs

Model a(t) b(t) m(t)

Goel Okumoto a (const) b (const) a(1 − e−bt)

Inflection S-shaped
(Ohba)

a (const) b
1+βe−bt a × ebt−1

ebt+β

Delayed S-shaped
(Yamada)

a (const) b2t
bt+1

a[1 − (1 + bt)e−bt]

Yamada 1 aeat b (const) ab
b+a

× (eat − e−bt)

Yamada 2 a(1 + αt) b (const) a(1 − e−bt)(1 − a
β
) + aαt

PNZ a(1 + αt) b
1+βe−bt

a
1+βe−bt [(1 − e−bt)(1 − a

β
) + at]

Pham exponential aeβt b
1+ce−bt

ab
b+β

× e(β+b)t−1
ebt+c

Pham-Zhang c + a(1 − e−at) b
1+βe−bt

1
1+βe−bt [(c+a)(1−e−bt)− ab

b−a
(e−at−

e−bt)]

Pham fault detection a(1 + bt)2 b2t
bt+1

a(bt + 1)(bt + e−bt − 1)

dependent parameter

2.3 Parameter Estimation Using MLE Method

We work with the second data type that records the individual times at which
failure occurred. So given data is a set of ti, or occurrence time of N observed
failures. Our model can have some parameter, called θ generally. Using MLE
method, we have the following equation that related to each parameter θ is [7]

N∑
i=1

∂
∂θ λ(ti)
λ(ti)

− ∂

∂θ
m(tN ) = 0 (5)

Assump that our model have n parameter θ1, θ2, · · · , θn, we will have system of
n equations with n variables. Solve it, we will get estimated parameter of our
model.
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2.4 Application of SRM

SRM is a stochastic technique to model a set of occurrence time of failure.
After collect those set, known as data set, practitioner will apply one of SRMs
to get his MLE system of equations. Solution of this system of equations is a
estimator of the set of parameter of system, then we have numeric model. From
this model, we can estimate some characteristic measures of software system as a
total number of errors, predicted time of next failure, etc.. There are two problem
with any SRMs. Firstly, different SRMs have own advantages and limitations,
then practitioner have to decide what model will be chosen. Secondly, complex
assumptions will make a better functions of model, so estimated measures of
system will be better. But we have to face with complex computation when
build it, for example system of MLE equations can not be solved manually.

3 Generalised S-shaped Fault-Detection-Rate Function

We will introduce S-shaped function and its computation when applying it into
NHPP SRM.

3.1 Generalised S-shaped Function

Consider S-shaped function whose equation is:

f(t) = b × 1 + m × e− t
τ

1 + n × e− t
τ

(6)

where m < n. This function can be described as follows:

1. In early time, its rapid increasing depends on value of m, n and τ .
2. After this period, it goes to constant b: limt→∞ f(t) = b.

This function has been widely applied in many science areas, where it describes
state of some processes in real life. We have a simple S-shaped function called
sigmoid in equation (7) where b = 1, m = 0, n = 1, τ = 1 and that is shown in
Figure 1.

f(t) =
1

1 + e−t
(7)

3.2 Proposed Fault-Detection-Rate Function Base on Generalised
S-shaped

As shown before, some existing SRMs used specific type of S-shaped function:
Infection S-shaped of Ohba [6]; Pham exponential imperfect [11], PNZ [9] and
Pham-Zhang [10] of Pham et al. In those studies, authors use:

b(t) = b × 1
1 + β × e−bt

(8)
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Fig. 1. Sigmoid function

We suggest using generalised S-shaped function as follows:

b(t) = b × 1 + m × e−bt

1 + n × e−bt
(9)

where 0 < m < n < +∞, b > 0. Obviously, b(t) in (8) is a specific case of
equation in (9) when m = 0. To evaluate the appearance of m, let b = 1 and
n = 1, consider functions with m = 0.05 (with dashed line) and m = 0.7 (with
normal line) that are presented in Figure 2. From this, we realize that m affect
to the initial value and the increment of S-shaped function.
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Fig. 2. Effect of parameter m to generalised S-shaped function

Let k = m
n ⇔ m = k × n, note that 0 < k < 1, we have:

b(t) = b × ebt + k × n

ebt + n
(10)
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So:

B(t) = bkt + (1 − k) × ln
ebt + n

1 + n
(11)

And:

eB(t) = ebkt ×
(ebt + n

1 + n

)1−k

(12)

3.3 Calculation of Mean Value Function of NHPP SRMs Base on
General S-shaped Fault-Detection-Rate Function

From general solution in (3), substitute (10) and (12) into it, we have:

t∫

0

a(τ)b(τ)eB(τ)dτ =
b

(1 + n)1−k
×

t∫

0

a(τ) × ebkτ × ebτ + kn

(ebτ + n)k
dτ (13)

So:

m(t) = e−bkt × (ebt + n)k−1 × b ×
t∫

0

a(τ) × ebkτ × ebτ + kn

(ebτ + n)k
dτ (14)

Equation (15) shows the relationship between mean value function m(t) and
fault-number function a(t). Being a basic case of fault-number function, we have:

a(t) = a (15)

Substituting (16) into (15) we have:

m(t) = a − a × e−bkt ×
(ebt + n

1 + n

)k−1

(16)

And

λ(t) =
ab

(1 + n)k−1
× e−bkt(ebt + n)k−2(ebt + kn) (17)

4 Experimental Results

4.1 Data Set

We use the failure data set of Ehrlich [1] to analysis our new SRM. This data
set has been widely used in analysing and assessment SRMs. The data is testing
data of project T that is developed in AT&T [1]. This system is a network man-
agement center that works as a connector between data collectors and operators
[1]. Occurrence time of failures after testing period is given as in Table 3 [1]. The
Failure time column provides exactly when each failure occur. The Inter-failure
time column provides the length of period between two consecutive errors.
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Table 3. AT&T system T project failures data set

Index Failure time Inter-failure time

1 5.50 5.50
2 7.33 1.83
3 10.08 2.75
4 80.97 70.89
5 84.91 3.94
6 99.89 14.98
7 103.36 3.47
8 113.32 9.96
9 124.71 11.39
10 144.59 19.88
11 152.40 7.81
12 166.99 14.60
13 178.41 11.41
14 197.35 18.94
15 262.65 65.30
16 262.69 0.04
17 388.36 125.67
18 471.05 82.69
19 471.50 0.46
20 503.11 31.61
21 632.42 129.31
22 680.02 47.60

4.2 Installing Environment

Our calculation is deployed in Thinkpad personal machine with technical infor-
mation as follows:

• Processor Intel(R) Core(TM) i5-2410M CPU @2.30 GHz, 4.00 GB memory.
• Window 7 Professional Service Pack 1 operating system.
• Matlab R2012a stand alone version.

4.3 Parameter Estimation

Our new SRM has 4 parameter a, b, k and n. From equation (5), with derivation
computations of m(t) and λ(t) in Appendix, we have system of 4 MLE equa-
tions. Those parameter can be estimated based on value of ti of data set T that
described in the first sub-section. Because this system of equations can not be
solved primary, we need to use the support of Matlab tool.

We estimate parameters using fsolve()function of Matlab to solve MLE
system of equations. Because there can have more than 1 solution, we use this
Matlab statement with an array of initial solutions as:

• Initial solution vector begins from
[a,b,k,n]=[24,0.01,0.1,1]
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• Next initial solution vector of [a,b,k,n]is
[a+1,b+0.01,k+0.1,n+1]

• To initial solution vector
[a,b,k,n]=[50,0.99,0.9,30]

Furthermore, optimset()options is set to:

• ’MaxFunEvals’=1000000
• ’MaxIter’=1000

After 721710 loop instances, we have only one solution:

[a*,b*,k*,n*]=[23.7451,0.00341519,1.0,0.0].

From this calculation, we confirm that using MLE method to estimate parame-
ters, our model will converge on Goel-Okumoto SRM with mean value function:

m(t) = a(1 − e−bt) (18)

From existing result, Pham [7] indicates that G-O SRM have good prediction
value when comparing with other SRMs.

5 Conclusions and Future Works

In this paper, we have proposed new SRM by generalising existing S-shaped
curve. Authors applied S-shaped functions in their and have many result. Based
on the advantages of this curve, we expand their work by using generalised S-
shaped function. However, the increment of reality of this generalising will make
the computation more complex.

When apply our new model in real failure data set about project T of AT&T,
with the computation support of Matlab, the result shows that this new SRM
will converge to the most basic SRM, Goel-Okumoto.

For the further works, like any SRMs, let consider non-zero initial debugging
time to get a better estimators. In addition, fault-number function of our model
is constant, so some better time-dependent fault-number functions should be
considered. The last extended idea is using other parameter estimations to get
the set of parameters.

Appendix: Derivation Computations of m(t) and λ(t)

We have some mathematics computations as follows:

• Derivation of m(t) in each variables a, b, k and n:

∂

∂a
m(t) = 1 − e−bkt ×

(ebt + n

1 + n

)k−1

(19)
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∂

∂b
m(t) =

b × e−bkt

(1 + n)k−1
× (ebt + n)k−2 × (ebt + kn) (20)

∂

∂k
m(t) = −a × e−bkt ×

(ebt + n

1 + n

)k−1

×
[
ln

(ebt + n

1 + n

)
− bt

]
(21)

∂

∂n
m(t) = e−bkt × (k − 1) × (ebt + n)k−2 × ebt − 1

(n + 1)k
(22)

• Derivation of λ(t) in each variables a, b, k and n:

∂

∂a
λ(t) =

b × e−bkt

(1 + n)k−1
× (ebt + n)k−2 × (ebt + kn) (23)

∂

∂b
λ(t) =

−a × e−bkt

(1 + n)k−1
× (ebt + n)k−3 ×

[
kn2(bkt − 1)

+nebt(3bkt − k − bt − 1) + e2bt(bt − 1)
]

(24)

∂

∂k
λ(t) =

ab × e−bkt

(1 + n)k−1
× (ebt + n)k−2

×
[
n − btebt − bknt + (ebt + kn) × ln

(ebt + n

1 + n

)]
(25)

∂

∂n
λ(t) =

−ab × e−bkt

(1 + n)k
× (k − 1) × (ebt + n)k−3

×
[
ebt(kn − n − 2) + e2bt − kn

]
(26)

So:
∂
∂aλ(t)
λ(t)

=
1
a

(27)

∂
∂bλ(t)
λ(t)

=
kn2(bkt − 1) + e2bt(bt − 1)

−b(ebt + n)(ebt + kn)
+

nebt(3bkt − k − bt − 1)
−b(ebt + n)(ebt + kn)

(28)

∂
∂kλ(t)
λ(t)

=
(ebt + kn) × ln

(
ebt+n
1+n

)
− btebt + n − bknt

ebt + kn
(29)

∂
∂nλ(t)
λ(t)

=
−(k − 1)

[
ebt(kn − n − 2) + e2bt − kn

]

(1 + n)(ebt + n)(ebt + kn)
(30)
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Abstract. The process of value creation was traditionally driven almost exclu-
sively within the firm. The role of the consumer was seen only at the end of the 
product development process. However, as the emergence of the Internet and its 
related technologies resulted in greater product variety there was a need for ac-
celerating the innovation process. The concept of co-creation has been present-
ed as a highly valuable trend and the next progression in open innovation. 
While extensive research has been conducted on innovation co-creation be-
tween firms and consumers, a coherent understanding of its application in the 
mobile environments has not been achieved. This paper explores the general 
evolution of the innovation co-creation paradigm and the opportunities mobile 
technologies bring in further developing this. An innovation co-creation frame-
work is proposed along with a roadmap that provides a more detailed under-
standing of how to implement the components to realise the necessary innova-
tion co-creation ecosystem.  

Keywords: Innovation · Co-creation · Consumers · Mobile technology 

1 Introduction 

The success of an enterprise lies in the development of new products to meet consum-
er demands, and delivering them profitability in the marketplace. Innovation is one of 
the primary ways firms can differentiate their products from the competition and thus 
retain sustainable growth. By creating the perception that no substitutes are available, 
this strategy allows firms to compete in areas other than price [14]. In the past, many 
organisations have been able to survive with very limited amounts of innovation. 
They focused on simply updating products to a minimum level that maintains their 
competitiveness in the market. However, due to factors such as changes in consumer 
tastes, ever-shortening product lifecycles, competitive movements, technological 
advances, and globalisation, there is an increased need for firms to improve their re-
sponse to changing markets. According to a survey conducted by Accenture, two-
thirds of executives identified innovation as one of the five most critical factors re-
quired for companies to succeed and sustain a competitive advantage. However, the 
same survey found that only one in eight executives feel strongly that their companies 
excel at achieving innovation. While most firms today put high priority on creating 
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innovative products and services, how they should go about finding the best source of 
innovation is still lacking [17]. 

Benkler [2] argues that the best innovative solutions lie not within firms, but within 
consumers. A survey conducted by the Economist Intelligence Unit [4] suggests that 
consumers are becoming increasingly important sources of innovation across all re-
gions, industries, and company sizes. Skills and insights from the ultimate users of the 
output help firms develop relevant products that closely mirror consumer needs. By 
taking full advantage of the collective creative power in both current and potential 
consumers, firms have the potential to lead existing markets and create new ones, in a 
short period of time. Innovation co-creation has recently been gaining popularity 
among businesses as a fundamental source of competitive advantage. While the idea 
of creating two-way dialogues with key stakeholders has been around for some time, 
the availability of powerful web-based tools makes it relatively easier to start conver-
sations and gather input rapidly from a large number of participants. Many of the 
world's leading companies, such as LEGO, Starbucks and Nike, are actively using 
innovation co-creation platforms and communities to engage directly with consumers 
to access new ideas [16]. These enabling tools have predominantly been isolated to 
the traditional desktop environment. The emergence of mobile technologies presents 
great challenges and opportunities for the creation of business value [3]. Mobile tech-
nologies have provided users with the ability to communicate with other parties and 
access information from anywhere and at any time. One significant outcome of this 
increased empowerment is that consumers now desire to play a greater role in their 
interactions with companies [7]. As a result, there is the question of how the devel-
opment of mobile technologies will transform the enterprise and its consumer-centric 
processes such as innovation co-creation. 

With mobile technologies continuing to significantly transform the ways in which a 
firm can interact with their consumers, they have the potential to increase participa-
tion in innovation co-creation processes. However, there is little in the existing litera-
ture that provides guidance on how to achieve this. This study seeks to address this 
gap through answering the following research questions: What is the process of inno-
vation co-creation?  What is the ecosystem necessary for effective innovation co-
creation?  How could this ecosystem be enhanced with the adoption of mobile tech-
nologies?  

2 The Innovation Co-creation Process 

This section discusses the key concepts of innovation co-creation to establish the 
necessary theoretical background and context for answering the research questions. In 
this section we will review the process of innovation co-creation. Then in the follow-
ing section we will explore the literature on achieving the required ecosystem for 
innovation co-creation. 

Traditionally, the innovation process was linear and sequential, with firms develop-
ing new ideas internally before testing them in the market. Consumers were passive 
participants in the innovation process, only acting as validators at the end stages of the 
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product development lifecycle [10]. However, the process of innovation has changed. 
In the late 1980s, the societal process of individualisation arose when consumers 
started expressing their preferences through consumption choices. Firms became con-
sumer-centric to appeal to these individual needs, with the offering of customised 
goods and services.  Also, distribution channels and logistics changed in order for 
firms to deliver products faster and at the location desired by the consumer.  

The emergence of Web 2.0 around 2006 was another important development that 
facilitated co-creation. The Internet became a global interconnected platform of web 
applications, and enabled people to create and change content. Consumers now have 
larger choice sets due to the increased ability to exchange information and opinions, 
to adapt their own perceptions and behaviour, and to define brands on their own. 
While consumers could customise products depending on the extent to which a firm's 
production chain allowed it, there were limited or no channels going back into the 
firm. This made adaptive or generative learning difficult to achieve [19]. 

The concept of co-creation transformed the traditional closed innovation process in-
to a parallel and open one [6]. Today's new products must satisfy multiple consumer 
needs in terms of quality, function and price to be successful. To achieve this, innova-
tion activities must take place simultaneously, with information being processed from 
various sources at the time products are conceived and designed. Linear innovation 
models that undertake tasks in a step-by-step manner are inappropriate for this pur-
pose [13]. Co-creation allows the transformation of the traditional production chain 
into a dynamic network where consumers and firms continuously interact with each 
other and exchange knowledge. Co-creation can be found in all stages of the innova-
tion process, including idea generation, design, engineering, and test and launch.  In 
innovation co-creation, consumers actively engage with the firm at all stages of the 
product development lifecycle [12]. They are able and willing to provide ideas for 
new goods and services that fulfil needs not yet met by the market or are better than 
what is currently being offered. In addition, they are now able to easily communicate 
these ideas to the firm using the Internet [7]. By being important influencers as well 
as a main source of innovative ideas, consumers are now considered a main source of 
value creation and competitive advantage [19].  

3 The Innovation Co-creation Ecosystem 

Prahalad and Ramaswamy [15] argue that a space of potential co-creation experiences 
in which individuals jointly create value at multiple points of interaction must be es-
tablished as the foundation of co-creation. The success of co-creation is focused on 
the quality of consumer-firm interactions. Participants need to initiate rich dialogues 
among themselves to exchange and generate knowledge to realise shared objectives. 
Therefore, it is essential to offer an open and transparent environment where partici-
pants feel comfortable and have the right capabilities to contribute their input. Current 
technologies for supporting remote collaboration are mainly desktop-based, which 
constrains the users to be close to their desktop computers in order to be updated on 
each other's statuses and progress. Furthermore, consumers have traditionally lacked 
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the technical skills and capabilities required for effective innovation co-creation. This 
in turn restricts their ability to participate effectively in new product development 
processes. 

The Internet and related technologies have played a vital role in enabling innovation 
co-creation. Firms can use virtual environments as an effective platform to greatly 
enhance their connectivity with consumers in a cost-effective manner and involve them 
as true partners throughout the new product development process [11]. As a ubiquitous 
network, the Internet has also made it possible to communicate to a large group of 
people as well as engage in rich conversation with particular individuals regardless of 
location or timezone [20]. The literature suggests that good results from co-creation are 
generally caused by frequency, direction, and depth of the interactions. With features 
such as extended reach, enhanced interactivity, increased speeds, and great flexibility, 
virtual environments can meet these aspects for effective innovation co-creation. Firms 
can use Web 2.0 technologies to collaborate with consumers and create open innova-
tion platforms. With the interactivity features, they have the ability to coordinate dis-
cussions, reach a higher number of people faster, and synchronise group tasks. Partici-
pants can contribute to discussions and decision making when they have the time to do 
it, and without the need to send and resend e-mails.  

Some firms currently use social networking platforms such as Facebook and Twitter 
to directly connect and interact with parties outside of organisational boundaries such 
as consumers. Social networking allows the accumulation of knowledge that can be 
searched and shared with like-minded communities [20]. By interacting with consum-
ers through social networking tools, firms have the ability to gain access to the free 
flow of ideas and understand their customers without face-to-face interaction. Social 
networking tools facilitate the ability to influence the perception of the firm through 
improved relationships with consumers and innovation [20]. 

Jarche [8] suggested a model that illustrates the role of social networks in driving 
innovation. The model emphasizes that firms must first become open and transparent 
in order to be more innovative. It also emphasizes that knowledge is shared and di-
verse points of view are accepted to increase opportunities to participate in co-
creation tasks. While participants have to be continuously sharing knowledge in their 
communities, the roles of the firm and consumer are not defined in this model. With 
no mention of two-way dialogues, the idea that firms cannot work in silos for effec-
tive new product development is not clear. 

4 Exploration of Mobile Technologies 

This section will begin by reviewing the features of mobile technologies that have 
been used in collaboration processes. Next, we explore the potential impacts of mo-
bile technologies on both firms and consumers in how they work with each other. 
Finally, we will discuss the potential of mobile technologies to improve consumer 
engagement. Due to today's fast-paced world and the ability of the Internet to connect 
people worldwide, participants of innovation co-creation tend to be distributed and 
rarely situated in fixed locations most of the time. There is a need for a way to allow 
these members to collaborate with each other even when they are commuting. Mobile 
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technologies have the potential to enable firms and consumers with the ability to not 
only keep in the loop on what has been done, but also to input ideas and give feed-
back anytime, anywhere with just their mobile devices. By extending activities into 
the wireless medium, mobile technologies allow users to have constant access to in-
formation. This in turn provides greater flexibility in communication, information 
sharing, and collaboration. In comparison to traditional forms of collaboration, mobile 
technologies offer several unique features: portability, reachability, localisation, iden-
tification, accessibility. Over the past decade, the continuing spread of mobile tech-
nology adoption has had a significant impact on the way firms and consumers do 
business with each other in terms of people, process, and technology. 

Enterprise mobility can solve unique business problems by taking the business 
process to the consumers, who add rich content to business information [18].  From 
the consumer's perspective, mobilisation means higher quality service and thus in-
creased consumer satisfaction. The proliferation of mobile technologies has led to a 
profound change in the way people communicate, collaborate, and make decisions. 
The success of customer relationship management (CRM) lies in the ability of the 
firm to communicate continuously with consumers on an individual level and provide 
differentiated value. It is also important to provide CRM activities through channels 
that consumers are also interested in using to interact with the firm. Mobile technolo-
gies can be used to manage the coordination of consumer interactions and relation-
ships. Wind et al. [22] suggest that digital channels can create unique and positive 
experiences for consumers.  

5 Problems, Issues and Requirements 

An extensive literature review has resulted in the identification of four problems.  

1. Lack of distinction between innovation co-creation and crowdsourcing – There is a 
huge focus on social networking tools in most literature related to innovation co-
creation, but they only talk about using it for crowdsourcing purposes and not innova-
tion co-creation as defined earlier in this dissertation.  

2. Lack of research on increasing transparency to information – Meaningful dialogue 
is difficult to achieve if consumers do not have the same access to information.   

3. Lack of research on how to set up an open platform – Innovation co-creation re-
quires an open platform which can be accessed by both the firm and consumers.  

4. Lack of research on balancing freedom and control – Co-creation should be an 
open process to foster an environment where varied inputs, ideas, and perspectives 
can be generated [5]. On the other hand, there needs to be defined structures and pro-
cedures that enable the effective coordination and filtering of ideas [1], [21]. 

To solve the problems of innovation co-creation and address their related issues, a 
set of requirements have been proposed to achieve this. 

1. Commitment – Successful innovation co-creation in virtual environments is de-
pendent on stimulating participant involvement. In order to achieve effective dia-
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logue, it is important to carefully select the appropriate consumers who participate in 
co-creation tasks [15].  

2. Learning – Firms need to be able to rapidly and efficiently respond to the input 
provided by consumers [9].  

3. Engagement – The overall success of co-creation does not rely upon a single en-
counter between the firm and consumers. Co-creation is an ongoing effort involving 
synergies of all co-creation instances [1].  

4. Prescriptions – There is generally a lack of research that provides support on how 
to set up the required open platform for innovation co-creation.  

5. Connectivity – Increasing access to co-creation platforms enhances the frequency, 
direction, and depth of interactions [9], [15].  

6. Flexibility – To find the right balance between freedom and control, flexible user 
protocols set up by participants can be used that determine the rules of engagement 
and can be constantly revised over time based on the experiences [15]. 

6 Innovation Co-creation Framework 

In this section, a framework for innovation co-creation using mobile technologies 
with three levels of abstraction is proposed. To understand what innovation co-
creation is, Figure 1 shows an abstract representation of an innovation co-creation 
ecosystem based on the three components suggested in Section 3: frequency, direc-
tion, and depth. Based on the literature review, increasing the extent to which all these 
aspects are achieved is crucial to improving innovation co-creation in virtual envi-
ronments. Not only must there be a high number of conversations that take place over 
time, but they must also involve the exchange of rich and relevant information.  

 

 

Fig. 1. Abstract innovation co-creation framework 
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Furthermore, firms must treat consumers as equal partners in the innovation co-
creation process. While we increase the frequency and depth of interactions, a balance 
of exchanges in the form of two-way dialogues between involved parties must be 
achieved over time. As shown in Figure 2, this framework can then be viewed on a 
more detailed level in terms of how each of the three components can be realised.  

 

 

Fig. 2. Innovation co-creation ecosystem framework 

Increasing the number of participants and degree of sharing enhances the frequency 
of interactions, while working outside organisational boundaries and increasing the 
degree of complexity enhances the depth of interactions. The greater the extent to 
which the four aspects are achieved and the more two-way dialogues that take place 
over time, the higher the level of continuous new product development. This in turn 
improves the chances of innovation co-creation being successful.  

A high level technical framework that could support our abstract framework and eco-
system framework is illustrated in Figure 3. Essentially at the lowest level are Network 
Services that take care of transport, signaling, provisioning, etc.  These in turn support 
Collaboration Services such as workflow, real time messaging, real time dataflow, au-
thoring, recording, playback, session management, scheduling, calendaring, 
knowledgebase management, database management, content management, etc. Collabo-
rative services in turn become the base for co-creation applications that support activi-
ties such as brainstorming, inspiring, creation, drafting, curating, decision support, 
email, bulletin boards, social networks, forums, etc. These applications together support 
the entire spectrum of same time same place as well as different place and different time 
co-creation activities. These applications need to be accessible on devices such as desk-
tops, laptops, smart boards and smart mobile devices for a variety of participants within 
organisations as well as outside organizational boundaries. 



 Enhanceme

Fig. 3. I

7 Innovation Co-c

This section will discuss a 
and maintain the required i
environment of processes a
nication between co-creatio
lar steps that will be propos
depth of interactions will b
roadmap for innovation co
required to implement the r
ating and continuing innov
series of two-way rich dial
creation can be achieved. 

Fi

C

ent of Innovation Co-creation Processes and Ecosystems 

 
Innovation co-creation technical framework 

creation Roadmap 

generalised roadmap with four stages on how to achi
nnovation co-creation framework. We need to establish
and technologies that allow direct and immediate comm
on participants. It is important for firms to go through si
sed as it ensures that the required frequency, direction, 
be achieved for innovation co-creation. Figure 4 show
o-creation. Based on the literature review, four steps 
required enablers, capabilities, and characteristics for in
vation co-creation. Each iteration of the cycle involve
logues which increase the extent to which innovation 

 
ig. 4. Innovation co-creation roadmap 

Participants

Devices

Co-Creation Applications

Collaboration Services

Network Services

229 

ieve 
h an 
mu-
imi-
and 

ws a 
are 

niti-
es a 
co-



230 T.Y.T. Wong et al. 

Table 1 summarises and classifies the processes and technologies that form the 
roadmap for implementing the required innovation co-creation ecosystem. 
 
1. Opportunity: Creating the opportunities to participate in innovation co-creation. 
This can be achieved through the creation of an open platform where multiple connec-
tions can be made to start idea generation. 
2. Community: Mobile technologies initiate the interaction between potential partici-
pants. Allowing users to acknowledge input and prove that they are listening facili-
tates the building of relationships and engagement. 
3. Collaboration: Through dynamically connected communities with the most ap-
propriate users, problems and challenges can be solved collaboratively. Mobile tech-
nologies can act as a feedback mechanism during the development and testing phases 
of innovation cycles when knowledge needs to be shared and validated. 
4. Culture: The result is a changed organisational culture of increased sharing and 
creativity. By opening up the firm to key influencers of the brand or product, this 
prompts employees to see new perspectives that may trigger new ideas and new stra-
tegic directions. 

Table 1.   Innovation co-creation ecosystem roadmap 

 

8 Conclusion 

As consumers are no longer just passive recipients of goods and services, their role in 
new product development has changed. The purpose of innovation co-creation is to 
allow firms to enable innovation with consumers, rather than simply for them. Conse-
quently, there is a higher chance of market acceptance and thus a lower risk of failed 
projects. 

The Internet and related technologies have provided firms with the ability to im-
plement distributed innovation practices where consumers become active participants 
throughout the new product development process. However, the challenges of manag-
ing communities in virtual environments without compromising the ability to share 
resources and create active dialogues have yet to be overcome. 

 Opportunity      Community     Collaboration      Culture 
To increase Number of 

participants 
Working outside 
organisational 
boundaries 

Degree of sharing 
Degree of complexity 

Process • Listen to all • Engage with many • Develop with 
some 

• Validate ideas 

Technology • Design 
technology to 
support open 
platform 
• Configure and 
implement 
platform 

• Locate user
• Connect with user 

• Transfer data • Test and monitor 
performance 
• Verify technology 
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Mobile technologies provide participants with the enhanced information and net-
work for innovation co-creation. They offer the greatest power to contribute ideas and 
select components that should be incorporated into the new product offering. By of-
fering an open platform that is jointly maintained by the firm and consumers, they 
have the potential to accelerate internal business processes and improve consumer 
relations. 
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Abstract. Sustainability is one of the most often discussed topics in our society. 
Although no one argues that individuals are the main players in changing socie-
ty and the environment, individuals have always been treated as just actors and 
decision makers who transform the organizational, societal, national, and/or 
global sustainability practices. However, our fundamental belief is that individ-
ual and personal sustainability are at the heart of organizational and societal 
sustainability. One of the key activities that humans undertake that has an 
overwhelming influence on the economic, environmental, and health facets of 
their life is shopping. In this paper, we explore the possibility of using the con-
cepts and principles of decision-making, habit formation, social networks, and 
benchmarking to influence consumer behavior towards sustainable shopping. 
We propose a framework and architecture for Sustainable Social Shopping Sys-
tems. We are in the process of prototyping and implementing them in the con-
text of a purely online supermarket.  

Keywords: Sustainability · Social shopping · Decision-making · Consumer  
behavior ·  Transformation · Habit formation · Wellbeing · Health · Finance ·  
Environment 

1 Introduction 

“How can we live well?” is a question that has been asked through the ages. A bur-
geoning self-management $13 billion industry has grown around trying to answer this 
question [1]. In addition, the recent proliferation of smart device technologies has 
made the self-management industry to broaden its services to the web and mobile 
applications [2]. Individuals can now manage their lives easily as they can access 
their daily life data from web services and mobile applications. Despite the increase in 
the so-called “self-improvement/self-management” apps and web services, recent 
research and consumers have started to question the efficiency and effectiveness of 
the web services and apps. For instance, 26% of users reported to have used health 
apps only once [8]. A key reason for their failure could be that they have overlooked 
the behavioral side of individuals’ activities, decisions, habit formation and transfor-
mation. To be sustainable, individuals need to create balance among physical and 
spiritual values, thoughts, actions and behaviors [7]. This means that these web  
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services and mobile applications also should support the various dimensions of an 
individual’s life allowing the prioritization of various aspects in accordance with situ-
ations [3–6]. To support true sustainability, it is crucial to identify human activities, 
which can change our behaviors to be sustainable. Shopping is a household activity 
that has an overwhelming influence on individuals’ sustainability as it has close rela-
tionships with financial, health, philosophical and environmental values, and is often 
carried out by individual’s habitual behaviors [9, 10].  

This paper proposes Sustainable Social Shopping as a pathway to individual sus-
tainability, by synthesizing concepts, models, processes, and frameworks from sus-
tainability, shopping, social shopping, decision-making, and habit formation. This 
paper reviews the literature related to individual sustainability, shopping, online 
shopping, sustainable shopping, and social shopping. After that, the paper suggests 
concepts, models, framework and architectural components for the design of Sustain-
able Social Shopping Systems. Finally a prototypical implementation of a sustainable 
social shopping system in terms of the process and system views will be described. 

2 Individual Sustainability 

“Sustainability” was initially outlined by the World Commission on Environment and 
Development Report in 1987 and gained international momentum in 1992 Rio de 
Janeiro Earth Summit which was sponsored by the United Nations [11]. Since “Sus-
tainability” and “Sustainable development” became a global buzzword, the concept 
has been studied and discussed in many academic disciplines. In general terms, the 
concepts of “Sustainability” have been approached and developed by incorporating 
ecological and environmental issues at the organizational level.  However, to achieve 
true sustainability, researchers and policy makers had also recognized the social and 
economic dimensions of sustainability and sustainable development. This encouraged 
organizations to manage integrated and balanced performances of economic, envi-
ronmental and social aspects. These three key performance indicators is now known 
as the Triple Bottom Line (TBL). TBL encourages organizations to take the driving 
seat for “People, planet and profits” to be sustainable [12]. TBL brings the idea that 
people are an important factor to consider in order to make our society sustainable. 
Ordinary individuals are the real decision makers for sustainable development [13], as 
they are responsible for understanding and improving awareness of sustainability, and 
decide whether to adapt their attitudes and behaviors for sustainable development 
within different roles of their lives, for instance, as an individual or a family member 
[14]. More and more individuals are becoming aware of the importance of sustainabil-
ity and they tend to engage with choices that contribute to positive changes and  hap-
piness [15]. We synthesize these ideas and propose a model of sustainability where 
the individual is at the heart of a sustainable society (Fig. 1). 



 Design and I

3 Shopping, Susta

Shopping is a decision-ma
basis [16]. Many people d
influences not only individu
and distribution processes,
household level, shopping 
tions to philosophical value
influences the businesses’ p
omy and the global environ
mental changes in our life, b

When “Sustainability” b
good of the public, research
hold shopping activities 
themselves to meet sustaina
tainable consumption, gree
ventionally used in various
ecological sustainability of 

The idea of sustainable 
the action plan for sustaina
Taking this into considera
context of environmental is
in consumer’s quality of life
only involve changes in con
improvements in efficiency
cepts related to shopping fo

Firstly, sustainable shopp
shopping has been promo
daunting task to make fami

Implementation of Sustainable Social Shopping Systems 

 

Fig. 1. Level of Sustainability 

ainable Shopping and Social Shopping  

aking process that people or households make on a d
o shopping like a mundane task, but it is an activity t
ual or household life patterns, but also business product
, and even the national economy [9]. At the individ
affects people’s lives from financial and health conside
es. At the organizational or global level, shopping direc
profits, and thus indirectly has an effect on the entire ec
nment. Also shopping is the activity that can bring fun
because it is habitual and often reflects life values [9].  

became one of the biggest tasks to address solutions for 
hers and policy makers focused on individuals and hou
while businesses and organizations tried to transfo
ability regulations and policies. Sustainable shopping, s

en consumption and many similar terminologies were c
s articles to explain how shopping activities can lead 
the world [10, 16–18]. 
consumption emerged at the 1992 Rio Earth Summit, 

able development was endorsed by 179 heads of state [1
ation, sustainable shopping concept has been used in 
ssues, in particular concepts that included bringing chan
fe. Jackson suggests that sustainable consumption does “
nsumer behavior and lifestyle” but is also achieved throu
y [19]. Therefore it is worthwhile to consider several c
or supporting true sustainability. 
ping concept needs to be considered. Although sustaina

oted strategically by government level agencies, it i
ilies and individuals to shop in a sustainable manner [1

235 

aily 
that 
tion 
dual 
era-
ctly 

con-
nda-

the 
use-
orm  
sus-
con-

the 

and 
16]. 
the 

nges 
“not 
ugh 

con-

able 
is a  
17]. 



236 C.Y.S. Chung et al. 

Newton and Meyer conducted an exploratory study of attitude and action gap in 
household resource consumption. In this study Newton and Meyer found that most 
Australian households were concerned about environmental problems and strongly 
showed their support towards saving water and energy through sustainable consump-
tion. However the majority of households claimed that “lack of information” and 
“can’t work out what’s best” were the main barriers to take an action [20]. In other 
words, if information was readily available, then the majority of households would be 
willing to contribute to sustainability. 

Another recent shopping trend is social shopping [21, 22]. Cambridge Business 
English Dictionary [23] defines “Social shopping” as “a method of shopping on the 
internet where people can communicate with other buyers and sellers to discuss prod-
ucts, get advice about what to buy, and buy products in groups” [23]. In a shopping 
context, consumers are spending more time and money when family or friends are 
doing the shopping together [24]. This is because consumers can share and get opin-
ions on products that they are looking for and enjoy interactions with other people 
who have similar interests [25]. Consumers can engage with others through social 
shopping features, e.g. share purchases on their social network services, and then 
often form their social presence by interdepending, connecting and responding to 
shopping behaviors within their relationships [26]. Social shopping is rapidly gaining 
attention and popularity from the marketplace, because communication and interac-
tion are key elements in the success of eCommerce [27]. 

Table 1. Keywords frequency in leading IS Journal and in Google Scholar (2000-2014) 
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Sustainable shopping and online social shopping are mutually sustaining concepts 
that could be leveraged to support individual sustainability. However, no studies or 
practical solutions have been attempted, to combine these readily available concepts 
and mechanisms as a solution for individual sustainability. This became more obvious 
when key words related to “Sustainability”, “Social”, and “Shopping” were analyzed 
in six leading Information Systems journals for the last 14 years [28] and searched for 
in Google Scholar. While many articles have been found with each key word sepa-
rately, a distinct lack of research interest has been apparent when combining concepts 
from these key words in the Information Systems discipline. A Google Scholar search 
across disciplines shows that there is research interest when combining any two from 
these key words, however there is no single matching article returned when the three 
key words of “sustainable social shopping” were combined (Table 1). In the next 
section, we propose Sustainable Social Shopping Systems (SSSS) as a means by 
which we can practically support individuals to become more sustainable and ulti-
mately transform their lives. 

4 Foundation of Sustainable Social Shopping Systems 

Sustainable social shopping system (SSSS) is an online shopping cart system that 
provides insightful information to help consumers to be sustainable.  Unlike an ordi-
nary online shopping cart system, SSSS will provide at least three life dimensions 
information (financial, health and environmental aspects) in an integrated manner. In 
SSSS consumers will get two types of information for each life dimension. In a prod-
uct detail and selection page, consumers will get notified on sustainability information 
for that specific product; in a shopping confirmation page, current overall shopping 
information for sustainability, and historical shopping information, of three life  
dimensions are given for comparison or future reference. Information for each life 
dimension will be guided by either commonly adapted method or government regula-
tions. For example, information about health dimension in the selection page will be 
shown in traffic lights color code manner (green, amber and red), based on the UK 
guideline to creating a front of pack (FoP) nutrition label for pre-packaged products 
sold through retail outlets [29]. To be sustainable, integrated and balanced infor-
mation should be offered to consumers. It was clearly shown in interviews conducted 
by Young et al. [30], that 30% of UK consumers were very concerned about envi-
ronmental issues. However, interviewees pointed out “lack of information” of envi-
ronmental and social performance of products and producers were the main barriers to 
action. Therefore SSSS can be a very attractive system for both consumers and 
eCommerce businesses, as it not only supports individual sustainability, but also has 
the potential of becoming a promising business model. 

Traditionally, multiple cognitive steps were broadly adapted to understand con-
sumers’ behavior in marketing studies [31]. For example, when consumers make a 
purchase of an item, they often follow the five-stage buying decision process model, 
which involves need recognition, information search, evaluation, purchase decision 
and post-purchase behavior [32, 33]. Also shopping can be understood as a habitual 
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address this lacuna we have developed a Sustainable Social Shopping System (SSSS).  
SSSS will predict and recommend products to customers based on customers’ specific 
circumstances, preferences and shopping history. Sustainability information on three 
life dimensions (finance, health and environment) will be provided in an integrated 
manner for assisting shoppers. Currently we are working on integrative models and 
recommendation algorithms. Parameters/KPIs for the three dimensions are heteroge-
neous, thus integrative models for understanding interrelationships between the data 
need to be developed. Based on these models, prediction/suggestion/recommendation 
algorithms also need to be developed. The data is currently sourced from product 
suppliers, government regulations and studies from expert organizations. However, in 
order to support a holistic individual sustainability, the system also needs to be flexi-
ble to incorporate other aspects of life dimensions and connect to a larger variety of 
data from outside sources in the future.  
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Abstract. In this paper we present a method for Optimizing Cost of Software 
Quality Assurance base on Regression-based Model proposed by Omar 
AlShathry [1,2]. Based on the regression-based model, regression analysis to 
estimate the number of defects in software, we propose an optimal method for 
software quality assurance based on the constraint conditions using linear pro-
gramming techniques. The results of a detailed analysis of the theoretical and 
empirical models are presented and evaluated. 

Keywords: Regression-based Model · Software Quality · Optimizing Cost 

1 Introduction 

In the software development process, the project manager is always interested in three 
constraints: cost, schedule and quality since the models above cannot accurately de-
termine the trade-off between the constraints. The software cost estimation models 
such as COCOMO [4] and COQUALMO [4,5], the software quality process standards 
such as ISO 9126 [5] used to predict the development effort, defect estimation and 
quality assessment software will be built. However, models based on data analysis of 
many previous software projects may encounter difficulties for an organization to 
adjust the fit of the model. Moreover, these models do not show the balance issues 
between three software constraints.  

Cost of software quality (CoSQ) won the major concern of the project managers 
because it has been estimated that approximately 40% of the software budget is not 
reasonably used in the defect discovery and removal process [1]. The regression mod-
el provides the project managers with ability to control investment capital to ensure 
software quality by implementing optimization techniques based on the data manipu-
lation of historical projects [1,2]. In addition, based on the model, the project manag-
ers and QA practitioners can handle and deal with unforeseen difficulties related to 
the software development process [3,4]. It also brings out the best solution for quality 
assurance decisions for the project managers and QA practitioners to deal with budget 
shortages, reduced schedule or to achieve goals such as minimum quality cost, suc-
cessful defect removal [5]. Based on the Regression-based Model [1,2], we present 
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our approach to develop a method for optimizing the cost of Software Quality Assur-
ance: using classification of software phases into products based on the available risk 
level; using data storage of quality assurance techniques to store detailed information 
about the quality assurance activities; using improved matrix containing defects to 
help accurately determine the efficiency of defect removal of the applied quality as-
surance techniques. We proposed also to apply the least squares algorithm into linear 
regression to estimate the number of defects in software. The paper also presents an 
optimal model which applies linear planning problem to generate optimal solutions 
for quality assurance plan based on the defined constraint conditions. To build testing 
software, we studied to install Simplex Algorithm and use LINDO API library [7] to 
solve the problem in the optimization model. 

The content of the paper is presented as follows: Section 2 introduces Regression-
based Model in details; Section 3 presents the proposed method; Section 4 provides 
the results of experimental settings and evaluates the results; Section 5 presents the 
final conclusion and the development direction of the research. 

2 Regression-Based Model 

Theoretical regression-based model includes two main components [1,2]: regression 
analysis and computation to find optimal solutions for quality assurance costs. Re-
gression analysis including 2 processes: data collection and analysis. Figure 1 de-
scribes the process of modeling activities. The estimation calculation of the costs as 
input for Linear programming problem, combined with the known boundary condi-
tions to obtain the output is an optimal solution for software quality assurance plan. 
Before collecting data, it is necessary to go through the phase classification process of 
the artifacts into the specific risks. Figure 2 describes the model overview including 
the phase classification process of the artifacts into the specific risks and quality as-
surance activities in each phase. 

 

Fig. 1. Work-flow of the Quality Model [9] 
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Through the two processes mentioned above, the data model will be stored and 
processed in database, which helps make decisions for projects in the future. To esti-
mate costs, the model bases on the data of the projects in the past but only gets from a 
single organization, storing and analyzing data generated from the quality assurance 
activities of the organization. After product sorting process, the quality assurance 
group stores all the data related to the details of the product.  The details include: 
phase, phase size, type of artifacts, size, and rate of products. In each phase, the input 
data consist of two interconnected boards: the type of products of each phase and the 
QA techniques assigned to each product as follows: the cover of each technique, the 
number of defects found and the number of defects overlooked corresponding to each 
technique. 

 

 
Fig. 2. Model overview [9] 

The proposed model that improved defect containment matrix is used to analyze 
the effectiveness of the technique in order to verify, to validate and to monitor opera-
tions and then to detect and remove the defects at each phase. Throughout the devel-
opment process, the project managers can analyze the effectiveness of quality assur-
ance techniques as a whole for each development phase. Matrix plays an important 
role in the process of collecting and analyzing data. 

 

 (1)

 

The process of data analysis group of variables associated with each analysis, 
thereby determining the relationship between them. The analysis principle bases on 
the average values of the variables and the regression analysis. To build the decision 
support system based on the variables in the model, it is necessary to determine the 
relationship between the number of defects in each product and the size of the work 
product. The relationship can be in two forms: linear relationship and non-linear rela-
tionship. Many studies have shown that the growth of software size tends to increase 
the number of defects [1,2,8,9]. To increase the accuracy of the model, it is supposed 
that there is always a linear relationship between the size and the total number of de-

     DRE = 
Number of defects found 

Total defects
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fects found. The goal of linear regression analysis for a set of data points is to solve 
the following equation denoting the best-fit trend line between those data points: 

y= m*x + b 

Where: y is a number of defects in a work product; x is a size of work product; m 
is the slope-intercept between the two variables x, y; b is a constant.  

After the regression analysis, we obtain a line graph of the values of two variables 
(x, y) connecting the number of defects with the size of the software work product: 
 

 

Fig. 3. Proposed Regression Analysis [9] 

Since then, the QA team can use the equation as a foundation to predict the total 
estimated defects in the products of a particular type in a particular phase of the soft-
ware development lifecycle. 

Least squares method to determine the parameters of m and b: 
For the data set{(x1, y1),…,{(xn, yn)},we need to determine the linear equation y = 

m*x + b  so that the expectation E(m,b) achieves  the smallest value using the formula 
[9]: , ∑   (2)

For the boundary value, when |m| and |b| are larger the E(m,b)is the greater, it 
should not need to consider the boundary value. 

The goal is to find the values of m and b to obtain the smallest E(m,b). 
We calculate the differential for each component of m and b [9]: ∂E∂m 2 y mx b xN

 ∂E∂b 2 y mx bN
 

Rewriting the equation: 

  (∑ ∑ ∑  

 (∑ ∑ 1 ∑  
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The above equations can be expressed as a matrix M: 

1  

Calculate the determinant of the matrix M: 1
 (3)

If the different values xi with i 1, N then detM is always different from 0. Then it 
easily calculates the matrix (m,b) by multiplying the right-hand side matrix with the 
inverse matrix of the left-hand side coefficient matrix. 

As a result we obtain a formula to calculate the parameters m and b [1,2]: /  (4)

/  (5)

 (6)

The computational complexity of the algorithm in the worst case is O(n3). 

3 A Proposed Method for Optimizing Cost 

3.1 The Optimization Model Structure 

The proposed model as the basis for the process of making decisions for QA activities 
includes three interrelated components: (1) Estimated number of defects is detected 
and ignored; (2) Cost and time of a QA technical and (3) Cost incurred due to defects 
overlooked. The number of defects detected by QA p technique is the estimated num-
ber of defects found in the product w that depends mainly on the value of the experi-
ence derived from the regression analysis process of the past projects and the estimat-
ed size of the final product [9]: 

eDw = Iw* esize(w) (7)

Among them: Iw is the defect infection rate of each KLOC in product w of phase x; 
esize(w) is  the estimated size of product w. We have the formula to estimate the total 
number of defects found in phase x [9]: 

∈∈ 8  (8)
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With DREp is the value of the defect removal effectiveness of QA p technique; βp 
is the coverage of the QA p technique compared with the overall size of the product in 
a quality assurance activities. Overall condition: ∑ 100%∈ . Total number 
of defects overlooked in phase x [9]: 

 1∈∈  (9)

Costs and effort are divided into two parts: the cost to implement a QA technique 
and costs to remove the defect found. To estimate the time and effort implementing 
quality assurance techniques, it should use parameters tp: the average execution time 
of an application technique QA ∈   for the product ∈ . This value is retrieved 
from the model data source. Unit of measurement is time standard compared to size 
(hour/FP), and sizew:  the size of the product. 

Total execution time for the entire phase [9]: 

∈∈  (10)

     Execution cost is calculated by:   Excp = Lr* Extp (11)

Where: Lr is the coefficient of worker, Extp is the amount paid to quality assurer in 
a unit of time. 

The defect removal cost of the technique QAp is: 

Rcp = βp * eDw* DREp* Cp
 removal * Lr (12)

Where: Cp
 removal is the cost to remove a defect originating from a product  ∈  in phase ∈   by technique QA  ∈ . 

Cost arising from defects overlooked by the activities is the cost to eliminate de-
fects overlooked in the development phases and is detected in the test phase: 

Escp = βp * eDw* (1 - DREp)* Cw
escaped * Lr (13)

With: Cescaped is incurred cost for each defect overlooked. 
In some cases of the high-risk products, the project managers can apply a combina-

tion of at least two QA techniques simultaneously to reduce infection rate of defects 
in the next phases. 

 

Fig. 4. Combining QA Practices [9] 
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The variable λ is the probability so that the technique QA p2 finds the defects 
which are different from the defects detected by p1. 

The number of defects detected after applying consecutive combination p1-p2  [9] is 
as follows: 

Nw
found  =βp1 * eDw* DREp1+ βp2 * eDw* (1 - DREp1) * λp1-p2         (14)

The cost saving from quality assurance activities is the cost of applying one paid 
QA technique in the testing phase in order to evaluate the cost-effectiveness of two 
potential QA plans in terms of cost saving in the future compared with the current 
estimated cost. Cost savings [9]: 

Scp  =βp * eDw* DREp * Cescaped                   (15)

The overall cost is: 

Total development cost = The cost of product development 

+ The cost of quality 
(16)

The cost of product development can be estimated by COCOMO model. 

     Return on investment is as follows:  (17)

Among them: value is the savings cost of fixing defects found in the testing phase; 
cost is equals the effort of both executing the QA practice and fixing defects found. 

Return on investment ROI of all QA techniques applied to product w: ∑ ∑ ∈∈ ∑ ∈  (18)

3.2 An Optimization Method 

The input conditions for the optimization problem in the model consist of three parts: 
type of optimization, objective function and constraints. Optimization type in the 
present case, we need to solve the optimization problem with minimum cost, which is 
equivalent to achieving the desired DRE value with minimum cost. QA costs include 
3 categories: execution cost, elimination cost and incurred cost. It is necessary to con-
sider the sides of the QA costs. Therefore, optimization type is to minimize the over-
all costs generated by QA process undertaken by any QA technique distribution. The 
objective function is synthesized from the types of costs: execution cost, execution 
time, execution cost, defect removal cost and incurred cost. From that we can calcu-
late the overall cost function as follows: 

TotalCostx,y,z = Excp(x,y,z) + Rcp(x,y,z) + Escp(x,y,z) (19)

The constraints established by the project managers: the defect removal effective-
ness value of the desired DRE, the coverage of the QA techniques, execution cost. 
Linear programming method is used to solve the optimization problem in the model 
of the form [7,8]. 
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4 Experiments and Evaluation 

4.1 The Testing 

The model is mainly aimed at medium and big sized projects which often have devel-
opment period from 8 months to 1 year. The model needs to collect data from over 20 
software projects of an organization to develop the data source before being used as a 
decision support system for quality assurance plans.  For testing data of the model, the 
organizations should have verification and validation activities (V&V). 

4.2 Experimental Software Development 

The programmed model is simulated by JAVA language in Netbeans IDE and in 
Windows 7 64 bit operating system environment. The model uses LINDO API 
providing the means for software developers to integrate optimization into their pro-
grams [6,7]. LINDO API is designed to solve many optimization problems including 
the linear programming problem. LINDO API represents discrete matrix to store the 
coefficient matrix in the model. It represents the matrix through 3 or 4 vectors. 

4.3 The Experimental Results 

Typical Case Study of Experiment: Company X applies the regression-based model 
to manage and control QA activities. After applying the model to some software pro-
jects, they were able to develop a significant data source containing QA data of all 
QA activities of the projects in the past. 

Input Data: Data are classified and analyzed to fit the model, to help define the nec-
essary values for the parameters in the model.  
Company X launches a new software project and applies the software model for accu-
rate estimation of the expected outputs of the QA plans applied for the project. 
Project P with estimated size: 20000 KLOC, development period: 2 months, labor: 
3000 persons/ month.  

After product sorting process: document making phase has FP 100 product sizes at 
high-risk level (the important specification). 

Applying the regression-based model, infection rate of the high-risk products is 
predicted, I = 0.4 defects/FP.  

Available 3 QA techniques that can be applied in a total of 9 techniques have been 
applied to the same type of product in the previous projects. 

The project managers can set constraints such as the value of defect removal effec-
tiveness (DRE) for the 3 desired QA techniques applied is 60%, and the total 
coverage of all three techniques is 100%. That means that all products with the specif-
ic risks will be checked and maintained the defect removal effectiveness to be 60% 
with minimal cost. 
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Table 1. Details of the QA technique applied in the project of Company X 

 

Results Using the Optimization Model 
X, Y, Z are respectively three techniques: scenario-based reading techniques, ad-hoc 
reading, checklist-based reading. 

With 3 QA techniques above, through linear regression data analysis, we will esti-
mate the number of defects at specific risk level which may occur in project P. Then, 
to find solutions to ensure software quality with optimizing cost as Linear program-
ming problem, we apply Simplex Optimization Method to obtain the optimization 
solution: 

Find min (Total.Eff + Total.Esc)X,Y,Z  // Total labor effort + The total overlooked cost  
With assumptions: βx + βy + βz = 100%  = 60% 

After implementing the Simplex Optimization Method by LINDO API, we obtain 
the optimization solution with the lowest cost ~ $15,189.47 

This cost can be achieved with weights for 3 QA techniques applied respectively: 
TechWeightX: βx= 0% TechWeightY: βy≈ 53% TechWeightZ: βz≈ 47% 

4.4 Evaluation of the Method 

Advantages: The regression-based model plays a role as a decision support system 
combined with the calculation formula to estimate the number of defects infected in the 
products or the entire development phase of software life cycle. It compares the effec-
tiveness and appropriateness of the different software quality assurance techniques to a 
specific quality assurance activity in a software organization. Calculating the execution 
cost and time, defect removal cost of a quality assurance plan. Bringing out the best 
solution for quality assurance plan based on the three constraints: costs, quality and 
time. Assessing the quality assurance plan is based on ROI. 
 

Disadvantages: The model only applies linear relation to estimate the number of 
defects without taking into account the non-linear relation. The linear attribute is only 
precise if the software development process is stable and the factors that may affect 
the number of defects are reduced. Functional system is mainly based on the interac-
tion between each development phase of software life cycle and the system testing 
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phase. The process of quantifying values of the model such as defect removal effec-
tiveness, defect increased coefficient, eliminate cost, etc. is based on the links be-
tween data generated from quality assurance activities in the development phases and 
the system testing phase. The model is imprecise due to not taking into account the 
mutual correlation between the phases of the software life cycle (the previous phases 
and the next phases). The model should be evaluated based on the actual data from 
software projects in the same development organization to build a stable and reliable 
source of data. This process will consume a lot of time. 

5 Conclusions and Future Research 

We have introduced a regression-based model optimizing cost for software quality 
assurance using the collected data on the quality assurance activities, studying classi-
fication options of software phases into the products based on the available risk level, 
introducing data storage resources of quality assurance techniques to store detailed 
information about the quality assurance activities. The improved matrix containing 
defects will enable us to accurately determine the defect removal effectiveness of 
quality assurance techniques applied. We also presented theoretical and empirical 
evaluation of the model. Through the results, it can be stated that the regression-based 
model optimizing cost for software quality assurance can provide the optimization 
solution for quality assurance plan based on the defined constraint conditions. The 
identified result is an optimizing cost value for the quality assurance activities and 
quality assurance plan accordingly. 

However, the model only applies linear relation for estimating the number of de-
fects without taking into account the non-linear relationship, which may be inaccurate 
due to not taking into account the mutual correlation between the phases of the life 
cycle, between the previous phases and the next phases. The model should be evaluat-
ed based on the actual data from software projects in the same development organiza-
tion to develop a stable and reliable source of data. This process must consume a lot 
of time. 

Some possible development directions are specifically recommended. Firstly, we 
should apply the algorithm to handle data, including non-linear relation between the 
product size and the number of defects detected. Secondly, we study the correlation 
between the development phases of the software life cycle to increase the accuracy of 
the model when the quality assurance activities in later development phases can detect 
and remove defects in the previous phases. Thirdly, we should propose decision sup-
port process based on risk: the quality assurance methods are linked to the level of 
risk associated with them. Each defect can be assigned a found probability value 
which characterizes the probability of detecting defects in the system testing phase. 
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Abstract. Most network-based clustering methods are based on the assumption 
that the labels of two adjacent vertices in the network are likely to be the same. 
However, assuming the pairwise relationship between vertices is not complete. 
The information a group of vertices that show very similar patterns and tend to 
have similar labels is missed. The natural way overcoming the information loss 
of the above assumption is to represent the given data as the hypergraph. Thus, 
in this paper, the two un-normalized and random walk hypergraph Laplacian 
based un-supervised learning methods are introduced. Experiment results show 
that the accuracy performance measures of these two hypergraph Laplacian 
based un-supervised learning methods are greater than the accuracy perfor-
mance measure of symmetric normalized graph Laplacian based un-supervised 
learning method (i.e. the baseline method of this paper) applied to simple graph 
created from the incident matrix of hypergraph. 

Keywords: Hypergraph Laplacian · Clustering · Un-supervised learning 

1 Introduction  

In data mining problem sceneries, we usually assume the pairwise relationship among 
the objects to be investigated such as documents [1,2], or genes [3], or digits [1,2]. 
For example, if we group a set of points in Euclidean space and the pairwise relation-
ships are symmetric, an un-directed graph may be employed. In this un-directed 
graph, a set of vertices represent objects and edges link the pairs of related objects. 
However, if the pairwise relationships are asymmetric, the object set will be modeled 
as the directed graph. Finally, a number of data mining methods for un-supervised 
learning [4] (i.e. clustering) and semi-supervised learning [5,6,7] (i.e. classification) 
can then be formulated in terms of operations on this graph. 

However, in many real world applications, representing the set of objects as un-
directed graph or directed graph is not complete. Approximating complex relationship 
as pairwise will lead to the loss of information. Let us consider classifying a set of 
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genes into different gene functions. From [3], we may construct an un-directed graph 
in which the vertices represent the genes and two genes are connected by an edge if 
these two genes show a similar pattern of expression (i.e. the gene expression data is 
used as the datasets in [3]). Any two genes connected by an edge tend to have similar 
functions. However, assuming the pairwise relationship between genes is not com-
plete, the information a group of genes that show very similar patterns of expression 
and tend to have similar functions [8] (i.e. the functional modules) is missed. The 
natural way overcoming the information loss of is to represent the gene expression 
data as the hypergraph [1,2]. A hypergraph is a graph in which an edge (i.e. a hyper-
edge) can connect more than two vertices. However, the clustering methods for this 
hypergraph datasets have not been studied in depth. Moreover, the number of hyper-
edges may be large. Hence this leads to the development of the clustering method that 
combine the dimensional reduction methods for the hypergraph dataset and the popu-
lar hard k-mean clustering method. Utilizing this idea, in [1,2], the symmetric normal-
ized hypergraph Laplacian based un-supervised learning method have been developed 
and successfully applied to zoo dataset. To the best of our knowledge, the random 
walk and un-normalized hypergraph Laplacian based un-supervised learning methods 
have not yet been developed and applied to any practical applications. In this paper, 
we will develop the random walk and un-normalized hypergraph Laplacian based un-
supervised learning methods and apply these two methods to the zoo dataset available 
from UCI repository. 

We will organize the paper as follows: Section II will introduce the definition of 
hypergraph Laplacians and their properties. Section III will introduce the un-
normalized, random walk, and symmetric normalized hypergraph Laplacian based un-
supervised learning algorithms in detail. In section IV, we will apply the symmetric 
normalized graph Laplacian based un-supervised learning algorithm (i.e. the current 
state of art network based clustering method) to zoo dataset available from UCI repos-
itory and compare its accuracy performance measure to the two proposed hypergraph 
Laplacian based un-supervised learning algorithms’ accuracy performance measures. 
Section V will conclude this paper and the future directions of research of these 
methods will be discussed.    

2 Hypergraph Definitions  

Given a hypergraph G=(V,E), where V is the set of vertices and E is the set of hyper-
edges. Each hyper-edge ∈  is the subset of V. Please note that the cardinality of e 
is greater than or equal two. In the other words, | | 2, for every ∈ . Let w(e) be 
the weight of the hyper-edge e. Then W will be the | | | | diagonal matrix containing 
the weights of all hyper-edges in its diagonal entries.    

2.1 Definition of Incidence Matrix H of G  

The incidence matrix H of G is a | | | | matrix that can be defined as follows , 1       0         
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From the above definition, we can define the degree of vertex v and the degree of 
hyper-edge e as follows ∑ ,∈                       ∑ ,∈          

Let    be two diagonal matrices containing the degrees of vertices and the 
degrees of hyper-edges in their diagonal entries respectively. Please note that  is the | | | | matrix and  is the | | | | matrix.   

2.2 Definition of the Un-normalized Hypergraph Laplacian               

The un-normalized hypergraph Laplacian is defined as follows 

           

2.3 Properties of L            

 1. For every vector ∈ | |, we have       ∑ ∑ ,∈                   

 2. L is symmetric and positive-definite 
 3. The smallest eigenvalue of L is 0, the corresponding eigenvector is the 

constant one vector 1 
 4. L has | | non-negative, real-valued eigenvalues 0 | |      
Proof: 

1. We know that 

                      ∑ ∑ ,∈        

                  ∑ ∑ ,∈ 2                           

                  ∑ ∑ , ∈∈ , ,                               

         ∑ ∑ , ∑ ,∈∈∈ ∑ ∑ , ,, ∈∈                               

                  ∑ ∑ ,∈∈ ∑ ∑ , ,, ∈∈                         

                  ∑ ∑ ,∈∈ ∑ ∑ , ,, ∈∈                             

                  ∑ ∈ ∑ ∑ , ,, ∈∈                                                       
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2. L is symmetric follows directly from its own definition.  

Since for every vector ∈ | |, ∑ ∑ ,∈0. We conclude that L  
is positive-definite.  
3. The fact that the smallest eigenvalue of L is 0 is obvious. 

Next, we need to prove that its corresponding eigenvector is the con-
stant one vector 1.     

Let ∈ | | be the vector containing the degrees of vertices of 
hypergraph G, ∈ | | be the vector containing the degrees of hyper-
edges of hypergraph G, ∈ | | be the vector containing the weights of 
hyper-edges of G, 1 ∈ | | be vector of all ones, and ∈ | | be the 
vector of all ones. Hence we have 1 1 0             

4. (4) follows directly from (1)-(3).     

2.4 The Definitions of Symmetric Normalized and Random Walk Hypergraph 
Laplacians                

The symmetric normalized hypergraph Laplacian (defined in [1,2]) is defined as fol-
lows      

             

The random walk hypergraph Laplacian (defined in [1,2]) is defined as follows  

                                           

2.5 Properties of  and                            

 1. For every vector ∈ | |, we have         ∑ ∑ ,∈                               

 2. λ is an eigenvalue of  with eigenvector u if and only if λ is an eigen-

value of  with eigenvector                           
 3. λ is an eigenvalue of  with eigenvector u if and only if λ and u solve 

the generalized eigen-problem                         
 4. 0 is an eigenvalue of  with the constant one vector 1 as eigenvector. 0 

is an eigenvalue of  with eigenvector 1                                            
 5.  is symmetric and positive semi-definite and  and  have | | 

non-negative real-valued eigenvalues 0 | |                  
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Proof: 
1. The complete proof of (1) can be found in [1]. 
2. (2) can be seen easily by solving 

         

                                                                 

                                                                         

 Let , (in the other words, ), we have 

 
                                                                                               
                                                                                          

 This completes the proof.       
3. (3) can be seen easily by solving 

                                     
                                                                        
                                                                          
                                                                                                

 This completes the proof.  
4. First, we need to prove that 1 0. 

Let ∈ | | be the vector containing the degrees of vertices of 
hypergraph G, ∈ | | be the vector containing the degrees of hyper-edges 
of hypergraph G, ∈ | | be the vector containing the weights of hyper-
edges of G, 1 ∈ | | be vector of all ones, and ∈ | | be the vector of all 
ones. Hence we have  1 1       

                                                   1           
                                                   1         
                                                   1            
                                                   1      
                                                   0                  

 The second statement is a direct consequence of (2). 
5. The statement about  is a direct consequence of (1), then the state-

ment about  is a direct       
consequence of (2).              
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3 Algorithms  

Given a set of points , , … , } where  is the total number of points (i.e. verti-
ces) in the hypergraph G=(V,E) and given the incidence matrix H of G.                           

Our objective is to partition these n points into k groups.           

Random walk hypergraph Laplacian based un-supervised learning algorithm 
First, we will give the brief overview of the random walk hypergraph Laplacian based 
un-supervised learning algorithm. The outline of this algorithm is as follows 

1. Construct    from the incidence matrix H of G 
2. Compute the random walk hypergraph Laplacian 

    
3. Compute all eigenvalues and eigenvectors of  and sort all eigenval-

ues and their corresponding eigenvector in ascending order. Pick the 
first  eigenvectors , , … ,  of  in the sorted list. k can be de-
termined in the following two ways: 

a. k is the number of connected components of  [4] 

b. k is the number such that  or  is largest for all 2          
4. Let ∈  be the matrix containing the vectors , , … ,  as 

columns. 
5. For 1, . . , , let ∈  be the vector corresponding to the i-th row 

of V. 
6. Cluster the points  for all 1  with k-means clustering method.   

Un-normalized hypergraph Laplacian based un-supervised learning algorithm 
Next, we will give the brief overview of the un-normalized hypergraph Laplacian 
based un-supervised learning algorithm. The outline of this algorithm is as follows 

1. Construct    from the incidence matrix H of G 
2. Compute the un-normalized hypergraph Laplacian 

      
3. Compute all eigenvalues and eigenvectors of L and sort all eigenvalues 

and their corresponding eigenvector in ascending order. Pick the first  
eigenvectors , , … ,  of L in the sorted list. k can be determined 
in the following two ways: 

a. k is the number of connected components of L [4] 

b. k is the number such that  or  is larg-

est for all 2          
4. Let ∈  be the matrix containing the vectors , , … ,  as 

columns 
5. For 1, . . , , let ∈  be the vector corresponding to the i-th row 

of V 
6. Cluster the points  for all 1  with k-means clustering method 
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Symmetric normalized hypergraph Laplacian based un-supervised learning  
algorithm 
Next, we will give the brief overview of the symmetric normalized hypergraph 
Laplacian based un-supervised learning algorithm which can be obtained from [1,2]. 
The outline of this algorithm is as follows 

1. Construct    from the incidence matrix H of G 
2. Compute the symmetric normalized hypergraph Laplacian 

 
3. Compute all eigenvalues and eigenvectors of  and sort all eigenval-

ues and their corresponding eigenvector in ascending order. Pick the 
first  eigenvectors , , … ,  of  in the sorted list. k can be 
determined in the following two ways: 

a. k is the number of connected components of  [4] 

b. k is the number such that  or  is larg-

est for all 2          
4. Let ∈  be the matrix containing the vectors , , … ,  as 

columns 
5. For 1, . . , , let ∈  be the vector corresponding to the i-th row 

of V 
6. Cluster the points  for all 1  with k-means clustering method 

At step 6 of the above three algorithms, k-means clustering method is used for sim-
plicity and is not discussed. Next, the k-mean clustering methods will be discussed. 
The k-mean clustering method is considered the most popular method in clustering 
field [4]. The k-mean clustering method can be completed in the following four steps: 

1. Randomly choose k initial cluster centers (i.e. centroids). 
2. For every feature vector, associate it with the closest centroid. 
3. Recalculate the centroid for all k clusters. 
4. Repeat step 2 and step 3 until convergence. 

In the other words, the k-mean clustering method is trying to minimize the objec-
tive function 

|| , : ||  

In the above formula,  is the centroid of the cluter j. , :  is the i-th feature vec-
tor. The matrix R is defined as follows 1        0  

Moreover, we can also easily see that 
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, : , :∈  

Finally, the current state of the art network based clustering method (i.e. the sym-
metric normalized graph Laplacian based un-supervised learning method) can be 
completed in the following steps. 

1. Compute the symmetric graph Laplacian : 

.     
2. Compute all eigenvalues and eigenvectors of  and sort 

all eigenvalues and their corresponding eigenvector in ascend-
ing order. Pick the first  eigenvectors , , … ,  of 

 in the sorted list. k can be determined in the following 
two ways: 

a. k is the number of connected components of  
[4] 

b. k is the number such that  or  is larg-

est for all 2          
3. Let ∈  be the matrix containing the vectors , , … ,  as columns. 
4. Compute the new matrix ∈  from V as follows ∑  

5. For 1, . . , , let ∈  be the vector corresponding to the 
i-th row of U. 

6. Cluster the points  for all 1  with k-means clustering 
method. 

The way describing how to construct W and D will be discussed in the next section.  

4 Experiments and Results 

Datasets 
In this paper, we used the zoo data set which can be obtained from UCI repository. 
The zoo data set contains 100 animals with 17 attributes. The attributes include hair, 
feathers, eggs, milk, etc. The animals have been classified into 7 different classes. Our 
task is to embed the animals in the zoo dataset into Euclidean space by using random 
walk and un-normalized hypergraph Laplacian Eigenmaps and by using the symmet-
ric normalized graph Laplacian Eigenmaps. We embed those animals into Euclidean 
space by using the eigenvectors of the graph Laplacian and hypergraph Laplacians 
associated with the 7 (i.e. number of classes) smallest eigenvalues different from 0. 
Finally, the k-mean clustering method is applied to the transformed dataset. 
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There are three ways to construct the similarity graph from the incident matrix H of 
zoo dataset: 

a. The ε-neighborhood graph: Connect all animals whose 
pairwise distances are smaller than ε. 

b. k-nearest neighbor graph: Animal i is connected with ani-
mal j if animal i is among the k-nearest neighbor of animal 
j or animal j is among the k-nearest neighbor of animal i.     

c. The fully connected graph: All animals are connected. 

In this paper, the similarity function is the Gaussian similarity function , : , , : exp , : , , :
 

In this paper, t is set to 10 and the 3-nearest neighbor graph is used to construct the 
similarity graph from the zoo dataset. This describes how we construct W of the sim-
ple graph. D is the diagonal matrix and its i-th element is defined as follows: 

 

Experiments and Results 
In this section, we experiment with the above proposed un-normalized and random 
walk hypergraph Laplacian based un-supervised learning methods (i.e. hypergraph 
spectral clustering) and the current state of the art method (i.e. the symmetric normal-
ized graph Laplacian based un-supervised learning method) which is spectral cluster-
ing method in terms of accuracy performance measure. The accuracy performance 
measure Q is given as follows        

All experiments were implemented in Matlab 6.5 on virtual machine. The accuracy 
performance measures of the above proposed methods and the current state of the art 
method is given in the following table 1 

Table 1. Accuracies of the two proposed methods and the current state of the art method 

Accuracy Performance Measures (%) 
Graph 

(symmetric normalized) 
Hypergraph 

(random walk) 
Hypergraph 

(un-normalized) 
89.43 94.86 93.71 

 
From the above table, we recognized that the accuracy of the random walk hyper- 

graph Laplacian method is slightly better than the accuracy of the un-normalized 
hypergraph Laplacian method. Interestingly, the accuracies of the two proposed 
hypergraph Laplacian methods are significantly better than accuracy of the current state 
of the art method. 
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5 Conclusion       

We have proposed the detailed algorithms the two un-normalized and random walk 
hypergraph Laplacian based un-supervised learning methods applying to the zoo da-
taset. Experiments show that these two methods greatly perform better than the un-
normalized graph Laplacian based un-supervised learning method since these two 
methods utilize the complex relationships among points (i.e. not pairwise relation-
ship). These two methods can also be applied to digit recognition and text classifica-
tion. These experiments will be tested in the future. Moreover, these two methods can 
not only be used in the clustering problem but also the ranking problem. In specific, 
given a set of genes (i.e. the queries) involved in a specific disease such as leukemia 
which is my future research, these two  methods can be used to find more genes  
involved in leukemia by ranking genes in the hypergraph constructed from gene ex-
pression data. The genes with the highest rank can then be selected and checked by 
biology experts to see if the extended genes are in fact involved in leukemia. Finally, 
these selected genes will be used in cancer classification. 

Recently, to the best of my knowledge, the un-normalized hypergraph p-Laplacian 
based un-supervised learning method has not yet been developed. This method is 
worth investigated because of its difficult nature and its close connection to partial 
differential equation on hypergraph field.         
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Abstract. Speech recognition is the important problem in pattern recognition 
research field. In this paper, the un-normalized, symmetric normalized, and 
random walk graph Laplacian based semi-supervised learning methods will be 
applied to the network derived from the MFCC feature vectors of the speech da-
taset. Experiment results show that the performance of the random walk and the 
symmetric normalized graph Laplacian based methods are at least as good as 
the performance of the un-normalized graph Laplacian based method. Moreo-
ver, the sensitivity measures of these three semi-supervised learning methods 
are much better than the sensitivity measure of the current state of the art Hid-
den Markov Model method in speech recognition problem.    

Keywords: Semi-supervised learning · Graph laplacian · Speech recognition · 
MFCC 

1 Introduction 

Two of the most noticeable areas of machine learning research are supervised and un-
supervised learning. In supervised learning, a learner tries to obtain a predictive mod-
el from explicitly labeled training samples. However, in unsupervised learning, a 
learner tries to mine a descriptive model from unlabeled training samples. Recently, 
interest has increased in the hybrid problem of learning a predictive model given a 
combination of both labeled and unlabeled samples. This revised learning problem, 
commonly referred to as semi-supervised learning, rises in many real world applica-
tions, such as text and gene classification [1,2,3,4,5], because of the freely available 
of unlabeled data and because of the labor-intensive effort and high time complexity 
to obtain the explicitly labeled data. For example, in text classification, excessive 
work is required to manually label a set of documents for supervised training while 
unlabeled documents are available in abundance. It is normal, in this case, to try to 
exploit the existence of a large set of unlabeled documents and to lessen the number 
of labeled documents required to learn a good document classifier. Similarly, in the 
problem of predicting gene function from microarray data and sequence information, 
the experiments needed to label a subset of the genes are normally very costly to  
conduct. As a result, there exist only a few hundred labeled genes out of the popula-
tion of thousands. 
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Although it is a challenging problem, semi-supervised learning offers acceptable 
promise in practice that many algorithms have been suggested for this type of prob-
lem in the past few years. Among these algorithms, graph based learning algorithms 
have become common due to their computational efficiency and their effectiveness at 
semi-supervised learning. Some of these graph based learning algorithms make pre-
dictions directly for a target set of unlabeled data without creating a model that can be 
used for out-of-sample predictions. This process is called transductive learning. Such 
algorithms avoid many of the requirements of traditional supervised learning and can 
be much simpler as a result. However, other approaches to semi-supervised learning 
still create a model that can be used to predict unseen test data. 

In this paper, we will present the graph based semi-supervised learning methods, de-
rive their detailed regularization framework, and apply these methods to automatic 
speech recognition problem. To the best of our knowledge, this work has not been in-
vestigated. Researchers have worked in automatic speech recognition for almost six 
decades. The earliest attempts were made in the 1950’s. In the 1980’s, speech recogni-
tion research was characterized by a shift in technology from template-based approaches 
to statistical modeling methods, especially Hidden Markov Models (HMM). Hidden 
Markov Models (HMM) have been the core of most speech recognition systems for 
over a decade and is considered the current state of the art method for automatic speech 
recognition system [6]. Second, to classify the speech samples, a graph (i.e. kernel) 
which is the natural model of relationship between speech samples can also be em-
ployed. In this model, the nodes represent speech samples. The edges represent for the 
possible interactions between nodes. Then, machine learning methods such as Support 
Vector Machine [7], Artificial Neural Networks [8], or nearest-neighbor classifiers [9] 
can be applied to this graph to classify the speech samples. The nearest-neighbor classi-
fiers method labels the speech sample with the label that occurs frequently in the speech 
sample’s adjacent nodes in the network. Hence neighbor counting method does not 
utilize the full topology of the network. However, the Artificial Neural Networks, Sup-
port Vector Machine, and graph based semi-supervised learning methods utilize the full 
topology of the network. Moreover, the Artificial Neural Networks and Support Vector 
Machine are supervised learning methods. 

While nearest-neighbor classifiers method, the Artificial Neural Networks, and the 
graph based semi-supervised learning methods are all based on the assumption that 
the labels of two adjacent speech samples in graph are likely to be the same, SVM 
does not rely on this assumption. Graphs used in nearest-neighbor classifiers method, 
Artificial Neural Networks, and the graph based semi-supervised learning method are 
very sparse. However, the graph (i.e. kernel) used in SVM is fully-connected. 

In the last decade, the normalized graph Laplacian [2], random walk graph 
Laplacian [1], and the un-normalized graph Laplacian [3, 5] based semi-supervised 
learning methods have successfully been applied to some specific classification tasks 
such as digit recognition, text classification, and protein function prediction. Howev-
er, to the best of our knowledge, the graph based semi-supervised learning methods 
have not yet been applied to automatic speech recognition problem and hence their 
overall sensitivity performance measure comparisons have not been done. In this 
paper, we will apply three un-normalized, symmetric normalized, and random walk 
graph Laplacian based semi-supervised learning methods to the network derived from 
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the speech samples. The main point of these three methods is to let every node of the 
graph iteratively propagates its label information to its adjacent nodes and the process 
is repeated until convergence [2]. 

We will organize the paper as follows: Section 2 will introduce graph based semi-
supervised learning algorithms in detail. Section 3 will show how to derive the closed 
form solutions of normalized and un-normalized graph Laplacian based semi-supervised 
learning from regularization framework. In section 4, we will apply these three algo-
rithms to the network derived from speech samples available from the IC Design lab at 
Faculty of Electricals-Electronics Engineering, University of Technology, Ho Chi Minh 
City. Section 5 will conclude this paper and discuss the future directions of researches of 
this automatic speech recognition problem utilizing hypergraph Laplacian. 

2 Algorithms 

Given a set of feature vectors of speech samples , … , , , … , } where 
 is the total number of speech samples in the network, define c be the total 

number of words and the matrix ∈  be the estimated label matrix for the set of 
feature vectors of speech samples , … , , , … , }, where the point  is la-
beled as sign( ) for each word j (1 ). Please note that , … ,  is the set of 
all labeled points and , … ,  is the set of all un-labeled points. The way con-
structing the feature vectors of speech samples will be discussed in Section IV.   

Let ∈  the initial label matrix for n speech samples in the network be de-
fined as follows 1       11          10  1  

Our objective is to predict the labels of the un-labeled points , … , . We can 
achieve this objective by letting every node (i.e. speech sample) in the network itera-
tively propagates its label information to its adjacent nodes and this process is repeat-
ed until convergence.  

Let  represents the network. 

Random walk graph Laplacian based semi-supervised learning algorithm 
In this section, we slightly change the original random walk graph Laplacian based 
semi-supervised learning algorithm can be obtained from [1]. The outline of 
the new version of this algorithm is as follows 

1. Form the affinity matrix W. The way constructing W will be discussed 
in section IV. 

2. Construct  where , , … ,  and ∑   
3. Iterate until convergence 1 , where α is an arbitrary parame-

ter belongs to [0,1] 
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4. Let  be the limit of the sequence { }. For each word j, label each 
speech samples  ( 1  as sign( ) 

Next, we look for the closed-form solution of the random walk graph Laplacian 
based semi-supervised learning. In the other words, we need to show that lim 1  

 Suppose , then 
                     1  
                             1  
                     1  
                             1 1  
                             1 1  
                     1  
                             1 1 1  
                             1 1 1  

… 
Thus, by induction, 

1  

Since  is the stochastic matrix, its eigenvalues are in [-1,1]. Moreover, since 
0<α<1, thus lim 0 

lim  

Therefore, lim 1  

Now, from the above formula, we can compute  directly. 
The original random walk graph Laplacian based semi-supervised learning algo-

rithm developed by Zhu can be derived from the modified algorithm by setting 0, where 1  and 1, where 1 . In the other words, we 
can express  in matrix form as follows , where 

I is the identity matrix and 0 … 00 … 0 0
0 1 00 … 1
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Normalized graph Laplacian based semi-supervised learning algorithm 
Next, we will give the brief overview of the original normalized graph Laplacian 
based semi-supervised learning algorithm can be obtained from [2]. The outline of 
this algorithm is as follows 

1. Form the affinity matrix  

2. Construct  where , , … ,  and ∑   
3. Iterate until convergence 1 , where α is an arbitrary parame-

ter belongs to [0,1] 
4. Let  be the limit of the sequence { }. For each word j, label each 

speech samples  ( 1  as sign( ) 

Next, we look for the closed-form solution of the normalized graph Laplacian 
based semi-supervised learning. In the other words, we need to show that lim 1  

Suppose , then 
                     1  
                             1  
                     1  
                             1 1  
                     1  
                             1 1 1  

… 

Thus, by induction, 

1  

Since  is similar to  which is a stochastic matrix, eigenvalues of 

 belong to [-1,1]. Moreover, since 0<α<1, thus lim 0 lim  

Therefore, lim 1  

Now, from the above formula, we can compute  directly.  
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Un-normalized graph Laplacian based semi-supervised learning algorithm 
Finally, we will give the brief overview of the un-normalized graph Laplacian based 
semi-supervised learning algorithm [3]. The outline of this algorithm is as follows 

1. Form the affinity matrix  
2. Construct , where , , … ,  and ∑                                                                  
3. Compute closed form solution , where  is any 

positive parameter 
4. For each word j, label each speech samples  ( 1  as 

sign( ) 

The closed form solution  of un-normalized hypergraph Laplacian based semi-
supervised learning algorithm will be derived clearly and completely in Regulariza-
tion Framework section. 

3 Regularization Frameworks 

In this section, we will develop the regularization framework for the normalized graph 
Laplacian based semi-supervised learning iterative version. First, let’s consider the 
error function  12 ,  

In this error function ,  and  belong to . Please note that c is the total 

number of words, ∑ , and  is the positive regularization parameter. 

Hence    

Here  stands for the sum of the square loss between the estimated label matrix 
and the initial label matrix and the smoothness constraint.  

Hence we can rewrite  as follows 

 

Our objective is to minimize this error function. In the other words, we solve  0 
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This will lead to  0 
                                              

                                                   

                                              

Let . Hence the solution  of the above equations is 1  

Also, please note that  is not the symmetric matrix, thus we cannot 
develop the regularization framework for the random walk graph Laplacian based 
semi-supervised learning iterative version.   

Next, we will develop the regularization framework for the un-normalized graph 
Laplacian based semi-supervised learning algorithms. First, let’s consider the error 
function  12 ,  

In this error function ,  and  belong to . Please note that c is the total 
number of words and  is the positive regularization parameter. Hence 

   

Here  stands for the sum of the square loss between the estimated label matrix 
and the initial label matrix and the smoothness constraint.  

Hence we can rewrite  as follows 

 

Please note that un-normalized Laplacian matrix of the network is . 
Our objective is to minimize this error function. In the other words, we solve  0 

This will lead to  0 
                                                 

Hence the solution  of the above equations is 
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4 Experiments and Results 

In this paper, the set of 4,500 speech samples recorded of 50 different words (90 
speech samples per word) are used for training. Then another set of 500 speech  
samples of these words are used for testing the sensitivity measure. This dataset is 
available from the IC Design lab at Faculty of Electricals-Electronics Engineering, 
University of Technology, Ho Chi Minh City. After being extracted from the conven-
tional MFCC feature extraction method, the column sum of the MFCC feature matrix 
of the speech sample will be computed. The result of the column sum which is the 

 column vector will be used as the feature vector of the three graph Laplacian 
based semi-supervised learning algorithms. 

There are three ways to construct the similarity graph from these feature vectors: 

a. The ε-neighborhood graph: Connect all speech samples 
whose pairwise distances are smaller than ε. 

b. k-nearest neighbor graph: Speech sample i is connected 
with speech sample j if speech sample i is among the k-
nearest neighbor of speech sample j or speech sample j is 
among the k-nearest neighbor of speech sample i.     

c. The fully connected graph: All speech samples are con-
nected. 

In this paper, the similarity function is the Gaussian similarity function : , , : , exp :, , :,
, 

where : ,  is the feature vector of speech sample i.  
In this paper, t is set to 10  and the 5-nearest neighbor graph is used to construct 

the similarity graph from this dataset.   
In this section, we experiment with the above three methods in terms of sensitivity 

measure. All experiments were implemented in Matlab 6.5 on virtual machine. The 
sensitivity measure Q is given as follows     

True Positive (TP), True Negative (TN), False Positive (FP), and False Negative 
(FN) are defined in the following table 1 

Table 1. Definitions of TP, TN, FP, and FN 

  Predicted Label 
  Positive Negative 
Known Label Positive True Positive 

(TP) 
False Negative 

(FN) 
Negative False Positive 

(FP) 
True Negative 

(TN) 
 



272 H. Trang and L.H. Tran 

In these experiments, parameter  is set to 0.85 and 1. For this dataset, the ta-
ble 2 shows the sensitivity measures of the three methods and HMM method (i.e. the 
current state of the art method of speech recognition application) applying to network 
for 50 words. 

Table 2. Comparisons of symmetric normalized, random walk, and un-normalized graph 
Laplacian based methods and HMM method 

Sensitivity Measure (%) 
Normalized Random Walk Un-normalized HMM (8 

states, 4 mixtures) 
97.60% 97.60% 97.60% 89% 

 
The following figure 1 shows the sensitivity measures of the conventional HMM 

method and the three graph Laplacian based semi-supervised learning methods: 
 

 

Fig. 1. Sensitivity measures of the three graph based semi-supervised learning methods and 
conventional HMM method 

From the above table 2 and figure 1, we recognized that the symmetric normalized 
and un-normalized graph Laplacian based semi-supervised learning methods slightly 
perform better than the random walk graph Laplacian based semi-supervised learning 
method. Moreover, these three graph Laplacian based semi-supervised learning methods 
outperform the current state of the art HMM method in speech recognition problem since 
the graph based semi-supervised learning methods utilize the “relationship” among all 
speech samples in the datasets (i.e. the kernel’s definition) to build the predictive model. 

5 Conclusions 

The detailed iterative algorithms and regularization frameworks for the three normal-
ized, random walk, and un-normalized graph Laplacian based semi-supervised learn-
ing methods applying to the speech recognition problem have been developed. These 
three methods are successfully applied to this problem (i.e. classification problem). 
Moreover, the comparison of the sensitivity performance measures for these three 
methods and the current state of the art HMM method has been done.  
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Moreover, these three methods can not only be used in classification problem but also 
in ranking problem. Given a set of genes (i.e. the queries) involved in a specific disease 
(for e.g. leukemia), these three methods can also be used to find more genes involved in 
the same disease by ranking genes in gene co-expression network (derived from gene 
expression data) or the protein-protein interaction network or the integrated network of 
them. The genes with the highest rank then will be selected and then checked by biologist 
experts to see if the extended genes in fact are involved in the same disease. These prob-
lems are also called biomarker discovery in cancer classification. 

Finally, to the best of our knowledge, the normalized, random walk, and un-
normalized hypergraph Laplacian based semi-supervised learning methods have not 
been applied to the speech recognition problem. These methods applied to the speech 
recognition problem are worth investigated since [10] have shown that these 
hypergraph Laplacian based semi-supervised learning methods outperform the graph 
Laplacian based semi-supervised learning methods in text-categorization and letter 
recognition tasks. 
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level key program, Research for application and development of information technology and 
communications, code KC.01.23/11-15. 
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Abstract. Relational Databases (DB) with linguistic data based on hedge 
algebras (HA) were introduced, following this approach, data manipulation 
(include linguistic data) is simpler and more efficient, practical than the other 
one. On this basis, in this paper, we will present the update operations on 
relational databases with linguistic data based on HA. Update operations are 
built by mean of semantically quantifying mapping (SQM) and similarity 
relation of depth k, where k is the length of a linguistic value that belongs to the 
values domain of an attribute. 

Keywords: Hedge algebras · Relational databases with linguistic data · 
Semantically quantifying mapping · Similarity relation of depth k · Clear key · 
Mixture key · Fuzzy key 

1 Introduction 

Updating and querying are major issues in databases. Continuing success in building 
theory database models following approaches such as: fuzzy set theory, possibility 
theory, extended possibility theory ... data updating problem has been studied.  
However, the results of these studies have not been reached practical requirements. In 
the fuzzy relational database model with linguistic attributes based on HA, universe U 
of its attributes is a set that includes two type of subsets, the first subset type contains 
classical attributes and the second subset contains attributes that are considered as 
linguistic variables. Linguistic and real values are adopted by linguistic variables. 

In HA we have notions: semantically quantifying mapping, smallest neighboring 
of depth k and similarity interval of depth k. By these notions, we can unify data type 
of real and linguistic value to manipulate with fuzzy data becoming easy. This is 
facility that enables us to build update operations on relation databases with linguistic 
data.  

The paper is organized as follows: in section 2, some basic concepts about HA 
will be introduced. Section 3 deals with relation databases with linguistic data based 
on HA. In section 4 update operations, the major problem in this paper, will be 
studied. Some conclusions will be given in Section 5. 
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2 Some Basic Concepts 

Definition 2.1 [1] 

Let AX = (X, G, C, H, ≤) be a linear  complete hedge algebras  (ComLin-HA), a 
mapping fm: X → [0, 1] is called a fuzziness  measure  (abbreviated fm) of  terms  
belong to X if: 

1. fm(c-) + fm(c+) = 1 and )()( ufmhufmHh = ∈ , with ∀ u ∈ X, in this case 

fm called complete. 
2. With the constants 0, W and 1:  fm (0) = fm (W) = fm (1) = 0; 

3. With ∀ x, y ∈ X, ∀ h ∈ H, 
)(

)(

)(

)(

yfm

hyfm

xfm

hxfm = , this ratio does not depend 

any fm(x), fm(y). and it is the  fuzziness measure of hedge h, denoted by  μ(h). 

Clause 2.1 [1]  

For each fuzziness measure on X fm, the following statements are true: 

1. fm(hx) = μ(h)fm(x), with ∀ x ∈ X; 
2. fm(c-) + fm(c+) = 1; 

3. )()(0, cfmchfm iipiq = ≠≤≤− , c ∈ {c-, c+}; 

4. )()(0, xfmxhfm iipiq = ≠≤≤− ; 

5. αμ = −≤≤− )(1 iiq h  và βμ = −≤≤− )(1 iiq h , α, β>0 and α + β = 1. 

Definition 2.2 [1] 

A sign function: X → {-1, 0, 1} is  a mapping  which is defined  recursively  as   
follows: with h, h’ ∈ H and  c ∈ {c-, c+} then 

1. Sign(c-) = -1, Sign(c+) = +1, 
2. Sign(hc) = - Sign(c)  if  h  is  negative w.r.t c, where as Sign(hc) = + Sign(c); 
3. Sign(h’hx) = - Sign(hx), if  h’hx ≠ hx and h’  is negative w.r.t h; Sign(h’hx) = + 

Sign(hx) if if  h’hx ≠ hx and h’  is positive w.r.t h 
Sign (h'hx) = + Sign (hx), if h'hx ≠ hx and h' is negative w.r.t h; 
4. Sign (h'hx) = 0 if h'hx = hx. 

Definition 2.3 [1] 

Let AX = (X, G, C, He, , Φ, ≤) be a ComLin-HA 
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A mapping ϕ: X → [0, 1] is called semantically quantifying mapping  
(abbreviated as SQM) of AX,  the  following affirms are  true: 

1. ϕ is mapped 1-1 from X on [0, 1] and  maintain  order  on  the X. With ∀ x, y ∈ 
X, x < y  ϕ(x) < ϕ(y) and ϕ(0) = 0, ϕ(1) = 1, với 0, 1 ∈ c; 

2. ∀ x ∈ X, ϕ(Φx) = infimum ϕ(H(x)) and ϕ(x) = supremum ϕ(H(x)). 

Definition 2.4 [1, 3- 4] 

fm is the  fuzziness  measure  on X. a mapping  ϕ: X → [0, 1],  induced  by  fm on X,  
is  defined  as  follows: 

1. ϕ(W) = θ = fm(c-), ϕ(c-) = θ - αfm(c-) = βfm(c-), ϕ(c+) = θ + αfm(c+); 

2. ϕ(hjx) = ϕ(x) + Sign(hjx){ )()()()( xhfmxhxhfm jji
j
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3 Relational Database with Linguistic Data Based on Hedge 
Algebra 

3.1 The Basic Ideas for Building the Databases with Linguistic Data Based on 
Hedge Algebras 

Authors in [1, 3-4] have built a relational database model with language data based on 
HA as follows: 

Relational database schema with linguistic data DB = {U, R1, R2, ..., Rm, Const}, 
U = {A1, ... An} is  attribute universe; Ri are  relational schemas; Const is a set of  data 
constraint on DB. Each Ri may contain two attribute groups, first group is normal 
attributes (classical attributes),  the remaining groups is  linguistic  attributes. 

Each linguistic attribute can be viewed as a linguistic variable that its value 
domain  are linguistic values constitutes an HA mixed with set of real values. If Ai is 
a linguistic attribute then its value domain is D(Ai) = LDom (Ai) ∪ DAi, in which,  
LDom (Ai) is a set of  linguistic values  and  the  DAi  is a set of  real values.  

In addition, according to [4] the value domain of linguistic attribute can also 
receive value types such as interval values, undefined values, missing values, 
uncertain values, unknown values. These values can be transformed to unify with 
linguistic data in one data type. In this paper, we do not deal with these data types 
mentioned above. 
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Linguistic and real data type can be unified by mean of semantically quantifying 
mapping and  similar relation of depth k. Based on this, a linguistic value x belong to 
linguistic values domain of a linguistic  attribute,  can be expressed through two 
semantic components: 

- The first one is a semantic value which belong to the real domain DA,  it is just 
the value of   υ(x) (υ is a semantically quantifying mapping). 

- The second one is a finite set of fuzziness-intervals-based neighborhoods. 

Along with the concept of similar interval of depth k, Sk, we can build equal and 
matching operation of depth k to compare not only between two linguistic values also 
between linguistic value and real value. 

Similar relation of depth k based on equivalence classes, Sk, composed from D(A) 
permitting us to build matching operation on the databases. With x, y in D(A), we call 
“x similar to y at depth k or x =ky” if smallest neighborhoods of them located into 
same equivalence class of depth k. 

We can construct equivalence classes, Sk, as follows: 

Denote: k* is  a positive  integer  that is  maximum  length  of  each  value  in 
D(A). 

|x| ≤ k* is the length of linguistic values x, put j = | x |, Tk(x) is fuzziness interval 
of depth k that contain x by mean of mapping ϕ. 

Xk is the set of linguistic values of length k,  U  is  the  universe  of  attributes  
belong  to  the database. 

a.  If  k = j: Omin, k(x) = Tk + 1(h-1x) ∪ Tk + 1(h1x); 
b.  If 1≤ k < j: Omin, k(x) = Tj(x); 
c.  if  j + 1 ≤ k ≤ k*: Omin, k(x) = Tk + 1(hlx) ∪ Tk + 1(hl’x), with l, l’ ∈ {-q, p}.  
Put H1 is subset  of  strong hedges , H2  is subset  of  weak hedges, H1 = {hi, h-j | 1≤ 

i ≤ [p/2], 1 ≤ j ≤ [q/2]}, H2 = {hi, h-j | [p/2] ≤ i ≤ p, [q/2] ≤ j ≤ q}. 
Put  Ik+1(Hn) = {Tk+1(hiy) | y ∈ Xk, hi ∈ Hn}, with n = 1, 2. Two intervals Tk+1(x) 

and Tk+1(y) in Ik+1(Hn) are called interconnected exist intervals belong to Ik+1(Hn) 
consecutive ranging from Tk+1(x) to Tk+1(y). This relationship will compose Ik+1(Hn) 
into interconnected components. 

Denote C be the set of similarity intervals of depth k of linguistic value x, C is 
defined as follows: 

With Ik+1(H1) = {Tk+1(hiy)| y ∈ Xk, hi∈ H1}, C = {Tk+1(hiy) | hi ∈ H1} 
With Ik+1(H1) = {Tk+1(hiy)| y ∈ Xk, hi∈ H2}, Suppose that Xk = {xs | s = 0, …, m-

1} of m elements are arranged in  the sequence so that xi ≤ xj if and only if i ≤ j. 

Denote  H −
2 = H2 ∩ H- and H +

2  = H2 ∩ H+. Clusters generated from fuzziness 

intervals Ik+1(H2) has the following three categories:  

a. Cluster on the left x0: {Tk+1(hix0) | hi ∈ H +
2 }. 

b. Cluster on the right xm-1: {Tk+1(hixm-1) | hi ∈ H +
2 }. 

c. Clusters  in  between xs  and  xs+1 with s = 0, ..., m-2.;  depends  on  Sgn(hpxs) 
and   Sgn(hpxs+1): 



278 L.N. Hung et al. 

C = {Tk+1(hixs), Tk+1(h’jxs+1) | hi ∈ H +
2 , h’j ∈ H −

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1; 

C = {Tk+1(hixs), Tk+1(h’jxs+1) | hi ∈ H +
2 , h’j ∈ H +

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1; 

C = {Tk+1(hixs), Tk+1(h’jxs+1) | hi ∈ H −
2 , h’j ∈ H −

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1; 

C = {Tk+1(hixs), Tk+1(h’jxs+1) | hi ∈ H −
2 , h’j ∈ H +

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1. 
Set the all clusters C  is  denoted ©. 

Definition 3.1 [5]  

Each C ∈ ©, similarity interval of depth k that correspond to C is:  

Sk(C) = ∪ {Tk+1 | Tk+1 ∈ C} 

Clause 3.1 [5]  

Let AX be a ComLin-HA of the attribute A, H+ and H- have at least two element, the 
fuzziness quantifying parameters are determined following the definition 2.4. We 
have: 

a. For each k,  {Sk(u) | u ∈ X ∪ C} are  uniquely  identified  and  it's  a partition of 
interval  [0, 1] 

b. For each x, u ∈ X ∪ C, if   ϕ(x) ∈ Sk(u) then  Omin, k(x) ⊆ Sk(u) 

Definition 3.2 [1]  

Let AX be a ComLin-HA  and fm is the fuzziness measurer. Suppose that ϕA is SQM on 
AX with each k that 1 ≤ k ≤ k*, Sk is similarity relationship of depth k on DA. Then, with 
two arbitrary tuples  t, s on U, t[A] and s[A] on the value domain has been called the 
equal level  k, denoted by t[A] = fm, k s[A] or t[A] = k s[A], if  there exists a  equivalence 
class  Sk (u)  of   Sk   so that Omin, k(t[A]) ⊆ Sk(u) and Omin, k(s[A]) ⊆ Sk(u). 

To be able to compare two values in the value domain of linguistic attribute as 
well as compare the value of two tuples on a set of attributes we have the following 
two definitions: 

Definition 3.3 [1] 

Suppose that t and s are two tuples  in the U. We write t[Ai] = ϕ, ks[Ai] and they are 
called equal in depth k, if the following conditions are true: 

1. If t[Ai], s[Ai] ∈ DA i
then t[Ai] = s[Ai]; 

2. If  only  one  of the two tuples  t[Ai] or s [Ai] is the linguistic data, assume that t 
[Ai]  then  s[Ai] ∈ Sk(t[Ai]); 
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Definition 3.4 [1] 

Assume t, s the same as in definition 3.2,  then  

1. We write t[Ai] < ϕ, ks[Ai], if  Sk(t[Ai]) < Sk(s[Ai]); 
2. We write t[Ai] > ϕ, ks[Ai], if  Sk(t[Ai]) > Sk(s[Ai]) ; 
3. We write t[Ai] ≤ϕ, ks[Ai], if   t[Ai] = ϕ, ks[Ai] or Sk(t[Ai]) < Sk(s[Ai]) and t[Ai]≥ϕ, 

ks[Ai], if t[Ai] = ϕ, ks[Ai] or Sk(t[Ai]) > Sk(s[Ai]). 

Thus,  a relational database with linguistic data, will be built with above  ideas , 
they  allow us to deploy this type of databases by following reasons: 

- The way to build models of a relational database with linguistic data based on 
hedge algebras  very simple, but the ability to capture, as well as the performed 
actions with linguistic information  is effective; 

- Data in the  linguistic  attributes of  the database has been unified into one data 
type that  should be very favorable for manipulation; 

- Linguistic data in real applications usually only the maximum length is 3 and the 
number of these linguistic  values are commonly used  is not greater, therefore  it's  
not too complex to build a series of elements of a Linguistic attribute; 

- It is not difficult to construct a sequence of  similarity intervals of depth k (Sk) to 
the linguistic values, based on a sequence of this intervals that manipulation with data 
become simple. 

3.2 Fuzzy Functional Dependencies (FFD) 

Authors in [3] presented general issues and complete information about FFD, we 
recall some of the concepts, definitions important about FFD: 

Let A is a linguistic attribute of the relational database with linguistic data,  it will 
be combined with a set of similarity relationships kA, this relationship is to define a 
concept of the fuzziness uncertain equal in level kA and the denoted  =k(A), 0 ≤ kA ≤ kA, 
kA  is the maximum length of terms over A. 

K : U → N  (N is the set of positive integers) is a function of parts, it is defined on 
the set  X ⊆ U  and assigned to each linguistic attribute A is a positive integer K(A) 
satisfies conditions kA ≥ K(A) = kA > 0. 

As so K = {kA : A ∈ X}; if  exists K = {kA: A ∈ X} and exists K’ = {k’A: A ∈ X  
and write KX ≥ K’X if  KA ≥ K’A for all  A ∈ X. 

With X ⊆ U, we say that two tuples  of t, s on U are equal with the similarity level 
K, and write t[X] = Ks[X], if we have t[A] = K(A)s[A], for all A ∈ X. 

Definition 3.3 [3] 

With DB is a relational database with linguistic data and R(U) is a relational  schema 
of DB. With any expression f = X →KY format  called  a  level K fuzziness 
dependencies  K (K-FFD), X, Y ⊆ R  and K  is  a  similarity   level  to  the  previous  
definition  XY = X ∪ Y,  and its  semantics  are interpreted as follows:  
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a relation any  r(R), f is called satisfies r  if 
(∀ t, s ∈ r) (t[X] =Ks[X])  t[Y] =Ks[Y]) 
In this case we also say that the relationship r satisfied X →KY  or X →KY be  true  

on r. 
Offers by [3] we have axiomatic system for case fuzziness function depends  as  

following: 

K1(Reflexivity):  if Y ⊆ X then  X  →KY 
K2(Subsumption): if  X  →KY then  X  →K*Y, with every  K* on XY so that  K*X 

≥ KX and K*Y ≤ KY. 
K3(Augmentation):   if  X  →KY then XZ  →K V K*(Z) YZ, with all Z ⊆ U and with 

all K*on Z so that K*Y ∩ Z ≤ KY ∩ Z, where XZ = X ∪ Z. and YZ = Y ∪ Z.   
K4 (TransitivIty): if X  →KY, Y  →K*Z then X  →K V K* Z, with K*Y ≤ KY with X 

⊆ U and t, s are two tuples  in U, we write  t[X] ≤K s[X], if  with any ∀A ∈ X we 

always have  t[A] ≤K A
 s[A].   

Definition 3.4 [10] 

Let R(U) be a relational shema, relation r on R. X, Y ⊆ U are two set of attributes. We 
can say r satisfy monotonically increasing fuzzy  function dependencies X determine 
Y at depth k, abbreviated X+ →KY in r, if we have: ∀ t, s ∈ r, t[X]≤K s[X]  t[Y] ≤K 
s[X]. 

Definition 3.5 [10] 

Let R(U) be a relational shema, relation r on R. X, Y ⊆ U are two set of attributes. We 
can say r satisfy monotonically decreasing fuzzy  function dependencies X determine 
Y at depth k, abbreviated X+ →KY in r, if we have: ∀ t, s ∈ r, t[X] ≤K s[X]  t[Y] ≥K 
s[X]. 

Definition 3.6 

Let R(U) is a relational schema, F be FFD on U, K are called key of R(U) if and only 
if the two following conditions  are simultaneously satisfied:  

1. K →KU 
2. Do not exists  K’ ⊂ K so that  K’ →KU. 

4 Update Operations  

If we resolve the problem of updating on fuzzy databases successfully, we can build 
significant factual applications.  Fuzzy databases with other approaches such as similar 
relation, possibility theory, extended possibility theory, … show many  limits in 
capturing, presenting and storing fuzzy data (see [5], [7]). So, the ability to deploy 
applications of these model are low because of this reason. With HA, we have concept 
of semantically quantifying mapping, smallest neighboring of depth k and similarity 
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interval of depth k. We can use these concepts to build matching operation, based on 
this operation, we will build updating operations on databases with linguistic. 

As stated above, a relational databases with  linguistic  data includes two attribute 
groups, the first group are the classical attributes, the second group are linguistic 
attributes as linguistic variables. 

In fact, the value of linguistic data in linguistic attributes do not usually have 
greater than 3 of length,  for instance, we consider a linguistic  attribute to store 
information describing the new or old status  of a product. The values of this attribute 
can be “very new”, “very very new “ ... or “old”, “very old”, “very very old”. The 
values like “very very very very new” … that is not factual. Thus, we suppose that 
linguistic attribute values that has the length is always less than or equal to 3. 

We distinguish three types of relational schema with linguistic data, including: 
relational schema with linguistic data has clear key  (the key includes only classical 
attributes), mixture key  (the key includes classical attributes and linguistic  attributes) 
and fuzzy key  (the key only includes linguistic attributes). 

As we known, the update operations that include insert, modify and delete 
operations. Now, we’ll study these operations on databases with linguistic data. 

Let  R (U, F) is a relational schema, in which, U is the universe of attributes, F = F 
= F1 ∪ F2. With F1 is the set of  FFD  by definition 3.3,  F2 is the set of  monotonically 
increasing (decreasing)  fuzzy  function dependencies  by  the definitions 3.4 and 3.5. 
Let U = A1… An, U = U1 ∪ U2, U1 = A1… Am are classical attributes and U2 = Am+1… 
An  are the linguistic  attributes. 

4.1 Insert Operation 

Insert operation  is understood  as  executed  by  adding  tuple t into a relation  r(R). 
Tuple t  will be inserted into  r, if  t  satisfies  the data constraint on r, concretely, t  
must  satisfy  the  FFD  in  F. These FFD in F are divided into two groups, first group, 
F1 and second group, F2, as mentioned above.  

Tuple t will  be inserted into  r(R) if  t can be passed two checks: check t if 
satisfies  F1 and check if t satisfies F2 ? and another problem of  insert operation to 
consider: tuple t as mentioned above, before it is inserted  into r(R), first,  we needs to 
check t satisfies  F1? For each s ∈ r(R), this check is actually check to see t and s have 
the same key at depth k or not. Thus, when we check to see whether there's the same 
key between t and s,  if we do not specify clearly which  of k that is matching, we will 
have to make even a lot of operations to insert t in the database. This case will 
become very complicated when r(R) has the large of tuples. So, it's necessary to 
specify what is the depth of k clearly. With the things that we discussed above, insert 
operation can be done as follows: 

Insertion can be divided into three cases corresponding to three types of relational 
schema: 

- In the first case: insertion in the relation scheme that has the clear key 
- In  the second case: insertion in the  relation scheme has the  mixture key  
- In the third case: insertion in the  relation scheme has The  fuzzy key   
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4.1.1    Insert Operation in the Relational Schema that Has the Clear Key 

Check Data Constraint  with  F1 

This check is tested to verify that tuple t be duplicated  the key with any tuple in r or 
not. It is done the same as in the classical relational schema. If the tuple t satisfied key 
constraint  then it will continue to be tested with data dependencies F2 with depth k, 
otherwise tuple t will not be inserted  into r (R). 

Check Data Constraint  with  F2 

If F2 exist, we will use them to check if the tuple t satisfy the condition in definition 
3.4 or 3.5, if tuple t satisfy these conditions then t will be inserted  into r. 

4.1.2    Insert Operation in the Relational Schema that Has the Mixed Key    
The examination of data constraint in this case more complicated than the first case.  
The key of relational schema in this case  = group of  classical attributes (X) ∪ group 
of  fuzzy attributes  (Y). 

Check  Data Constraint with  F1 

For each s ∈ r if s(key) = t(key) ⇔ s(X) = t(X) (1)  and  s(Y)  =K  t(Y) (2). 
The examination (1) is simple because of the comparison between two real values. 

Suppose (1) is correct, the  remaining  problem  is to check (2). 
To be able to check (2) we must perform the following steps: 

- Build similarity intervals of depth kAi  of the values ∈ Dom (Ai) with Ai ∈ Y; 

- If with ∀Ai ∈ Y that t[Ai] ∈ Sk Ai
(s[Ai]) then testing (2) is correct,  that mean 

tuple t will do not be inserted onto   r (R) (because the same key),  in contrast, tuple  t  
will be  checked  with  the group  of  F2  (if available). 

Check  Data Constraint with F2  

This check is done the same as the first case. 
To facilitate tracking of data values in a relation with mixtures key or fuzzy key, 

each relation need to be supplemented attribute of depth k that contains the set of 

values of  matching of depth kAi . Each value corresponds to a tuple in relation 
database to indicate the participating of this tuple in relation databases following the 
certain matching  of depth k. 

For example, we have the following relation: 
 

K A B 
3, 2 a1 b2 
2, 2 a2 b2 

 
In the above relation, we can see the first tuple, t1<a1, b2> is inserted into relation 

by  matching of depth k = {3, 2}. 
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4.1.3    Insert Operation in the Relational Schema that Has the Fuzzy Key  

Check Data Constraint  with F1 

Verifying duplicate key in this case is the same as case 2, because the relational 
schema’s key do not include classical attributes. 

Check with F2 Data Constraint with F2 

 It's  implemented as  two  above cases. 

4.2 The Delete Operation 

Executing this operation is accompanied by the delete condition to identify the tuples 
should be deleted, keep in mind if this condition is not accompanied by any 
conditions then all of the tuples in the relation will be deleted. Delete condition is 
actually a classical query, fuzzy query or both of all; With a fuzzy query, based on 
HA, we can  convert to a classical query of depth k. We can distinguish three case of 
delete conditions: 

Case 1:  
The delete condition do not include linguistic  attributes  (classical query). We can 
handle this case same as in classical databases. 

Case 2:  
The delete condition that has includes linguistic attributes (include both fuzzy query 
and classical query)  

This case, the delete condition has the form: ∀ t ∈ r, t (delete condition) = true ⇔ 

(t[X1] ∂ value1) θ (t[X2] ∂ value2) … θ (t[Xu] ∂ valueu) θ t[Y1] ∂k 1
fvalue1) θ (t[Y2] ∂k

2
fvalue2)…θ(t[Yv] ∂k v

fvaluev)  is  true; in which Xi ∈ U1 (i=1…u), Yj ∈ U2 (j = 1 … 

v); θ is the AND or OR operations; ∂ is one equation =, ≤, ≥, ≠, > and <.  
The tuple t satisfies two condition groups simultaneously, the first ones, tuple t 

must be satisfied on set of Xi ∈ U1 (i=1…u), the second  ones, tuple t must be 
satisfied on set of Yj ∈U2 (j = 1 … v).  

The  first  condition   group  was  processed  same as the classical databases, 
second condition group we will use  methods (*) below to process. 

 (1). Build  list  Vi  of  level  kYi  similarity  intervals,  SkYi  in  Dom (Yi)  with  Yi 
∈ U2 

 (2). For each t ∈ r: 

- Calculate similarity  intervals  Sk
iY
(t[Yi]); 

- Calculate Omin, k i
(fvaluei), fvaluei is a linguistic values; 

- Verify  whether value  of logical expression t[Y1] ∂k 1
fvalue1) θ (t[Y2] ∂k 2

fvalue2)…θ(t[Yv] ∂k v
fvaluev) is true or not? 



284 L.N. Hung et al. 

4.3 The Modify Operation  

Modify operation to be made through the processing of the two conditions, first 
condition is used to determine tuples which be modified with matching of depth k in  
r  (denoted X, X ⊆ r, assume X has m elements), the second condition is the condition 

that ∀ t ∈ X after modified data be satisfied. 
So, the modify operation in nature is to delete tuples that it satisfies the condition 

1 (in X) and insert new tuples that it satisfies the condition 2 into r. We will study two 
methods for handling this condition. 

Processing Conditions 1 

Condition 1 of  modify  operation is the same as  delete condition, so we can apply 
again the way of condition processing of the delete operation above. 

Processing Conditions 2 

The result after condition 1 processed is understood as extracting X  from r, further work 
can be described as follows: extract tuple ti (i = 1, …, m)   form X  and  edit  the  values 
on  some  attributes of the ti so that  it  satisfies conditions 2 and finally insert  ti into r. 

The problem is that how do we  modify the value of some attributes of  ti? we  
would classify the attributes of ti that its  values be modified  into two groups: 

The first group: comprises the classical attributes group 
 The modifying  the value of this group is the same as in the  classic.   
The second group: consists of linguistic attributes 
Modifying the value of this group is not simple, it's  usually  classified into the 

following cases: 

Case 1 
A real value will be modified to another real value equal to a linguistic value of depth k. 

For example: in a employee salary management database, we have the  request: 
"Look for employees with relatively rather young age and their contributions at same 
level to raise their salary up to quite high ". 

Suppose that with matching operation of depth k = 2, an employee’s salary level  
at 2.0  belong to rather low level, now, we need to modify this salary level become to 
linguistic value at rather high. This  modify operation  is called  modifying a real 
value become to another real value other that it is similarity of depth k with a 
linguistic value. 

In general, we will process this case as follows: 
real c value is converted to real b value, that it is similarity of depth k with x 

linguistic values. 
if a’ = ϕ(x) , b is  similarity  to  with x  of depth k ( ∀ k ≤ k*). Thus, in this case 

the c value will be changed to  a’ =  ϕ(x). 

Case 2 
A linguistic value will be replaced by a purely linguistic values, such as  "rather good"  
replaced by "good" 
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To proceed this case, a linguistic value x will be modified to become a linguistic 
value y, easily, we replace string represented x  by  string represented y. 

Case 3 
Linguistic values x will be modified to a linguistic values y, with condition: y = x ∂ z, 
∂  is a  operation of arithmetic and z is a numeric value. 

This case occurs when  the condition 2 (increasing or decreasing value) that 
require the values of a specific attribute of tuples to satisfy the condition. Some 
linguistic values of attributes (remained values) will also have to change its value to 
the corresponding to the numeric value. 

For example, suppose that we have the condition 2 on an attribute A of a database 
as follows: 

"Increase values (for tuples that satisfy the first condition) of attribute A up to 
15%" (#). How can we solve this query if the values of A do not include linguistic 
values but also include real values ? We cannot perform this operation  y = x ∂ z 
because x and y are linguistic values.  

To solve this problem, we propose approximate solution for this case as follows: 
We will modify the "core" of linguistic values x, ϕ(x) become to fvalue so that  

fvalue = ϕ(x) ∂ z. Next, we will review a series of similar intervals at level k for any k 
≤ k* of values of attribute domain which we are considering to determine what 
similarity intervals of depth k fvalue belong to, if fvalue ∈ Sk(x’) then x will be 
modified become to y. 

4.4 Some Examples about Databases with Linguistic Values 

Example 1 

Let’s consider relational shema R1(SffCode, Fullname, Recowork, Reward) store 
information about bonus for staffs in a company. Sffcode: Staff code; Reworkco: 
review work completion. 

 

 
Recowork and Reward are two linguistic attributes with agreement  

Dom(Recowork) = [0, 10] (review work completion get values from 0 to 10 points) 
with generated elements of {Poor, Good }, H-= {Rather, Possible }, H + = {More, 
Very} the Dom (Reward) = [0, 500] (Reward get the values from 0 to 500 million) are 

r(R1)  

SffCode Fullname Recowork Reward 

A001 Nguyen Van Phu More Good More High 
A002 Truong Phi Qua Poor Rather Low 
A003 Huynh Phu Hao 8.5 More High 
A004 Bang Quan Very Good 300 
A005 Banh Tien Len 2 More Low 
A006 Bui The Gian Very very good  Very High 
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linguistic variables with generated elements of {Low, High}, H-  = {Rather, Possible}, 
H+ = {More, Very} 

For attribute Recowork: Put fm(Poor) = 0.35 fm(Good) = 0.65; μ(Possible) = 
0:15, μ(Rather) = 0.25 μ(More) = 0.2, μ(Very) = 0.4. 

For  attribute Reward:    Put fm(Low) = 0:55, fm(High) = 0:45; μ(Possible) = 
0:15, μ(Rather) = 0.25  μ(More) = 0.2, μ(Very) =  0.4. 

On R we identify set F of  FFD as follows: 
[ StffCode]→K[Funame], two attributes StffCode and Funame are classical one, so 

FFD fuzzy return the common dependencies: 
[SffCode] → [Funame]           (1); 
[StffCode] →K[Recowork]      (2); 
[StffCode] →K[Reword]          (3); 
These FFD  are valid  with  k > 0. 
StffCode is the key of R1 
With every attributes belong to  R3, suppose k* = 3. 

Example 2 

R2 (Antiqes, Techpater, Seprice) store  information  about  the stock character  of 
antique  shops. Antiqes:  Antiques Name; Techpater: Technical Parameter;  Seprice: 
Sale Price.  
 

r (R2)  
Depth 
of K 

Antiqes Techpater Seprice 

2, 2 Bowl Rather Good More High  
1, 2 Bowl Good Low 
3, 2 Plate Very Good High 
3, 2 Big jar Possible Good  Rather High 
3, 2 Vase Rather Poor Rather High 
3, 3 Cup  Very Poor Rather High 
3, 2 Big jar 4.5 Very Low 
 
Attribute Techpater is a linguistic variable with  Dom(Techpater) = [0, 10] and 

two generated elements  of  {Good, Poor} 
H -  = {Rather, Possible},  H+ = {more very}.  Put fm (Poor) = 0.45, fm(Good) = 

0.55; μ(Possible) = 0.15, μ(Rather) = 0.25,  μ(more) = 0.2, μ(very) = 0.4. 
- Attribute SaPrice is a  linguistic variable with  Dom(SaPrice) = [500, 100000] 

(from 500 USD to 100000 USD)  
With two generated elements  of {Low , High}. H - = {Rather, Possible } , H + = 

{More,Very}. Put  fm(Low) = 0.4,  fm (High) = 0.6, μ(Possible) = 0.15, μ(Rather) = 
0.25,  μ(More) = 0.2,  μ(Very) = 0.4. 

Review set F of FFD  on  R2 include: 
[Antiqes] [Techpater]→KSaPrice (5); 
The Key  on R2  be [Antiqes] [Techpater];  
With every attributes in  R3 . Suppose  k* = 3  
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Example 3 

R3(Brd, Impri , Stus, Sapri) of a database about sale the old and new garments. Brd: 
Brand; Impri: Import price; Stus: Status, Sapri: Sale Price.  
 

r(R3) 

Depth of 
K 

Brd Impri Stus Sapri 

2, 2, 2 Good 7000 Rather Old  Rather High 
1, 1, 1 Rather Poor Very Low Old 17000 

 
- Attribute Brd is a linguistic variable with Dom (Brd) = [0, 10] and two generated 

elements of {Good, Poor}, H- = {Rather, Possible}, H+  = {More, Very}.  
Put fm (Poor) = 0.45, fm (Good) = 0.55; μ(Possible) = 0.15,  μ(Rather) = 0.25,  

μ(More) = 0.2,  μ(Very) = 0.4. 
- Attribute Impri is a linguistic variable Dom (Impri) = [5000, 150000] (from 

150000 VND to 5000 VND). With two generated elements  of {Low , High}, H-  = 
{Rather, Possible} , H+ = {More, Very}.  

Put fm (Low) = 0.4, fm (High) = 0.6;  μ(Possible) = 0.15,  μ(Rather) = 0.25,  
μ(More) = 0.2, μVery) = 0.4. 

- Attribute Stus  is a linguistic variable with Dom (Tinhtrang) = [0, 10] and two 
generated elements {Old, New},  

H-  = {Rather, Possible}, H +  =  {More, Very}.  
Put fm (Old) = 0.4, fm (New) = 0.6; μ(Possible) = 0.15,   μ(Rather) = 0.25,  

μ(More) = 0.2,  μ(Very) = 0.4. 
- Attribute Sapri  is a linguistic  variable Dom (Sapri) = [10000, 500000] (from 

10000 VND to 500000 VND). With two generated elements of {Low, High}, H-  = 
{Rather, Possible}  H+  = {More,Very}.  

 Put fm(Low) = 0.4, fm (High) = 0.6; μ(Possible) = 015,  μ(Rather) = 0.25,  
μ(More) = 0.2,  μ(Very) = 0.4. 

Review: 
F is  a set of  FFD  on  R3  include: 
[Brd] [Impri] [Stus] →K[Sapri] (6). 
The Key of R3  is  [Brd] [Impri] [Stus]. 
With every attributes in R3,  suppose k* = 3 
Next, we will present the update on three schemas R1, R2, R3. schemes are 

distinguished by their nature of key. The key of R1 only include  clear attributes, the 
key of  R2  include  mixed attributes (clear and fuzzy); the key of  R3  only include  
fuzzy attributes. 

Insert Operation 

Suppose we have the following requirements: 

 Inserting  tuple   t = <"A008", "Phuong Nam Ngang", "Poor", "Rather Low"> 
on relations r (R1); 
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 Inserting tuple  p = <"Vase", 5.0, "Rather high"> on relations r (R2) with 
matching level between p and the tuples  in relation is KTechpater,Sapri = {1, 1}; 

 Inserting tuple  q = <"Rather Good", 150000, " Rather Old", "230000"> with 
level matching between p and tuples of the relationship is KImpri, Stus  = {1, 1}. 

With the Request  
This case a tuple  is inserted  into  the relational schema with its key only include 
classical attributes. Tuple t is inserted into r(R1)  if t satisfy the  FFDs: 

 t satisfied FFDs: (1), (2), (3) and also satisfied monotonically increasing FFD (4). 
Conclusion: t is inserted r(R1)  
r(R1) after tuple t is inserted as follows: 
 

 
With the Request  
This is insert operation on  relational schema that its key contains mixed between 
fuzzy attribute and classical ones. 

Check p satisfies  for FFD (5)? 
For each s ∈ r(R2), we need to check p and s having same value ? that mean p and 

s simultaneously satisfy FFD (5)? 
Case  p[Antiqes] =  s[Antiqes], we need to check   p [Techpater] =1 s[Techpater]? 
If  p[Antiqes] ≠ s[Antiqes], we conclude p and s  satisfy with (5). 
If ∃ s ∈ r so that key(p) =k key(s), we will conclude p does not satisfy (5) and 

obviously p can not be inserted on r(R2). 
Concretely, with the p as above, p[Antiqes] = "Big jar", this value is different 

from all value in attribute Antiqes of  tuples  in r(R2) except  tuple 4 (s4) and  tuple 7 
(S7). So, we just check  if  p[Techpater] =1 s4 [Techpater]  then  p[Saprice] =1 s4 

[Saprice] ? (~)  
 And if p [Techpater] =1 s7[Techpater] then p[Saprice] =1 s7 [Saprice]? (~ ~). 
 Consider (~): With the matching of depth  k = 1, S1( possible good) = T1(possible  

good) = ((ϕ(Fine) + α.fm(Fine)) - fm (Possible good), ϕ(Fine) + α.fm(Fine))] = (0:45 

SffC
ode 

Fullname Recowork Reward 

A001 Nguyen Van Phu More Good More High 

A002 Truong Phi Qua Poor Rather Low 

A003 Huynh Phu Hao 8.5 More High 

A004 Bang Quan Very Good 300 

A005 Banh Tien Len 2 More Low 

A006 Bui The Gian Very very good  Very High 

A008 Phuong Nam Ngang Good Rather Low 



 Updating Relational Databases with Linguistic Data Based on Hedge Algebras 289 

+ 0.4 * 0:55 to 0:15 * 0:55, 0:45 + 0:55 * 0.4] = (0:45, 0.67],  it mean interval  (4.5, 
6.7] on the  reference value domain. S4 [Techpater] = 5.0 ∈ S1[Possible good)  so  
p[Techpater] =1 s4[Techpater]. Now we consider  p[Sapri] =1 s4[Sapri]?  

 p[Sapri] = "high" = s4[Sapri]  so (~) is correct,  mean  p correct with the s4, so p 
will not be inserted on r(R2) and we do not need to consider (~ ~). 

Conclusion: The tuple  p  is not inserted  into  relations r(R2) at matching  of depth 
KTechpater, Sapri = {1, 1}. Relations r(R2) remain status. 

With the Request  
This  is case that relational schema has only fuzzy key. 

Check for each s ∈ r(R3) if s and q satisfy (6)? 
With first tuple (s1): we have s1[Impri] ≠ q[Impri], so the value of  key are 

different on  s1 and q, that mean they satisfies (6) 
With  second tuple (s2): We have S1(very low) = [0 +5, fm (very low) * (150000 -

5000) +5] = [5000, 0.4 * 0.4 * 145000 +5000] = [5000, 28200], to replace q [Impri] = 
150000 ∉ S1(very low), so  q[Impri] ≠1s1[Impri], from this, we have value of  key on 
s2 and q are  different, that mean they satisfy (6). 

Conclusion: q will be inserted into r(R3) and r(R3) after  insert tuple q as follows:  

 
Level K Brd Impri Stus Sapri 
2, 2, 2 Good 7000 Rather Old Rather High 
1, 1, 1 Rather Poor Very Low Old 17000 
1, 1, 1 Rather Good 150000 Old 23000 

Delete Operation 

Suppose that we have the following requirements: 
- "Delete from r(R1) tuples which have "poor" Brd and the depth of k at kRecowork 

=1 (when we apply delete condition" ; 
Deletion condition includes linguistic attribute which can be formulated as 

t[Recowork]=1"Poor". We have: S1(Poor) = (1.4, 2.6] and easily see that on relation 
r(R1) tuple 2 (s2) and tuple 5 (s5) will be deleted,  because  s2[Recowork] and 
s5[Recowork]  belong to S1(Poor). 

Relation  r(R1) after delete: 
 

SffCode Fullname Recowork Reward 

A001 Nguyen Van Phu More Good More High 

A003 Huynh Phu Hao 8.5 More High 

A004 Bang Quan Very Good 300 

A006 Bui The Gian Very very good  Very High 
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Modify Operation 

Suppose we have the following requirements: 
- " With relations r(R1) find all persons who have “very good” recowork, then 

modified their Reward level become "High" (the matching operation of depth k=2)  
(5) 

Consider the Requirements (5) 
Condition 1: All tuples t satisfying this condition, they must have t [Recowork] 
=2"Very Good". we have S3(Very Good) = ((1 - fm (Very Good) + fm (Rather Very 
Good), 1-fm (Very Very Good)] * 10 = (8.1, 9.0]; we have tuples 3 and 4 of  r(R1) 
will be modified values. 

Condition 2: With tuple 3 (s3), value of attribute Reward satisfied. With tuple 4th 
(s4),  we have s4[Reward] = 300 ∉ S2(More High). We have ϕ(More High) = 1 - fm 
(Very High) - bfm(More High) = 0.71, so, ϕ(300) will be replaced by ϕj(More High), 
corresponding to the value of reference domain  is 0.71 * 500 = 355. 

Relation r(R1)  after  modified  as required (5): 
 

5 Conclusion  

In this paper, we present updating operations on relational databases model with 
linguistic data based on hedge algebra, included the operations insert, delete and 
modify. Insert operation is proposed for the three relational schema types, including 
relational schema with clear key, with fuzzy key and key including clear attributes 
and fuzzy one; delete operation is done entirely due the delete condition is determined 
based on the idea converting a fuzzy  query become to a clear query with  the similar 
level k; modify operation to be carried out through the delete and insert operation.  

With hedge algebras we have some concepts: SQM mapping, fuzziness-intervals-
based neighborhoods of a point, k-equality  "=k " which enable us to build updating 
operations on relational databases based on hedge algebras more conveniently than on 
the other one. 

 

SffCode Fullname Recowork Reward 

A001 Nguyen Van Phu More Good More High 

A002 Truong Phi Qua Poor Rather Low 

A003 Huynh Phu Hao 8.5 More High 

A004 Bang Quan Very Good 355 

A005 Banh Tien Len 2 More Low 

A006 Bui The Gian Very very good  Very High 
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Abstract. Databases (DB) based on fuzzy set (FST), possibility (PT) and ex-
tended possibility theory (EPT)…which have many problems that need to be 
discussed in capturing, representing, storing and manipulating with fuzzy data 
because these approaches have difficulty implementing. Fuzzy relational data-
bases based on hedge algebras (HA) have approach naturally. So, we will not 
worry about representing, storing and manipulating fuzzy data. In this paper we 
will investigate fuzzy relational database based on hedge algebras to clarify 
three primacies of which: easy to present, update and query data. 

1 Introduction 

About twenty years ago, prof. Nguyen Cat Ho discovered that linguistic variable do-
main have computing structure and after that built Hedge Algebras (HA) successfully 
(see [1]). HA is a new approach to implement more effective on some “hot” fields 
now such that fuzzy control, fuzzy reason, collect fuzzy knowledge and fuzzy  
databases… 

DB is a field that has been applied in fact widely and deeply and so scientists are 
very interested in it. Many cases in fact, human have to store and handle fuzzy infor-
mation. For this reason, fuzzy databases are user’s urgent requirement beside classical 
databases. As mentioned above, the scientists have developed many approaches to 
fuzzy databases because they desire to implement fuzzy application as soon as possi-
ble. In that approaches, EPT emerged as the best approach, however, it has not 
reached the desired results yet. Concretely, in EPT, data values of fuzzy attribute 
domain are possibility distributes and must associate with resemblance relations. This 
idea in theory seems to be optimal, but when we deploy this model that will encounter 
obstacles. Regardless  of aspect of the "rather hard" in capturing the semantics of 
fuzzy data, just focus on the fuzzy data representation, we’ll see, what will we do with 
a database consists of many attributes and (or) tuples? The answer is that we have to 
build the resemblance relation table that has a lot of columns and rows (up to hundred 
or thousand …). It is very bulky and not factual. 

Fuzzy databases based on hedge algebras having better capturing, presenting, stor-
ing and manipulating method than the others because hedge algebras capture fuzzy 
data naturally and it is flexible enough to represent the inherent natural meaning of 
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fuzzy data. Furthermore, HA is a rich math structure enough to build the tools for 
manipulating with fuzzy data effectively. 

The rest of this paper will be organized as follows: Section 2 will represent the ba-
sis concepts of HA, Section 3 will represents the fuzzy database model based on HA, 
Section 4, Section 5 and Section 6 respectively will present the advantages of the 
approach based on HA in three aspects, representing, querying and updating data, 
section 7 is the conclusion of the article. 

2 Some Definitions in HA 

Definition 2.1 [1] 

The Hedge Algebra is denoted by AX = (X, G, H, ≤), where X is a value domain of 
a linguistic variable. 

- G is the set of generators and constants, G = (0, c-, w, c+, 1), where 0, w, 1 are 
constants expressing the smallest element, the largest element and the neutral element 
in X; c- and c+ are the negative generator and positive generator. 

- H is the set of hedges that is considered as the unary operations acting on each 
term in X, H = H-∪ H+. H+ = {h1,..., hp} and H- = {h-1, ..., h-q}, p, q >1 are the set of 
positive hedges  and set of negative hedges respectively. They are ordered as follows 
h1<...< hpvà h-1< ...< h-q. 

(≤) relation is induced from semantic relations on X. We call each linguistic value 
x of X is a term in  the hedge algebra. If the set X and H is the linear ordering, then 
AX = (X, G, H, ≤) called linear hedge algebra. 

Example 2.1 

Let’s consider linguistic variable "speed", this linguistic variable can receive the lin-
guistic values that are terms such as fast, slow, very slow, rather fast, very fast, rather 
slow ... and they constitute values domain of speed variable. 

In here, with the order relation induced from the natural semantics as follows: very 
slow < rather slow < slow < rather fast < fast < very fast.  Thus, we have the HA: G= 
{0, c- = slow, w, c+ = fast, 1}; H = {h- = possible, h+ = very}. 

Fast, slow, very slow, rather fast, very fast, rather slow are terms in X. 

Definition 2.2 [2] 

AX = (X, G, C, H, ≤) is a HA. 
A mapping fm: X → [0, 1] is called a fuzziness measure (abbreviated fm) of the 

terms in X if: 

1. fm(c-) + fm(c+) = 1 and )()( ufmhufmHh = ∈ , with ∀ u ∈ X; in this case, 

fm  is called complete. 
2. With constants 0, W and 1 we have  fm(0) = fm(W) = fm(1) = 0; 
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3. With ∀ x, y ∈ X, ∀h ∈ H, 
)(

)(

)(

)(

yfm

hyfm

xfm

hxfm = , this ratio does not depend on 

fm (x), fm(y). It is fuzzy measure of h and denoted by μ(h). 

Clause 2.2 [2] 

Each fuzziness measure fm on X, the following assertions are true: 

1. fm(hx) = μ(h)fm(x), với ∀ x ∈ X; 
2. fm(c-) + fm(c+) = 1; 

3. )()(0, cfmchfm iipiq = ≠≤≤− , c∈{c-,c+}; 

4. )()(0, xfmxhfm iipiq = ≠≤≤− ; 

5. αμ = −≤≤− )(1 iiq h and βμ = −≤≤− )(1 iiq h ,α,β > 0 and α+β=1. 

Definition 2.3 [2] 

A Sign function: X → {-1, 0, 1} is a mapping defined recursively as follows: for h, h 
'∈ H and c ∈ {c-, c +}: 

1. Sign(c-) = -1, Sign(c+) = +1; 
2. Sign (hc) = - Sign (c), if h is negative for c, in contrast to Sign (hc) = + Sign (c); 
3. Sign (h'hx) = - Sign (hx), if h'hx ≠ hx and h' is negative for h;Sign (h'hx) = + 

Sign (hx), if h'hx ≠ hx and h' is positive for h; 
4. Sign (h'hx) = 0 if h'hx = hx. 

Definition 2.4 [2] 

AX = (X, G, C, He, Φ, ≤) is a HA( complete linear hedge algebra).  
A mapping υ: X → [0, 1] is called semantic quantitative mapping  (abbreviated 

SQM) of AX, the following assertions are true: 

1. υ is the 1 - 1 mapping from X on [0, 1] and maintain order on X. With ∀ x, y ∈ 
X, x <y υ(x) <υ (y) and υ (0) = 0, υ (1) = 1, with 0, 1 ∈ c; 

2. ∀ x ∈ X, υ (Φ x) = infimum υ (H (x)) and υ ( x) = supremum υ (H (x)). 

Definition 2.5 [2, 4, 5] 

With fm is a fuzziness measure on X,  A mapping υ: X  →  [0, 1] induced by fm on X 
that is defined as follows: 

1. υ(W) = θ = fm(c-), υ(c-) = θ - αfm(c-) = βfm(c-), υ(c+) = θ + αfm(c+); 
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2.υ(hjx) = υ(x) + Sign(hjx){ )()()()( xhfmxhxhfm jji
j

jSigni ω− = }; with j ∈ 

{j: -q ≤ j ≤ p and j ≠ 0}(*) and ω(hjx) = )])(()(1[
2

1 αβ −+ xhhSignxhSign jpj ∈ 

{α, β};1+Sgn(hjx) j−Sign( j)1−Sgn(hj x) j−Sign( j); 
3. υ(Φc-) = 0, υ(c-) = θ = υ(Φc+), υ(c+) = 1,  ∀ j like (*), 

υ(Φhjx) = υ(x) + Sign(hjx){ )()(2

)(1
)(

)( xfmhi

xhSgn
jSignj

jSigni

j

μ
+

−

= }  

υ(hjx) = υ(x) + Sign(hjx){ )()(2

)(1
)(

)( xfmhi

xhSgn
jSignj

jSigni

j

μ
−

−

= } 

3 Fuzzy Relational Databases Approach Based on Hedge 
Algebra 

Under this approach, a relational database schema with fuzzy data is a set DB = {U, 
R1, R2, ..., Rm, Const}, here, U = A1, ... An is the universe of properties; Ri is a rela-
tional schema; Const is a set of data constraints on the DB. 

Each Ri can include two attribute groups, the first group contains the common at-
tributes (classical attributes), the second group contain the fuzzy attributes. Each 
fuzzy attribute can be viewed as a linguistic variable and value domain of which con-
tains linguistic values (they constitute a hedge algebra) and real values. If Ai is the 
fuzzy attribute then the value domain of it is D(Ai) = FDom (Ai) ∪ DAi  in which 
FDom (Ai) is a set of linguistic values, DAi  is the set of normal real values. 

FDom (Ai) can receive fuzzy data in common types as follows: 

Type 1: fuzzy linguistic data (a very young age) 
Type 2: data of interval (the age of a man in (20, 30)) 
Type 3: undefined data (do not know a student that has a phone number or not?) 
Type 4: missing data (my boss will pay me salary but do not know exactly the 

figure of salary)  
Type 5: data is a limited set of certain values (ages is in{31, 33, 35}) 
Type 6: "do not know" (unknown) data (they have been married but do not know 

if they have children or not) 

To perform comparative operations among fuzzy terms, we have to establish a 
method of converting semantic representation of linguistic values to the correspond-
ing values over the field of real numbers. 

First, we will study the method of representing fuzzy data of type 1, this method 
will be the basis for representing other type of fuzzy data. 

Suppose that attribute A is associated with a ComLin-HA AX = (X, G, C, He, Φ, 
≤) and FDom(A) is a finite subset of X. Set d = k (A), is the maximum length of the 
terms in FDom (A).With fm is the fuzziness measure given of AX. So set of  
Jk, k = 1, ..., d, and SQM υ  induced from fm can be determined. 

Based on the structure of ComLin-HAS, all x ∈ linguistic data FDom (A) can be 
expressed through two semantic components: 
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(1) a semantic value from the domain of DA; 
(2) a finite set of neighbors based on fuzzy intervals. 

The first semantic component is determined easily since it is just the value υA(x). 
To determine the second semantic component more difficult, suppose that x is 

presented as follows: x = km-1 ... k1c, c ∈ G, which means that it has m length. Second 
semantic component of x is a semantic neighbor systems denoted Neigd

fm(x), here  d = 
k(A) ≥ m and fm is a  fuzziness measure that was given. For each k, 1 ≤ k ≤ d, neigh-
bor of x in Neigd

fm(x) will be determined based on the adjacent k-intervals and  is 
called the k-level neighbor.  

To define this concept, we need some concepts as follows: 
Denote H1 = {hi, h-j ∈ H: 1 ≤ i ≤ [p/2] & 1 ≤ j ≤ [q/2]} includes “weak” hedges 

and H2 = {hi, h-j ∈ H: [p/2]  < i ≤ p & [q/2] < j ≤ q} includes “strong” hedges and 
INTk(Hn) = {ℑk(hiy) ∈ Jk: y ∈ Xk-1, hi ∈ Hn}, n = 1, 2. Obviously, INTk(H1) ∩ 
INTk(H2) = ∅ và INTk(H1) ∪ INTk(H2) = Jk is the set of all k-intervals.  

Two intervals ℑk(x) and ℑk(y) in INTk(Hn) are called the connected  if there is a 
string of consecutive k-level fuzziness intervals belong INTk(Hn) to interconnect ℑk(x) 
and ℑk(y). 

 In this case, ℑk(x) is called connected in INTk(Hn) with every points  in ℑk(y). 
Denote k* is a positive integer number that refer to the maximum length of every 

values on  D(A); |x| ≤ k* is the maximum length of linguistic values of x, put j = |x|; 
ℑ(x) is a interval of level k contain x through υ mapping; Xk is the set of linguistic 
values of k-length; U is a universe of attributes in the databases. 

a. If k = j: Omin, k (x) = ℑk + 1 (h-1x) ∪ℑk + 1 (h1x); 
b. If 1 ≤ k <j: Omin, k (x) = ℑj(x); 
c. If j + 1 ≤ j ≤ k *: Omin, k (x) = ℑk + 1 (GCP) ∪ℑk + 1 (hl'x), with l, l '∈ {-q, p}. 
Put H1 is the set of "weak hedges" and H2 is the set of "strong hedges". Concrete-

ly, H1 = {hi, hj | 1 ≤ i ≤ [p / 2], 1 ≤ j ≤ [q/2]}, H2 = {{hi, hj |[p/2] ≤ i ≤ p,[q/2] ≤ j ≤ q}. 
Put Ik +1 (Hn) = {ℑk +1 (hiy) | y ∈ xk, hi∈ Hn}, with n = 1, 2.  
Every two intervals  ℑk +1(x) and ℑk +1(y) in Ik +1(Hn) are called connected to each 

other if existing the Ik+1(Hn) interrupted intervals from ℑk+1(x) to ℑk+1(y). This relation 
decompose Ik +1 (Hn) to connected components. 

Denote  C is cluster of k-level similar intervals with linguistic values x, C will be 
determined as follows: with Ik+1(H1) = {ℑk+1(hiy)| y∈Xk, hi∈ H1} put C = {ℑk+1(hiy) | 
hi∈ H1}. 

With Ik +1(H1)={J k +1 (hiy) | y∈Xk , hi∈H2}, assuming  Xk = {xs | s = 0, ..., m-1} 
consist of m elements be arranged in a sequence so that xi < xj if i < j 

H −
2 = H2 ∩ H-and H +

2  = H2∩ H+. The clusters are generated of the fuzzi-

ness intervals of Ik +1(H2) with the following three types: 

a. Clusters on the left x0: put C:= {ℑk+1(hix0) | hi∈ H +
2 }. 

b. Clusters of the right xm-1: put C:= {ℑk+1(hixm-1) | hi∈ H +
2 }. 

c. Clusters in between xs and xs+1 with s = 0, ..., m-2 dependent on SGN (hpxs) and 
the Sgn (hpxs +1): 
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C = {ℑk+1(hixs), ℑk+1(h’jxs+1) | hi∈ H +
2 , h’j∈ H −

2 }, if Sgn(hpxs) = +1 and  

Sign(hpxs+1) = +1; 

C = {ℑk+1(hixs), ℑk+1(h’jxs+1) | hi∈ H +
2 , h’j ∈ H +

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1; 

C = {ℑk+1(hixs), ℑk+1(h’jxs+1) | hi∈ H −
2 , h’j∈ H −

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1; 

C = {ℑk+1(hixs), ℑk+1(h’jxs+1) | hi∈ H −
2 , h’j ∈ H +

2 }, if Sgn(hpxs) = +1 and 

Sign(hpxs+1) = +1. 
Set of  All cluster C is denoted ©. 

Definition 3.1 

Each C ∈©, we determine the interval at k-level corresponding to C as follows: 
Put Sk(C) = ∪ {ℑk +1 | ℑk +1∈ C};  
The interval representation of other fuzzy data types will be represented as fol-

lows:  
Type 2: Each interval value [a, b] is represented by a set contain [a, b]. we have 

θmin,k(x) ([a, b]) = {[a, b]} because [a, b] is not fuzzy data, with ∀ k ≤ k* and 
Neigd

fm(x) = {[a, b]}. 

Type 3: Each value will represent by the ∅ set, so θi,k(inapplicable) = {∅}, with 
∀ k ≤ k* and Neigd

fm(inapplicable) = {∅}. 
Type 4: Each value of this data type can receive any value in attribute domain. For 

this view, θmin,k(missing) = {[a, b] | a ∈ DA}, with ∀ k ≤ k* and Neigd
fm(missing) = {[a, 

b] | a ∈ DA}. 
Type 5: Each value of this data type can receive any value in P ⊆ DA but do not 

know exactly. Similar to type 4, θi,k(P) = {[a, b] | a ∈ P}, ∀k ≤ k* and Neigd
fm(P) = 

{[a, b] | a ∈ P}. 
Type 6: Each value of this data type can be considered as combination of data 

type 4 and data type 5. So, Neigd
fm(unknown) = {∅, [a, b] | a ∈ DA}. 

Clause 3.1 [2] 

For AX is a linear complete hedge algebra of attribute A, H+ and H-  have at least two 
hedges, the fuzziness  quantitative parameters defined by definition 2.4. We have: 

a. For each k, {Sk(u) | u ∈ X ∪ C} is determined uniquely and is a partition of  
[0, 1]  

b. For all x, u ∈ X ∪ C, if ϕ(x) ∈ Sk(u) then Omin, k(x) ⊆ Sk(u). 

Definition 3.2 [2]  

For linear complete HA, AX and the fuzziness measure, fm. Suppose that ϕA is a 
quantitative semantic function on AX and for each k, where 1<k<k*, Sk is k-level 
similar relation on DA. Meanwhile, with two tuples t and s on U, the two values t[A] 
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and s[A] on the value domain are called  k-level equal that denoted by t[A] = fm, k s[A] 
or t[A] = k s[A], if existing a equivalence class Sk(u) of Sk so that Omin, k(t[A]) ⊆ Sk(u) 
and Omin, k(s[A]) ⊆ Sk(u). 

Definition 3.3 [2] 

With t and s are two tuples on U. We write t[Ai] = υ, ks[Ai] (k-level equal) if the fol-
lowing conditions are true: 

1. If  t[Ai], s[Ai] ∈ DA i
then  t[Ai] = s[Ai]; 

2. If only one of two t[Ai] or s[Ai] is linguistic data, assume that t[Ai], then s[Ai] ∈ 
Sk(t[Ai]). 

To be able to compare the two values in the domain of a linguistic attribute as well 
as comparing the value of the two tuples on a set of attributes we have the following 
two definitions: 

Definition 3.4 [2] 

With two tuples t, s as in definition 3.2: 

1. if  Sk(t[Ai]) < Sk(s[Ai]) then t[Ai] <υ, ks[Ai] ; 
2. If  Sk(t[Ai]) > Sk(s[Ai]) then t[Ai] >υ, ks[Ai] ; 
3. t[Ai] = υ, ks[Ai] or  Sk(t[Ai]) < Sk(s[Ai]) then t[Ai] £u, ks[Ai]; 
if t[Ai] = υ, ks[Ai] or  Sk(t[Ai]) > Sk(s[Ai]) then t[Ai]≥υ, ks[Ai]. 

Example 3.1 

Let’s consider the schema in a fuzzy database of  garment shop, R1= {Itemcode, 
Brand, Importprice, Status, Saleprice }. 

We have Brand, Importprice, Status, Saleprice are fuzzy attributes, itemcode was 
common attribute. 

Table 1. The instance of R1 

Itemcode   Importprice Status              Saleprice 
A001 5 Rather old            Rather High 
Q001 Very low            Old   17 
A002 9 New High 
A003 8 Possible New               13 

4 Primacy in Presenting Fuzzy Data 

It can be said that data representation is a key factor that determine the meaning, fea-
sibility and value of a database model because data representation will facilitate or 
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block the construction of data manipulation operations and manipulation operations 
decide queries issue as well as update database. 

In [11] summarize five common approaches to represent fuzzy data as follows: 

Table 2. Summarize five common approaches to representing fuzzy data 

Approach 
Grade of 

membership 
Values of  
attributes 

Elements of 
domain 

Fuzzy relation *   

Similarity relation  *  

Possibility  * *  

Extended Possibility  * * * * * * 

Aggregation * * * *  

 
Note, the more * appearing, the more database model spreading. Thus, the data-

base model based on extended possibility emerges as a best model. 
The basic idea of the fuzzy relational database model based on extended possibil-

ity as follows: relation r on the relational schema Ri is a subset of the Π(D1) x Π(D2) 
x…Π(Dn), Π(Di) is the possibility distributions on the value domain Di of the attribute 

Ai. So every n tuple will have the form (πA 1
, πA 2

… πAn) with πAi∈Π(Di). Besides, 

each Ri is combined with a resemblance  
If a relation consist a lot of tuples (hundreds of, thousands or even tens of thou-

sands of tuples .... ), it's  clear which showed weaknesses of data representation prob-
lem under  this model because all  fuzzy values of  each attribute,  therefore it will be  
"wordy" and "downright frustrating" when to express a fuzzy value . For example, to 
express the age of the person belongs interval "from 30 to 40 years old" people can 
apply part of possibilities is {0.8/30, 0.7/31... 0.1/40}, Conspicuously,  if fuzzy value 
interval  is greater than the  its express chain will be longer and more complex. Addi-
tionally, with each relational schema included m attribute will have m tables of two-
dimensional (otherwise known as the two-dimensional matrix), each table used to 
represent close relationship between elements under range of values of a properties. 

  Such a data representation in scalability theoretical approaches (more general 
fuzzy set theory) complex which will lead to the complexity of data manipulation 
operations. 

Two matching basic operations with fuzzy data included semantics inclusion op-
erations and semantically equivalent operations that proposal [6] and some other doc-
uments shall be determined as follows: 

SIDα(πA, πB) =  
=

n

ji 1,

min (πB(ui), πA(uj)) / 
=

n

i 1

πB(ui) (#)  

and  
SEDα(πA, πB) = min(SIDα(πA, πB), SIDα(πB, πA)) (# #) 

ui, uj∈ U và ResU(ui, uj) ≥ α
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In that, SIDα(πA, πB), SEDα(πA, πB)respectively semantics inclusion measure and 
semantic equivalent measure of between the two  possibility distribute πA, πB; Res 
denote closely relationship 

Obviously, data representation in efficient leads to complex of operations for data 
matching. 

The representation of fuzzy data in fuzzy databases by hedge algebra approach 
very natural and simple but very true to the inherent nature of the fuzzy data exist in 
the real world. Fuzzy data representation in this way is called "correct name" and 
understand the "true nature" because it was "obtained directly" from spec database 
when the user's observation and quantification of fuzzy data, so it may says, has not 
where which fuzzy data representation yet more simple and more brief. 

 For example, when surveying the material world consideration in any context, the 
observed object are evaluated as "small" or "very small"...That assessment is essen-
tially fuzzy quantification is represented by fuzzy terms - the  fuzzy data  representa-
tion by  hedge algebra approach -  in the fuzzy database. 

Such  back to the above example to represents one's age ranged from 30 to 40, just 
use term " rather young" in that "rather"  be a hedge and "young" be a generate ele-
ment belong to a hedge algebra which is defined before.  

Like that represents fuzzy data of simple and it's also simple when manipulating 
fuzzy data. By semantics quantitative mapping v(x), terms x from its fuzzy represen-
tations will be moved into fuzzy interval - semantics neighboring of x,  it's as a topo-
logical included v(x) - semantics value x via mapped v(.) still ensures that the inherent 
semantics order. This allows us to build similar relationships level k between fuzzy 

terms, from which building operations “=k”, “≤k”, “≥k”, “≠k” to manipulate with 
fuzzy data easily available form and content like operations in relational database 
environment classics. 

5 Primacy in Data Queries 

The design goal of these databases is intended to serve for data query. Query data on 
the fuzzy relational database was difficult and almost  cannot be done for the queries 
not is built according the hedge algebra approach because  The design goal of these 
databases are intended to serve for data query. Query data on the fuzzy relational 
database was difficult and almost  cannot be done for the queries not is built accord-
ing the hedge algebra approach because it's very complex for manipulation of  match-
ing operations. 

We review follow scalability theoretical approach on the example 3.1. Relation R 
above will be transformed into the following table: 

 

Itemcode Importprice Status Saleprice 

A {0.3/2;0.7/3;0.5/4} {0.8/2;0.7/3;0.6/4} {1.0/5} 
Q {1.0/9} {0.3/5;0.7/6;0.8/7} {0.3/6;0.6/7;0.7/6} 
A {1.0/58} {0.4/5;0.7/6;0.5/7} {1.0/71} 
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Suppose now we need to make the query "find items priced high" (Query number 
2). 

To perform this query, we  performances  a fuzzy term "priced high"  as a possi-
bility distribution,  then indicates a threshold α which to the tuples satisfy the query 
conditions.  

Next we have to browse through the tuples in the relations and to compute the 
SED follow the Formula (#, #......) 

And in the computing process we have to reference the threshold at each table cor-
responds closely related......too so complex and not friendly! 

  At another query "Find items priced lower high" (Ex.1) with this query was al-
most impossible to accomplish because the comparison operations "less than" or 
"greater than" between two distribution capabilities are difficult to define.  

    On the contrary, for queries on the fuzzy relational database which follow the 
hedge algebra approach, things become much easier can confirm it meets most of 
fuzzy queries. Indeed, by the matching operations is constructed based on the "k level 
of close relations", a query in a fuzzy relational database follow the hedge algebra 
approach can be transformed into classic query (Theorem 3.2, 3.3 and 3.4). 

Now we consider the database given by following table: 

Example 5.1. The database as in Example 3.1 on Hedge algebra approach 
 

Itemcode Importprice          Status             Saleprice 

A Very low Old 5 
Q 9 New High 
A 58 Possible New 71 

 
The Importprice and Saleprice properties are linguistic variables with Dom 

(Importprice), Dom (Saleprice) defined on the same interval [1, 100] (from $ 1 to $ 
100). 

The Hedge Algebra corresponding is defined with the following parameters 
Elements generated: {low high | low <high}, negative hedges H-= {possible, rather 

| possible < Rather}, positive hedges H + = {more, very | more< very} 
 Put  fm(low) = 0.4, fm(High) = 0.6; μ(possible) = 0.15, μ(Rather) = 0.25, μ(more) 

= 0.2, μ(very) = 0.4. 
The status property is a linguistic variable with Dom (status) is defined of over in-

terval [0, 10]  
The Hedge Algebra corresponding is defined with the following parameters 
Elements generated: {Old, New | Old < New},  
Negative hedges H-= {Possible, Rather | possible < Rather}, positive hedges H + = 

{more, very | more< very} 
Put  fm(Old) = 0.4, fm(New) = 0.6; m(possible) = 0.15, m(Rather) = 0.25, 

m(more) = 0.2, m(very) = 0.4. 
With query (Ex.1), we will do the following: 
Suppose the query is done with the same rate k = 2; 
υsaleprice, r (high) = fm (low) + fm (high) * α = (0.4 + 0.6 * 0.4) * (100-1) = 63.36; 
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θ2,Importprice, r (high) = ℑr(Possible high) ∪ℑr(rather high) = ((fm (high) - μ (possi-
ble) fm (high)), (fm (high) + μ (more) fm (high)] = (0.6 - 0:15 * 0.6, 0.6 + 0.2 * 0.6] * 
(100-1) = (50.49, 71.28] 

see, t3 [Saleprice] = 71 ∈θ2, Saleprice, r (high)  and  thus the tuple second  t2, and tu-
ple 3rd, t3 satisfy the query conditions. 

With query (Ex. 2) was easily accomplished thanks to the results of the query 
above and theorems. The first tuple, t1, with t1 [Saleprice] = 5, θ2, Importprice, r (5) = [5, 
5] <θ2,Importprce , r (high) first tuple is inferred as a result of query 

Through this example, we see that the queries on the fuzzy relational database 
which is done base on hedge algebra approach with simple manipulation but with 
high efficiency. 

6 Primacy in Updating Data 

Fuzzy database model, only really practical applications when we solve radically the 
problem updated. It's "depending on the way the fuzzy data semantic is represented in 
databases and on which concepts of the comparison between the data of different 
types, including fuzzy data, can be defined" [18]. Fuzzy database model approach 
based on hedge algebra enables unified data type in fuzzy attributes by taking into 
concept of level k similar relationships. It's has made the data manipulation becomes 
simpler very much by the alternative approaches. The unified fuzzy data on each 
property makes for fuzzy data manipulation similar to the traditional data manipula-
tion. This advantage is the basis for we can build update operations. 

In order to show the advantages of the approach based on hedge algebra for the 
updating fuzzy database we again compare it with fuzzy database update problems 
follows scalability theoretical approach.  

In general, the update solutions approached based on scalability theory which the 
authors the article made, in our opinion, have not been resolved even on issue theoret-
ically. The following shows its weakness 

First, let’s insert  only  be  done  with prerequisite condition the key must to be 
certain  (the key include only certain properties), zoning  such  conditions, clearly  it's  
diminish  the  meaning  of  fuzzy  database. 

Second,  if to transfer the scheme becomes which has its normal  form  higher 
2NF then "insertion strategy"  will  "There's no meaning" because it has become  
insert operate  in the classic relational schema.  

Third, the delete  operations  done based on the query, but as analyzed above, que-
ries are made in this model  unfavorable, as  thus infer the delete operation not be 
smooth implementation . 

Fourth, repair operation done through two of operations insertion and deletion so 
it will not has been well implementation. 

The following examples show the superiority of the update data operations in the 
fuzzy database relational model which the approach based on hedge algebra. 
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Example 6.1 

Reconsider example 3.1. 
Itemcode Importprice Status Saleprice 

A Very low Old 5 
Q 9 New High 
A 58 Possible  new 71 

 
Pack all the tuples in the relations r [R1], respectively t1, t2 and t3. In the relation-

al schema exists  
FFDs R1: f = { Importprice, Status } →κSaleprice 
 
With the updated requirements: 
 
-To Add (insert)  tuple  of p = <A, 3.5, old, 7> in relations (CN1). 
-To Remove (deletion)  the tuples has saleprice  smaller  "rather high"  out of rela-

tionship (CN2). 
-To repair the value of saleprice  of  the tuples has  value at  importprice  from 

"very low"  to  "low" (CN3) 
 
With the request: CN1 
 
I need to check to see p satisfied f ? 
Since p [Importprice] = 3 ≠ (t2 [Importprice] and t3 [Importprice]), so we check if 

p [Importprice] =κt1 [very low]?.  
 We have υImporprice, r (low) = β * fm (low) = 0.6 * 0.4 * 10 = 2.4; θ2, r (low) = 

ℑr(Rather low) ∪ℑr(Possible low) = (υImportprice , r (low) - fm (Rather low), υImportprice, r 
(low) + fm (Possible low)] = ((2.4 - 0.2 * 0.4, 2.4 * 0.4 + 0:15]) * 10 = (1.6, 3]. 3.5 ∉ 
(1.6, 3]  

 So  p [Importprice ≠2 t1 [very low],  infer  p {Importprice, Status other level 2 
with t1} {Importprice , Status}, {Importprice  t2, and t3} Status {Importprice, Status} 

 
Conclusion: p satisfied FFDs f,   thus p is inserted into the above system. 
Result after inserted: 
 

Itemcode Importprice Status Saleprice 
A Very low Old 5 
Q 9 New High 
A 58 Possible  new 71 
A 3.5 Old 7 

With the request CN2 
 
The tuples are deleted, which will been satisfied with (Ex.2), that is, the first tuple 

in relation R will be deleted.  
Result after Deletion: 
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Itemcode Importprice Status Saleprice 
Q 9 New High 
A 58 Possible new 71 

 
With the request CN3 
 
The tuple satisfy the repair condition was the first tuple, t1 = <Very old, old, 5>, 

we have 2 q, r (low) = (1.6, 3].  t1 [Importprice] = 5, so it is changed becomes the 
value belong to (1.6, 3], and the value is proposed u GIANHAP, r (low) = 2.4. 

 
Result after Deletion: 

 
Itemcode Importprice Status Saleprice 

A Very low Old 2.4 
Q 9 New High 
A 58 Possible  new 71 

7 Conclusion 

It’s been several years, fuzzy databases with different approaches have tried to resolve 
the problems in capturing, representing and manipulating fuzzy detain order to ap-
proach practical applications, but results is seem to be hard to reach because theories 
is not tune to practice. 

HA was built to open new approach to fuzzy databases effectively. By natural way 
to capture the meaning of fuzzy data – linguistic term, we can say that HA is flexible 
and strong enough to represent fully fuzzy data meaning. 

Order to process linguistic terms, a linguistic value x can present by two semantic 
elements, first, semantic value of x through a sematic quantitative mapping υ, second, 
family of neighbors based on fuzzy intervals of x. From this base can build similar 
relation level k on the domain which was embedded in HA of fuzzy attribute This 
relation determine update operators which allow us to manipulate on fuzzy values 
effectively. This determines primacy of fuzzy databases based on HA considering 
aspects following as representing, querying, updating fuzzy data. This paper analyzed 
and evaluated to provide outlook onto primacy of fuzzy databases based on HA. 
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Abstract. Medical image quality greatly affects the diagnostic process.  Most 
of the tasks of increasing the quality of medical images are deblurring or de-
noising process. These tasks are the difficult problems in medical image 
processing because they must keep edge features. In the cases, the medical im-
ages that have blur combined with noise are a more difficult problem. In this 
paper, we proposed a method for reducing impurities in medical images based 
on curvelet domain. The proposed method uses curvelet coefficient combined 
with augmented lagrangian function to denoising combined with deblurring in 
medical images. For evaluating the results of the proposed method, we have 
compared the results with the other recent methods available in literature. 

Keywords: Deblurring · Denoising · Curvelet transform · Augmented lagrangian 
method · Medical image. 

1 Introduction 

In medical fields, image becomes a useful tool for specialists. For medical images, 
there are many types of medical images such as plain X-ray, computed tomography 
(CT), nuclear medicine imaging, ultrasound, magnetic resonance imaging (MRI), etc. 
Most of medical images have blur, noise or pair because of many reasons such as [4] 
machine specification, surroundings, etc. Noise in images always makes the undesira-
ble appearance, but the noise can cover and reduce or lose the visibility of certain 
features within the image. Increasing the quality of medical images becomes difficult 
problem for image processing.   

In the past, many methods are proposed to improve the quality of images: wavelet 
transform [1], discrete wavelet transform (DWT) [2, 3], … Although DWT is a po-
werful tool signal and image analysis but it has three serious disadvantages [4]: shift 
sensitivity, poor directionality and lack of phase information. Several methods have 
provided solutions for decreasing these disadvantaged such as: contourlet transform 
[5], nonsubsampled contourlet transform [6, 7], ridgelet transform [8, 9], curvelet 
transform [10, 11], etc. The results were significantly improved when using the above 
methods for denosing or deblurring.  

The curvelet transform, a new X-let transform multiscale transforms, is like the 
wavelet transform, but it has directional parameters, and contains elements with a 
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very high degree of directional specificity. The results of curvelet transform for de-
noising are good. In case that the medical images have noise combined with blur, the 
results of the above methods in some cases are not good. 

Stanley [12] proposed augmented lagrangian method for deblurring or denoising. 
This method has given the good results, special for deblurring or denoising, but in 
case of blur and noise pair, this is a difficult problem. To handle this problem, deblur-
ring process with blur and noise pair is applied. 

In this paper, we proposed a method for reducing impurities in medical images 
based on curvelet domain. The proposed method uses curvelet coefficient combined 
with augmented lagrangian function to denoising combined with deblurring in medi-
cal images. For evaluating the results of the proposed method, we have compared the 
results with the other recent methods available in literature such as DWT [2], curvelet 
transform [10] and augmented lagrangian [12]. For performance measure, we have 
used Peak Signal to Noise ratio (PSNR) and Mean Square Error (MSE) and it has 
shown that the present method yields far better results.  

The rest of the paper is organized as follows: in section 2, we described the basic 
of curvelet transform and augmented lagrangian functions; details of the proposed 
method are given in section 3; the results of the proposed method are presented in 
section 4 and our conclusions in section 5. 

2 Background 

2.1 Curvelet Transform 

As the above mentioned, DWT has three serious disadvantages [4]: shift sensitivity, 
poor directionality and lack of phase information. The curvelet transform has pro-
vided solutions for decreasing these disadvantages. 

Curvelets [10] are better than wavelet based transform in case of representing 
edges and other singularities along curves. Curvelets can be translated and dilated, 
similar to wavelet transform. At first decomposing the image into subbands, a curve-
let’s curve is displayed with width  length2

.  After decomposing, each scale is 
analyzed by a local ridgelet transform. 

Similar to ridgelets, curvelets occur at all scales, locations, and orientations. How-
ever, while ridgelets have global length and variable widths, curvelets in addition to a 
variable width have a variable length and so does a variable anisotropy. 

In wavelet transform, dyadic subbands are [2s, 2s+1]. But with discrete curvelet 
transform, the subbands have the nonstandard form [22s, 22s+2]. The basic process of 
the digital realization for curvelet transform is given as follows [10, 11]:  

(i) Subband Decomposition. The image is decomposed into subbands 

  

(ii) Smooth Partitionning. Each subband is smoothly windowed into “squares” of 
an appropriate scale (of sidelength ~2-s) 

 

≈

f

0 1 2( , , ,...)f P f f fΔ Δ

( )
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where is a collection of smooth window localized around dyadic squares: 

 

(iii) Renormalization. Each resulting square is renormalized to unit scale 

        

(iv) Ridgelet Analysis. Each square is analyzed via the discrete ridgelet transform. 
In this definition, the two dyadic subbands [22s, 22s+1] and [22s+1, 22s+2] are merged be-

fore applying the ridgelet transform. 

2.2 Augmented Lagrangian Method 

Stanley[12] proposed a algorithm which minimizes a total variation optimization 
problem for spatial-temporal data. This algorithm uses an augmented lagrangian me-
thod to solve the constrained problem. A linear shift invariant imaging system is 

modeled as [12]: , where f  is a vector denoting the unknown 

(potentially sharp) image of size M x N, g is a vector denoting the observed 

image, is a vector denoting the noise, and the matrix H is a 

linear transformation representing convolution operation.  
And the goal of image restoration is from the observed image g, algorithms will re-

cover f. Two problems are considered as: 

, which is known as the TV/L2 minimization 

and  
, which is known as the TV/L1 minimization. 

With equations, is a regularization parameter. The idea of the augmented la-

grangian method is to find a saddle point and the alternating direction method (ADM) 
can be used. 

3 The Proposed Method 

Medical images, which have blur combined with noise, are very difficult to increase 
the quality of medical image process. In this section, we propose a new approach for 
image deblurring, with blur combined with noise pair that based on curvelet Trans-
form combined with augmented lagrangian method. 

In the proposed method, we divide image processing with blur combined with 
noise pair into two processes: denoising and deblurring. The proposed method in-
cludes two processes. The proposed method can be summarized as follows: 

Qw

1 1 2 2[ / 2 , ( 1) / 2 ] [ / 2 , ( 1) / 2 ]s s s sQ k k k k= + × +

1( ) ( ),Q Q Q Sg T w f−= Δ SQ Q∈

g = Hf + η 1MN ×∈
1MN ×∈

1η MN×∈ MN MN×∈

2

f
minimize   -

2 TV
Hf g f

μ +

1f
minimize   -

TV
Hf g fμ +

μ
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Fig. 1. The process of proposed method 

Firstly, medical image denoising. The medical input images are the blur combined 
with noise images, we use curvelet transform for denoising the image, curvelet’s 
process is as follows [10]: 

1) apply the à trous algorithm with scales and set b1=bmin 
2) for j=1, …, j do 

a. partition the subband wj with a block size bj and apply the digital ridgelet 
transform to each block; 

b. if j modulo 2 = 1 then bj+1=2bj; 
c. else bj+1=bj 

The sidelength of the localizing windows is doubled at every other dyadic subband. 
After this step, the input images had become image denoising. 

Secondly, medical image deblurring. The blur combined with noise images have 
removed noise in curvelet domain in the above steps. However, the blur in images are 
not removed more. To remove the blur, we use augmented lagrangian for the output 
images, which output from the previous steps.  

In here, we use augmented lagrangian TV/L2 algorithm [12] to remove the blur. 

The problem that we solve in TV/L2 minimization is  

 The idea of augmented lagrangian [12] is to find a saddle point of L(f, u, y); then, 
they use the alternating direction method (ADM) to solve f-subproblem and u-
subproblem, with f-subproble and u-subproblem are considered as [12]: 

 

 

where is a regularization parameter, y is the Lagrange multiplier, u = Df. Algo-

rithm of TV/L2 can be summarized as follows [12]: 

(i) Input: vector denoting the observed image and convolution matrix. 
(ii) Input: regularization parameter, the isotropic total variation. 

(iii) Set parameter with value default for  = 2. 

(iv) Compute the matrices of the first-order forward finite difference operators 
along the horizontal, vertical and temporal directions. 

(v) With not coverge do: 

• Solve the f-subproblem. 
• Solve the u-subproblem. 

2
min   -

2 TVf
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• Update the Lagrange multiplier. 

• Update . 

• Check convergence, if false is continue. 

4 Experiments and Results 

In this section, we apply the procedure described in section 3 and achieving superior 
performance in our deblurring experiments as demonstrated in this section. For per-
formance evaluation, we compare the results of the proposed method based on the 
curvelet transform combined with Augmented Lagrangian (CT-AL) with the other 
methods such as Discrete Wavelet Transform (DWT), Curvelet Transform (CT) and 
Augmented Lagrangian method (AL).  

We test the above methods in a medical image dataset. This dataset includes differ-
ent images of the sizes: 256 x 256, 512 x 512. The types of blurs are used Gaussian 
and Motion combined with Gaussian or Speckle noises which were added to these 
medical images. Hard thresholding is applied to the coefficients after decomposition 
in curvelet domain. All of the above methods are done on the same images at similar 
scale. 

The quality of images is inproved by comparison with the value of Mean Square 
Error (MSE) and Peak Signal-to-Noise Ratio (PSNR). The MSE is defined as:  

 

where x is the image which has blur and noise; y is the image result and N x N is 
the size of the image. The PSNR is used as the measure of the quality of the recon-
struction of the image deblurring or denoising, defined as: 

 

where MAX1 is the maximum pixel value of the image. The proposed method  
compared with DWT, CT, and AL method by the MSE and PSNR values. The smaller 
the value of MSE is, the better it is. The higher the value of PSNR is, the better it is. 
The images dataset includes more than 1000 medical images. In here, we show some 
test cases. 

Figure 2 shows the deblurring of blur combined with noise image by Gaussian blur 
and Gaussian noise with our proposed method. Figure 3 shows the deblurring of blur 
combined with noise image by Gaussian blur and Speckle noise with our proposed 
method. 

From Figure 2 and Figure 3 we see that the result of the proposed method is better 
than the other methods. Figure 4 and Figure 5 show the plot of PSNR, MSE values of 
different image deblurring methods corrupted with Gaussian blur combined with 
Gaussian noise.  
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(a) (b) (c) (d) (e) 

Fig. 2. Blur and noise image with Gaussian blur with Gaussian noise and deblurred images 
by different methods.  
(a) Blur and noise image (PSNR = 21.6304 db). (b) Deblurred image by DWT (PSNR = 
28.7178 db). (c) Deblurred image by CT (PSNR =  29.5102 db). (d) Deblurred image by 
AL (PSNR = 21.8365 db). (e) Deblurred image by CT-AL (PSNR = 30.1838 db). 

 

(a) (b) (c) (d) (e) 

Fig. 3. Blur and noise image with Gaussian blur with Speckle noise and deblurred images by 
different methods.  
(a) Blur and noise image (PSNR = 23.3928 db). (b) Deblurred image by DWT (PSNR = 
24.8552 db). (c) Deblurred image by CT (PSNR = 25.6510 db). (d) Deblurred image by AL 
(PSNR = 23.9808 db). (e) Deblurred image by CT-AL (PSNR = 26.1718 db). 
 

 

Fig. 4. Plot of PSNR values of deblurred images corrupted with Gaussian blur combined with 
Gaussian noise using different methods 
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Fig. 5. Plot of MSE values of deblurred images corrupted with Gaussian blur and Gaussian 
noise using different methods 

Figure 6 and Figure 7 show the plot of PSNR, MSE values of different image deb-
lurring methods corrupted with Gaussian blur combined with Speckle noise. 

 

Fig. 6. Plot of PSNR values of deblurred images corrupted with Gaussian blur combined with 
Speckle noise using different methods 
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Fig. 7. Plot of MSE values of deblurred images corrupted with Gaussian blur combined with 
Speckle noise using different methods 

(a) (b) (c) (d) (e) 

Fig. 8. Blur and noise image with Motion blur corrupted with Gaussian noise and deblurred 
images by different methods.  

(a) Blur and noise image (PSNR = 17.7757 db). (b) Deblurred image by DWT (PSNR = 
20.0554 db). (c) Deblurred image by CT (PSNR = 20.2554 db). (d) Deblurred image by AL 
(PSNR = 16.9942 db). (e) Deblurred image by CT-AL (PSNR = 20.5285db). 

 

(a) (b) (c) (d) (e) 

Fig. 9. Blur and noise image with Motion blur corrupted with Speckle noise and deblurred 
images by different methods. 

(a) Blur and noise image (PSNR = 19.8879 db). (b) Deblurred image by DWT (PSNR = 
19.8937 db). (c) Deblurred image by CT (PSNR = 19.9248 db). (d) Deblurred image by AL 
(PSNR = 24.3089 db). (e) Deblurred image by CT-AL (PSNR = 24.7597 db). 
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Figure 8 shows the deblurring of blur combined with noise image by Motion blur 
and Gaussian noise with our proposed method. Figure 9 shows the deblurring of blur 
and noise image by Motion blur and Speckle noise with our proposed method. 

From Figure 8 and Figure 9 we see that the result of the proposed method is better 
than the other methods. Figure 10 and Figure 11 show the plot of PSNR, MSE values 
of different image deblurring methods corrupted with Motion blur and Gaussian 
noise.  

 

Fig. 10. Plot of PSNR values of deblurred images corrupted with Motion blur combined with 
Gaussian noise using different methods 

 

Fig. 11. Plot of MSE values of deblurred images corrupted with Motion blur combined with 
Gaussian noise using different methods 
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Fig. 12. Plot of PSNR values of deblurred images corrupted with Motion blur combined with 
Speckle noise using different methods 

 

Fig. 13. Plot of MSE values of deblurred images corrupted with Motion blur combined with 
Speckle noise using different methods 

Figure 12 and Figure 13 show the plot of PSNR, MSE values of different image 
deblurring methods corrupted with Motion blur and Speckle noise. 

In the above figures, it is well observed that the proposed method performs better 
than Discrete Wavelet Transform, Curvelet Transform and Augmented Lagrangian 
method. We show some results in appendix.  
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5 Conclusions 

In this paper, we propose deblurring for medical images in case that image has blur 
combined with noise. The proposed method is to divide into two processes: denoising 
and deblurring. In here, we use curvelet transform for denoising process; then, we 
apply augmented lagrangian method to remove blur into the result of image denois-
ing. We test this proposed method in medical images. The results are very good in 
pairs: Gaussian blur combined with Gaussian noise, Gaussian blur combined with 
Speckle noise, Motion blur combined with Gaussian noise, Motion blur combined 
with Speckle noise.  

From the results of the above section, we conclude that the proposed method works 
well and better than the other recent methods available in literature. With these re-
sults, we think the division of deblurring image pairs into two steps, and the attempt 
to improve the quality in every step will give the good results. 

Appendix 

Table A1. PSNR values (dB) of different denoised images using the image sizes with Gaussian 
blur combined with Gaussian noise 

Test 
Image 

Image 
Size 

Blur & 
Noisy  
Image 

DWT[2] 
Augmented 
Lagrangian 

[12] 

Curvelet 
Transform 

[10] 

Proposed 
Method 

1 

256 x 256 

22.9244 25.8099 23.7983 25.5685 26.5559 
2 22.2133 24.2929 22.9969 24.3754 25.3269 
3 21.0976 24.8965 21.6440 25.2272 26.1492 
4 19.4362 23.7983 19.9117 23.9008 25.0569 
5 18.2394 25.1596 18.1658 25.1750 25.6090 
6 16.9048 20.9809 17.3390 20.7117 21.6296 
7 17.5342 23.6197 17.7768 23.5211 24.5133 
8 17.0701 23.7615 17.2127 23.5877 24.3908 
9 19.9343 27.0370 20.0527 28.4109 28.8235 
10 20.0474 26.0461 20.2580 26.2711 27.2532 
11 

512 x 512 

29.1889 34.1455 30.3814 33.7877 35.4287 
12 24.5894 25.868 26.4690 25.5396 27.5126 
13 23.1588 24.3679 25.1043 24.0030 26.1835 
14 26.6912 32.1044 27.6333 31.6351 33.7255 
15 26.2812 32.2987 27.0246 31.8528 33.6101 
16 22.9881 24.8190 24.7584 24.4512 26.7523 
17 22.8137 24.9043 24.3170 24.5046 26.5185 
18 24.0391 28.3583 25.1259 27.9272 30.4065 
19 23.5482 29.3542 24.1043 29.0079 30.3145 
20 20.5393 29.0540 20.6704 29.2314 30.0370 
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Table A2. PSNR values (dB) of different denoised images using the image sizes with Gaussian 
blur combined with Speckle noise 

Test 
Image 

Image 
Size 

Blur & 
Noisy  
Image 

DWT 
[2] 

Augmented 
Lagrangian 

[12] 

Curvelet 
Transform 

[10] 

Proposed 
Method 

1 
256 x 256 

25.3317 26.2724 26.9356 25.9678 27.3101 
2 23.6729 23.8157 24.7394 24.5437 25.4935 
3 26.5841 26.5859 28.6510 26.5935 28.7674 
4 23.0049 23.2379 23.9696 24.0989 25.1103 
5 22.3268 24.3122 22.7326 25.5115 25.8778 
6 19.1728 20.1243 19.9501 20.9859 21.8423 
7 21.7705 22.4099 22.7529 24.5911 25.5676 
8 20.7059 21.9209 21.3406 24.7097 25.5628 
9 25.5202 25.6334 25.7726 25.8730 25.9703 

10 27.7495 28.0029 30.0571 28.6791 31.0672 
11 

512 x 512 

27.5376 28.2788 27.8823 29.6975 29.9848 
12 23.3779 24.9436 24.6555 25.3136 26.8313 
13 22.6507 22.8481 24.2205 23.1493 24.5772 
14 27.0762 27.5978 27.5625 28.5009 28.7954 
15 31.1310 31.4597 33.0762 32.0104 34.0305 
16 24.0044 24.1745 26.1215 24.3156 26.4488 
17 24.0804 24.2322 26.0170 24.4191 26.2889 
18 26.3336 26.7466 27.9941 27.0914 28.7282 
19 26.8237 27.1567 27.5356 27.8142 28.5943 
20 25.7610 26.0674 26.0722 26.9874 27.2278 

Table A3. PSNR values (dB) of different denoised images using the image sizes with Motion 
blur combined with Gaussian noise 

Test 
Image 

Image 
Size 

Blur & 
Noisy 
Image 

DWT 
[2] 

Augmented 
Lagrangian 

[12] 

Curvelet 
Transform 

[10] 

Proposed 
Method 

1 

256 x 256 

20.6283 24.5833 18.3993 24.5046 25.1109 
2 19.6985 21.8751 18.4899 22.0335 23.2947 
3 16.6634 20.1343 14.3206 20.7545 21.3162 
4 18.7020 21.3746 17.4078 21.4380 23.5657 
5 20.0156 24.5744 17.3834 24.5559 25.2453 
6 17.3715 18.8926 17.0862 18.8816 20.5954 
7 18.3267 19.8430 18.1566 19.8492 22.7888 
8 19.1747 20.6569 19.8055 20.6399 23.7520 
9 23.7832 27.1146 22.1617 27.1975 29.1118 

10 22.7712 24.2517 23.3973 24.2842 27.2143 
11 

512 x 512 

24.3067 28.8253 22.3026 28.7308 31.1969 
12 20.0452 21.5405 20.5063 21.5046 24.4124 
13 18.2509 19.2933 19.7132 19.2843 22.7128 
14 21.8895 25.3906 20.4410 25.3813 28.6708 
15 22.0630 26.7441 19.8375 26.7041 29.1133 
16 17.9709 19.4733 18.5724 19.4318 23.0173 
17 17.9843 19.5816 18.2576 19.5591 22.7241 
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Table A3. continued 

18 19.7384 22.9871 18.1821 22.9640 25.9907 
19 20.4899 24.5673 18.4405 24.5432 26.5373 
20 21.0241 26.4155 18.2516 26.4521 28.0329 

Table A4. PSNR values (dB) of different denoised images using the image sizes with Motion 
blur combined with Speckle noise 

Test 
Image 

Image 
Size 

Blur & 
Noisy 
Image 

DWT 
[2] 

Augmented 
Lagrangian 

[12] 

Curvelet 
Transform 

[10] 

Proposed 
Method 

1 

256 x 256 

23.2239 23.9372 24.6089 23.9313 25.5673 
2 21.0064 21.0957 22.2576 21.5293 23.1924 
3 21.7457 21.8367 23.0025 22.2514 24.1839 
4 19.2673 19.4222 20.8222 19.9200 22.0299 
5 17.8965 20.0387 16.1796 20.9946 21.9860 
6 13.1633 15.0743 10.8040 16.0336 16.5820 
7 12.5757 14.4820 10.8717 16.3005 17.3208 
8 16.0558 16.5649 18.7345 16.8521 21.2138 
9 24.7997 24.8311 27.6666 24.9057 28.0803 

10 20.5104 21.0270 20.3254 22.1575 23.3486 
11 

512 x 512 

25.3272 25.6067 26.4289 26.0485 28.0667 
12 19.5076 19.8676 22.7892 19.9695 24.0304 
13 17.6062 17.6547 22.0296 17.7410 22.2915 
14 23.1467 23.2775 25.7503 23.4773 26.6989 
15 23.8223 24.1072 24.8569 24.6375 26.1031 
16 17.5181 17.5862 22.1037 17.6776 22.5206 
17 17.7036 17.7615 22.0898 17.8653 22.4803 
18 21.1085 21.2521 24.0262 21.3906 24.7144 
19 22.2176 22.3451 24.3521 22.5821 25.2422 
20 23.0288 23.2136 22.5770 23.7427 23.7650 
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Abstract. In many fields, images become a tool that contains data such as med-
ical images. However, the image not only has blur or noise, but also has blur 
and noise pair. The aim of deblurring and denoising image is to remove blur 
and noise detail but this process helps keep edges features and its information. 
In this paper, we have proposed a method for increasing the quality of medical 
images based on the combination of filters in ridgelet domain. The proposed 
method uses ridgelet transform combined with Bayesian thresholding for 
denoising process and uses Wiener filter for deblurring process in ridgelet  
domain. For demonstrating the superiority of the proposed method, we have 
compared the results with the other recent methods available in literature. 

Keywords: Deblurring · Denoising · Bayesian thresholding · Wiener filter · 
Ridgelet transform 

1 Introduction 

Most of images not only have noise but also have blur. This problem reduces the 
quality of images and difficulty for viewers. Especially, for medical images, they have 
blur, noise or pair that influences diagnostic process of medical specialists because a 
small detail in a medical image is very useful for treatment process. The goal of 
denoising and debluring is to remove noise and blur details from the corrupted image 
while maintaining edge features. In the past, many methods are proposed to increase 
the quality of images such as wavelet transform methods [1], Discrete Wavelet Trans-
form (DWT) [2] method, etc. Although DWT is a powerful tool for this task, howev-
er, it has serious disadvantages such as lack information, shift-sensitivity [3] and poor 
directionality [5]. Several papers have proposed solutions for reducing these disad-
vantages. In case blur or noise visible in medical image, Wiener filter [8] has given 
good results in some cases. However, the area of image denoising is hard work and 
still a great challenge. 
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In this paper, we have proposed a method for increasing quality of medical images 
based on the combination of filters in ridgelet domain. The proposed method uses 
ridgelet transform combined with Bayesian thresholding for denoising process and 
uses Wiener filter for deblurring process in ridgelet domain. For demonstrating the 
superiority of the proposed method, we have compared the results with the other re-
cent methods available in literature such as ridgelet transform [3] and Wiener filter 
[8]. For performance measure, we have used Peak Signal to Noise ratio (PSNR) and 
Mean Square Error (MSE) and it has shown that the present method yields far better 
results.  

The rest of the paper is organized as follows: in section 2, we described the basic 
of ridgelet transform, and the principle of Bayesian thresholding and Wiener filter; 
details of the proposed method are given in section 3; the results of the proposed 
method are presented in section 4 and our conclusions in section 5.  

2 Background 

2.1 The Ridgelet Transform 

Ridgelets have been recently applied in the image processing application [10], [11], 
[12]. The theory of ridgelets was developed by Candes [13]. In that work, Candes 
showed that one could develop a system of analysis based on the ridge functions: 

1/ 2
, , ( , ) (( cos( ) sin( ) ) / )a b x y a x y b aθψ ψ θ θ−= + −  

and the function is constant along the lines:  xcos(θ) + ysin(θ) = const.  
He introduced a continuous ridgelet transform:  

 

with a reproducing formula and a Parseval relation. He showed the construction of 
frames, giving stable series expansions in terms of a special discrete collection of 
ridge functions. The approach was general, and gave ridgelet frames for functions in 
L2[0, 1]d in all dimensions d ≥ 2.  

Let i be the triple (j, ℓ, k) where the indices run as follows: 

{ }0: ( , , ), , , , ji j k j k Z j j∈ = ∈ ≥ ∈ Λ     

and define the collection of discrete ridgelets ( )i xψ as 

/ 2( ) 2 (2 ) ,j j T
i lx u x k iψ ψ= − ∈  

where j is the ridge scale, k is the ridge location, i is the angular scale and ℓ is the 
angular location.  

The range of the parameter ℓ is scale dependent as it depends on j.  Ridgelets are 
directional and the interesting aspect is the discretization of the directional variable u; 
this variable is sampled at increasing resolution so that at scale j. 

Rf (a,b,θ)  =  < ψa,b,θ(x), f > 
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The 2-D continuous ridgelet transform in R2 can be defined as follows. First define 
a smooth wavelet function ψ: R → R satisfying the admissibility condition given by: 

 

where  is the Fourier transform of ψ.  

The bivariate ridgelet ψa,b,θ : R
2 → R2 is defined by , , ( , )a b x yθψ and the function 

is constant along the lines xcos(θ) + ysin(θ) = const. The ridgelet values for the con-
tinuous image f(x, y) is given by: 

, ,( , , ) ( , ) ( , )a bRf a b f x y x y dxdyθθ ψ=   

In short, the ridgelet transform is the application of a 1-D wavelet transform to the 
slice of the Radon transform where the angular variable θ is constant and t is varying 
[14]. This means the ridgelet coefficients Rf(a, b, θ) are given by the analysis of the 
Radon transform via, 

1/ 2( , ) ( , ) (( ) / )Rf t Rf t a t b a dtθ θ ψ−= −  

where Ψa,b(t) = a-1/2Ψ((t-b)/a) is a 1-D wavelet transform. 
To make the ridgelet transform discrete, the Radon transform as well as the wave-

let transform have to be discrete. The discrete wavelet transform is well defined but 
the same cannot be said about the discrete Radon transform. There are many ways to 
make the Radon transform discrete [15]. 

The ordinary ridgelet transform can be achieved as follows [16]: 

(i) Compute the 2D Fast Fourier Transform (FFT) of the image. 
(ii) Substitute the sampled values of Fourier transform obtained on the square lat-

tice with sampled values on a polar lattice. 
(iii) Compute the 1D inverse FFT on each angular line. 
(iv) Perform the 1D scale wavelet transform on the resulting angular lines in order 

to obtain the ridgelet coefficients. 

2.2 Bayesian Thresholding 

Most of the existing thresholding procedures are essentially minimax. They do not 
take into account some specific properties of a concrete object in which we are inter-
ested. Now, we specify a prior distribution on the wavelet coefficients within a Bayes-
ian framework [17]. Bayesian thresholding’s idea is median of thresholdings.  

The estimate noise variance σ  and signal variance δ  can be obtained by equa-
tion[19]: 

2

2

( )
d
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where wi, j is the lowest frequency coefficient after the transformation, MxN is the 
sub-band’s size. 

There are two thresholdings: hard and soft thresholding. In hard thresholding, the 
important coefficients remain unchanged while the important coefficients are reduced 
by the absolute threshold value in the soft thresholding. 

2.3 Wiener Filter 

The filters may be summarized as follows [8]: 

(i) Mean-square value of the estimation error. 
(ii) Expectation of the absolute value of the estimation error. 
(iii) Expectation of third or higher powers of the absolutely value of the estima-

tion error. 

The Wiener deconvolution method has widespread uses in image deconvolution 
applications, as the frequency spectrum of most of visual images is fairly well be-
haved and may be estimated easily. One of the most widely used restoration tech-
niques is the Wiener filter. Assuming white Gaussian noise, Wiener filter in the Fou-
rier domain will be calculated by equation [8]: 

( ) ( )
( ) ( )2 2

* pp

pp

R S
W

R S n

ω ω
ω ω σ

=
+

 

where ( )ppS ω  is the power spectrum of the input projection and 2σn is the vari-

ance of the Gaussian noise. 
We compute the Wiener restoration filter and minimize issues associated with divi-

sions by equation [8]: 
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where _S u is the signal power spectrum and _S x is the noise power spectrum. 

3 The Proposed Method 

Deblurring medical images is very difficult for image processing. Special with medi-
cal images consist of blur and noise pair. In this section, we propose an approach for 
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medical image deblurring based on ridgelet transform using Bayesian thresholding 
combined with Wiener filter for medical images in case of blur combined with noise 
pair image. 

In our proposed, we divide image processing with blur combined with noise pair in-
to two processes: denoising and deblurring processes. The proposed method includes 
two periods: ridgelet coefficients computation with Bayesian thresholding for 
denoising, and Wiener filter for deblurring. The proposed method is used as figure 1: 

 
 
 

 

 

Fig. 1. The process of proposed method 

Firstly, the input is the blur and noise image, we use ridgelet for image denoising. 
The process for image denoising is as follows: 

(i) Estimate noise variance. 
(ii) Calculate the ridgelet coefficients. 
(iii) Based on these coefficients to filter along rows with low and high sub-

band, and columns with low sub-band.  

  
                      (a)               (b) 

  
                      (c)               (d) 

Fig. 2. Noise image with Gaussian noise and denoising images by different methods. (a) Noise 
image (PSNR = 21.5064 db). (b) Denoising image by Bayesian thresholding (PSNR = 27.9002 
db). (c) Denoising image by ridgelet transform (PSNR = 28.1641 db). (d) Denoising image by 
ridgelet combined with Bayesian thresholding (PSNR = 28.3362 db). 

 

Blur and 
noise 
image 

Deblurring with 
Wiener filter 

Result 
image 

Denoising by ridgelet 
combined with Bayesi-

an thresholding. 
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Bayesian thresholding is also the composition in ridgelet transform. We calculate 
median thresholding and show the result based on new thresholding. With Bayesian 
thresholding, after calculating the thresholds based on sigmahat, we continue to re-
construct the image.  

If the value of pixel details coefficients is less than thresholding then the result is 0. 
Else, the result is array Y, where each element of Y is 1 if the corresponding element 
of pixel is greater than zero, 0 if the corresponding element of pixel equals zero, -1 if 
the corresponding element of pixel is less than zero. After this period, the input image 
has become image denoising.  

Figure 2 shows the denoising of noise image in case Gaussian noise with Bayesian 
thresholding in ridgelet domain. From figure 2, we see that the result of the method – 
ridgelet combined with Bayesian thresholding - is better than the other methods such 
as Bayesian thresholding and ridgelet method. Therefore, this method gives the good 
result for denoising period.  

Secondly, the blur in the image is not removed. In order to remove the blur, we use 
Wiener filter for the above image result in the previous period.  

4 Experiments and Results 

In this section, we apply the procedure described in section 3 and achieved superior 
performance in our deblurring experiments as demonstrated in this section. For per-
formance evaluation, we compare the results of the proposed method based on 
ridgelet transform combined with Bayesian thresholding and Wiener filter with the 
other methods such as ridgelet transform and Wiener Filter. We test the result in med-
ical image datasets, this dataset includes different image sizes: 256x256, 512x512. 

Gaussian and Motion types are used to blur. In addition, Gaussian noise is added to 
these images. Hard thresholding is applied to the coefficients after decomposition in 
ridgelet domain. All of the above methods are done on the same images at similar 
scale. 

The quality of the image is improved by comparison with the value of Mean 
Square Error (MSE) and Peak Signal-to-Noise Ratio (PSNR). The MSE defined as:  

N N
2

i,j i,j
i=1 j=1

1
MSE= (x -y )

NxN  
where x is the image which has blur and noise, y is the image result and NxN is the 
size of the image. PSNR is used as the measure of the quality of the reconstruction of 
image deblurring or denoising, defined as: 

1
10

MAX
PSNR=20log ( )

MSE  
where MAX1 is the maximum pixel value of the image. The proposed method will be 
compared with ridgelet transform and Wiener filter method by the MSE and PSNR 
values. The smaller the value of MSE is, the better it is. The higher the value of PSNR 
is, the better it is. We test so many medical images. In here, we show some test cases.  
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Figure 3 shows the deblurring of blur and noise image by Gaussian blur and Gauss-
ian noise with our proposed method. Figure 4 shows the deblurring of blur and noise 
image by Motion blur and Gaussian noise with our proposed method. 

   
(a)                (b) 

   
 (c)                (d) 

Fig. 3. Denoising and deblurring images by different methods in the case Gaussian blur com-
bine with Gaussian noise in image. 
(a) Blur and noise image (PSNR = 26.4899 db). (b) Deblurred image by Ridegelet Transform 
(PSNR = 26.5783 db). (c) Deblurred image by Wiener filter (PSNR = 28.1759 db). (d) 
Deblurred image by RT-BT-WF (PSNR = 28.4001 db). 
 

    
 (a)   (b)         (c)    (d) 

Fig. 4. Denoising and deblurring images by different methods in case Motion blur is combined 
with Gaussian noise in image. 
(a) Blur and noise image (PSNR = 21.5308 db). (b) Deblurred image by ridegelet transform 
(PSNR = 21.8387 db). (c) Deblurred image by Wiener filter (PSNR = 22.6385 db). (d) 
Deblurred image by proposed method (PSNR = 25.3566 db). 
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From figure 3 and figure 4, we see that the results of the proposed method are bet-
ter than the other methods. Figure 5 and figure 6 show the plot of PSNR, MSE values 
of different image deblurring methods corrupted with Gaussian blur combined with 
Gaussian noise.  

 

Fig. 5. Plot of PSNR values of deblurred images with Gaussian blur combined with Gaussian 
noise using different methods 

 

Fig. 6. Plot of MSE values of deblurred images with Gaussian blur combined with Gaussian 
noise using different methods 
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Fig. 7. Plot of PSNR values of deblurred images with Motion blur combined with Gaussian 
noise using different methods 

 

Fig. 8. Plot of MSE values of deblurred images with Motion blur combined with Gaussian 
noise using different methods 

Figure 7 and figure 8 also show the plot of PSNR, MSE values of different image 
deblurring methods corrupted with Motion blur combined with Gaussian noise. 

In these figures, it is well observed that the proposed method performs better than 
Wiener filter and ridgelet transform method.  
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5 Conclusions 

In this paper, we propose a method for deblurring images for blur combined with 
noise image pair. The proposed method is divided into two processes: denoising and 
deblurring. Firstly, we denoise images based on combining ridgelet transform with 
Bayesian thresholding. Then, we apply Wiener filter for deblurring into denoising 
image. We test with Gaussian blur combined with Gaussian noise pair and Motion 
blur combined with Gaussian noise pair in medical image dataset. From the results of 
the above section, we conclude that the proposed method works well and better than 
the other recent methods available in literature. With this idea, we think the combina-
tion methods can upgrade the quality of image blurring and noising in case of  
denoising and deblurring. 

Appendix 

Table A1. PSNR Values (dB) of different denoised images using the image sizes with Gaussian 
blur combined with Gaussian noise 

Test 
Image 

Image 
Size 

Blur & 
Noisy Image 

Ridgelet 
Transform [3] 

Wiener 
filter 

Proposed 
Method 

1 

256 x 256 

26.4899 26.5783 28.1759 28.4001 
2 24.9402 25.0515 20.9087 25.1534 
3 27.1148 27.2895 25.3263 28.4104 
4 26.9914 27.2757 25.7539 28.6007 
5 25.1912 25.3753 21.2920 25.6060 
6 21.7783 21.8618 21.4116 23.0959 
7 26.3854 26.6870 26.3591 28.9273 
8 25.7983 26.6906 26.9004 28.5674 
9 31.0315 33.3208 27.4723 33.6087 
10 28.3717 29.4430 29.6220 31.3085 
11 

512 x 512 

30.9153 33.4346 26.8820 33.7170 
12 24.6946 25.2133 26.2104 27.4562 
13 23.3097 23.7127 24.0278 26.1523 
14 29.0223 31.3864 28.1622 32.9868 
15 29.7922 31.9072 26.9748 32.9882 
16 23.6980 23.9378 24.2840 27.1048 
17 22.8516 24.2431 24.8694 26.1611 
18 25.5965 27.7678 27.0068 30.1564 
19 26.0585 29.2006 27.4821 30.1255 
20 24.9059 30.2079 26.9002 30.3653 
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Table A2. PSNR Values (dB) of different denoising images using the image sizes with Motion 
blur combined with Gaussian noise 

Test 
Image 

Image 
Size 

Blur & 
Noisy Image 

Ridgelet 
Transform [3] 

Wiener 
filter 

Proposed 
Method 

1 

256 x 256 

24.3540 24.9051 24.8830 25.0513 
2 22.1404 22.4044 18.5093 23.3762 
3 21.5308 21.8387 22.6385 25.3566 
4 20.9264 21.7559 19.3466 23.6520 
5 22.9106 24.8598 22.7247 25.3682 
6 18.3682 18.9366 19.1854 20.6690 
7 19.1375 19.9172 21.1649 21.9766 
8 19.7133 20.7100 21.5687 22.5267 
9 23.9735 27.1204 24.6441 28.1680 
10 22.0956 24.0654 24.0284 24.7623 
11 

512 x 512 

27.7823 28.9289 20.4775 31.3731 
12 21.3390 21.5874 21.3583 24.9890 
13 19.1648 19.3289 18.7874 23.3077 
14 24.7470 25.5131 21.7559 29.4172 
15 25.8007 26.9125 20.8364 30.0084 
16 19.2751 19.5024 19.3169 23.5513 
17 18.9320 19.6084 19.9875 22.3136 
18 20.7517 22.9811 21.8471 24.3939 
19 19.6183 24.4411 21.8352 22.9961 
20 19.8857 26.1292 21.9116 23.8552 
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Abstract. Pancreas segmentation in computed tomography data is one of diffi-
cult problems in medical area. Segmentation of pancreas tissue in computed 
tomography is difficult even for human, since the pancreas head is always  
directly connected to the small bowel and can in most cases cannot be visually 
distinguished. In this paper, an efficient method to extract the pancreas from 
such computed tomography images is proposed. Histogram equalization is used 
to enhance the contrast of computed tomography images. After that, region-
growing technique is applied to label pancreas region and return the result of 
segmentation. The proposed method will be experimented and evaluated by  
using Jaccard index between an extracted pancreas and a true one. For evaluat-
ing the proposed method, we have compared the results of our proposed method 
with the other recent methods available in literature. 

Keywords: Computed tomography · Pancreas · Segmentation · Medical image 

1 Introduction 

Nowadays, the computed tomography (CT) is most widely used to determine and 
diagnose medical problems. With this technique, we can detect abnormal organs to 
treat as soon as possible. For example, pancreatic cancer is the most difficult type of 
cancers to treat, which has a high mortality. It is the first leading cause of cancer-
related mortality in many countries [1]. In order to detect pancreatic cancer, the entire 
abdominal area will be scanned. However, segmentation of pancreas tissue in CT is 
difficult even for a human, since the pancreas head is always directly connected to the 
small bowel and can in most cases cannot be visually distinguished. Additionally, 
pancreas is an organ that includes pancreatic juice as liquid. Therefore, the CT scan of 
pancreas has a low contrast. 

In recent years, some algorithms have been built to pancreas segmentation [2]. The 
algorithm of Shimizu [3, 9] based on anatomical and radiological observations. He 
proposed an automatic pancreas segmentation algorithm from contrast-enhanced mul-
tiphase CT and verify its effectiveness in segmentation. The algorithm is character-
ized by three unique ideas as: the two-stage segmentation strategy with a spatial 
standardization of pancreas, a patient-specific probabilistic atlas-guided segmentation, 
and fine segmentation incorporated with a classifier ensemble learned by a Boosting 
algorithm tomography. 
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In the other works, Marius [4] gets information about liver and spleen and uses  
them as starting points for detection of splenic and mesenteric veins where  
pancreas lies near. He detected clinically meaningful support structures and building  
a classifier that models local spatial relationships between the pancreas and  
the support structures. Furthermore, performance texture descriptors based on  
wavelets and cosine transform are proposed to model local appearance. Marius uses 
texture descriptors to build the final pancreas tissue feature vector , ,  ,  ,  as details in [4]. All the methods discussed above 
have local advantages or disadvantages depending on the features they have used.  
In this paper, we have proposed an efficient approach for pancreas segmentation, 
using region-growing technique with intensity value. In order to enhance the contrast 
of medical images, we also use histogram equalization method for increasing equality. 
We also base on the ideas of general method for segmentation which is mentioned in 
the above part to improve the proposed method. By using intensity value as a feature 
to distinguish pancreas with other surrounding organs, we can detect and segment the 
pancreas image in the area which localized in [4]. Therefore, the proposed method can 
get a good result. For performance measure, we computed the Jaccard index (J.I) 
between an extracted region and a true one, which was manually defined by an expert 
and compared with the method of Shimizu [3] and Marius [4]. 

The rest of the paper is organized as follows: in section 2, we described the back-
ground of histogram processing and region-based segmentation; in section 3, we 
shown details of the proposed method; the result and conclusion of the paper are or-
derly presented in section 4 and section 5. 

2 Background 

2.1 Histogram Processing 

Histograms are the basis for numerous spatial domain processing techniques. Statis-
tics obtained directly from an image histogram can be used for an image enhance-
ment. The histogram of a digital image [5, 10] with intensity levels in the range 0, 1  is a discrete function                                                                 (1) 

where  is the  intensity value,  is the number of pixels in the range with inten-
sity  and L is the number of possible intensity levels in the image. 

Let  denote a discrete random variable representing intensity values in the range 0, 1  and let  denote the normalized histogram component corresponding 
to value , and it is viewed as an estimate of the probability that intensity  occurs in 
the image from which the histogram was obtained. 

The probability  of intensity level  occurring in a given image is estimated as 

(2)

where MN is the total number of pixels. 

 



334 T.D. Tam and N.T. Binh 

A transformation function of particular importance in image processing has the form 

 
(3)

where  is a dummy variable of integration. The right side of this equation is recog-
nized as the Cumulative Distribution Function (CDF) of random variable . The dis-
crete form of the above transformation is: 

 

(4)

Thus, a processed image is obtained by mapping each pixel in the input image with 
intensity  into a corresponding pixel with level  in the output image. The trans-
formation  is called a histogram equalization transformation. Figure 1 shows the 
CT image of enhanced image using histogram equalization. 

 

 

Fig. 1. The CT image of abnormal area and its histogram: (a) Original image, (b) Enhanced 
image using Histogram Equalization 

 

(a)

(b)
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2.2 Region-Based Segmentation 

Region-based segmentation methods attempt to partition or group regions according 
to common image properties [5]. These image properties consist of: 

(i)  Intensity values from a given image or a processed image; 

(ii) Textures or patterns that are unique to each type of region; 

(iii) Spectral profiles that provide multidimentional image data; 

In this paper, intensity value is used as a characteristic in region-growing algorithm. 
Using a seeding and region-growing technique, a segmented pixel set is created by 
initially selecting one or more pixels from the image (called the seed pixels). The 
seeds are often specified interactively by the user and start from these growing  
regions by appending to each seed those neighboring pixels that have predefined 
properties similar to the seed. The region-growing algorithm will then add to the seg-
mented pixel set all the pixels that are r-connected to the initial seed pixels and fall 
within the threshold limits. To be r-connected to one another, two pixels must share at 
least r corner points. The algorithm recursively adds to the segmented pixel set all the 
pixels that are connected to the current members of the pixel set. Region growth 
should stop when no more pixels satisfy the criteria for inclusion in that region.  

Let: ,  denote an input image array; ,  denote a seed array containing 1s 
at the locations of seed points and 0s else where; and  denote a predicate to be ap-
plied at each location , . Arrays  and  are assumed to be of the same size. A 
basic region-growing algorithm based on 8-connectivity may be stated as follows [5]. 

(i ) Find all connected components in ,  and erode each connected compo-
nent to one pixel; label all such pixels found as 1. All other pixels in  are la-
beled 0. 

(ii) Form an image  such that, at a pair of coordinates , , let , 1 if 
the input image satisfies the given predicate, , at those coordinates; otherwise, 
let , 0. 

(iii) Let  be an image formed by appending to each seed point in S all the 1-
valued points in  that are 8-connected to that seed point. 

(iv) Label each connected component in  with a different region label. This is the 
segmented image obtained be region growing. 

After that, we have to specify a predicate and append to each seed all the pixels which 
are k-connected to that seed as well as similar to it. Using intensity differences as a 
measure of similarity, our predicate applied at each location (x,y) is 

     
where  is a specified threshold. 

if the absolute difference of the intensities between the seed 
and the pixel at (x,y) is ≤ T 

 
otherwise 
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3 The Proposed Method 

In this section, we propose an efficient approach for pancreas segmentation that is 
based on region-growing technique combine to histogram equalization.  
 

 

Fig. 2. Block diagram of the proposed method for pancreas segmentation 

Because pancreas has unusual shape and dual location in the abdomen [1], the  
head of the pancreas always contact the superior mesenteric vein while body and  
tail follow the pathway of the splenic vein, thus the segmentation is so complex and  
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time-consuming. Therefore, in order to reduce a number of processed data, we utilize 
the described anatomical information. Liver and spleen are automatically segmented 
by [6]. The axis-aligned bounding boxes  and  of the liver and spleen masks are 
computed and a pancreas region bounding box  is generated. All subsequent calcula-
tions are limited to the region described by . , min , , , max ,  

Figure 2 presents a flowchart of proposed algorithm. The input, which has low-
contrast, will be enhanced by histogram equalization method as a pre-processing data. 
The second step performs a segmentation method based on region growing technique 
using difference of intensity between pancrease and other organs in abdomen. 

Firstly, we enhance the input image by Histogram processing. In this stage, this 
stage can be described as follows: 

1. Calculate the histogram of the input image according to Eqn. (1) 

2. Calculate the CDF of the input image according to Eqn. (4)  

3. Equalize the histogram of the input image. 

 
where  is intensity value of pixel in the input image 

Secondly, we choose a one point on the pancreas region to be a seed point , . 
Pancreas region is segmented by region growing technique. This stage can be de-
scribed as follows: 

1. For each pixel ,  has four neighbors whose coordinates are given 
by 1, , 1, , , 1 , , 1  

Check if neighbor pixel is still inside the image and not already part of 
the neighbor list then add new neighbor pixel to neighbor list and mark 
them as checked pixels. 

2. Add current seed point in segmented region. 

3. Find pixel with intensity nearest to mean value of segmented region 
and use it as a new seed point in next iteration. The minimum distance 
is the difference between the chosen pixel and mean value of intensity: min .. | | 

 

where  is an intensity of pixel  in neighbor list,  is mean of 
the segmented region which is calculated by: | |  / | | 1  

where | | is size of segmented region. 

 

 

(5) 

(7) 

(8) 

(6) 
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4. Calculate the new mean of the segmented region and remove the cho-
sen pixel from the neighbor list.  

5. Repeat the above processes until distance between region and possible 
new pixels become higher than a certain threshold. 

Proposed algorithm will return the segmented region as a logical matrix that contains 
pancreas region which has the same characteristics to seed point. 

4 Experiments and Evaluation 

In this section, we implemented the proposed approach in section 3 and achieved 
good results in our segmentation experiments as demonstrated. We applied the pro-
posed method for single-phase CT data that obtained from many cases, the number of 
slices per case ranged from 92 to 112. Inter-slice spacing was 2mm abdominal control 
standard protocol whereas spacing within an axial slice varied between 0.6 mm and 
0.7 mm. 

To evaluate the segmentation performance quantitatively, we computed the Jaccard 
index (J.I) between an extracted region and a true one [7], which was manually de-
fined by a medical expert. ,  |  ||  | 100 

where A is extracted region, B is true region. If A and B are both empty, we define , 100. The index ranges from 0 to 100%, with higher values representing 
better performance. Resolution of tested images are 512 x 512 and threshold is used in 
experiments ranges from 0.06 to 0.1. We have experimented on many image. Here, 
we report the results in some cases as Figure 3. 

Figure 3 shows results separately for the original images and compares the result of 
the proposed method with others (using value of Jaccard index). Generally, the below 
results have high accuracy giving the low contrast of pancreas regions. 

As mentioned in section 3, we find pixel with intensity nearest to the mean of seg-
mented region and use it as a new seed point in next iteration to add to segmented 
region. Although this predicate is based on intensity differences and uses a single 
threshold, we could specify more complex schemes in which a different threshold is 
applied to each pixel, and properties other than differences are used. In this paper, the 
preceding predicate is sufficient to solve the problem. Therefore, our proposed meth-
od is better than other methods. 

(9) 
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Image original 1  The results of [5] The result of [4] 

 

Proposed method  
 (J.I. = 84.35) (J.I. = 82.87) (J.I. = 86.97) 

Image original 2 The results of [5] The result of [4] 

 

Proposed method 
 (J.I. = 75.86) (J.I. = 76.83) (J.I. = 78.98) 

Image original 3  The results of [5] The result of [4] 

 

Proposed method  
 (J.I. = 85.53) (J.I. = 85.46) (J.I. = 86.41) 

 

Image original 4 

 

The result of [5] 

 

The result of [4] 

 

Proposed method 
 (J.I = 82.50) (J.I = 82.88) (J.I = 83.17) 

Fig. 3. Exemplary segmentation results on unseen data 

5 Conclusion and Future Work 

This paper presented an efficient pancreas segmentation algorithm from CT images. 
Histogram equalization is used to enhance the contrast of computed tomography  
images. After that, region-growing technique is applied to label pancreas region  
and return the result of segmentation. Based on the prior work, the proposed method 
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allows to enhance the contrast and improve the accuracy of segmentation. The effec-
tiveness of the proposed method was validated with CT images from many tested 
cases. The Jaccard index between an extracted region and true one ranges from 73.37 
to 86.97. From the results of the above section, we conclude that the proposed method 
is efficient and better than the other recent methods available in literature. To further 
improve accuracy and flexibility of the method, we will use more characteristics to 
describe pancreas objects more clearly. Additionally, we will apply classification 
method to boost the performance for segmentation algorithm. 
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Abstract. Classification of objects is an important task in computer vision. In 
the case that the objects are occlusion or outdoor environment, classification of 
objects is a challenging problem. The primary goal of this paper is to classify 
the object into two classes: human and car in an outdoor environment. In order 
to detect object classification, most of existing methods separated detecting ob-
ject region from pre-defined background model. Here, we propose a method to 
implement classification of human and car in outdoor environment using 
contourlet transform combined with support vector machine as a classifier for 
classification of objects. The proposed method tested on standard dataset like 
PEST2001 dataset. For demonstrating the superiority of the proposed method, 
we have compared the results with the other recent methods available in litera-
ture. 

Keywords: Object classification · Contourlet transform · Support vector ma-
chine 

1 Introduction 

Classification of objects is an important task in computer vision, where we classify 
human and non-human objects in real scene [1]. There are two tasks for image under-
standing: object detection and classification in the past decades. The object classifica-
tion aims to predict the existence of objects within images while the object detection 
is localizing the objects [2]. Any object classification algorithm is to develop a meth-
od having capability to interpret the objects into different groups. Object classification 
algorithm must work under real-time constraints and must be robust in variation in 
natural conditions, different sizes of human objects, etc [10]. Feature selection and 
machine learning are the key components in any classification algorithm. Most of 
object classification algorithms developed base on Machine learning methods [3].  

In the past, many algorithms have been built to object classification. Lowe [4] used 
Scale Invariant Feature Transform as a feature descriptor for object recognition. Lu 
[5] proposed a visual feature for object classification based on binary pattern. Dalal 
[6] proposed Histogram of oriented Gradient (HoG) as a feature descriptor for object 
detection. Cao [7] proposed a method by extending the HoG to boosting HoG feature. 
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All the methods discussed above have local advantages or disadvantages depending 
on the features they have used [10].  

Yu [8] proposed wavelet method for visual classification. This method uses real 
valued discrete wavelet transform. Real valued wavelet transform has three major 
problems: lack of shift sensitivity, poor directionality and lack of strong edge detec-
tion [11]. This drawback affects the process of feature selection. To increase the abil-
ity to identify objects, we use contourlet transform to overcome these problems. 

In this paper, we propose a method to implement classification human and car in an 
outdoor environment using contourlet transform combined with support vector ma-
chine as a classifier for classification of objects. The proposed method was tested on a 
standard dataset like PEST2001 dataset. For demonstrating the superiority of the pro-
posed method, we have compared the results with the other recent methods by Lu [5] 
and Renno [9]. We use three different performance metrics: average classification 
accuracy, true positive rate (recall), and predicted positive rate (precision) for this 
comparison. 

The rest of the paper is organized as follows: in section 2, we described the basic of 
feature selection, contourlet transform and details of the support vector machine clas-
sifier; the proposed method is presented in section 3; the results of proposed method 
are given in section 4 and conclusions in section 5. 

2 Background 

2.1 The Contourlet Transform 

Real valued wavelet transform suffers from three major problems: lack of shift sensi-
tivity, poor directionality and lack of strong edge detection. Do [12] proposed a solu-
tion to overcome these problems by contourlet transform (CT). 

Contourlets constitute a new family of frames that are designed to represent 
smooth contours in different directions of an image. A contourlet is easily applied in 
image processing because its representation is a fixed transform [12, 16]. The 
contourlet not only inherits the main qualities of wavelet transform, such as multi-
scale and time-frequency information, but also captures direction characteristics. It 
holds the geometrical formation of images and implements a true sparse representa-
tion of images. The contourlet allows for a different number of directions at each 
scale and aspect ratios. This feature allows an efficient contourlet-based approxima-
tion of a smooth contour at multiple resolutions. The discrete contourlet transform is a 
multiscale and directional decomposition using a combination of Laplacian pyramid 
(LP) and directional filter bank (DFB) [12, 16].  

The idea of the contourlet construction [12] is: let a0[n] be the input image, the 
output after the LP step is I bandpass images bi[n], i =1, 2,..., I and a lowpass image 
aI[n]. Each bandpass image bi[n] is decomposed by an ℓi -level DFB into 2ℓi bandpass 
directional images i(l )

i,kc [n] , for k = 0, 1,…, 2ℓi -1 . 
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Fig. 1. Contourlet decomposition 

In the discrete contourlet transform, the multiscale and directional decomposition 
steps are decoupled. Therefore, we have different numbers of directions at different 
scales. Contourlet decomposition proceeds through two main steps: first, LP 
multiscale decomposition is performed; then directional filter bank decomposition is 
used to link point discontinuity to linear structures. In more detail, an image is de-
composed into a low pass image and bandpass images by the LP decomposition. Each 
bandpass output is further decomposed by the DFB step. The output of the DFB step 
consists of smooth contours and directional edges. In this paper, each directional 
subband at each level consists of 2n element, where n is a positive integer. Figure 1 
shows a contourlet decomposition [16]. Human and car object classification are a 
problem where the objects may present in translated as well as rotated form among 
different scenes. Contourlet transform has the time-frequency-localization and 
multiscale properties of wavelets. It offers a high degree of directionality and anisot-
ropy. Therefore, the properties of contourlet transform will be useful for classification 
of human and car object. 

2.2 Support Vector Machine Classifier 

Support vector machines (SVM) include associated learning algorithms that analyze 
data and recognize patterns, used for classification and regression analysis in machine 
learning. SVM can efficiently perform a non-linear classification, implicitly mapping 
their inputs into high-dimensional feature spaces. 

SVM is a popular classifier. The classifier objects are into two categories: object 
and non-object data [13]. In here, we detect two types: human and car object. 

An n-dimensional object x has n-coordinates. 

( )1 2 3, , , , nx x x x x= ……
, 

where, each 
ix R∈  for i=1, 2, 3,….,n . 

Each object xj belongs to a class { }jy -1,+1∈ . Consider a training set T of m pat-

terns together with their classes, 
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Image 

Multiscale de-
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directional 
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Band 
direc-
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( ) ( ) ( ){ }1 1 2 2, , , ,..., ,n nT x y x y x y=
 

and a dot product space S, in which the objects are embedded: 1 2 mx ,x ,.....,x S∈ . 

Any hyperplane in the space S can be written as: 

{ }| . 0 , ,x S w x b w S b R∈ + = ∈ ∈
 

The dot product w.x is defined by [10]:  
If there exists at least one linear classifier defined by the pair (w, b) which correct-

ly classifies all objects as shown in Figure 2 then a training set of objects is linearly 
separable [10].  The linear classifier is represented by the hyperplane H (w.x+b=0) 
and defines a region for class +1 and another region for class -1 objects. 

 
Fig. 2. Linear classifier [10] defined by the hyperplane H 

After training, the classifier is ready to predict the class membership for new ob-
jects, different from those used in training. The class of object xk is determined with 
the equation [10]:  

( ) . 01

. 01
k

k
k

w x bif
class x

w x bif

+ >+
=  + <−

 

2.3 Feature Selection 

Feature selection is to select a subset of input variables with no predictive information 
by eliminating features. It can significantly improve the comprehensibility of the re-
sulting classifier models. A feature is a function of one or more measurements com-
puted so that it quantifies some significant characteristics of objects [15]. In any ob-
ject classification algorithm, the selection of appropriate feature is very important. We 
see that the performance of classifier will increase if the correct feature is selected for 
classification algorithm. In our proposed work for human and car classification, we 
have used contourlet transform coefficients as a feature set. We have taken combina-
tion of two different features – contourlet transform and support vector machines. A 
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brief description of these two features and why they are useful for human object clas-
sification are described in subsection 2.1 and 2.2 respectively. 

3 The Proposed Method 

In this section, we propose a method for object classification. The proposed method 
uses contourlet transform coefficient as a feature evaluation set and support vector 
machine as a classifier for classification of data into two categories: human object and 
car object. Steps of the proposed method are described as figure 3: 

 

 

 

 

Fig. 3. The process of the proposed method 

    

   

   

Fig. 4. Sample images with car and human objects of PEST2001 dataset 

Firstly, we collect sample images for training and testing the classifier. In here, we 
have taken PETS2001 dataset [14] images for training and testing purpose. We have 
created our own dataset that consists of 500 images (300 images for training and 200 
images for testing). We have shown some car and human objects of PEST2001 da-
taset [14] in figure 4. 

1. Sample 
Collection 

2. Feature 
vector  

3. Training 
the classifier 

4. Classification of 
different objects 
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The images in PEST2001 dataset are of different size. To reduce complexity, we 
should require normalization of these images. The collected images are scale normal-
ized to 256 x 256 pixel dimensions. We also converted to the gray level images from 
the RGB color space. 

Secondly, we compute feature vectors. In the proposed method, image frames are 
decomposed into complex wavelet coefficients using contourlet transform. After ap-
plying contourlet transform, we get coefficients in form of two filters: low-pass filter 
image and high-pass filter image as shown in figure 1. The value of high-pass filtered 
image is used as feature values of different images, because high-pass filtered image 
provides detailed coefficient of images, which is in form of complex values. We have 
skipped the value of the low-pass filtered image, because the low-pass filter image 
provides the approximation of coefficients of the image, which is in form of real val-
ues. 

Thirdly, we train the classifier using feature values as the same algorithm in [10], 
which we have got in step 3. We have used SVM classifier, in which we have assign 
value ‘0’ for car object data and value ‘1’ for human object data by detecting car and 
human from image to image. By using feature value of images and assigning value of 
data, SVM classifier trained for classification. Detailed information of SVM classifier 
is given in section 2. 

Finally, we are to classify the test data into one of the two categories: car and hu-
man object. For this process, we compute the feature vector of image using step 3 of 
the proposed method, then this computed feature value is supplied into SVM classifi-
er, where SVM classifier analyzes this feature value by previously trained data and 
gives the result of two value ‘0’ and ‘1’, where ‘0’ indicates car object data and ‘1’ 
indicates human object data. The same process will be repeated for all test data. 

4 Experimental and Evaluation 

In this section, we apply the procedure described in section 3 and achieved a superior 
performance in our object classification experiments as demonstrated in this section. 
For performance evaluation, we compare the results of the proposed method based on 
combined contourlet transform (CT) with SVM with the methods: method proposed 
by Lu [5] and Renno [9].  

The quality of car and human object is increasing by comparison with the value of 
average classification accuracy, True positive rate (TPR) (Recall), and Predicted posi-
tive rate (PPR) (Precision). The proposed method has been tested on PEST2001 per-
son dataset [14]. We have evaluated the proposed method for multiple levels of 
contourlet transform coefficients (L = 1, 2, …, 6).  

The different performance metrics, such as Average classification accuracy (ACA), 
True positive rate (TPR) (Recall) and Predicted positive rate (PPR) (Precision), are 
depended on four values: True Positive (TP), TN (True Negative), FP (False Positive) 
and False Negative (FN), where [10]:  

+ TP is the number of images, which are originally positive images and classified 
as positive images. 
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+ TN is the number of images, which are originally negative images and classified 
as negative images.  

+ FP is the number of images, which are originally negative images and classified 
as positive images.  

+ FN is the number of images, which are originally positive images and classified 
as negative images. 

All above three performance metrics are defined in [10]. In here, we review param-
eters following: 

+ ACA is defined as the proportion of the total number of prediction that was cor-

rect: TP+TN
ACA=

TP+TN+FP+FN
 

+ TPR is defined as the proportion of positive cases that were correctly classified 

as positive: TP
TPR (Recall)=

FP+FN
 

+ PPR is defined as the proportion of the predicted positive cases that were correct: 
TP

PPR(Precision)=
FP+TP

 

Now, we have experimented on PEST2001 dataset. Here, we report the results as 
shown in figure 5. 

 

   
Fig. 5. Car and human classification in PEST2001 dataset (image in RGB color space) 

Table 1 shows the value of TPR, PPR and ACA of proposed method with other 
method.  

From table 1, one can observe that the proposed method gives better than perfor-
mance results at higher levels of contourlet transform in comparison to other methods 
[6, 9], as a feature, for human and car object classification. 

5 Conclusions 

In the present work, our aim is to classify objects into two types of classes: human and 
car. We develop a method for object classification in real scenes using contourlet trans-
form as a feature set. Contourlet allows for a different number of directions at each scale 
and aspect ratios. This feature allows an efficient contourlet to have based approxima-
tion of a smooth contour at multiple resolutions. Human and car object classification is a 
problem where the objects may present in translated as well as rotated form among 
different scenes. Contourlet transform has the time-frequency-localization  
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Table 1. Performance Measure Values TPR, PPR and ACA 

 
 
and multiscale properties of wavelets. It offers a high degree of directionality and ani-
sotropy. Therefore, the properties of contourlet transform will be useful for classifica-
tion of human and car objects. 

The proposed approach first trains SVM classifier by using contourlet coefficients of 
data as a feature set and then classifies testing data into one of the two categories: hu-
man and car objects. The proposed method is compared with other methods proposed by 
Lu [5] and Renno [9]. Experiments show that the proposed method gives better classifi-
cation results at higher levels of contourlet transform and provide better results than 
other methods. The proposed method can detect human objects in a complex back-
ground. 
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Abstract. Motion detection is the first important step in large applications of 
computer vision. Motion detection extracts moving objects from the back-
ground. There are many methods to do that. However, in most methods, if the 
input video has noise and light change, moving objects will not be extracted ac-
curately. In this paper, we propose the method for motion detection which ex-
tracts moving objects from the background based on the image intensity ratio 
concept that is not affected by light change; therefore, the sensitivity with light 
change is overcome. The image intensity ratio is computed by the average  
intensity of current frame and the intensity of every pixel in that frame. The in-
tensity ratio of a pixel is nearly unchanged between two frames. We apply the 
Lucas-Kanade optical flow method based on that image intensity ratio. Our 
proposed algorithm has good noise tolerance and is not affected by light 
change. For demonstrating the superiority of the proposed method, we have 
compared the results with the other recent methods available in literature. 

Keywords: Motion detection · Intensity ratio image · Moving object 

1 Introduction 

Real-time object tracking is a popular application of computer vision. It faces up to 
complex problems. Although the algorithms have to do a lot of manipulation, they 
must be fast enough to finish processing a video frame in the extremely short time 
between two frames. The motion detection is a very important and complex step in 
the real-time object tracking system. In this step, moving objects will be extracted 
from the background. It is not easy to extract moving objects. In the input video, there 
is a lot of noise and light change because of the effect of the outdoor environment, 
which makes the moving object extraction inaccurate and some parts of the back-
ground become moving objects. 

In the past, there are many methods to extract moving objects from the back-
ground. In image subtraction methods [1], the current frame will be subtracted with a 
reference frame. The reference frame may be the background frame (background 
subtraction) or the previous frame (frame difference). This method is very sensitive 
with noise and light change. Noise and light change makes the current frame different 
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from the reference frame. These different pixels become the foreground and make the 
moving object extraction inaccurate. In Gaussian mixture model [2], Stauffer has 
proposed a probabilistic approach using a mixture of Gaussian for identifying the 
background and foreground. This method is not affected by noise and sudden light 
change. However, if the light changes continuously, some parts of the background 
will become foreground objects. In Lucas-Kanade optical flow method [4, 5, 6, 7, 8], 
two continuous frames are used to compute the velocity of moving objects by the 
spatial and temporal derivatives. This method has good noise tolerance. However, if 
the light changes suddenly and continuously, some parts of the background will be-
come moving objects. 

In this paper, we propose the method for motion detection extracts moving objects 
from the background based on the image intensity ratio concept that is not affected by 
light change; therefore, the sensitivity with light change is overcome. The intensity 
ratio image is computed by the average intensity of current frame and the intensity of 
every pixel in that frame. The intensity ratio of a pixel is nearly unchanged between 
two frames. Then, we apply the Lucas-Kanade optical flow method based on that 
image intensity ratio. Our proposed algorithm has good noise tolerance and is not 
affected by light change. It is suitable for the real-time object tracking system. For 
demonstrating the superiority of the proposed method, we have compared the results 
with the other recent methods available in literature. 

The rest of the paper is organized as follows: in section 2, we described the basic 
of Lucas-kanade optical flow; details of the proposed method are given in section 3; 
the results of the proposed method are presented in section 4 and our conclusions in 
section 5. 

2 Lucas-Kanade Optical Flow 

The Lucas-Kanade optical flow method is proposed by Lucas and Takeo [4]. This 
optical flow method is used to compute the velocity of moving objects between two 
continuous frames by the spatial and temporal derivatives. It is fast and has a low 
computational cost, and good noise tolerance [5]. It tries to compute the motion be-
tween two continuous frames at time t and t + Δt. Assuming the intensity of a pixel 
does not change between two frames, we have equation: 

 ),,(),,( ttyyxxItyxI Δ+Δ+Δ+=  (2.1) 

Assuming the movement between two frames is small, the equation (2.1) with Tay-
lor series can be derived to give: 
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From (2.1) and (2.2), we obtain the following: 
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and the result is: 
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where Vx and Vy are the x and y components of the velocity and 
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spatial and temporal derivatives at x, y, t. Set Ix, Iy, It as those derivatives, we have 
equation: 

 tyyxx IVIVI −=+  (2.6) 

Assuming the neighboring pixels move at the same velocity with the pixel under 
consideration, we have the following: 
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The (2.7) can be written as: 
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,, , we have equation: 

 bAv =  (2.9) 

Use the least squares method to solve equation (2.9), we have the following: 

 bAAAv TT 1)( −=  (2.10) 

And the result is: 
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We can use Gaussian function in computational derivative step and add a Tikhonov 
constant to (2.11) for the better result [8]. 

3 The Proposed Method 

Real-time object tracking is a complex problem and a popular application of computer 
vision. In this section, we propose an approach for motion detection which extracts 
moving objects using an image intensity ratio based on Lucas-Kanade method (IRI-
LK). We apply the Lucas-Kanade optical flow method based on the intensity ratio 
image. We propose the image intensity ratio concept because it is not affected by light 
change. 

In input video, assuming the different pixels of actual interested moving objects 
between two frames is small. If the light does not change between two continuous 
frames, the average intensity of two continuous frames is different slightly. Else, the 
intensity of all pixels is changed and the average intensity is significant different be-
tween two continuous frames, which means the average intensity depends on the light 
change. Assumingly, the intensity of all pixels will change with a same coefficient λ 
when the light changes. 

Set I(x, y, t) and I(x+Δx, y+Δy, t+Δt) as the intensity of pixel at time t and t + Δt, 
we have equation: 

 ),,(),,( ttyyxxItyxI Δ+Δ+Δ+= λ  (3.1) 

Set )(tI  and )( ttI Δ+  as the average intensity of the frame with the size m x n 

at the time t and t+Δt, we have the following: 
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From (3.1), (3.2) and (3.3), we have equation: 
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 )()( ttItI Δ+= λ  (3.4) 

Set R(x, y, t) and R(x+Δx, y+Δy, t+Δt) as the intensity ratio of pixel at time t and 
t+Δt, we have the following: 
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From (3.1), (3.4), (3.5) and (3.6), we have equation: 

 ),,(),,( ttyyxxRtyxR Δ+Δ+Δ+=  (3.7) 

The equation (3.7) means the intensity ratio of pixels do not change when the light 
changes. Therefore, the intensity ratio image is not affected by light change. If the 
Lucas-Kanade optical flow method is based on the intensity ratio image, the sensitivi-
ty with light change of it is overcome. 

The proposed method IRI-LK algorithm which we propose is depicted in figure 1. 
This model includes four steps. The two main steps are intensity ratio image computa-
tion and optical flow computation. 

 

 

Fig. 1. Image Intensity ratio based on Lucas-Kanade model 

Firstly, the frame extraction. Frame sequences are extracted from input video. 
Frame by frame are converted to intensity images. Then, the intensity image is stand-
ardized. The intensity value will be a real number between 0 and 1. In this step, we 
can use an image processing function to resize the frame in an appropriate size. 

Secondly, the intensity ratio image computation. Each intensity image in turn is 
used to compute the image intensity ratio. We use the equation (3.2) to compute the 
average intensity of the current intensity image. Then, we use the equation (3.5) to 
compute the image intensity ratio. We can multiply the image intensity ratio with a 
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coefficient α which depends on the highest intensity ratio. This makes the intensity 
ratio value always in a correct range. 

Thirdly, optical flow computation. The Lucas-Kanade method is applied to com-
pute the velocity of moving objects. The spatial and temporal derivatives are comput-
ed based on the current image intensity ratio and previous image intensity ratio using 

Gaussian function. We use the equation (2.11) to calculate the velocity vector 
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x
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of moving objects. The velocity magnitude V(x, y) is calculated by the following: 
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For returning binary foreground mask B(x, y), the velocity magnitude V(x, y) is 
taken threshold by the following: 
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Finally, we apply some morphological filtering to remove noise and small blobs 
such as morphological closing, image fill, and binary area open. 

4 Experimental Results 

In this section, we illustrate the results of IRI-LK algorithm. The implementation of 
developed algorithm has been tested under MATLAB platform. The input video is 
captured by a static camera with the resolution of 160 x120 pixels, at the frame rate of 
15fps. We choose  coefficient α = 6 and Tikhonov constant = 0.005. We tested many 
video clips. In here, we present some frames. In the input video, there are many 
frames having light change. Video clips for testing are taken from standard datasets 
and some clips from cameras on the streets. For demonstrating the superiority of the 
proposed method, we have compared the results with the Lucas-Kanade (LK) method, 
and Gaussian Mixture Model (GMM) method. 

In figure 2, we show three input frames that have light change. The light is darker 
from frame 39 to frame 41. For the Lucas-Kanade optical flow method, we receive a 
flash at frame 40 and frame 41. For the Gaussian mixture model method, we receive a 
flash at frame 41. For the proposed method, the segment result is very good. 

Table 1 compares the motion segment error between LK method, GMM, and the 
proposed method (IRI-LK). Look at table 1, we have the percentage of the motion 
segment error is LK: 12.40%, GMM: 8.26%, IRI-LK: 0.00%. The LK gets the motion 
segment error when the light changes suddenly and continuously. The GMM gets the 
motion segment error when the light changes continuously. The IRI-LK is very good 
for this input video. 
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Frame 39 LK method GMM method Proposed method 

  

Frame 40 LK method GMM method Proposed method 

  

Frame 41 LK method GMM method Proposed method 

Fig. 2. The segment of Car video compared the proposed method with the other methods 

Table 1. Comparing the motion segment error of LK, GMM, and IRI-LK 

Frame 
Average 
Intensity 

LK method GMM method Proposed method 

1 0.5220    

…     

21 0.5030    

22 0.5056    

23 0.4628 Error   

24 0.4717    

25 0.4854    

…     

38 0.5165    

39 0.5035    

40 0.4643 Error   

41 0.4166 Error Error  

42 0.3714 Error Error  
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Frame 
Average 
Intensity 

LK method GMM method Proposed method 

43 0.3922  Error  

44 0.3374 Error Error  

45 0.3814 Error Error  

46 0.4026 Error Error  

47 0.4345 Error   

48 0.4829 Error   

49 0.4818    

50 0.4809    

…     

76 0.4764    

77 0.4975    

78 0.4472 Error Error  

79 0.4056 Error Error  

80 0.4237  Error  

81 0.4068  Error  

82 0.4551 Error   

83 0.4925 Error   

84 0.4890    

85 0.4892    

…     

98 0.4790    

99 0.4677    

100 0.4200 Error   

101 0.4282    

102 0.4330    

103 0.4267    

104 0.4704 Error   

105 0.4875    

106 0.4872    

…     

121 0.4891    
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In another test, the input video is captured by a static camera with the resolution of 
640x360 pixels, at the frame rate of 29fps. We choose coefficient α = 6 and Tikhonov 
constant = 0.001. We add 10% brightness at frame 160 and 20% brightness at frame 
161 for testing. Three input frames are shown in figure 3. 

  

Frame 159 LK method GMM method Proposed method 

  

Frame 160 LK method GMM method Proposed method 

  

Frame 161 LK method GMM method Proposed method 

Fig. 3. The segment of clip, which was captured by a static camera, compared the proposed 
method with the other methods 

In figure 3, we also show three input frames that have light change. For the Lucas-
Kanade optical flow method, we receive a flash at frame 160 and frame 161. For the 
Gaussian mixture model method, we receive a flash at frame 161. For the proposed 
method, the segment result is also very good. 

5 Conclusion 

In motion detection, the noise and light change makes moving object identification 
inaccurate because the Lucas-Kanade optical flow method works well with the as-
sumption that the intensity of pixels does not change. We propose the image intensity 
ratio concept that is not affected by light change in accordance with the Lucas-Kanade 
optical flow method. The proposed method has good noise tolerance and is not affect-
ed by light change. It is good for the real-time object tracking system. In fact, the light 
does not change with the same coefficient λ at all pixels. The intensity ratio of a pixel 
has a small difference between two continuous frames. It makes the segment result 
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not good in all cases. Despite that, our proposed method greatly improves the result of 
motion detection in the light change. 
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Abstract. Vehicle tracking is a difficult part in intelligent traffic system. The 
images of vehicles on the streets, picked up from cameras, are usually in occlu-
sion because of effecting outdoor environment such as lack light, weather, etc. 
Therefore, vehicle tracking is a challenging problem. This paper proposed a 
method for vehicle tracking in an outdoor environment. We use curvelet trans-
form combined with object deformation of contour. The light of background 
may change from this frame to the other frame. The proposed algorithm has 
significantly improves the edge accuracy and reduces the wrong position of ob-
jects between the frames. For demonstrating the superiority of the proposed 
method, we have compared the results with the other methods. 

Keywords: Curvelet transform · Vehicle tracking · Contour 

1 Introduction 

Vehicle tracking is a difficult part in intelligent traffic system, particularly for visual-
based surveillance system. In the real world, an intelligent video surveillance system 
requires being fast and reliable. Tracking system designed consists of three function 
blocks: moving object detection, object classification and object tracking. The tech-
niques of moving object detection used background subtraction, statistical models, 
temporal differencing, optical flow, etc [1]. The most popular methods to detect mov-
ing objects are based on background subtraction. This method is to create a back-
ground model that is quite similar to the real one. After that, they make differential 
operation with every frame of video and background image to set changing area as 
moving objects [2] such as: eigen backgrounds, median filter, mean filter, temporal 
median filter, Kalman filter and sequential kernel density approximation [3]. When 
the environment is crowded with scenes, the background is hard to model. The solu-
tion to this problem is to use optical flow method. In this method, the pixels compared 
in frame sequences for the pixel position are calculated based on the vector position 
[1]. However, its drawbacks are sensitive to noise and have high computational com-
plexity. 

For vehicle tracking, there are four main groups: feature-based tracking, model-
based tracking, region-base tracking, contour-based tracking [5]. The commonly used 
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methods are Kalman filter, Kanade-Lucas-Tomasi, mean-shift, particle filter, etc. 
However, most of these methods are complex, slow processing as the object is in 
occlusion. Vehicle tracking is to detect locating position of vehicles through consecu-
tive frames [4] in the video. The video picked up from cameras, are usually in occlu-
sion because of effecting outdoor environment such as lack light, weather, illumina-
tion variability, background noise, partial overlapping and occlusion, etc. In the last 
decades, although many different approaches have been proposed. Vehicle tracking is 
still a challenging problem. 

 In this paper, we propose a method to implement a vehicle tracking in outdoor en-
vironment using curvelet transform combined with object deformation of contour. For 
demonstrating the superiority of the proposed method, we have compared the results 
with the wavelet transform method and curvelet transform method. The rest of the 
paper is organized as follows: in section 2, we described the basic concepts on 
curvelet transform. Details of the proposed algorithm have been given in section 3. In 
section 4, the results of the proposed method for vehicle tracking have been shown 
and finally the conclusion in section 5. 

2 Curvelet Transform   

In this section we explain what curvelets are, how they are constructed, and what are 
their main properties are. Curvelets are basically 2D anisotropic extensions to wave-
lets that have a direction associated with them. Analogous to wavelets, curvelets can 
be translated and dilated. The dilation is given by a scale index j that controls the 
frequency content of the curvelet, while the translation is indexed by m1 and m2 in two 
dimensions.  

The anisotropic scaling relation is a key difference between wavelets and curvelets. 
The parabolic scaling is also a key ingredient to prove that curvelets remain localized 
in phase-space (i.e., remain curvelet-like) under the action of the wave operator pro-
vided the medium is smoothed appropriately prior to propagation [6]. 

The idea of curvelets [7] is to represent a curve as a superposition of functions of 
various lengths and widths obeying the scaling law width ≈ length2. This can be done 
by first decomposing the image into subbands, i.e separating the object into a series of 
disjoint scales; then, each scale is analyzed by means of a local ridgelet transform. 

Curvelets are based on multiscale ridgelets combined with a spatial bandpass filter-
ing operation to isolate different scales. This spatial bandpass filter nearly kills all 
multiscale ridgelets which are not in the frequency range of the filter. In other words, 
a curvelet is a multiscale ridgelet which lives in a prescribed frequency band. The 
bandpass is set so that the curvelet length and width at fine scales are related by the 
scaling law width ≈ length2 and so the anisotropy increases with decreasing scale like 
a power law. There is a very special relationship between the depth of  
the multiscale pyramid and the index of the dyadic subbands. The side length of the 
localizing windows is doubled at every other dyadic subband, hence maintaining  
the fundamental property of the curvelet transform which says that elements of length 
about 2−j/2 serve for the analysis and synthesis of the jth subband [2j, 2j+1].  



362 N.T. Binh 

 

Like ridgelets, curvelets occur at all scales, locations, and orientations as shown in 
Fig.1. However, while ridgelets have global length and variable widths, curvelets in 
addition to a variable width have a variable length and so a variable anisotropy does. 

 

Fig. 1. Curvelets parameterized by scale, location, and orientation (source [8]) 

The length and width at fine scales are related by the scaling law width ≈ length2 
and so the anisotropy increases with decreasing scale like a power law. Recent work 
[7] shows that the thresholding of discrete curvelet coefficients provided near optimal 
N-term representations of otherwise smooth objects with discontinuities C2 along 
curves. 

The curvelet dictionary is a subset of the multiscale ridgelet dictionary, which al-
lows reconstruction. The “à trous” subband filtering algorithm [9] is especially well-
adapted to the needs of the digital curvelet transform. The algorithm decomposes an n 
by n image f(x, y) as a superposition of the form 
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where cJ is a coarse or smooth of the original image f(x, y) and wj represents the de-
tails of Im at scale 2-j.. 

The discrete curvelet transform of a continuum function f(x1, x2) makes use of a 
dyadic sequence of scales, and a bank of filters (P0f, ∆1f, ∆2f,….. ) with the property 
that the passband filter ∆s is concentrated near the frequencies [2j, 2j+1], e.g., 
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In wavelet theory, one uses a decomposition into dyadic subbands [2j, 2j+1]. In con-
trast, the subbands used in the discrete curvelet transform of continuum functions 
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have the nonstandard form [2j, 2j+1]. This is nonstandard feature of the discrete 
curvelet transform well worth remembering. 

The basic process of the digital realization for curvelet transform is given as fol-
lows: 

(1) Subband Decomposition. We define a bank of filters P0, (∆s, s ≥0). The image ƒ 
is  filtered into subbands with à trous algorithm [9] 

            0 1 2( , , ,.....)f P f f f→ Δ Δ                      (3) 

The different subbands ∆sƒ contain details about 2-2s wide. 

(2) Smooth Partitioning. Each subband is smoothly windowed into “squares” of an 
appropriate scale. 

( )
ss Q s Q Qf w f ∈Δ → Δ                             (4) 

where wQ is a collection of smooth window localized around dyadic squares. 

1 1 2 2[ / 2 , ( 1) / 2 ] [ / 2 , ( 1) / 2 ]s s s sQ k k x k k= + +            (5) 

(3) Renormalization. Each resulting square is renormalized to unit scale 

1( ) ( ),Q Q Q s sg T w f Q Q−= Δ ∈                (6) 

where (TQƒ)(x1, x2) = 2sƒ(2sx1 - k1, 2
sx2 - k2) is a renormalization operator. 

(4) Ridgelet Analysis. Each square is analyzed in the orthonormal ridgelet system. 
This is a system of basis elements pλ making an orthonormal basis for L2(R2): 

,Qg pμ λα =                        (7) 

We see that the performance of vehicle tracking will increase if the correct feature 
is selected for tracking algorithm. In our proposed work, we have used curvelet coef-
ficients as a feature set.  

3 The Vehicle Tracking Based on Curvelet Domain 

In this section, we describe a method for moving vehicle tracking in outdoor envi-
ronment using curvelet transform. The common approach for vehicles tracking con-
sists of two periods: detecting vehicles and tracking vehicles as the following in figure 
2. A video sequence contains a series of frames. Each frame can be considered as an 
image. The proposed method also consists of two periods. Firstly, curvelet coeffi-
cients are used for detection of vehicles. Secondly, we track vehicles in the sequence 
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of frames. If an algorithm can track moving vehicles between two digital images, it 
should be able to track moving vehicles in a video sequence.  
 

 

 

 

Fig. 2. The common approach for vehicles tracking system 

The common approach for detection of vehicles consists of three steps: background 
modeling, foreground detection and data validation. We assume there are only two 
modes for each pixel in a single frame: background and foreground. The basic of 
background subtraction method is to compare the frame background with a threshold 
(T) which we are pre-defined. If the difference of a pixel is smaller than T, then it is 
background, otherwise, it is foreground. To detect objects, the curvelet coefficients 
and their statistical values were extracted as the features of object images. We define 
a discrete warped curvelet transform which goes across the region boundaries. We 
compute the image sample values in each region of the partition and also describe its 
implementation together with the inverse resampling. A warped wavelet transform 
with a sub-band filtering along the flow lines is implemented. At the boundaries, 
warped curvelet still have two vanishing moments. The curvelet coefficients of a dis-
crete image are computed with a filter bank. 

The step of pre-processing stage raws input video. Background modeling is the 
current background scene. We can know that the background is to acquire a back-
ground image which does not include any moving objects. Foreground detection 
checks if the input pixels are background or foreground. Foreground pixels are calcu-
lated by the Euclidean norm at the time t: 

( , ) ( , )t tPI x y BG x y T− >  (8)  

where, PIt is the pixel intensity value, BGt is the background intensity value at time t 
and T is the foreground threshold.  
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where, n in the number of image channels. The foreground threshold T is determined 
experimentally.  

The goal of tracking is find position of vehicle between two adjacent frames. The 
tracking algorithm searches the position of the vehicles in the next frame according to 
the value of object boundary energy, which is computed from the three previous 
frames and direction of movement. Our algorithm is capable of tracking an object 

1st period 

Detecting vehicles Tracking vehicles

2nd period 

Input video Frames 
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whose size changes within a range in the various frames. The processing of vehicles 
tracking system as the following in figure 3. 

 

 

Fig. 3. The processing of vehicles tracking system 

Firstly, the video input is divided into image sequence I(S), where S denotes a 
frame number, S =1, 2, 3, ….. Support pi(xi(t), yi(t)) represent a contour model, where 
t is the number of iterations at each frame. If it is the first time, S is set to be 1. We set 
the number t = 0 at each frame. When S=1, we set an initial contour pi(xi(0), yi(0)) for 
all moving objects [12]. 

Secondly, deformation of contour. In this step, we use the greedy algorithm [11] 
and move all contour points pi(xi(t),yi(t)) (where i=1, 2,…,n) by minimizing a contour 
energy Esnakes and t = t + 1. The number moved points are stored in Cmove. We detect 
object boundary by minimizing the following energy functional:  

Esnake = Eint(p) + Eimage(p) + Eext(p) 

where Eint is an internal energy associated with splines, Eimage is an image energy such 
as edge potential and Eext is an external energy associated with external forces. 

Thirdly, splitting and merging contours. We divided a contour into multiple closed 
contours by detecting its self-crossings. The area Eext of a contour model pi(xi, yi) 
(i=1, 2, 3,…,n) is defined as: 

[ ]1 1
1

1
( ) ( )

2

n

ext i i i i i i
i

E x y y x x y+ +
=

= − − −  (12) 

where pn+1(xn+1, yn+1) = p1(x1,y1). After that, we will be merging multiple contours. 
The process of merging two contours into a single one. To create new contour points, 
a new contour point between two adjacent points pi and pi+1 must satisfy the condition 

1i i THp p Dis+ − >  where DisTH is a threshold which maximums the distance between 

adjacent discrete points [12]. 
Fourthly, termination of contour deformation. If 

move THC C≤ or 
maxt t≤  then ter-

minate the contour deformation at the image I(S) and proceed to step 5 else proceed to 
step 2. CTH  and tmax are predetermined thresholds. 

Fifthly, calculation of moving vehicle. We calculate intensity histogram within the 
region surrounded by each contour model as the feature of moving objects. 
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Finally, matching of moving vehicle. In each frame, cumulative intensity histo-
gram Hm(k) is computed within a region extracted by a converged contour model as a 
moving object. Set S = S+1 and proceed to step 1. The test cases will present in sec-
tion 4. 

4 Experiments and Evaluation 

In this section, we applied the procedure described in section 3 to track the vehicles in 
a video. We apply hard thresholding coefficients after decomposition in curvelet do-
main. For the tracking period, the vehicle area is determined in the first frame and we 
find the vehicles in each frame of the video and from frame to frame. The proposed 
method has been done on many videos in PEST2001 dataset and the other videos 
picked up from cameras on the streets. Here, we report the results on some video 
clips. Our experimental approach is as follows. For demonstrating the superiority of 
the proposed method, we have compared the results with the wavelet transform (WT) 
method, curvelet transform (CT) method. 

Our experiments are on vehicle video clips with the frame size 254 by 254. Most of 
videos are fuzzy videos. The proposed method processes this video clip at 24 
frames/second. We have experimented on the video up to 3000 frames. Here, we re-
port the results up to 2000 frames. Some results achieved as shown in figure 4 and 
figure 5. 

 

   

Frame 200 Frame 300 Frame 400 

   

Frame 500 Frame 600 Frame 800 

Fig. 4. Tracking in car video clips up to 800 frames 
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Frame 100 Frame 150 Frame 300 

  

Frame 700 Frame 1500 Frame 2000 

Fig. 5. Tracking in the other car video clips up to 2000 frames 

Table 1. Comparing the vehicle tracking error of WT, CT and proposed method 

Frame WT method CT method Proposed method 

50    

100    

150 false false  

200    

250 false   

300    

350    

400    

450    

600    

650 false   

700    

750 false false  

800  false  

850 false   

900    

950 false false false 

1000 false   
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In these figures, we observe that the proposed method performs well. Other exper-
iments also show that the proposed method works well and better than the other ones. 
The proposed method is also more accurate. 

Table 1 compares the vehicle tracking error between WT method, CT method and 
the proposed method. In table 1, we put false in the frames which vehicle tracking is 
not exactly. We have the percentage of the vehicle tracking error in the frames is 35% 
with WT method, 20% with CT and 5% with proposed method. As the above men-
tion, the proposed method detecting object boundary is better than the other methods. 
Therefore, the results of the proposed method are good. As above mentioned, a dyadic 
segmentation of curvelet coefficients and choice of a polynomial flow inside each 
square define a curvelet B(T). Curvelets provide optimally sparse representations of 
objects. The representations are as sparse as if the object were turn out to be far more 
sparse than the decomposition wavelet of the object.  

5 Conclusion and Future Work 

Vehicle tracking is a difficult part in intelligent traffic system. The images of vehicles 
on the streets, picked up from cameras, are usually in occlusion because of effecting 
outdoor environment such as lack light, weather, etc. Vehicle tracking in these cases 
is not easy. In this paper, we have constructed a method for detecting and tracking of 
vehicles for outdoor environment. We use curvelet transform combined with object 
deformation of contour for tracking objects in outdoor environment. The proposed 
algorithm significantly improves the edge accuracy and reduces the wrong position of 
objects between the frames. However, if the quality of the frames in videos is very 
bad then the estimation ability is reduced. In the future work, we will compare the 
proposed method with the other methods and improve it in case of light change. 
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