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PREFACE

MICHEL CARAËL
JUDITH R. GLYNN

The time has come to close the book on infectious diseases.
(United States Surgeon General, 1967)

Forty years ago, the age-old battle against infectious diseases as a major threat to human 
health was believed close to being won. This followed spectacular improvements in 
public health measures, such as sanitation, the advent of antibiotics, and insecticides. In 
addition, with the biotechnology revolution and the discovery of vaccines that helped 
to eradicate smallpox and control poliomyelitis, measles, diphtheria and other killer 
diseases, hope was raised that tuberculosis and malaria vaccines would soon follow.

However, by the late twentieth century, the increase of emerging and re-emerging 
infectious diseases was evident in both low and high income countries. About 30 new 
infectious diseases have been identified in the last few decades, and some of them 
have received considerable media and public attention, such as Legionnaires’ disease, 
hepatitis C, bovine spongiform encephalopathy and new variant Creutzfeldt-Jakob 
disease, viral haemorrhagic fevers such as Ebola, and, most recently, severe acute 
respiratory syndrome (SARS). The re-emergence of H5N1 influenza A virus is a cur-
rent and real threat. Among the “new” diseases, and most importantly, the Human 
Immunodeficiency Virus (HIV) epidemic, with 40 million persons infected and 25 
million deaths since its first description, presents one of the most significant health, 
societal and security challenges facing the global community. By 2002, HIV/AIDS 
had become the leading cause of death among both women and men aged 15 to 59 
years, causing one in every seven deaths in this age-group globally. The interaction of 
HIV/AIDS with tuberculosis, malaria and bacterial infections have increased HIV-
related morbidity and mortality; and in turn, the HIV pandemic has brought about 
devastating increases in tuberculosis.

In addition to new pathogens, “old” diseases persist, and in some cases have re-
emerged or grown increasingly resistant to conventional treatment, showing the 
limits of modern medicine and of a pharmaceutical development system driven by 
the diseases of the North.

As 40 years ago, the leading causes of death among children under five are still 
pneumonia, diarrhoea, malaria, and measles; but AIDS has now appeared on the 
list of causes of  childhood deaths in sub-Saharan Africa. Nutritional insecurity 
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and malnutrition—the underlying cause of more than half  of the deaths occurring 
among children—has also increased, partly because of the impact of adult AIDS 
mortality and morbidity on nutrition in the most affected countries. Most infectious 
diseases are increasingly driven by, and contribute to, factors that also create 
malnutrition—in particular, poverty, emergencies and inequalities.

Infectious diseases are still responsible for approximately 25% of global mortality—
but for an estimated 53% of all deaths in sub-Saharan Africa—and for more than 
60% of deaths in children aged younger than 5 years. Sub-Saharan Africa suffers 
disproportionately from infectious diseases partly because of poverty and under-
development, but also because of the continuous erosion of the public health infra-
structure in most countries: Health delivery systems are generally under-staffed and 
over-burdened.

The emergence and resurgence of infectious diseases reflect macro changes or inten-
sification of trends that have occurred throughout history, in both global economy 
and human ecology: increasing poverty in large segments of the world popula-
tion, resulting in high rural-to-urban migration and high-density peri-urban slums; 
increasing long-distance mobility due to globalization, trade and tourism; the social 
disruptions of war, conflict, and insecurity; and, increasingly, intense human–animal 
interactions and changes in the way that food is processed and distributed. Global-
ization continues, and there is little doubt that societal, technological, and environ-
mental factors will continue to provoke a dramatic increase in infectious diseases 
worldwide.

This evolution and the profound impact of AIDS on social institutions in Southern 
and Eastern Africa have triggered renewed interest in infectious diseases—largely 
driven by concerns about national and international security—under the label “new 
health threats”. The creation of the Global Fund to fight AIDS, Tuberculosis and 
Malaria and several other global initiatives for vaccines and for improved surveil-
lance show that mechanisms for innovative, global efforts to control infectious dis-
eases are emerging.

Understanding the population impact and the dynamics of infectious diseases in 
the most affected region is critical to efforts to reduce the morbidity and mortality 
of such infections, and for decisions on where to use limited resources in the fight 
against infections. This book on ‘HIV, Resurgent Infections and Population Change in 
Africa’, by offering a demographic and epidemiological perspective on emerging and 
re-emerging infections in sub-Saharan Africa, aims to contribute to these efforts.
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INTRODUCTION

FRANCE MESLÉ
Research Unit, Population and Development, 
Institut National d ’Etudes Démographiques (INED), Paris, France

VLADIMIR M. SHKOLNIKOV
Laboratory for Demographic Data, Max Planck Institute 
for  Demographic Research, Rostock, Germany

In the early 1970s, Omran (1971) [1] defined the concept of the epidemiologic transi-
tion in order to characterize trends in mortality patterns in the world. For him, the 
decrease in infectious mortality is the driving force of the epidemiologic transition. 
Societies go from the “age of pestilence and famine” to the age of “degenerative and 
man-made diseases”, thanks to the recession of pandemics.

The theory was conceived at a time when progress in health seemed to run out of steam 
in Western countries. It was assumed that life expectancy would soon reach a limit that 
could not be overstepped. Very rapidly Omran’s theory was undermined by the dra-
matic decrease in mortality from circulatory diseases, and this decrease produced new 
gains in life expectancy, especially at advanced ages, in most industrialized countries. 
To fit the new situation several authors, including Omran himself, proposed an exten-
sion of the theory by adding a fourth or even a fifth stage to Omran’s first three ages 
[2, 3, 4, 5, 6]. Others enlarged the concept and suggested that Omran’s epidemiologic 
transition could itself be a first stage in the broader process of health transition [7, 8].

This new step in health transition did not benefit all people equally. Inside the most 
favoured national populations, some groups (women, highly-educated, married) 
took greater advantage of health achievements, which resulted in a widening gap 
between population segments. From the mid-sixties onwards, Central and Eastern 
European countries were not successful in their fight against degenerative and man-
made diseases, and life expectancy stopped increasing and even sometimes decreased 
in that part of Europe.

A number of developing countries followed the way opened up by the first-
 industrialized countries. Benefiting from technologies and tools developed in the 
latter, they experienced a rapid decline in mortality after World War II, mainly related 
to the decrease of infectious diseases. This progress, however, was not  universal: 
some countries, especially in sub-Saharan Africa, were unable to control infectious 
diseases and could not catch up.

1
M.Caraël and J.R. Glynn (eds.), HIV, Resurgent Infections and Population Change in Africa, 1–8.
© 2007 Springer.
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In the year 2000, the International Union for the Scientific Study of  Population 
(IUSSP) launched a new Scientific Committee on Emerging Health Threats, which 
was mandated to contribute to a better understanding of  these failures of  health 
transition. Why were some populations at a national or sub-national level  deviating 
from the “normal” path of  health transition? Were these deviations questioning 
the theory itself ? Was it possible to forecast future mortality trends? Would all 
countries finally converge towards an insuperable threshold or would divergence 
and convergence continue to alternate according to the speed of  diffusion of  health 
progress?

The first Seminar of the Scientific Committee on Emerging Health Threats held 
in June 2002 jointly with the Max Planck Institute for Demographic Research was 
devoted to the determinants of diverging trends with a special focus on industrial-
ized countries. The seminar was organized around two main issues: the divergence 
between Eastern and Western European countries during the last three decades of 
the 20th century, and the widening gap between different population groups inside 
countries. A selection of papers presented at this seminar was published in a special 
collection of Demographic Research [9].

In Central and Eastern Europe, particularly among the less fortunate classes of  the 
population, the people were unable to cope with the increase of  degenerative and 
man-made diseases as described by Omran. In Western countries, and especially for 
more favoured segments of  the population, trends were reversed, thanks to the imple-
mentation of  health policies consisting of  reinforced prevention,  widespread screen-
ing, new therapeutics and improved efficiency of  emergency units, the  Communist 
regimes, which relied almost exclusively on the centralized administration of  mod-
ern health care, were not successful in the struggle against degenerative  diseases. 
Indeed, these new health policies required financial means for long-term care of 
 people with serious diseases requiring costly therapy, widespread use of  sophis-
ticated technical equipment, creation of  a dense network of  emergency medical 
 services, etc., but the means were unavailable. The new policies also required changes 
in individual behaviour and the active participation of  citizens in the management 
of  their own health care, which could be more rapidly achieved among better-
educated populations,  having easy access to all sources of  information. In recent 
years, health care progress has resumed in most Central European countries, and 
in particular there has been a decrease in cardiovascular mortality. This recent 
improvement shows that a significant trend reversal can occur rapidly even in the 
case of  chronic diseases.

Another priority of the IUSSP Scientific Committee on Emerging Health Threats 
was to contribute to a better understanding of the reasons why sub-Saharan Africa 
was lagging so much behind the other regions of the world. Most African  countries 
were not able to control infectious diseases and were still far from achieving the 
 epidemiologic transition, as defined by Omran. Not only the emergence of AIDS 
but also the resurgence of well-known infectious diseases like tuberculosis or malaria 
in these countries resulted in very poor health conditions. At present, the region faces 
a combination of endemic poverty and fragile health care systems with a variety of 
unfavourable epidemiological, behavioural, and environmental patterns.
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The second seminar of the Scientific Committee on Emerging Health Threats was  entitled 
HIV, Resurgent Infections, and Population Changes in Africa: it was aimed at facilitat-
ing studies of relationships between population, development, and resurgent infectious 
disease in Africa. Particular attention was paid to conditions leading to the spread of 
 disease and the impact of disease on demographic and socioeconomic trends.

The seminar was held from 12 to 14 February 2004 in Ouagadougou, Burkina Faso. 
It included ten sessions and twenty-six presentations of research reports. The papers 
gave new information on the current burden of infectious diseases and on major 
trends in mortality due to infections, as well as on the major determinants of infec-
tious disease spread, such as mobility and urbanization, governance, health care sys-
tems, poverty and social exclusion. The impact of environmental changes (climate or 
agricultural systems) was also examined. Finally the impact of infectious diseases on 
mortality and on more general population trends were discussed.

After the seminar, participants were invited to submit their final papers for possi-
ble publication in a collective work. The initial selection of  papers was performed 
by a committee consisting of  M. Caraël, F. Meslé, V. Shkolnikov, and I. Timæus. 
All further editorial work on the manuscripts and exchanges with their authors 
were performed by the editors—Michel Caraël and Judith Glynn.

The book which resulted is divided into two parts. The first is entitled “Trends 
and Diseases” and consists of six chapters devoted to changes in mortality trends 
 worldwide. They describe the major components and determinants of mortality and 
infectious diseases in Sub-Saharan Africa.

The first chapter, by K. Moser, D.A. Leon and V.M. Shkolnikov, introduces a Gini-
type dispersion measure of  mortality for analysis of  changes in the amount of 
inter-country diversity according to life expectancy for all countries of  the world 
with a population size exceeding one million. This shows that the long-term global 
trend towards convergence to a lower mortality has reversed since the late 1980s. 
This unfavourable upturn is largely attributable to rising adult-age mortality in 
Sub-Saharan Africa and (to a lesser extent) in the former Soviet Union and sev-
eral other countries. At the same time, infant mortality continues to decrease in 
most countries. The analysis suggests that adult mortality should be given greater 
emphasis as a global health priority than is the case with the Millenium Develop-
ment Goals.

The next chapter, by G.P. Garnett and J.J.C. Lewis, describes a mathematical model 
of the spread of infectious disease in populations. The potential for spread is deter-
mined by the duration of infectiousness, the contact rate, and the likelihood of trans-
mission if  there is contact. Depending on certain conditions, the number of risky 
contacts may either increase with population density or be constant.  Population 
growth has three major consequences for infectious disease: growing populations 
in poor urban areas increase contact rates, facilitating epidemics; the sheer scale of 
cities provides more opportunities for a disease to persist with a ready supply of 
 susceptible people; the conditions associated with increase in travel and migration 
can turn  epidemics into pandemics. Population growth combined with young, poorly 
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resourced communities is a key factor affecting global health. Better housing and 
medical care, but also slowing population growth due to demographic transition, can 
help tackle the problem.

The decline in child (under five) mortality has slowed down significantly in Sub-
Saharan Africa over the last 15 years. After reviewing this trend in countries of the 
region, G. Pison examines in his chapter the components and determinants of this 
adverse trend in Senegal, a country little affected by AIDS, but with stabilization in 
child mortality closely resembling that for the whole region. His study is based on 
reliable mortality data from three demographic surveillance sites in rural Senegal. In 
all of them, under-five mortality remained at about the same high level since the mid-
1980s. Analysis of causes of death and of medical facilities suggests that this stagna-
tion could be mainly caused by malaria, in a new epidemiological situation created 
by spreading resistance to chloroquine, and by the inability of local health facilities 
to ensure the provision of vaccinations and other basic health services.

The chapter by A. Githeko discusses the complex relationship between climate 
change and malaria. Climate change includes gradual change in mean temperature 
and other meteorological parameters, but also strong shorter-term weather fluctua-
tions such as heavy rainfall, floods, unusually warm periods, and droughts. Some 
weather anomalies are associated with periodical El Niño events. Impacts of climate 
change on malaria are determined by dependence of the disease transmission on 
vector density, duration of malaria parasite maturation, and the immunity level of 
exposed populations. The study provides examples of malaria outbreaks associated 
with weather anomalies. It emphasizes the particular vulnerability of populations 
living in highland areas in Kenya, Rwanda, Madagascar and other African countries 
characterized by low background prevalence of disease and low immunity. Such pop-
ulations experience high morbidity and mortality in periods of anomalously warm 
and humid seasons.

The chapter by D. Waltisperger and F. Meslé investigates an important health crisis 
in Madagascar, including striking famine-related mortality from 1984 to 1988. The 
study uses the register of  deaths in Antanarivo in 1976–2001 and benefits from the 
unusual (for the region) availability of  cause-of-death data. The socio-economic sit-
uation in Madagascar continuously deteriorated between 1976 and the early 1990s. 
From 1976 to 1988 mortality was increasing and in the 1980s poorly  managed 
economic reforms resulted in severe food shortages and extremely high mortality. 
A recovery during the 1990s led to a return to the 1976 mortality level in 2000. 
Changes in general mortality were largely driven by nutritional deficiencies, and 
infectious and respiratory diseases. The findings suggest that progress in the fight 
against infectious disease is unlikely to be sustained if  the economic situation does 
not make it possible to provide the population with adequate supplies of  food.

Which health interventions should be applied in order to reduce the heavy burden 
of health problems in low-resource settings of the region? J. Brunet-Jailly argues in 
his chapter that the choice of health strategies should be based strictly on a cost-
effectiveness approach. As the available funds are very restricted, not all effective 
interventions can be carried out. Only the most effective of them should be chosen, 
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otherwise a portion of the scarce resources will be wasted by using them inefficiently. 
In order to make an evaluation, the disability adjusted life years saved (DALY) are 
used as a health outcome for the purpose of comparing monetary costs of health 
intervention alternatives. This “best buy” framework leads to the conclusion that for 
HIV/AIDS the most effective intervention is prevention, whereas the highly active 
antiretroviral therapy of HIV (HAART) for adults is least cost effective.

The second part of the book is devoted to HIV/AIDS. Its seven chapters assess 
mortality and the economic impacts of the disease; they also examine various fac-
tors affecting the epidemics in different parts of Sub-Saharan Africa and discuss 
opportunities for HIV/AIDS prevention. The studies emphasise the enormous scale 
of the health challenge, the extreme complexity of the epidemic’s causal mecha-
nisms, and the great difficulties but also some potential opportunities for efficient 
 interventions.

The second part opens with a review of the evidence about risk factors and oppor-
tunities for prevention of HIV in young adults by M. Caraël and J. Glynn. Young 
adults are not only the group with the highest HIV incidence but also the key target 
group for interventions. The study divides HIV factors into three groups: contextual, 
proximate, and biological factors. The contextual group includes poverty, urbaniza-
tion and growth of slums, migration and separation of partners, political crises and 
armed conflicts, and gender inequality. These factors generally aggravate health con-
ditions and influence the proximate (behavioural) determinants. These include: early 
sexual debut, sex with multiple partners, commercial and transactional sex, sexual 
abuse, sex between young girls and much older men, and early marriage of young 
women. The third group of biological factors has potential for the modification of 
risks conditioned by the proximate behavioural factors. The probability of acquir-
ing HIV via sexual intercourse is elevated for those with other sexually transmitted 
infections and may be higher for young girls than for older women. Circumcision 
of men is associated with a lower risk of acquiring HIV. The spread and dynamics 
of the epidemics depend on the interplay of the three groups of factors. Existing 
HIV control programmes target mostly the group of proximate factors. So far, few 
interventions with proven efficacy have been made available to the majority of young 
people in need of them.

In Africa, the vast majority of new HIV cases are attributable to heterosexual con-
tacts. This suggests that not only is the behaviour of individuals important, but also 
the similarity or dissimilarity of behaviour patterns between partners within couples. 
Much HIV infection is acquired within marriage: either because an infected  person 
marries an uninfected one or because, in marriage where both spouses are initially 
uninfected, one partner gets infected outside the marriage and passes on the infec-
tion. The chapter by E. Slaymaker and B. Zaba makes this important point and 
addresses it by analysing the Zambian Demographic and Health Survey data sets of 
1996 and 2001–2002. Between the two surveys married couples became more simi-
lar to each other with lower proportions of  both men and women having had sex 
before age 15. The proportion of  married couples in which men had been  married 
before increased. In 2001, in only 3% of couples had both partners tested for HIV. 
The fact that HIV prevalence and mortality has remained stable between 1996 and 
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2001, while there was a substantial decline in unsafe behaviours among individuals, 
suggests that patterns of HIV transmission could have changed.

The chapter by R. Lalou, V. Piché and F. Waïtzenegger uses data from a survey 
on “Mobility and STI/AIDS in Senegal” for an in-depth analysis of pathways 
 connecting migration with spread of HIV. Associations of migration status with 
knowledge, perceptions, and actual risk behaviours are examined. The study detects 
a difference between behaviours of international and internal migrants. The former 
perceive “ others” or “foreigners” as a source of danger. Therefore they use condoms 
more often when staying abroad and use them less frequently than non-migrants 
after  coming back to their original community. The internal migrants perceive 
infection risk to be related to sexual encounter and use condoms more often than 
non-migrants. These findings suggest the importance of socio-cultural variability in 
shaping behavioural patterns.

The chapter on HIV in Zimbabwe by O. Mugurungi, S. Gregson and colleagues is 
a case-study presenting an overview of the HIV epidemic in Zimbabwe. Zimbabwe 
is one of the most economically developed African countries, but also among those 
hardest hit by AIDS. Because of the disease, mortality of adults has increased by 
about 2.5-fold between the late 1980s and the mid-1990s. About 25% of the adult 
population are estimated to be HIV positive. HIV prevalence in rural areas is higher 
than in other African countries, perhaps because of intensive economic migration 
to the countryside for agricultural work, with no family accommodation for labour 
migrants. HIV is associated with other sexually transmitted infections and risky 
sexual behaviours such as multiple-partners and extra-marital sex. Odds of being 
infected are higher in non co-resident marriages and for individuals with a higher 
number of sex partners during the last year. Some evidence suggests that HIV preva-
lence has begun to decrease since the mid-1990s especially in younger age groups. 
The high level of economic and human capital in Zimbabwe helps to increase knowl-
edge and awareness and to intensify HIV prevention activities.

Part of the total health burden caused by HIV/AIDS is related to a higher risk of 
acquiring other infections in people with suppressed immune status. The onward 
transmission of these infections further increases the population burden of disease. 
The chapter by J. Glynn is a synthesis of previous studies linking HIV with TB. 
Since the early 1980s TB notification rates have doubled in Africa. The risk of TB 
among people with HIV is 4–10 times higher than among people with no HIV. The 
proportion of TB directly attributable to HIV is conservatively estimated at 31%. 
Antiretroviral therapy is likely to have a limited impact on reduction of TB incidence 
in the population.

Throughout Africa, routine statistical systems fail to report reliable information 
about mortality and its changes. Therefore, “windows of clarity” produced by local-
ized demographic surveillance sites are of  great importance. The chapter by 
I. Timæus examines patterns of adult-age mortality on the basis of data from three 
surveillance sites in South Africa, Zimbabwe, and Namibia. Principal component 
analysis applied to mortality–age schedules identifies two components responsi-
ble for the background mortality curve and for the excess mortality at adult ages. 
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 Comparison of  these components between pre-AIDS and with-AIDS periods 
suggests that the second component reflects mortality from HIV/AIDS. Modelling 
of AIDS  mortality–age distributions could allow the development of a simple  system 
for approximate description of a range of African mortality schedules.

The final chapter by JP. Moatti and B. Vantelou applies a novel approach to estimation 
of the economic impact of AIDS. The existing low estimates of its economic impact 
originate from models looking at AIDS as an exogenous shock. These  projections 
consider that HIV-related deaths reduce both total income and also the number of 
people between whom this income must be divided. This approach is at odds with 
the evident economic impact of HIV seen both at the micro and at the sectorial level 
and ignores phenomena that have been highlighted in recent years. Individuals with 
poor health are generally less productive. HIV-positive individuals without appro-
priate treatment would tend to behave differently and their ability to make savings 
and investments would be low. Numerous households taking care of sick persons or 
orphans would experience higher consumption of capital and its lower accumula-
tion. Poor health and early death lead to wasted investment in human capital and 
decrease the productivity resulting from a better education. The proposed model 
of economic development describes inter-relationships between economic capital, 
labour, human capital, and public productive spending. Its application to a number 
of African countries leads to closer estimates of the present and future GDP losses.

This book is a collection of interesting high-quality studies. They provide important 
information about ideas and methods in the research area, and reveal key health and 
population processes and their causal mechanisms. The book includes synthetic  studies 
and more specific investigations of situations in particular countries and  population 
groups. All the studies presented in this book are accessible to non-specialists with a 
basic knowledge of demography, health and statistics. We hope that the book will be 
useful to researchers and students in a variety of academic fields such as public health, 
epidemiology, medicine, demography, economics and other social sciences.
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CHAPTER 1.  WORLD MORTALITY 1950–2000: DIVERGENCE 
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Abstract. The objective of this chapter is to investigate to what extent worldwide 
improvements in mortality over the past 50 years have been accompanied by con-
vergence in the mortality experience of the world’s population. A novel approach to 
the objective measurement of global mortality convergence is adopted. The global 
mortality distribution at a point in time is quantified using a Dispersion Measure of 
Mortality (DMM). Trends in the DMM indicate global mortality convergence and 
divergence. The analysis uses United Nations data for 1950–2000 for all 152 coun-
tries with populations of at least 1 million in 2000 (99.7% of the world’s population in 
2000). The DMM for life expectancy at birth declined until the late 1980s but has since 
increased, signalling a shift from global convergence to divergence in life expectancy 
at birth. In contrast, the DMM for infant mortality indicates continued convergence 
since 1950. The switch in the late 1980s from the global convergence of life expectancy 
at birth to divergence indicates that progress in reducing mortality differences between 
many populations is now more than offset by the scale of reversals in adult mortality 
in others. Global progress needs to be judged on whether mortality convergence can be 
re-established and indeed accelerated.

* This chapter appeared in the Bulletin of the World Health Organization and is reprinted with their per-
mission. Moser K, Shkolnikov V, Leon DA. World mortality 1950–2000: divergence replaces convergence 
from the late 1980s. Bulletin of the World Health Organization 2005;83(3):202-209. The chapter appendix 
was not included in the original article.
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Introduction

The international community is paying increasing attention to the formulation and 
use of indicators and targets against which human development can be measured. 
The Millennium Development Goals, for example, have been widely adopted and 
provide a focus for the diverse attempts being made to improve the health and wel-
fare of the world’s population (1). Mortality is included in these goals as well as 
being a component of the well established Human Development Indices used in the 
Human Development Report (2). 

The 2003 Human Development Report focuses on the Millennium Development 
Goals and states: “The range of human development in the world is vast and uneven, 
with astounding progress in some areas amid stagnation and dismal decline in others. 
Balance and stability in the world will require the commitment of all nations, rich 
and poor, and a global development compact to extend the wealth of possibilities 
to all people.” Thus there is a central vision of reducing global inequities, and this 
vision is shared by the Director-General of the World Health Organization (3, 4). 
With respect to income, there is an established tradition of using measures such as 
the Gini coefficient to estimate trends in global inequities (5). However, with respect 
to health, there are no quantitative indicators being used to summarize the extent to 
which the mortality experience of the world’s population is converging over time. In 
this paper we present a novel measure, the Dispersion Measure of Mortality (DMM), 
that performs precisely this function. Before discussing this measure it is necessary to 
describe global trends in mortality.

Over the past 50 years major demographic changes have affected all regions and 
countries. As a result of changes in fertility and mortality the world’s population has 
increased from 2.5 billion to 6 billion. Declines in mortality rates, especially during 
childhood, have been particularly remarkable (Fig. 1). For the world as a whole life 
expectancy at birth has increased from 46.5 years during the period 1950–55 to 65.0 
years during the period 1995 to 2000 (Fig. 2). However, over the past decade the 
belief  that we were on a path of inexorable improvement in mortality that would 
benefit people all over the world has been undermined. In the 1990s the impact of the 
HIV/AIDS epidemic, particularly in sub-Saharan Africa (6), and the serious health 
crisis in the former Soviet Union (7) have shown that mortality reversals can no lon-
ger be regarded as rare and exceptional phenomena. The situation we find ourselves 
in is new. Before the 1970s there were almost no examples of long-term reversals in 
mortality, with the obvious exceptions of those caused by war and famine. Reflecting 
this, many of the classic analyses of the 1970s that examined long-term demographic 
and epidemiological trends considered that further significant gains in longevity in 
countries with low mortality were unlikely but that death rates in countries with high 
mortality would fall, resulting in a worldwide convergence in mortality (8, 9).

The recent reversals of mortality highlight an important question: that is, to what 
extent have the improvements in mortality over the past 50 years been accompa-
nied by convergence in the mortality experience of the world’s population? Given 
the importance of this question it is striking that few researchers have attempted to 
explicitly address it. Mortality convergence is discussed by McMichael et al. who 
raise concerns about whether it can be sustained given recent setbacks (10). Similarly 
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Fig. 1. Worldwide trends in infant mortality 1950–2000
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Fig. 2. Worldwide trends in life expectancy at birth 1950–2000

Wilson, in a systematic attempt to address the issue, concluded that there had indeed 
been convergence over the past 50 years (11). However, neither paper provided a 
quantitative summary measure of global mortality convergence. 

Methods

We adopted a novel approach to measuring global mortality convergence, making 
use of a simple measure to provide a DMM calculated for consecutive 5-year periods 
from 1950 to 2000. Trends in the DMM indicate global convergence and divergence. 
Our analysis uses estimates of life expectancy at birth, infant mortality, and live births 
for 10 five-year periods (1950–55 to 1995–2000) and population estimates for mid-
points of these periods (1952, 1957, 1962, etc.) taken from the United Nations 2000 
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revision of World population prospects (12). We also used data on  mortality occurring 
among children less than 5 years old for 1990–95 and 1995–2000, the only two peri-
ods for which such data are available. Data from all 152 countries with populations 
of at least 1 million in 2000 were used. The excluded countries, mainly small island 
states, accounted for 0.27% of the world’s population in 2000. Mortality trends in 
the only 10 excluded countries where the population exceeded 500,000 are similar to 
those of the countries included in the analysis.

Dispersion Measure of Mortality

The DMM measures the degree of dispersion that exists at any point in time in 
the mortality experience of the world’s population. It is calculated as the average 
absolute inter-country mortality difference, weighted by population size, between 
each and every pair of countries. This approach draws on more generic mathemati-
cal work on measures of dispersion (13). Changes in the DMM over time indicate 
whether mortality is becoming more or less similar across the globe; decreases indi-
cate convergence, while increases indicate divergence. The DMM for life expectancy 
at birth is measured in years of life, and the DMM for infant mortality is measured 
in infant deaths per thousand live births. So 

DMM = −( )∑∑1
2 2( )

* *
Wz

M M W Wi j i j

ji

where:
i, j are countries, and 1 ≤ i, j ≤ 152
z is the world
M is the mortality rate
W is the weighting, and W W Wi

i

j

j

z∑ ∑= =

When applied to life expectancy at birth, M = life expectancy at birth, Wz = 1 and 
Wi represents relative population size of country i adjusted, however, in order to 
ensure that W M Mi

i

i z∑ ∗ = .

This adjustment is made because, generally speaking, the weighted average of country-
specific life expectancies does not equal overall life expectancy (because life expectan-
cies are based on life table stationary populations that differ from real populations). 
A simple transformation of population weights allows us to obtain weights so that 
the above equation is true while ensuring the minimum deviation from the original 
population weights (14). In the case of infant mortality, M = infant mortality rate and 
W = live births (as used for the denominator in calculating the infant mortality rate). 

The routinely available mortality data used to construct the DMM are also used 
widely elsewhere (for example in the human development indices). However, the 
validity of all applications of global mortality data is subject to concerns about the 
quality of the data. For many countries the demographic data used to construct 
global indices are imprecise. In order to examine how far the trends in the DMM 
that we report could reflect these concerns, and in particular for recent changes, we 
undertook a series of sensitivity analyses. 
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The data are poorest for sub-Saharan Africa, the region where two-thirds of the 
countries experiencing recent mortality reversals are situated. Could data quality 
alone have accounted for our findings? If  the reversals had been greater or had 
occurred in more countries than indicated by the data, or both, then our findings 
of divergence would stand. However, to test whether the findings would hold even if  
the documented reversals exaggerated the real situation we hypothesized that in the 
24 countries with reversals occurring between 1980-85 and 1995-2000 that firstly, the 
decline in life expectancy at birth was actually only half  that indicated by the data, 
and secondly that mortality had stagnated but not reversed. (These two scenarios 
were chosen in order to make generous allowances for data quality.) Mortality in the 
remaining countries was as indicated by their data. In both cases we recalculated the 
DMM using the hypothetical data.

India and China have played an important part in world demographic trends as a 
result of contributing 35–40% of the world’s population. Consequently, these coun-
tries have a very large weighting in the calculation of the DMM. We tested whether 
replacing national data with subnational data for India (25 states) and China (28 
provinces), thereby making the units of analysis nearer in size to other countries, had 
any bearing on our findings. 

Findings

Between 1950 and the late 1980s the DMM for life expectancy at birth fell progres-
sively after which time it started to increase (Fig. 3). Thus a long period of global 
convergence in life expectancy at birth has been replaced since the late 1980s by diver-
gence. This occurred despite the fact that global life expectancy at birth improved 
throughout the period 1950–2000 (Fig. 2). 

0

1

2

3

4

5

6

7

1950-55 1955-60 1960-65 1965-70

D
M

M
 (

ye
ar

s)

1970-75 1975-80 1980-85 1985-90 1990-951995-2000

Fig. 3. Trend in the Dispersion Measure of Mortality (DMM) for life expectancy 
at birth: 1950–2000



16 K. MOSER ET AL.
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In order to see what lies behind these summary trends we looked at net changes 
in life expectancy at birth for individual countries in three consecutive 15–20 year 
periods. Over the first period, 1950–55 to 1965–70, life expectancy at birth increased 
in all countries (Fig. 4A). Increases ranged from 1–12 years (with the exception of 
China where the increase was almost 19 years); the smallest increases occurred 
mostly in countries with low mortality. In most countries life expectancy at birth 
continued to improve over the period 1965–70 to 1980–85, although in parts of  the 
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former Soviet Union, including the Russian Federation, life expectancy fell and in 
many countries in central and eastern Europe it stagnated (Fig. 4B). Most recently 
(1980–85 to 1995–2000) the pattern became much more diffuse, with 24 countries 
(accounting for 7.6% of  the world’s population in 1997) experiencing falls in life 
expectancy at birth (Fig. 4C). Situations in these countries spanned high mortality 
to low mortality and included 16 (out of  41) countries in sub-Saharan Africa, the 
remainder being in Asia and the former Soviet Union. In eight countries (in sub-
Saharan Africa and the Democratic People’s Republic of  Korea) life expectancy 
fell by more than 5 years. 

Given that infant mortality is an important component of life expectancy at birth 
it might be expected that trends in the DMM for this outcome would be the same 
as those for life expectancy at birth. However, in contrast to the trend for life expec-
tancy at birth, the DMM for infant mortality decreased throughout the entire period 
1950–2000, indicating persistent convergence over the past 50 years (Fig. 5). A more 
detailed analysis (not shown) concludes that during the first two 15–20 year periods 
all countries had a net decrease in infant mortality. However, between 1980–85 and 
1995–2000 there was a net increase in infant mortality in 5 of the 152 countries, 
although these reversals were clearly not sufficient to reverse the overall trend of 
global convergence in infant mortality.

The DMM for mortality among children younger than 5 years (for the two data 
points available) decreased from 32.6 in 1990–95 to 31.2 in 1995–2000, indicating 
that convergence occurred during the 1990s. 

Of the 24 countries experiencing net declines in life expectancy at birth between 1980–
85 and 1995–2000, 19 (in sub-Saharan Africa and the former Soviet Union) showed 
simultaneous improvements in infant mortality (Fig. 6). The remaining five countries 
(Botswana, Burundi, Iraq, Kazakhstan, and the Democratic People’s Republic of 
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Korea) experienced deteriorations in both infant mortality and life expectancy at 
birth. The causes behind these exceptional trends are likely to be diverse, although 
they will include the health effects of political and economic isolation, as in the cases 
of Iraq and the Democratic People’s Republic of Korea. 

When the mortality reversals between 1980–85 and 1995–2000 were assumed to 
be only half  the size indicated by the data, the DMM trend for life expectancy at 
birth still showed a slight divergence in mortality in the 1990s preceded by a slight 
convergence between the late 1980s and early 1990s (Fig. 7A). When mortality was 
assumed to have stagnated but not reversed in these same 24 countries, the recal-
culated trends indicated continued convergence (Fig. 7B). Replacing national data 
with subnational data for India and China for the two time periods tested increased 
the DMM in 1950–55 from 6.5 to 6.8 years and decreased it in 1975–1980 from 6.0 
to 5.9 years.

Discussion

This paper provides the first systematic quantification of global mortality conver-
gence. It shows that the former trend of worldwide convergence towards low mor-
tality has reversed. For life expectancy at birth, the switch in the late 1980s from 
convergence to divergence tells us that humanity has entered a phase during which 
progress in reducing mortality differences between many populations is now more 
than offset by the scale of the mortality reversals seen in others, notably in parts 
of sub-Saharan Africa and the former Soviet Union. Since the late 1980s the world 
has not only failed to become a more equal place in terms of mortality, but it has 
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 actually become less equal. This has occurred despite continued general improve-
ments in mortality as reflected in the trends in global life expectancy at birth and 
infant mortality.

The fact that we observed recent global divergence in life expectancy at birth while 
infant mortality continues to converge indicates that it is mortality reversals  occurring 
among those aged older than 1 year that are driving the divergence. The fact that in 
the 1990s we also saw convergence in mortality among children less than 5 years old 
indicates that the divergence during this decade is not the result of child  mortality. 
We conclude, therefore, that the shift from global convergence to divergence is being 
driven by reversals in adult mortality. With respect to the former Soviet Union, 
including the Russian Federation, there is strong evidence that the reversals in life 
expectancy at birth are almost exclusively due to increases in adult mortality (7).

A. Scenario 1: mortality reversals halved

B. Scenario 2: no mortality reversals
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The DMM provides a novel approach to objectively measuring global mortality con-
vergence; it goes beyond an enumeration of the countries showing improvements or 
reversals in mortality. The DMM quantifies the global dispersion of mortality at 
a point in time, and trends in the DMM indicate whether mortality of the world’s 
population is, on aggregate, becoming more similar or less similar. In using informa-
tion for all countries with a population of at least 1 million and weighting for the 
population size of each country (or live births in the case of infant mortality) the 
DMM has advantages over other commonly used summary measures of mortality 
contrast that only use information from the extremes of the mortality or socioeco-
nomic distribution and do not weight for size of the unit. Being based on absolute 
differences in mortality, the DMM avoids a problem frequently encountered when 
using relative measures to examine time trends in inequality. Relative measures are 
strongly affected by the value of the reference mortality rate and consequently, in 
periods of falling mortality, tend to increase over time as the denominator decreases. 
The DMM provides different and complementary information to that given by the 
overall mortality level. Progress in one does not necessarily imply progress in the 
other. Global mortality rates may improve while the mortality distribution world-
wide simultaneously diverges (in other words becomes less equitable).

Wilson, in his assessment of mortality convergence, failed to identify this transition 
from convergence to divergence in the late 1980s (11). This was primarily due to the 
fact that he contrasted three non-adjacent time periods (1950–55, 1975–1980, 2000) 
and hence failed to capture the period of reversal that occurred between the last 
two periods. In addition, he did not use a summary statistic and relied instead upon 
visual inspection of graphical data and on interquartile ranges that use only part of 
the available information. 

Data source and quality

Before discussing these findings further it is important to mention the issue of data 
quality, although quality is an issue for any measures that use global mortality data 
to look at trends over time. The United Nations data used for this analysis are the 
best that are available for long-term trends. However it is well known that the source 
and quality of demographic data varies from place to place and over time. Most of 
Europe, north America (the USA and Canada) and Oceania had good registration 
systems and regular censuses covering the whole of the period studied. In contrast, 
many low- and middle-income countries, with the exception of some in Latin Amer-
ica and south-east Asia, have no (or incomplete) registers of births and deaths. In 
particular, it is worth noting that data are poorest in sub-Saharan Africa. Questions 
are asked in surveys and censuses in such countries on child survival, birth histo-
ries, orphanhood, sibling histories, and recent deaths in the household. Responses 
to these questions are often the main source of demographic information for such 
countries, from which indirect methods are used to estimate mortality and fertility 
(6, 15–17).

The quality of mortality data in itself  is unlikely to affect trends in the DMM, 
although it may affect the absolute level of the DMM. The sensitivity analyses we 
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undertook indicate that our findings remain the same even if  we use some worst-case 
scenarios for data quality. Global divergence in life expectancy at birth would still be 
apparent in the 1990s even if  the mortality reversals were only half  the size indicated 
by the data. Moreover, no global divergence would be apparent in recent years if  
the countries whose data indicated reversals actually only had stagnating mortal-
ity. In other words, we conclude that the global divergence we observe results from 
 mortality reversals in some countries alongside continued improvements in others. 

Implications for policy

We suggest that global convergence in mortality needs to be adopted by the interna-
tional community as one of the criteria for judging progress towards a more equi-
table world. The DMM has the potential to do this simply and transparently. It is a 
tool that can be used to monitor moves to reinstate and accelerate the trend towards 
global mortality convergence. 

A prerequisite for effectively analysing and monitoring trends and formulating pol-
icy is the availability of reliable and comprehensive data. The crucial importance 
of improving data and developing better statistical measures has been highlighted 
(2, 18), and with the development of the Health Metrics Network (19) there are hopes 
that the need to strengthen health information systems will be seriously addressed. 

The Millennium Development Goals have been internationally accepted as a frame-
work for setting development objectives (1). With respect to mortality per se their 
main focus is on reducing mortality among children less than 5 years old. However, 
as this paper has shown, mortality among children is not the main factor behind 
the global divergence in life expectancy at birth. Our analysis suggests that adult 
 mortality should be given greater emphasis as a global public health priority than is 
the case in the Millennium Development Goals (20). 

Conclusion

Although in one sense the world has become a better place as mortality declines, 
in another way it has become worse  as the distribution of life expectancy at birth 
worldwide has started to diverge; this indicates that global inequality in mortality is 
increasing. So far this divergence is relatively small and has been of limited duration 
compared with the earlier convergence. What is not clear is whether the divergence 
will continue or become larger or whether it will be reversed. Moreover, there are wor-
rying signs that unless action is taken we may for the first time see global divergence 
in childhood mortality (2, 21). It is essential that policy-makers address these serious 
developments. The direction of future trends depends upon action today. Future 
global progress should be judged not only in terms of whether overall life expectancy 
continues to improve but also according to whether mortality convergence can be 
re-established and accelerated. The Dispersion Measure of Mortality offers a simple 
summary measure that can be used to monitor progress in this direction. 
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Appendix

Adjustment of Population Weights for Estimation of Inter-Country 
Inequalities in Life Expectancy at Birth

Below we provide a brief  description of a method for adjustment of population 
weights for linking life expectancies in sub-populations with life expectancy of the 
overall population. A more detailed description of this method is published else-
where (14).

If  a closed birth cohort consists of  several sub-groups then the dynamics of 
its size is fully determined by mortality schedules in the sub-groups and their 
proportions in the overall birth cohort at the beginning of  the follow up. Life 
expectancy for the whole birth cohort is the sum of  the group-specific life expec-
tancies weighted by population-weights of  the sub-groups. However, a period life 
table is based on a hypothetical (“synthetic”) cohort. This makes a link between 
the longevity of  the overall population and group-specific lengths of  life more 
 complicated.

Let us consider the whole world population consisting of N country-populations 

with population weights
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It is very difficult to develop an exact relationship between the latter expression of 
the global life expectancy and country-specific life expectancies 
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Instead, one might think of an approximate linear decomposition for the global life 
expectancy. This could be achieved by a division of the global life table cohort at age 
0 into country-specific fractions qi. Their sum should be equal to one, and the sum 
of person-years lived by all fractions should be equal to the total number of person-
years lived by the global cohort (i.e. global life expectancy).
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If  N = 2 then there is only one solution satisfying condition (1). If  N > 2, there are 
multiple solutions. This means, some additional constraint is needed. A reasonable 
approach would be to choose the weights qi characterized by a minimum Euclidian 
distance from population country-weights Wi
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It can be shown (14) that the problem of minimization with constraints can be solved 
by a system of linear equations:

 A · z = b (3)

In this expression matrix A has the dimension (N + 2) • (N + 2) and vector b has the 
dimension (N + 2):
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(4)

Vector z of  solutions of system (2) has dimension (N + 2) and its first N rows are the 
optimum weights qi. This vector can be calculated from:

 z = A–1 · b (5)
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The adjusted population weights qi make it possible to present the global life expec-
tancy as a weighted average of the country-specific life expectancies.

In the present study the absolute deviation (1) was used. In some cases, however, it 

is reasonable to use instead the relative deviation:
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Abstract. It is generally expected that in developing countries the epidemiological 
transition, with improved health and lower mortality rates, will eventually lead to a 
demographic transition with lower fertility rates. The reductions in mortality charac-
terising the epidemiological transition are often associated with controlling the infec-
tious diseases within populations, which leaves the chronic diseases associated with old 
age, cancer and heart disease dominating the causes of death. However, if the demo-
graphic transition does not occur quickly, populations can grow rapidly, creating an 
increased potential for spread of infectious disease. These infectious diseases could, in 
turn, increase death rates amongst young people and reverse the epidemiological tran-
sition. The relationship between population growth, size and infection depends upon 
the changes in contact pattern associated with there being more people. If facilities can 
keep pace with growth, then the increase in contact rates can be kept to a minimum, and 
the potential reversal in the epidemic transition prevented. This makes development a 
crucial adjunct to population growth if the global community is not to be increasingly 
exposed to pandemics of infectious disease. Here we review the epidemiological and 
demographic theory which relates population growth and infectious disease.

Introduction

The biology of obligate infectious organisms is inextricably linked with the biology and 
behaviour of their host populations. Organisms that invade another species to gain the 
building blocks or energy for their survival and reproduction rely on transmission from 
host to host if they are to succeed. This transmission is a function of the natural history 
of the infection and the contact patterns of the host [1]. Clearly, the demography of the 
host population has an enormous role to play in determining both the supply of hosts 
and the contact patterns between them. Since the opportunities for parasitic organisms 
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are a function of host demography, changes in host population size, density and structure 
alter the environment within which pathogens are selected and play a role in their evolu-
tion. Concomitantly infectious diseases contribute to the demography of host popula-
tions influencing patterns of mortality and fertility. In this review we will describe the 
different ways in which demographic changes influence the epidemiology of infectious 
diseases and explore the patterns of population growth and movement that are likely to 
play an important role in the emergence and re-emergence of infectious diseases.

Parasites, in the current context, include all organisms that live within another organ-
ism, and do that organism harm, and include representatives of the prions, viruses, 
bacteria, fungi, protozoa, helminths and insects. These pathogenic organisms range 
widely in the frequency and severity of the disease symptoms they cause and the 
transmission routes through which they spread. The routes of transmission deter-
mine how the infections will be influenced by demography, as do the strategies used 
by the organisms to exploit their niche. Popular writings often depict the infection 
enjoying an easy life of rich pickings from an unwitting host [2]. In truth, the immune 
responses of the host and the hurdles to transmission, impose severe selective pres-
sures on the parasites. Thus, there are always strategies employed by the parasite to 
avoid the immune system, either through racing the production of immune effectors 
or avoiding them through cryptic or changing surfaces. This tends to generate two 
types of life histories: either short-lived rapid-reproduction parasites such as the sim-
ple viruses and bacteria (e.g. measles, mumps, rubella, influenza and gonorrhoea), 
or long-lived slow-reproducing infections (e.g. herpes simplex, tuberculosis, syphilis 
and HIV). Since the resolution of infection within the host destroys that population 
of infectious organisms, infectious diseases are in part subject to group selection. 
However, it should be remembered that the individual organism is also competing 
intra-specifically within the host and that future generations of infection will repre-
sent the genotypes of organisms that manage to transmit. In any consideration of 
evolutionary strategies it is important to remember that evolution is blind. The flu 
virus does not consider the future problem of widespread immunity following an 
influenza pandemic and Neisseria meningitides does not consider its future success 
when it invades the host in a selective dead end, with catastrophic consequences for 
the host and itself. What we observe in nature are either transient epidemics of infec-
tious disease, which spread with short term success, but which will die out, or infectious 
diseases that have found a strategy to allow them to persist.

In developing our understanding of the interaction between demography and infec-
tious disease epidemiology, it is worth considering the type and quality of evidence 
available to us, and how we progress from anecdote to general rules and from specu-
lation to theory. A detailed knowledge of the natural history and transmissibility of 
infections from observational studies, allows us to speculate about how changes in 
host population structure may have influenced their epidemiology. Historical and 
archaeological records of population size and organisation, along with evidence of 
patterns of disease and death, provide examples of coincident changes, including the 
invasion of new pathogens as civilizations were formed, through to the reductions in 
disease associated with improved hygiene and living conditions [3]. Other ecological 
comparisons between populations are instructive, allowing us to compare the suc-
cess of different types of organism in different locations [4]. Theory has a role to 
play, since if  we can predict patterns of disease based on our hypotheses, we can then 
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test the hypotheses by comparison with experimental and observational data [5]. In 
understanding the contribution of infections to demography, records of  mortality 
and its causes are vital. However, in the frequent absence of detailed records we have 
to rely on theoretical estimates based on what we know of the distribution and con-
sequences of particular infections. This is particularly true of the influence of infec-
tious diseases on fertility where limited numbers of detailed studies have to be related 
to the global distribution of infections. In studying both the impact of demography 
on infections and vice versa, general principles are derived from particular exam-
ples. However, the examples are never typical since it is specific pathogens such as 
bubonic plague, tuberculosis, malaria, influenza and HIV that dominate the relation-
ship between infections and demography. Thus, throughout our discussion we have 
to relate to the particular characteristics of the key pathogens.

Three variables influence the potential for spread of an infection: the duration of 
infectiousness (D); the contact rate (c); and the likelihood of transmission if  there is 
a contact (p): the duration of infectiousness determines how long an infection stays 
prevalent to expose others; the contact rate and transmission probability are vari-
ables in the transmission from infectious to susceptible individuals [1]. The product 
of these three variables is termed the basic reproductive number R0, such that R0 = 
Dcp and represents the number of infections caused by one infectious individual in 
an entirely susceptible population. Thus, the basic reproductive number has to be 
above one for there to be a risk of an infection spreading. The influence of popula-
tion size on the contact rate is central to the impact of population growth on infec-
tious disease epidemiology. The incidence of infection is the product of the number 
of susceptibles (X) and the “force of infection” (l); the per susceptible risk of acquir-
ing infection, which is a function of the number of infectious individuals (Y) within 
the population, such that l = pc Y/N, where N represents the population size.

The Impact of Population Size and Density on Contact Patterns

Whether the growth of a population influences the potential spread of an infectious 
disease depends upon how the number of individuals influences the patterns of 
contact and exposure. If  population growth leads to greater crowding, more con-
taminated water supplies, or higher numbers of sexual contacts per person, then 
the contact rates allowing the transmission of many diseases will increase, making 
epidemics more likely. Alternatively, if  expanding populations have additional geo-
graphic space, additional services and no change in sexual norms then the number 
of contacts can remain constant and no change in risk of epidemics occur. The two 
types of increase are illustrated in Fig. 1. Two extreme patterns have been identified 
[6]: first “density dependent transmission” in which the number of contacts increases 
as population size and hence density increase; in its extreme form there is a linear 
relationship (c = cDN) and the transmission term takes the form 

 X XpcY
N Xpc N Y

N Xpc YD Dλ ≡ ≡ ≡ .

In this case R0 = DcD Np, and hence there is a threshold population size, below 
which the basic reproductive number is less than one, above which it is more than 
one. With the transmission term above, the threshold population size for the inva-
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sion of an infection is given by the equation: NT = 1/(DcD p). Thus, the greater the 
transmission probability and duration of infection the smaller the population size in 
which an infection can invade. If population size does increase the contact rate, then 
growing populations will allow epidemics of organisms that have lower transmission 
 probabilities and durations if they cross species barriers or evolve from other pathogenic 
or commensal organisms. The alternative type of transmission pattern is “frequency 
dependent transmission” where the rate of contact is independent of population size 
(c = cF) and the transmission term takes the form Xl = XpcF Y/N. In this case there is 
no threshold population size for the invasion of the population since the basic repro-
ductive number is independent of population size R0 = DcF p. There has been much 
debate about which form is “correct”, together with evidence from the field and from 
animal experiments [7, 8]. In reality it is likely that the relationship between popula-
tion size and contacts will depend upon the local circumstances and the particular 
routes of transmission. So for example if  safe water supplies are guaranteed as a 
population grows there will be no increased risk of water borne infections; if  mos-
quito breeding sites are not allowed to proliferate than there should be no increase in 
mosquito vectored pathogens; if  people maintain steady numbers of sexual relation-
ships then sexually transmitted infections (STIs) will not increase; if  hand washing 
and food hygiene is maintained then nosocomial infections and directly transmitted 
faecal orally transmitted infections should not increase; if  rates of injecting drug use 
behaviour do not increase, sterile medical supplies are maintained and blood supplies 

Increasing population size

Density dependent
contacts

Density

Population

Frequency dependent
contacts

Infectious

Susceptible Density

Population

Fig. 1. Illustration of the two patterns of population growth: the first, in which density 
and contacts for infection increase; the second, where density remains constant and 
contacts remain constant
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are screened, then blood born pathogens should not increase; and, hardest to envis-
age, if  crowding and density of population stay the same, then increased population 
size should not increase the rate of spread of infections borne in aerosols. However, 
growing populations place strains on the resources available; where these resources 
cannot keep pace, rates of contact and risks of epidemics will increase. If, with grow-
ing populations, individuals want to take the opportunity to mix in larger social 
groups or have more sexual partners then the infections which depend upon these 
forms of contact will thrive. It is likely therefore that growing populations do lead 
to a greater risk of infectious disease spread, but there are opportunities to combat 
this trend.

The Supply of Susceptibles Through Birth and Immigration

Analyses of the persistence of measles in cities and islands indicated that there was a 
threshold population size required for the persistence of the virus (i.e., the consistent 
presence of infection in the community) [9]. This was initially taken as evidence for 
a threshold population size for invasion and hence a density dependent transmission 
term. It also supported the belief  that larger populations associated with the intro-
duction of agriculture in early human history allowed for the invasion of directly 
transmitted simple viral infections such as measles and smallpox [10]. However, the 
ability of an infection to invade a population is not synonymous with the ability of 
an infection to persist [11]. Either through mortality decreasing population sizes or 
through inducing acquired immunity, infections are likely to reduce the numbers of 
susceptibles available to maintain chains of infection. New susceptibles are required 
to maintain an endemic infection and these susceptibles can be provided by loss of 
immunity, immigration or births. Thus, large populations and growing populations 
accrue susceptibles rapidly making it more likely that an infection will be able to 
persist [12]. A very rapid supply of susceptibles, as is the case for bacterial infec-
tions where recovery is back into a susceptible state or in the case of large growing 
populations, allows a continual high level of incidence. A slow supply of susceptibles 
is likely to lead to reductions in infection numbers or even stochastic fade out and 
elimination of the infection. Low numbers of infections will allow a build up of sus-
ceptible numbers in the population and new epidemics occur, leading to oscillation 
between epidemic and interepidemic periods. In a deterministic system we would 
expect to see damping of the oscillations over time, but epidemics continue because 
of seasonal variations in contact rates, as occurs with school attendance, and due 
to stochasticity [1]. The faster the rate of resupply of susceptibles as a function of 
population size and population growth, the more frequent epidemics will be and the 
more stable with a regular endemic level of infection the system will be [12].

The need to maintain susceptibles applies in the case of both density dependent and 
frequency dependent transmission. In the former it is both the number and propor-
tion of the population susceptible that matters. The effective reproductive Rt number 
is the number of new infections caused by a single infection at any given time and 
equals 1 at the endemic steady state. The effective reproductive number in a homo-
geneous population is simply the basic reproductive number times the proportion of 
the population susceptible.
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Thus, at the endemic steady state the proportion of  the population susceptible x 
is simply the inverse of  the basic reproductive number. As the number of  suscep-
tibles increases, an epidemic becomes possible once the proportion susceptible 
exceeds this inverse of  the basic reproductive number. If  an infection causes mor-
tality and drives down a population size, but does not induce acquired immunity, 
the recruitment of  numbers to the population is what matters. In the case of  fre-
quency dependent transmission a fatal infection that can spread has the potential 
to drive a population extinct if  death rates exceed birth rates, unless something 
else reduces the spread of  infection, such as behaviour change.

The predicted changes of  disease incidence have been observed in a detailed analy-
sis of  the spatial and temporal patterns of  measles incidence within the UK [13]. 
Here, before the introduction of  vaccination, epidemics of  measles originated in the 
large cities of  London and Manchester from which they spread as travelling waves. 
During the “baby boom” years of  the 1960s in the UK there was an increased rate 
of  supply of  susceptibles, and an even more regular pattern of  epidemics every two 
years was seen.  Vaccination when it is introduced greatly increases the time taken 
for sufficient numbers of  susceptibles to accrue and thereby increases the interepi-
demic period [13]. Within this analysis, Liverpool, prior to vaccination, is particu-
larly interesting since it had higher than average birth rates associated with a large 
immigrant, Catholic population and consequently had yearly epidemics of  measles 
[12], as had New York [14].

Thus, large and growing populations are more likely to maintain an infection and 
 suffer repeated epidemics prior to vaccination. The mean age of infection also depends 
upon the frequency of epidemics and the birth rate. A higher rate of births should 
lead to a higher reproductive number and thereby a lower age of infection. This has 
been observed in Guinea-Bissau where infection with measles amongst urban chil-
dren occurred at a lower age than in their rural counterparts [15]. Additionally, the 
high incidence of meningitis in West Africa reflects the high reproductive number 
of the bacterial infection in these communities [16]. In growing populations such as 
these the period between loss of maternally derived antibodies and infection is lim-
ited, leaving a limited period for vaccination as children age [17]. This led to efforts 
to develop a measles vaccine able to immunize children in the presence of maternally 
derived antibodies (which unfortunately had to be withdrawn following observations 
of increased non-specific death rates associated with vaccination) [18]. As vaccina-
tion becomes widespread, the mean age of infection increases, because susceptible 
individuals take longer to come into contact with infection, which should allow a 
greater window of opportunity to vaccinate. However, if  there is poor vaccination 
coverage or efficacy, the growing population makes outbreaks more likely, since the 
speed of growth in susceptible numbers is greater and the critical number or propor-
tion of the population susceptible is likely to be realised sooner.

The increase in the mean age of  infection that follows vaccination programmes 
can be problematic since for many infections severity increases with age. Examples 
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include polio infections, where paralysis rates were associated with an increased 
age of  infection with improved hygiene [19]; chickenpox, where encephalitis and 
pneumonia are associated with infection in teenagers and young adults [20]; 
mumps, where orchitis is associated with post pubertal infection in males [21]; 
and rubella, where there is a risk of  congenital rubella syndrome when preg-
nant women acquire infection. Indeed, in Greece—with vaccine coverage rates 
of  less than 50%—there was an increase in the absolute rates of  congenital 
rubella syndrome compared to the period before the vaccination programme was 
 implemented [22].

The Impact of Epidemic and Endemic Disease on Mortality

There is no doubt that infectious diseases are a major cause of mortality in  populations, 
which because of the young age of many of those infected and dying, can contrib-
ute to the loss of many life years. In healthy well nourished hosts the fatality rate 
(the proportion of infections leading to death rather than recovery) associated with 
the majority of infections is low. When health care provision and nourishment is 
adequate then mortality associated with infectious diseases is concentrated in those 
with underlying vulnerability, such as the elderly and immunocompromised, where 
rates of death from competing causes are high and the demographic impact of the 
infection is slight [23]. In resource-poor settings deaths from respiratory and diar-
rhoeal diseases are common in infants and young children. Here it is estimated that 
measles, malaria, tuberculosis, and pneumococcal infections cause 5 million deaths 
each year, which is nearly a tenth of global deaths [23]. It is relatively rare for infec-
tions to be associated with death in young adults; and it is perhaps particularly their 
fatality rate in young adults that makes the bubonic plague, syphilis, Spanish flu and 
AIDS notable historic events [3].

The demographic impact of an infectious disease depends upon the incidence of infection, 
the fatality rate, the age at which deaths occur and how long lasting the pandemics 
are. The importance of this last point was neatly captured by Thomas Short, follow-
ing an analysis of bills of mortality, when he comments that “endemics may reign 
centuries but not epidemics” [24]. Over the long term a relatively small but continu-
ous increase in mortality rates has a greater effect than acute large scale mortality. 
This is illustrated in Fig. 2 where three acute mortality events in an exponentially 
growing population are compared with increases in the mortality rate over time. The 
time taken to recover from a given die off  will depend upon the subsequent per capita 
population growth rate and is given by the equation

 T = ln (1 – d)/−r,

where d is the fraction of the population dying and r is the per capita growth rate. 
Estimates of the initial mortality associated with the Black Death in Europe in 1347 
and 1348 have altered from a high of 85% to a low of 5%, but are now believed to 
have been around 50% on the basis of records from institutions such as monasteries. 
However, it was the repeated epidemics, which followed the first and kept returning 
into the fifteenth century that reduced the populations [25].
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The demographic impact of  AIDS is a source of  debate. The virus is associated 
with an almost unprecedented high fatality rate, with seemingly all those infected 
dying eventually; and the infection is predominantly amongst young adults. This 
has to be balanced against the length of  time it takes for HIV infection to progress 
to AIDS and death, and the low prevalence of  the virus found in many popula-
tions. In the absence of  treatment HIV takes an average of  10 years to cause death 
[26], this means that at an endemic state each 10% increase in HIV will increase 
the death rate by 1%. In addition vertical transmission of  HIV to around 30% 
of  children born to infected mothers [27] would lead to rapid childhood death in 
3% of  births with prevalence at 10% in women attending antenatal clinics. Thus, 
the prevalences of  30% seen in some locations in sub-Saharan Africa [28] might 
be expected to reduce a 3% population growth rate to zero. However, such preva-
lences are only generally observed in urban and semi-urban locations where fertil-
ity and birth rates are relatively high and growth rates in the absence of  HIV would 
have exceeded 3% [29]. Thus, predicted negative population growths have not been 
observed in detailed studies. Furthermore, the observed prevalences are probably 
at the peak epidemic prevalence. As mortality due to AIDS increases then those 
initially most at risk of  acquiring and transmitting infection are no longer present, 
and populations tend to reduce their risk behaviours [30, 31]. To maintain over 
time a given increase in death rates the prevalence of  HIV would also have to be 
maintained. Thus, in a stable population a continued incidence of  3% across the 
population would be required to maintain a 3% increase in death rates. The AIDS 
epidemic is likely to reduce life expectancy and growth rates in many developing 
countries. However, if  the death and disease associated with the virus undermines 
development and health it may delay or prevent the demographic transition and in 
the long run lead to larger rather than smaller populations.
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Fig. 2. The impact of infection associated mortality on a population growing at 3% per 
year. An acute mortality event killing off 20, 40 and 60% of the population (mort) is 
compared with a continuous 2, 4 and 6% increase in the mortality rate (Exc)
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The Impact of Infectious Diseases on Fertility

A number of  infections have the potential to influence fertility as well as mortal-
ity. Gonorrhoea and chlamydia can cause pelvic inflammatory disease and lead to 
scarring of  the fallopian tubes, causing sterility. Syphilis and HIV seem to reduce 
observed fertility in part due to early spontaneous abortions [32, 26]. The use of 
antenatal screening for syphilis and HIV allow for treatments to reduce neona-
tal syphilis and vertical transmission of  HIV, but these are too late to prevent 
early foetal loss. The biological proximate determinants of  fertility reduce popula-
tion growth, as observed in Uganda and other African countries [33]. If  they are 
removed, they are likely to be replaced by other proximate determinants limiting 
fertility, such as increased contraception and abortion [34]). As sexually transmit-
ted infections (STI) are generally transmitted in a frequency dependent fashion 
(i.e., risk depends upon the distribution of  numbers of  sexual partners of  indi-
viduals which are unlikely to be greatly influenced by overall population size [35]), 
then population growth should have little impact on the spread of  these sexually 
transmitted diseases which reduce fertility. However, there is some evidence of 
increased risk behaviour in urban populations and among migrant labourers [36]. 
This, along with the lack of  access to timely and appropriate health care and the 
exchange of  sex for material goods and money, would increase rates of  sexual 
partner change and the incidence of  STI. Thus if  population growth is associated 
with worsening socio-economic conditions then it could increase infertility along 
with death rates.

The impact of STIs on fertility depends upon the incidence of infection, the rate of 
complications and infertility and the age of infection amongst women in relation 
to their childbearing years. A recent survey of data from sub-Saharan Africa sug-
gested a population attributable decline in total fertility of 0.37% (95% CI: 0.30%, 
0.44%) with each percentage point of HIV prevalence [37, 38]. The high incidence 
of chlamydia in young women, which can lead to permanent primary or secondary 
sterility, means that it potentially has a major impact on birth rates. However, the 
actual rates of tubal occlusion are difficult to estimate since natural history studies 
are clearly unethical, and sterility can be difficult to detect especially if  it follows ear-
lier child birth. Assuming that 60% of chlamydial infections lead to salpingitis and 
that 20% of these develop bilateral tubal occlusion, then 12% of infections would 
lead to infertility. Then, as seems reasonable, assuming a six month duration of infec-
tion the incidence of infection would be twice its prevalence. Thus if  women have a 
5% prevalence of infection they should have a 10% incidence and a risk of sterility 
of 1.2% per year. The expected cumulative incidence of infertility as a function of 
years in the reproductive age classes associated with different incidences of an STI 
such as chlamydia or gonorrhoea is illustrated in Fig. 3. Assuming a constant net 
birth rate per woman over the 35 reproductive years the reduction in the total fertility 
rate associated with a particular prevalence of  the bacterial STI can be calculated 
(Fig. 4). This relationship clearly depends upon the estimated rates of sterility asso-
ciated with incident STI infection and the relationship between age specific rates of 
acquiring infection and births. Since high risk sexual behaviour and risk of STI infec-
tion is associated with sexual debut and pre-marital sex [39] our calculations, based 
on a constant age specific fertility, are likely to be conservative.
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The Future: The Epidemiologic and Demographic Transition 
and the Re-Emergence of Infections

Population growth has three major consequences for infectious disease: (1) the sheer 
scale of cities provides more opportunities for a disease to persist with a rapid sup-
ply of susceptibles. (2) The conditions associated with a growing population and 
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poverty generates increasing contact rates creating the conditions for epidemics. 
(3) The increases in travel and migration increase global contacts and turn epidem-
ics into pandemics. Surveillance and health systems which are driven by the efficient 
management of current morbidity are ill equipped to deal with novel overwhelming 
spread of infections. Recent examples of emerging threats include severe acute respi-
ratory syndrome (SARS) in East Asia [40], Ebola in Central Africa [41], avian flu 
in East Asia [42], and before that, Pulmonary Hantavirus Syndrome (PHS), which 
was associated with a 60% fatality rate leading to 51 deaths on its initial emergence 
[43]. Either these have failed to spread from person to person—or, if, like SARS, 
they have started inter-human transmission–they have had a low reproductive num-
ber and have been identifiable and preventable. (For SARS symptoms appear before 
infectiousness develops allowing for effective quarantine.) As we can learn from the 
great pandemics of history, the Black Death in Europe in 1347 and 1348 [3], syphilis 
in 1495 [44] and influenza in 1917–18 [45], such outbreaks can become devastating 
pandemics.

The impression is that the number of  such events has been increasing, but improve-
ments in modern communication and news network may have made apparent 
events of  limited temporal and geographic scope, which would in the past have gone 
unnoticed. Such outbreaks are likely to be associated with increasing penetration 
of  and contact with the environment [46], which has been on going for some time. 
However, the growth of  populations may well have increased their frequency.

The possibilities of  new pathogens jumping from animal to human increases as the 
absolute number of  contacts with animals increases as human numbers increase 
and the evolution of  novel infection types from non-pathogenic organisms also 
increases as the population size of  the non-pathogenic organisms associated with 
humans expands. Once they do emerge their wide spread becomes increasingly 
likely. Large urban centres have grown rapidly in Asia and South America, and 
such expansion is expected to continue over the next few decades, with megaci-
ties, where the population is over 10 million appearing in India, China, Brazil and 
Indonesia (Table 1) [47]. These large populations provide places within which 
infections are likely to thrive. There is also the greatly increased connectivity of 
the world’s population, with increasingly frequent and increasingly rapid travel. 
With air travel the majority of  the world’s population live within 36 hours 
journey time of  each other [48].

Table 1. The number of cities with populations greater than 10 million [47].

 1950 1975 2000

Africa 0 0 0
Asia 0 1 8
Latin America 0 2 4
Europe 0 0 0
Japan 0 1 2
North America 1 1 2
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Population growth along with the young, poorly resourced communities it creates is 
a major concern for both the local health and wellbeing of the populations, but also 
for global health. To tackle the symptoms, improved surveillance, quarantine and 
containment facilities in health care, along with the capacity for rapid aetiological 
research and the development of diagnostics and treatments are required to com-
bat infectious disease. However, to tackle the cause, population growth needs to be 
accompanied by the provision of housing and services to reduce contact patterns, 
and by good vaccination coverage and health care; and the demographic transition 
needs to slow the growth of populations.
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CHAPTER 3.  WHY CHILD MORTALITY IN SUB-SAHARAN AFRICA 
HAS CEASED DECLINING SINCE THE EARLY 1990S. 
THE EXAMPLE OF SENEGAL, A COUNTRY WHERE 
THE HIV EPIDEMIC HAS REMAINED AT A LOW LEVEL

GILLES PISON
Institut National d ’Etudes Démographiques (INED), Paris, France

Abstract. The decline in child mortality in Sub-Saharan Africa that had been observed 
since the 1950s slowed down over the last fifteen years, and there has even been an 
increase in certain countries. This was not solely attributable to AIDS. In this paper 
the trends in Senegal have been examined in detail, as an example of a country little 
affected by AIDS but where trends in child mortality have closely resembled those of 
the whole region. In three Senegalese rural population observatories the decline in 
child mortality in the 1970s and 1980s was attributable to the reduction in deaths 
from infectious diseases, thanks largely to vaccinations. The situation reversed due 
to a combination of several factors: the development of chloroquine resistance lead-
ing to many malaria deaths; inefficiencies in the health services leading to failures in 
basic services, including vaccination; and a poor economic climate. These factors are 
common to many countries in Sub-Saharan Africa and explain why many of them 
have experienced this health crisis, irrespective of whether or not they are stricken by 
the AIDS epidemic.

Introduction

Life expectancy at birth worldwide has increased considerably over the last century, 
due mainly to a marked reduction in child mortality. To what extent has this been the 
case in Sub-Saharan Africa, and has the recent appearance of AIDS and reappear-
ance of other diseases limited this progress and provoked a renewed rise?

We shall first examine these questions by starting with a general picture of the trends 
in child mortality in Sub-Saharan Africa over the last fifty years. Then, in the second 
part of this chapter, we shall study the situation in Senegal, where the trend in child 
mortality—particularly during the recent period—closely resembles that for the whole 
of Africa, but where the HIV epidemic has, up to the present, remained at a low level. 
In the third section we shall employ the data collected in three rural areas of Senegal 
where the population has been monitored for more than twenty years, in order to study 
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the changes in child mortality and its causes in greater detail, and examine the reasons 
explaining the successes and failures of the battle against child death.

Child Mortality Trends in Sub-Saharan Africa

General Trends

Fig. 1 shows the evolution of infant mortality (the probability for a new born child 
of dying before his first birthday (1q0) ) in Sub-Saharan Africa as a whole during the 
period 1950–2000, as indicated by the United Nations Population Division [1]. In 
order to permit comparisons, the diagram also shows the evolution throughout Asia, 
and in particular India.

Over the last 50 years, infant mortality (1q0) has declined in Sub-Saharan Africa, 
falling from a level of  roughly 180 per 1000 in 1950–54 to 103 per 1000 in 
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Fig. 1. Infant mortality trends (1q0) in Sub-Saharan Africa between 1950 and 2000
Source: United Nations, Population Division, 2005 [1]
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1995–1999. The decline appears to have occurred at a steady rate until the late 1980s, 
and to have then slowed down during the last decade and even stagnated. The United 
Nations anticipate in their projections a further fall to 95 per 1000 in 2000–2004.

Although the decline in Sub-Saharan Africa over these 50 years seems high in absolute 
figures, it was considerably lower than that in Asia. Infant mortality in 1950–54 was 
at the same level in Asia as in Sub-Saharan Africa (around 180 per 1000 according to 
UN data), but between 1995–1999 it was no more than 59 per 1000 there as against 103 
per 1000 in Africa. The rate of fall was slower in Africa than in Asia during this whole 
period (Fig. 1). In India, however, at least up to the late 1970s, the trend was quite close 
to that of Sub-Saharan Africa. Infant mortality was slightly higher there than in Africa 
in 1950–54 (190 and 180 per 1000 respectively), and declined at approximately the same 
rate in the two continents during the following 25 years—129 per 1000 in 1975–79 in 
India compared to 124 per 1000 in Africa. From 1980 onwards, the rate of decline 
increased in India, whereas in Africa it remained stationary and the levels diverged 
rapidly. In 1995–1999, infant mortality reached 72 per 1000 in India compared to 103 
per 1000 in Africa.

The rapid fall in Africa from 1950 to 1980 can doubtlessly be attributed to the same causes 
as in other parts of the world where mortality was very high. Progress in infrastructure 
and in health programmes led to the spread of vaccination and effective treatments and 
to the consequent reduction in the infectious diseases that were chiefly responsible for 
child deaths. Socio-economic progress, especially in  education, played an important part 
here in enabling all population classes to benefit from  progress in health.

It could be thought that the halt in the lessening of mortality over the last 15 years 
seen in Sub-Saharan Africa but not in Asia, was due to a phenomenon unique to 
Africa: the AIDS epidemic being the first to come to mind. It is certainly very exten-
sive in Sub-Saharan Africa, with important effects on mortality, and although these 
consequences have not yet been well assessed, they must have started appearing in 
the late 1980s. Some of those infected by HIV were children infected by their mother. 
UNAIDS [2] has estimated that, while in Sub-Saharan Africa there were slightly 
more than 25 million births annually, almost 600,000 children in the early 2000s were 
newly infected each year. Most of these were infected during pregnancy, delivery 
or via the mother’s milk. The question remains as to whether the principal factor 
accounting for the halt in the reduction of child mortality lay with the AIDS epi-
demic, or whether other diseases or factors were also involved.

Comparison Between African Countries More Affected by AIDS 
and Those that Are Less Affected

The AIDS epidemic has affected the various Sub-Saharan African countries very 
differently. If  we assume that AIDS is the main factor in the halt in the decline in 
mortality throughout the whole region, one would have expected that the mortality 
over the past fifteen years would have continued to fall in the countries little affected 
by the epidemic, whereas it would have stopped falling or even risen again in those 
greatly affected.
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Let us first examine the evolution of child mortality according to the African country, 
this time using as indicator of child mortality the probability that a newborn will die 
before the age of 5 years (5q0). This indicator has the advantage of being less susceptible 
to estimation errors than the probability of death before 1 year, 1q0. In addition, it takes 
greater account of the risks of death in childhood where children, even if they have 
reached their first birthday, will still be exposed for many years to high mortality risks.

Fig. 2 shows the trends of child mortality (5q0) between 1960 and 1995 in various 
Sub-Saharan African countries according to Hill and Amouzou [3, 4]. All countries 
are represented, except those that have been excluded because they were considered 
 unrepresentative of the region, or because no suitable data existed for them (Djibouti, 
Equatorial Guinea, Cape Verde, Mauritius, Reunion, Seychelles). Fig. 2 includes a total 
of 42 countries, and Hill et al. have assessed the 5q0 level and trends in each of them by 
employing the various sources of information on child  mortality on a national scale: 
censuses, multi-round surveys, retrospective fertility surveys—such as the world fertil-
ity survey and demographic and health surveys—and the UNICEF surveys on mul-
tiple indicators carried out in 2000. The 5q0 estimates taken from these various sources 
when placed end to end do not generally constitute a coherent whole for a country. 
The quality of the data varies greatly from one source to another and the assessments 
may be marred by distortions according to the type of data and the methods applied to 
them. To extract a plausible estimate of the 5q0 trend from these different points, Hill 
et al. applied the same regression method for the various countries.

The trend shown in Fig. 2 is similar to that of Fig. 1: child mortality declined in most 
countries between 1960 and 1990, followed by a pause from 1990 to 1995.1 In detail, 
certain countries display a downward trend, whereas in others, less numerous, it is 
upward. If  the AIDS epidemic were the main reason for this difference, it would be 
anticipated that the countries most affected by AIDS would be in the second cat-
egory and the less affected in the first. In Fig. 2, countries have been classified into 
three groups according to the proportion of persons infected by HIV in 1990 among 
those between the ages of 15 and 49 years, as estimated by UNAIDS: a first group of 
low HIV prevalence countries (less than 1%) (full line), a second one with interme-
diate level (between 1% and 5%) (dash line) and a third one with high prevalence 
(>=5%). Fig. 2 does not show a clear connection between the child mortality trend 
and the prevalence of HIV in a country. In order to verify whether there is indeed 
a connection between the importance of the HIV epidemic and the recent trend in 
child mortality, we present Fig. 3. Each point corresponds to one of the 42 countries 
in Fig. 2, and its position is a function of the proportion of persons infected by HIV 
in 1990 among those between the ages of 15 and 49 years, as estimated by UNAIDS 
(on the x axis), and the ratio between 5q0 in 1995 and 5q0 in 1985 (on the y axis). 
Countries for which this ratio was greater than 1 experienced a rise in child mortality 
between these two dates, while those where it was less, experienced a fall.

1  Hill et al. estimated the mortality trend up to 2000, but the most recent data analysed in their study were 
collected in 2000. They are of a retrospective nature and therefore only provide an assessment for periods 
frequently originating from several years prior to 2000. The estimate they provide for the year 2000 is 
the result of a projection obtained by prolonging the trends from previous years. We prefer not to take 
account of them here, and to take into consideration solely the estimates up to 1995.
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Fig. 2. Child mortality (5q0) trends between 1960 and 1995 in 42 countries of Sub-
Saharan Africa (each curve corresponds to one country)
Source: Hill and Amouzou [4]

Fig. 3 does not show a clear connection between the child mortality trend between 
1985 and 1995 and the prevalence of HIV in a country, even though the decline of child 
mortality seems more frequent in countries with a low prevalence. The AIDS epidemic 
does not appear to be the sole factor accounting for the slowing down of the decline in 
child mortality in Sub-Saharan Africa. Other factors must also have played a part.

Our comparison between countries by level of HIV infection is not perfect, however, 
since 5q0 has probably been under-estimated with a larger bias during the recent 
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period than during the earlier ones.2 Nevertheless, the fact that even in the coun-
tries little affected by the HIV epidemic the fall in child mortality in Sub-Saharan 
Africa has been interrupted or greatly reduced, is an indication that factors other 
than AIDS have played a part.

To improve understanding of the reasons for the rapid fall in child mortality from the 
1950s to 1980s and the subsequent halt in progress for fifteen years, we shall examine 
in detail the case of Senegal. This country offers the following four advantages:

Fig. 3. Child mortality (5q0) changes between 1985 and 1995 and HIV prevalence in 
Sub-Saharan Africa—one dot corresponds to one country

2   In all the countries, the information employed arose from the declarations of a sample of women between 
the ages of 15 and 49 years concerning the children that they had had and the state of each of them, 
whether living or dead. Deceased women were obviously unable to provide information on their own chil-
dren, but these children had doubtlessly been subject to a higher mortality than the children whose mothers 
were still alive. First, they had shared the same socio-economic environment as their mothers, and if it had 
been unfavourable for the latter (which would partly explain why they were dead) it would also have been 
the same for their children. Second, the children of women who died young, before 50 years of age, became 
orphans early and were subject, after the death of their mother, to greater risks than the children whose 
mother was still alive. Because of this correlation between the mortality of mothers and their children, 
retrospective surveys investigating the mothers generally lead to an underestimation of child mortality. 
In populations highly affected by AIDS, the correlations are particularly marked: children whose mother 
is infected may themselves be infected by her at birth. In the absence of effective treatments, both mother 
and child therefore incur a high risk of dying rapidly. But the death of the child will not be reported if the 
mother is already dead at the time of the survey.
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–  child mortality has evolved here in a way that is typical of the whole region, and 
especially includes a rapid fall followed by a fifteen-year pause;

–  up to the present, the country has been little affected by AIDS: the proportion 
of those between the ages of 15 and 49 infected by HIV at the end of 2001 is 
estimated at 0.5% [2];

–  sources of information there are relatively numerous and enable the evolution of 
child mortality on a national scale to be retraced quite well;

–  the country also possesses three population observatories in rural areas that have 
been able to monitor child mortality and its causes in detail over a long period.

Child Mortality Decline and Evolution of Health Conditions in Senegal

Child Mortality Declining in Senegal Since 1945

Eight surveys supply data that permit the national level of child mortality in Senegal 
to be estimated. The type and quality of data gathered varies among the surveys, as 
do the methodologies employed. Accordingly, it is preferable to focus on a simple, 
robust indicator of child mortality: the probability that a newborn will die before 
the age of 5 (5q0). Fig. 4 shows 5q0 estimates for Senegal since 1946. Although these 
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Fig. 4. Child mortality trends in Senegal between 1945 and 1996
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measurements result from different surveys and estimation techniques, they are fairly 
consistent. In the 45 years following the end of the Second World War, child mortality 
(5q0) declined by two-thirds, falling from a level of roughly 400 per 1000 to 140 per 
1000 in the late 1980s. The decline appears to have halted thereafter, and mortality to 
have stagnated at this level or decreased very slowly. Going back to the beginning of 
the period, the decline appears to have occurred rather slowly until the early 1970s, 
with a 25% drop in 25 years (from 373 per 1000 in 1946 to 280 per 1000 in 1970), and 
to have accelerated thereafter, with 5q0 falling by more than 50% in the next 20 years 
(to a level of 140 per 1000 around 1990), before the more recent halt in the decline.

Changes in Health Infrastructure and Health Programmes in Senegal Since 1945

Review
Until 1978, Senegal’s health infrastructure (hospitals, maternity clinics) was focused 
on the cities. Public health programmes to improve sanitary conditions and control 
diseases were developed primarily in the towns, building on these infrastructures. 
The poorly served rural areas benefited only from periodic visits of mobile teams from 
the Major Endemic Diseases Department (Service des Grandes Endémies), whose 
activities began to deteriorate following independence in 1960. In 1978, following the 
recommendations made at the World Health Conference in Alma Ata in 1977, Sen-
egal introduced primary health care. Paralleling the effort towards decentralization 
of the major health facilities (hospitals and dispensaries), this policy led to the train-
ing of community health workers and the establishment of village health centres and 
maternity clinics. Using these new village-based infrastructures, several mother and 
child health care (MCH) programmes were initiated: vaccinations, malaria preven-
tion, rehydration of children suffering from diarrhoea, pregnancy monitoring and 
assistance in delivery, and food supplements for young children.

Health Infrastructures
The number of hospitals increased threefold between 1960 and 1988, reflecting the 
policy to equip each region with a hospital and to divide some hospitals in the cities 
into two [5]. The number of hospital beds has not grown proportionately however, 
and has not even kept pace with population growth. Thus, despite the proliferation 
of hospitals, the supply of beds per inhabitant has fallen slightly.

The number of health centres has changed very little, continuing to be one per 
 departmental capital. These are normally run by a physician and are equipped 
with hospital beds. The number of dispensaries, on the other hand, has increased 
sharply: it more than tripled between 1960 and 1988. Operated by nurses, these dis-
pensaries are found throughout the country. They are generally located in the district 
 (arrondissement) capitals or rural communities.

Maternity clinics were rare and, until 1977, concentrated in the towns. Beginning in 
1978, the primary health care policy led to the construction of a large number of 
such clinics in rural areas. In 1988, there were almost as many rural maternity clinics 
as there were dispensaries.
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In 1960, the Dakar region, which accounted for 14% of the population, had three out 
of the five hospitals in the country and the vast majority of hospital beds. In 1988, it 
had 22% of the population, but only six out of 16 hospitals and half  of the hospital 
beds. The distribution of facilities between Dakar and the rest of the country, while 
remaining unequal, appears to have improved considerably. Nevertheless, health per-
sonnel remain very concentrated in Dakar, where two-thirds of the countrys physi-
cians, pharmacists and dentists and half  of its nurses and midwives are to be found.

Health Programmes
Numerous programmes were implemented before 1978, each one having a specific scope 
of action. They were carried out either by MCH centres in urban settings, or by mobile 
teams (smallpox eradication and control of leprosy). After 1978, these programmes 
were integrated into the general primary health care programme carried out by the 
dispensaries and mobile teams for vaccination. Two of these specific programmes, the 
antimalaria campaign and vaccinations, are discussed in greater detail below.
Antimalaria Campaign. Malaria, which is endemic in Senegal and one of the major 
causes of child mortality, was the focus of specific eradication programmes beginning 
in 1953 [6]. Between 1953 and 1961, an eradication trial was conducted in the region of 
Thiès and the western part of the region of Fatick, in which homes were sprayed with 
DDT combined, after 1957, with chemoprophylaxis. This programme was a failure. 
In 1963, another antimalaria programme, using chloroquine-based chemoprophylaxis 
(called “chloroquinization”) was launched throughout Senegal. Its impact appears to 
have been very unequal, throughout time and from one region to another, although 
there was little follow-up or evaluation. On the whole, its effects on malaria mortality 
and morbidity appear to have been limited [7]. This programme was discontinued in 
1979 and malaria prevention was thereafter incorporated into primary health care.

Vaccinations. Initiated in Senegal in 1981, the Expanded Programme for Immunization 
(EPI) was designed to extend vaccination coverage to rural areas, which were at that 
time not well served, and to improve coverage in urban areas. Its objective was to protect 
children against seven diseases: tuberculosis, diphtheria, tetanus, pertussis, polio, measles 
and yellow fever. Its strategy was based on fixed vaccination centres and mobile teams:
–  permanent centres: in urban areas, the MCH centres continued to operate as they 

had done previously; health centres in rural areas began systematic vaccination at 
dispensaries. They also provided coverage for people living within a 15 km radius 
by means of travelling vaccination teams;

–  mobile teams: in rural areas, mobile teams were established to administer vac-
cinations beyond the 15 km radius covered by the dispensaries.

The programme targeted young children and also pregnant women, who were given 
tetanus vaccinations to protect their newborns against neonatal tetanus.

Since its beginning, the EPI (Expanded Programme for Immunization) has undergone 
three major acceleration efforts, one in the first quarter of 1987, the second in the 
first quarter of 1990 and the third in 1995. These led to the training and mobilization 
of administrative and health personnel, media information campaigns (especially by 
radio), and the provision of new equipment for dispensaries, especially in 1987.
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The percentage of children aged 12–23 months who were fully vaccinated3 increased 
considerably in the 1980s (Table 1 and Fig. 5). Based on data from vaccination cov-
erage surveys using the standard World Health Organization method, it progressed 
from 18% in July 1984 to 35% in July 1987, and to 55% in June 1990. The 1987 and 
1990 percentages probably represent the maxima for the period 1987–90, since, in 
both years, the surveys were carried out just after an acceleration phase. The aver-
age for the period is possibly somewhat lower. Detailed analysis of vaccination dates 
confirms that the increased coverage rate coincides with the two acceleration cam-
paigns that took place in early 1987 and early 1990 [5].

Complete vaccination coverage increased 1.2-fold in the Region of Dakar between 
1984 and 1987, and 1.5-fold in the other urban areas [5]. The impact of the accel-
eration of the EPI in early 1987 was therefore relatively slight in the towns. In rural 
areas, on the other hand, where coverage was particularly low in 1984, there was a 
threefold increase in 1987, so that the gap in coverage levels compared to the towns 
was almost closed in one go.

The demographic and health surveys of 1986 and 1992 and the Senegalese survey of 
health indicators in 1999 collected information about the vaccinations received by 
 children, but employed a different method from that recommended by the WHO. 

Table 1. Vaccination coverage of children aged 12–23 months (%), by date and vaccine 
(1). All of Senegal.

 Vaccination coverage
 surveys, standard World Demographic and health
 Health Organization method surveys (DHS)

Vaccine 1984 July 1987 June 1990 1986 1992 1999

BCG  92 94 26 63 59
DTPP-1 (2)  81 91 27 61 55
DTPP-2  69 83 18 56 50
DTPP-3  47 63 9 49 42
Measles  63 76 20 45 41
Yellow fever  72 75 19 44 –
Fully vaccinated  18 35 55 7 41 36
 children (3)

Sources: 1984 : Claquin et al., 1987 [27]; July 1987 : Claquin et al., 1987 [27]; June 1990 : Evaluation du 
PEV au Sénégal, 1990 [28]; 1986 : Ndiaye et al., 1988 [9]; 1992 : Ndiaye et al., 1994 [10]; 1999 : Sow et al., 
2000 [26].
Notes : (1) Measure based only on the information contained in health cards or vaccination cards. When 
these documents were lost, the child was not counted as being vaccinated. These are therefore minimum 
estimates. (2) The proportion of children vaccinated with polio vaccine, given independently from DTP 
vaccine from 1986, are not indicated here. (3) Vaccinated against seven diseases : tuberculosis, diphtheria, 
tetanus, pertussis, polio, measles and yellow fever.

3  That is, vaccinated against seven diseases: tuberculosis, diphtheria, tetanus, pertussis, polio, measles and 
yellow fever.
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In consequence, the levels of vaccination cover according to these surveys cannot 
be compared directly with those provided by the WHO-type surveys. They are, however, 
comparable between themselves, from one survey to another. The image that these sur-
veys give of the evolution of vaccination coverage in the 1980s is similar to those of the 
WHO type: that of a considerable increase (Table 1 and Fig. 5). These investigations 
have the advantage of providing information on the trend in vaccination coverage dur-
ing the following decade. 1992 and 1999 are the only two observation points, but they 
indicate that vaccination coverage has diminished rather than continuing to increase. 
The proportion of children between the ages of 12 and 23 months who were fully vac-
cinated decreased from 41% in 1992 to 36% in 1999. The change was not regular. Sub-
sequent to the restarting of the EPI in 1995, vaccination cover rose rapidly that year, 
but then started to decline rapidly, reaching very low levels in 2000 and 2001 [8].

Anti-tetanus vaccination of pregnant women greatly increased in the 1980s and 
1990s, with the proportion of those having received at least one anti-tetanus injection 
during their pregnancy increasing from 31% for those giving birth during the period 
1981–86, and then to 71% and 84% respectively for those who delivered in 1987–1992 and 
1992–1997 [9, 10, 11]. The vaccines received during a pregnancy ensure  protection 
over several years, and the children arising from later pregnancies are also protected, 
even if the mother has not been revaccinated. Consequently, the immunity to neo-natal 
tetanus resulting from the anti-tetanus vaccinations of pregnant women progressed 
even more than the figures indicate.

standard WHO vaccination coverage surveys [27, 28] DHS type surveys [9, 10, 26]
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Spread of Vaccination, One Major Cause of the Decline in Child Mortality

Child mortality, as we have seen above, declined continuously in Senegal between 
World War II and the late 1980s. In 45 years, from 1945 to 1990, the probability of 
dying before the age of five was reduced by two thirds, from approximately 400 per 
1000 to 140 per 1000. The decline accelerated in the late 1970s and early 1980s, when 
a new health policy oriented towards primary health care was initiated. The prolif-
eration of health infrastructures in the various regions that resulted from this, and 
the implementation of the Expanded Programme for Immunization (EPI) probably 
contributed significantly to the accelerated decline.

The cessation of the fall in child mortality at the watershed between 1980 and 1990 
coincided with a pause in improvements to the health infrastructures and  programmes. 
In particular, the EPI, which had greatly advanced during the 1980s, then marked time 
with a decrease in vaccination coverage during the 1990s, despite the revival in 1995.

These observations suggest that the development of health infrastructures and 
 programmes have been essential for the reduction in child mortality, especially in 
the countryside. The timing of this reduction also suggests that the immunization 
programme played a leading role in the acceleration of the decline in the 1970s and 
1980s [12]. And the decrease of vaccination coverage is probably one factor explain-
ing why the decline in child mortality ceased thereafter.

For a better understanding of the mortality trends of children in Senegal, we shall 
now examine the changes that have occurred in the causes of death. Unfortunately, 
reliable information is not available for causes of death on a national scale, but the 
observations made in the three rural population observatories existing in Senegal will 
give an idea of the changes that have taken place in this country.

Changes in Child Mortality and Cause of Death Recorded in the Three Rural 
Population Observatories of Senegal

The populations of three Senegalese rural areas—Bandafassi, Mlomp and Niakhar—
have been monitored for more than twenty years [13, 14, 15, 16] (Fig. 6). Changes in 
child mortality and causes of child death have been documented precisely in these 
populations. As these population observatories are located in areas of the country 
that are very diverse, the mortality differences between them give an idea of the total 
geographic variations within the country.

The Bandafassi, Mlomp and Niakhar Population Observatories

Locations and Characteristics
The Bandafassi population observatory is situated in Southeast Senegal, and at 
750 km is the farthest site from Dakar, the capital city (Fig. 6). The Niakhar obser-
vatory, situated in the West and most populated area of the country, is the closest 
(150 km from Dakar). Mlomp, located in the Southwest, like Bandafassi, is relatively 
distant (500 km) from Dakar.
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In 2000, the three sites had populations of about 10,000 inhabitants (Bandafassi), 
30,000 (Niakhar), and 8,000 (Mlomp) (Table 2). Population density differed greatly 
from one site to the other, being highest in Niakhar (131 inhabitants per square km), 
lowest in Bandafassi (16) and intermediate in Mlomp (63). The ethnic composition 
also varies. In Niakhar, it is homogenous, with 95% of the population belonging to 
the Serer ethnic group, and in Mlomp also, one ethnic group, the Diolas, is dominant. 
The population of Bandafassi, however, is more diverse and divided into three ethnic 
groups: the Fula (57% of the population), the Bedik (28%) and the Malinke (16%).

The population of the three sites have access to health centres operated by nurses: 
one in Bandafassi, one in Mlomp, and three in Niakhar. Their level of  activity 
varies. The Mlomp dispensary, operated by a nurse who is also a Catholic nun, is the 
busiest. In addition to an outpatient clinic it has 12 hospital beds and a small labora-
tory. All pregnant women of Mlomp attend prenatal visits and deliver in a maternity 
clinic, most  frequently that in the area close to the health centre, which has 10 beds. 
 Pregnant women at risk are systematically taken to Ziguinchor hospital (at a distance 
of 50 km) some time before delivery. Deliveries occurring in the Mlomp maternity 
clinic are assisted by two matrons supervised by the nurse from the health centre.

The health centres of the other two sites are less active, and the proportion of women 
delivering in a maternity clinic is low: 15% in Niakhar during the 1988–1997 period, and 
3% in Bandafassi (Table 2). Throughout the whole of Senegal, about one woman in two 
delivered in a maternity clinic during the 1988–1997 period, with a higher proportion in 
towns (about 80%) than in rural areas (about 30%) [10, 11]. The proportions observed 
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in Niakhar and Bandafassi are therefore well below the average for rural areas of 
the country. The exceptional situation in Mlomp, where the level is very high and well 
above the urban average, results from the efforts of health personnel in the area, and the 
 delivery traditions of the Diola ethnic group, who do not favour delivery at home [17].

Mlomp also preceded the other sites with vaccinations. When it started, in 1971, 
the vaccination programme at first only involved a few of the children, but by the 
late 1970s it had gradually increased in influence until practically all children were 
fully vaccinated. The vaccination cover has subsequently been maintained at this 
very high level up to the present day. In Bandafassi, apart from vaccinations received 
during national campaigns, practically no child was vaccinated until 1987. It was 
only then, following the acceleration of the EPI organised at the beginning of that 
year, that children there began to be vaccinated on a regular basis, and led that year 
to a sudden increase in vaccination coverage. From a level approaching 0% it rose to 
48% of the 12 to 35-months-old children in February 1987 [12]. Over the following 
years, due to the relaxation of effort, vaccination coverage tended to decrease, but 
the revival of the EPI in 1995 brought it once more to a peak, this time even higher 
than in 1987, with 80% of the children fully vaccinated. The effort was unfortunately 
once more relaxed throughout the subsequent years and coverage rapidly diminished 
to below 50% in 1999 [18].

Fertility is high in all three sites, but with appreciable differences between them. In 
1990, it was highest in Niakhar, where the total fertility rate was, on average, 7.7 chil-
dren per woman, lowest in Mlomp (5.0) and intermediate in Bandafassi (6.3).

Table 2. The rural population observatories of Senegal.

 Bandafassi Niakhar Mlomp

Population
 Total population (01/01/2000) 10 357 30 023 7 591
 Population density (inhabitants/km2) 16 131 63
 District (département) Kedougou Fatick Oussouye
Distance
 Distance to the capital city, Dakar (km) 750 150 500
Demographic surveillance
 Date of initial census 1970(1) 1984(2) 1985
 Periodicity of rounds yearly variable (3) yearly
Delivery conditions
 Proportion of deliveries in a maternity 3% 15% 99%
  clinic (period 1985–1997)

Notes: (1) The initial census was organized at various dates in the villages of the various subpopulations of 
the Bandafassi area: in 1970, for the Malinke villages; 1975, for the Fula ones; 1980, for the Bedik ones. In 
1975 and 1980, the newly enumerated subpopulation was added to the population already being followed 
up. (2) At its beginning, in 1962, the study enumerated and followed up 65 villages with a total population of 
35,000 inhabitants. In 1969, the population under surveillance was reduced to 8 villages with a total popu-
lation of 4,000 inhabitants. In 1983, it was re-enlarged and has followed up 30 villages until now. (3) The 
rounds were yearly from 1984 to 1987, weekly from 1987 to 1997, every three months from 1997.
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Population Surveillance

The populations of each site have been monitored for several years by means of 
multi-round survey techniques [13, 14, 15, 16]. Following an initial census, villages 
have been repeatedly visited on a regular basis. The list of those present on the previ-
ous occasion is checked during every visit, and information is collected concerning 
the births, marriages, migrations and deaths (including cause of death) that have 
taken place in the meantime. Surveillance did not start the same year in the various 
sites, and the frequency of visits is different (Table 2). In Bandafassi and Mlomp, 
where surveillance started in 1970 and 1985 respectively, visits are carried out on an 
annual basis, whereas in Niakhar, where surveillance started in 1984, the frequency 
of visits has changed. It was annual from 1984 to 1986, weekly from 1987 to 1997, 
and subsequently three-monthly.

As in many rural African areas, most deaths occur without the presence of a doc-
tor to certify the event or diagnose the cause. This is then determined by employing 
the “verbal autopsy” method, which involves collecting information on the circum-
stances of the death and the symptoms of the disease that preceded it from the family 
of the deceased person. The same questionnaire is employed for such interviews at 
the three sites [19, 20].

Information collected directly from the family is collated with clinical information 
from the health centre or hospital registers for those patients who died or had a 
clinical examination there before their death. In the case of Mlomp, most people 
who died had visited the health centre during their final illness, and information is 
consequently available from the register kept by the nurses since the beginning of the 
survey. Once it has been completed, the verbal autopsy questionnaire is submitted to 
two doctors for each of them to make an independent diagnosis. If  they disagree, a 
third doctor rereads it and acts as an arbiter.

The diagnoses made through this method are more or less precise and reliable, depend-
ing on the causes of death. Neonatal tetanus, for example, is quite easily identified 
by this means, as is measles. There is a specific word for measles in every language, 
and everyone can identify it when an epidemic breaks out. When a mother who has 
lost her child is asked whether the cause of death was “measles” (using the name 
employed in her own language), she is seldom mistaken, and her personal diagnosis 
can generally be considered reliable. Due to the spread of immunization since the 
1980s and the resulting decline in epidemics however, self-diagnosis of measles is not 
as reliable as it was previously. For many other diseases diagnosis made through the 
verbal autopsy method is not very reliable. Malaria, for example, is easily mistaken 
for other diseases that also involve fever (see below).

Information gathered by the population surveillance systems in force at the three 
sites is of high quality for African rural populations. In particular, the covering of 
events is almost complete and their dating precise. This ensures good reliability of 
the resulting demographic measures, in particular those relating to the mortality level 
and trends.
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Evolution of Child Mortality in the Three Population Observatories of Senegal

The mortality trends of children under five (5q0) in the three population observa-
tories of Senegal are shown in Fig. 7. Similar patterns are found in the three areas 
 studied: a first period with a plateau; a second period with a rapid fall; and then 
a third with a pause or increase. The differences lie in the timetable and levels. In 
Bandafassi, the farthest zone from Dakar, child mortality commenced its rapid 
decline the latest (after 1986), and this decline correlates with the acceleration of the 
Expanded Programme of Vaccination of 1987 [12]. In Niakhar, 150 km from Dakar, 
the fall began earlier, from the early 1970s. This was mainly attributed to a diminu-
tion in rainfall causing a reduction in malaria [6], but the fall continued at the same 
rate after the dry years had passed. The Mlomp zone was clearly  different from the 
other two in that the fall started earlier (from the mid-1960s), and reached a much 
lower level—the risk of death before 5 years declined fourfold in 20 years. This rural 
zone, very distant from Dakar, has benefited since 1961, as mentioned above, from a 
dispensary and a private maternity clinic that quickly ensured that a large majority 
of the population in the area would have some  quality health services [13].
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There is a correlation between mortality decline and the availability of health services 
in these three rural zones. The educational level of women and household incomes at 
the time were low in all these areas. The rapid fall in child mortality in rural areas of 
Senegal during the late 1970s could therefore to a large extent have been connected 
to the decentralization of infrastructures, and to the new public health policy, which 
enabled the majority of them to have access to the health services that had previously 
been denied them.

The fall in child mortality recorded in the three observatories was interrupted in a simi-
lar fashion in the late 1980s, and then remained at about the same level (250 per 1000) 
at Bandafassi and Niakhar during the 1990s, and even rose slightly in Mlomp, from 
88 per 1000 in 1985–89 to 111 per 1000 in 1995–99 (Fig. 7). The pause phenomenon is 
therefore to be found in the three observatories as in the whole country.

3. Distribution of the Causes of Death

Fig. 8 compares child mortality and its causes in Bandafassi, Mlomp and Niakhar 
during the second half  of the 1980s (1984–1989 period in Bandafassi and Niakhar, 
and 1985–1989 in Mlomp), distinguishing neonatal mortality (Fig. 8a) from that 
between one month and five years (Fig. 8b).

Neonatal mortality was lowest in Mlomp (36 per 1000) and highest, more than 
double, in Bandafassi (87 per 1000), with an intermediate level of 55 per 1000 in 
Niakhar. The overall difference was due to differences in mortality for all the major 
causes of  death. Neonatal tetanus, responsible at that time for one third of  the 
neonatal deaths in Niakhar and one quarter in Bandafassi, and accounting in the 
two sites for the demise of about twenty newborns per thousand, was only 1 per 
1000 in Mlomp. There were almost the same contrasts for deaths due to premature 
delivery and low birth weight (2 per 1000 in Mlomp as against 15 and 21 per 1000 
in Niakhar and Bandafassi respectively). Beyond the neonatal period and up to 
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Senegal (period 1984–1989)



58 G. PISON

five years (Fig. 8b), the overall difference in mortality level was even greater (45, 
223 and 277 per 1000 in Mlomp, Niakhar and Bandafassi respectively), and it was 
linked once more to the differences in mortality for each of the major causes of 
death—diarrhoea and malnutrition, pneumonia, malaria etc. Measles, an important 
cause of death in Bandafassi and Niakhar at that time, was absent in Mlomp.

Unfortunately, we have no information on the causes of child mortality in Mlomp 
before the 1970s when it was still high there, but it is probable that the same causes as 
those present in Bandafassi and Niakhar in the recent period were dominant at the 
time. If  we assume that the causes of death in Bandafassi and Niakhar in the second 
half  of the 1980s reflected those prevalent in Mlomp, twenty years previously—at a 
time when death from all causes reached the same levels there—it is likely that there 
was a fall in each of the major causes of death.

Measles, a Fast Regressing Cause of Death

As just noted, there are great differences between the three sites in deaths from 
measles. This cause of death has nearly disappeared in Mlomp (only two deaths 
during the fifteen years from 1985 to 1999 among a total of some 300 deaths of chil-
dren under 5 years), but it was still an important cause of death in Bandafassi and 
Niakhar during the second half  of the 1980s.

As mentioned above, measles was a disease that villagers could easily identify, and 
information was consequently available on cases of measles-related deaths that had 
occurred since the inception of demographic observation in 1970, well before the 
introduction of verbal autopsy questionnaires in 1984. This enabled the evolution 
of measles-related mortality since 1970 to be traced, and Table 3 indicates the varia-
tions in measles-related mortality rates according to four periods, two of which—
1970–1979 and 1980–1986—occurred before the introduction of the immunization 
campaign in 1987 and the other two—1987–1989 and 1990–1993—subsequently.
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Fig. 9a. Annual fluctuations of measles mortality among children under five years old 
at Bandafassi and Niakhar

Table 3 first shows the drastic change that occurred in 1987. Before then, measles was 
responsible for a high proportion of deaths. Among children from 1 to 20-months-
old it accounted for about one out of every seven deaths (14% in 1970–1979 and 15% 
in 1980–1986), and of one out of every three (35% and 30% respectively) among 
 children aged 21 to 59 months, thus making it the primary cause of death. From 
1987, however, measles was responsible for only 3% and 5% of deaths at these ages.

Fig. 9a retraces the annual variations of the measles mortality rates in Bandafassi 
among all children under five-years-old over the whole period, from 1970 to 2001. The 
annual variations in Niakhar are also shown from 1984. The figure shows that measles 

Table 3. Measles mortality rate by age-group and period: Bandafassi, 1970–1993.

 Age group

 1–20 months 21 months–59 months

 Measles  Proportion of Measles  Proportion of
 annual total deaths annual total deaths
 mortality rate caused by mortality rate caused by
 (per measles (per measles
Period thousand) (percent) thousand) (percent)

1970–1979 21.0 15 25.3 35
1980–1986 14.6 14 14.9 30
1987–1989 0.0 0 0.0 0
1990–1993 2.9 4 2.6 8
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occurred in the Bandafassi area only in epidemics with comparatively long intervals 
between them. In the period 1970–1995 there were four epidemics: in 1973, 1976–77, 
1981–82 and 1985. A fifth epidemic occurred in 1992, with a lower mortality. Each 
of the epidemics affected only some villages [5, 12]. Before 1987 more than a decade 
often elapsed between two successive epidemics in the same village. Because of the long 
intervals, whenever a village was affected by an epidemic, it was massively hit—within 
only a few weeks, many children fell ill (practically all those who were born since the 
previous epidemic), with very high mortality rates. At least 15% of all children less 
than five-years-old died in the 1976–77 and the 1981–1982 epidemics [21].

The epidemiology of measles in Bandafassi changed after 1985. Almost seven years 
elapsed before a new epidemic occurred in 1992, and this led to relatively fewer 
deaths than previously. As the mortality rates were much lower after 1985 than pre-
viously, Fig. 9b shows the data using a larger scale on the y axis. After 1992, deaths 
from  measles were observed more frequently (every two years) but the numbers in 
each epidemic were ten to fifty times lower than in the 1970s and the first half  of the 
1980s. Measles became increasingly endemic, and very much less lethal.

The observation was similar in Niakhar, but preventive measures did not commence 
until 1984; and the last big measles epidemic, which was national and also affected 
Bandafassi, was in 1985. Since then, measles has become a much less frequent cause 
of death in Niakhar, with a mortality that remained at more or less the same level 
until 2000, without diminishing.

Deaths from measles in both Bandafassi and Niakhar declined greatly in the 1980s; 
and this marked regression of one of the main causes of child mortality was the most 
spectacular consequence of introducing vaccinations in these two populations. The 
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lessening of vaccination coverage in the 1990s led to a slight rise in deaths from mea-
sles in Bandafassi, but this was far from the extremely high pre-vaccination levels. In 
Niakhar, it remained at the same level in the 1990s without further decreasing.

Recent Considerable Rise in Deaths from Malaria

Deaths from malaria are more difficult to diagnose than those from measles. This dis-
ease, as mentioned above, cannot be identified with any certainty through the verbal 
autopsy method, because of the difficulty in distinguishing it from other diseases that 
also cause fever. So here, “malaria” is a broad category that includes “true malaria” 
but also “unspecified fever”. In Mlomp, however, malaria-related mortality could be 
retraced with some accuracy, because many of the children who died  following bouts 
of fever had sought advice from the local health centre, where  biological tests (using 
thick blood films) were made in order to ascertain whether the malaria diagnosis 
should be confirmed.

Fig. 10 shows the evolution of malaria-related mortality in the three areas since 1985. 
In Mlomp, it was relatively low until 1991 (five times less than Bandafassi and eight 
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times less than Niakhar); a sign that the fight against malaria organized by the health 
centre in the 1970s and 1980s was successful. Malaria-related mortality rose sharply 
between 1991 and 1993, and has subsequently remained at higher levels. During the 
periods 1985–1991 and 1993–2000, malaria increased 7-fold in Mlomp, 2.5-fold in 
Bandafassi and 2-fold in Niakhar. This rise was largely attributable to the appearance 
and spread of malaria strains in the late 1980s and early 1990s that were resistant to 
chloroquine, the anti-malarial widely used in Senegal both preventively and cura-
tively up to the present day [22], and which had enabled malaria-related mortality to 
be  drastically reduced in Mlomp from 1975 onwards. This unfavourable evolution in 
deaths from malaria is one of the reasons why overall child mortality stagnated in 
Bandafassi and Niakhar in the 1990s and rose again in Mlomp.

Conclusion

The slowing down of the decline in child mortality in Sub-Saharan Africa over the 
last fifteen years, and even its increase in certain countries, was not solely attribut-
able to AIDS. In order to determine any other diseases or factors that also played a 
part, Senegal was chosen for study—a country very little affected by AIDS but where 
trends in child mortality have closely resembled those of the whole region and have 
remained stagnant throughout the last fifteen years. In addition, Senegal has the 
advantage of possessing relatively numerous information sources available for trac-
ing the evolution of child mortality on a national scale, as well as three population 
observatories in a rural area where child mortality could be followed and the causes 
of deaths studied in detail over almost 20 years.

It is evident that Senegal experienced an appreciable and steady fall in child 
 mortality from the end of  World War II until the late 1980s. In 45 years, from 1945 
to 1990, the risk of a newborn child dying before the age of five years was divided 
by three, dropping from about 400 per 1000 to 140 per 1000. The fall accelerated 
towards the end of  the 1970s and early 1980s, at a time when a new public health 
policy oriented towards primary health care was introduced. This led in particu-
lar to the increase of  primary health care infrastructures in the regions (they had 
previously been highly concentrated in Dakar), and to the introduction of  the 
Expanded Programme for Immunization (EPI).

The three Senegalese rural population observatories showed that the decline in 
child mortality in the 1970s and 1980s was allied to the reduction in deaths from 
infectious diseases, thanks largely to vaccinations. Death from measles, previ-
ously one of  the primary causes of  child mortality, regressed drastically after the 
introduction of  vaccinations. But in the 1990s, just as in the whole country, vacci-
nation ceased to increase in Bandafassi and Niakhar (and even diminished in the 
former), and deaths from measles, while not returning to the previously very high 
levels, no longer fell. Deaths from malaria, on the other hand, greatly increased 
following the spread of  chloroquine resistance within the country. Stagnation 
of  the vaccination effort and revival of  malaria mortality allied to chloroquine 
resistance explain the halt in the decline of  infant mortality in Bandafassi and 
Niakhar. In Mlomp, where nearly all the children had been vaccinated for at least 
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20 years, it was the rise in malaria mortality that explained the resurgence of 
child mortality in the 1990s.

These observations are probably valid for the whole country, and deaths from malaria 
must have appreciably increased. The pause in the vaccination drive must also have 
impeded the struggle against death by infection. These two phenomena were the 
main reasons for the fifteen year cessation of the decline in under-five mortality in 
Senegal, an example of a country that, despite having so far escaped a severe AIDS 
epidemic and its consequences on mortality, has still experienced a health crisis lead-
ing to a halt in the decline of child mortality. This crisis was due to the conjunction 
of several  factors, in particular: a new epidemiological situation created by resistance 
to chloroquine; a health service lacking in efficiency; inability to ensure basic health 
services (such as vaccinations); and an unfavourable economic situation. These fac-
tors are common to numerous countries in Sub-Saharan Africa and explain why 
many of them have  experienced this health crisis, irrespective of whether or not they 
are stricken by the AIDS epidemic.
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CHAPTER 4.  MALARIA, CLIMATE CHANGE AND POSSIBLE IMPACTS 
ON POPULATIONS IN AFRICA

ANDREW KARANJA GITHEKO
Climate and Human Health Research Unit, Kenya Medical 
Research Institute, Kisumu, Kenya

Abstract. The historical records for Africa show warming of approximately 0.7°C over 
most of the continent during the twentieth century. The Intergovernmental Panel on 
Climate Change (IPCC), in its Third Assessment Report (2001) recorded that global 
warming of 1.4 to 5.8°C can be expected over the coming century. Malaria is the most 
climate sensitive vector-borne disease, affecting most of the African population. Both 
global warming and increased climate variability can increase malaria transmission. It 
is the areas where transmission is currently low, such as the highlands, that are most 
affected. In these areas protective genetic polymorphisms are infrequent, and immu-
nity levels are low so that all ages are vulnerable.

Introduction

Malaria is probably the most climate sensitive vector borne disease [1]; and currently 
Africa accounts for 90% of global malaria mortality [2, 3]. Malaria transmission 
depends on mosquito vectors, and their distribution depends on breeding habitat avail-
ability, suitability and productivity. Breeding habitat availability is related to hydrology, 
topography and precipitation, while their suitability is a function of the presence of 
plant and predator species. Productivity of the breeding habitat is a function of tem-
perature. The rates of mosquito larval stage development, the adult female mosquito 
blood feeding frequency, and the speed of parasite development in adult mosquitoes 
are all temperature dependent and in some cases the relationship is exponential. Simply 
put, rainfall increases mosquito habitats while temperature increases the rate of mos-
quito and parasite development: the result is increased malaria transmission.

Small increases in temperature dramatically reduce the time it takes for the mos-
quito stages of  the parasite to develop into infectious sporozoites. The average life 
span of  a female Anopheles gambiae is about 21 days. It takes the malaria parasite 56 
days to mature in the mosquito at 18°C, which is therefore longer than the average 
life span of  the mosquitoes. At 22°C it takes only 19 days and at 30°C only 8 days 
(Fig. 1). The average temperatures in the East African highlands lie in the critical 
range of  18–22°C.
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Whereas malaria transmission is a function of vector density, disease outcome is a 
function of human immunity, depending on previous exposure and genetics. Malaria 
as a disease has a spectrum of pathologies ranging from asymptomatic infections 
to severe multi-organ and multi-system failure and death. The parasitological and 
clinical manifestations of malaria infections in a population are a function of trans-
mission intensity and the duration of exposure. Severity of disease depends on the 
level of past exposure of individuals and populations. It depends on immunity due 
to repeated exposure over a lifetime, and genetically determined resistance due to 
natural selection following long-term population exposure. Climate changes expos-
ing new populations and previously unexposed individuals to malaria therefore have 
major effects on disease incidence and severity.

Besides climate, the epidemiology of malaria is influenced by quality of health care, drug 
resistance, poverty, geographic location, land use and topography, among other factors. 
Land use changes following population expansion; and migration, such as deforestation, 
swamp reclamation and irrigation have created suitable breeding habitats and microcli-
mates for Anopheles gambiae, the most efficient malaria vector in the world [4].

Here we examine the evidence for climate change and variability, its impacts on 
malaria morbidity and mortality in Africa, and how these vary depending on the 
underlying epidemiology of malaria in the area.

Malaria Epidemiology in Relation to Intensity and Duration of Exposure to Malaria

The level of malaria transmission is determined by the duration of and intensity of 
exposure to infections [5] (Table 1). In holo and hyper-endemic areas where transmis-
sion rates are very high, malaria mainly affects children under five years of age, with 
the greatest mortality occurring below the age of three years. Where transmission is 
less intense development of immunity is delayed and severe disease and mortality 
occurs in older children; and in areas of very unstable malaria (hypoendemic) all age 
groups are equally affected. In the highlands malaria epidemiology lies between meso 
and hypoendemic.

Fig. 1. The relationship between average ambient temperature and the time malaria 
parasites take to develop and become infectious in a female mosquito
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Malaria is a particular risk in pregnancy, particularly the first pregnancy, affecting both 
the mother and the foetus. Severe malaria-associated disease is more common in areas 
of low to moderate transmission such as the highlands of East Africa and other areas 
of seasonal transmission. In such areas severe disease in pregnant women has been 
associated with 20–30% maternal deaths and a high risk of spontaneous abortion, 
premature delivery and neonatal death [6]. An epidemic in Rwanda, at an altitude of 
2300 m above sea level, in 1998 led to a four-fold increase in malaria admissions among 
pregnant women and a five-fold increase in maternal deaths due to malaria [7].

Certain gene polymorphisms such as sickle cell genotype and glucose-6-phos-
phate dehydrogenase (G6PD) deficiency confer protection against the severe form 
of malaria. Over time the frequency of these genotypes has increased in areas of 
intense transmission. For example in Western Kenya the prevalence of the sickle cell 
genotype was 26% in a malaria-holoendemic lowland area compared with 3% in an 
adjacent highland area. Similarly the prevalence of glucose-6-phosphate dehydroge-
nase deficiency was 7% in the lowlands and only 1% in the highlands [8]. Worldwide, 
more than 400 million people (90% being males) are affected by G6PD deficiency, in 
regions that are, or have been, endemic for malaria and in populations originating 
from these regions. Red blood cells with low G6PD activity offer a hostile environ-
ment to parasite growth and thus an advantage to G6PD deficiency carriers [9].

There are few molecular makers for immunity to malaria. However parasite density 
is a good indicator of a human population’s level of immunity. Under very intense 
transmission in holoendemic areas the peak asexual parasite density is observed in 
children aged 6–11 months [10, 11]. At lower transmission rates the peak parasite 
density shifts to older children and in areas of unstable transmission parasite density 
may be equal across all age groups.

Studies have been undertaken across Africa to determine the relationship between 
all-cause mortality in children under five-years-old and estimates of malaria para-
site prevalence [12]. It was observed that the unadjusted median mortality rates for 
children from birth to four-years-old living in areas with a parasitaemia prevalence 
of 25% was 13.7 per 1,000. This increased to 35.0‰ at a prevalence of 25–49‰ and 
39.9% at a prevalence of 50–74%.

In areas of very low transmission intensity such as high altitudes, all age groups 
are susceptible to severe malaria. Under high transmission, severe malarial anaemia 

Table 1. Classifications of malaria endemicity as defined by spleen and parasite 
 infection rates in children two to nine years old (except where otherwise specified) [5].

Classification Spleen Rate (%) Parasite Rate (%)

Holoendemic > 75 >75 (in infants)
Hyperendemic 51–75 51–75
Mesoendemic 11–50 11–50
Hypoendemic 0–10 < 10
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dominates and cerebral malaria is rare. As one moves towards lower transmission rates, 
cerebral malaria accounts for an increasingly large proportion of cases [13]. Malar-
ial anaemia tends therefore to be relatively more important under high transmission 
settings and cerebral malaria tends to gain in importance under lower transmission 
 settings. In a number of studies the total load of malaria morbidity, whether measured 
as non-severe malaria in the community or as severe malaria admitted to hospital, is 
low under stable low transmission conditions but is at its highest under moderate inten-
sities [14]. In areas of low seasonal transmission, the prevalence of malaria infections 
is usually very low and the majority of people have no immunity to malaria. In these 
areas, during periods of hyper-transmission all ages are equally susceptible to infec-
tions and disease. At a high altitude of 2134 m, in Uasin Gishu district Western Kenya 
[15], no difference in re-infection rates between children and adults was found—an 
 indication that malaria transmission was unstable at this high altitude. In the 1980s in 
the central highland plateau of Madagascar Plasmodium falciparum reemerged result-
ing in an overall parasite rate of 63.2%, which did not vary with age [16]. The full dis-
ease spectrum can be expected in all age groups in such a scenario.

Global Climate Change

Climate change includes a change in the mean meteorological parameters and a 
change in the frequency and amplitude of parameter variability. Climate change covers 
different aspects of climate, but we will here concentrate on the effects of global 
warming on malaria.

In 2001 the Intergovernmental Panel on Climate Change (IPCC), in its Third Assess-
ment Report recorded that global warming of 1.4 to 5.8°C can be expected over 
the coming century [17]. Since the start of satellite records in 1979, both satellite 
and weather balloon measurements show that the global average surface temperature 
has increased significantly by +0.15 ± 0.05°C per decade. This difference occurs 
primarily over the tropical and sub-tropical regions [18]. The decade of the 1990s 
was the warmest recorded closely followed by the 1980s. According to the Climatic 
Research Unit and the UK Meteorology Office Hadley Centre the years 2003 and 
2002 were the second warmest on record [19].

In addition to the general trend in warming, there has been substantial climate vari-
ability as a result of El Niños. The 1982–1983 El Niño event was classified as strong 
while that of 1997–1998 very strong. There were other weaker El Niño events in the 
early 1990s.

The General African Climate

The African climate is influenced by the Indian, Atlantic and Pacific oceans, the 
Mediterranean Sea, land cover, lakes and topography. The Inter-tropical Conver-
gence Zone (ITCZ) primarily controls the main rainy seasons. While the tropical 
regions have two rainy seasons, the extreme north and south have only one distinct 
rainy season. The mean annual rainfall ranges from as low as 10 mm in the middle 
of the Sahara to more than 2000 mm in the tropical regions and other parts of West 
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Africa. Coefficients of rainfall variability are highest in the deserts and lowest in the 
wet tropical regions [20].

The African climate is generally warm (mean daily temperature > 25°C); however, the 
extreme north and south regions experience some cooler weather (mean daily tempera-
ture < 20°C). Similarly, while the low altitudes are warm, the higher altitudes are cool. 
The El Niño Southern Oscillation (ENSO) has a great influence on climate variability 
in Eastern and Southern Africa. These events are associated with floods and droughts 
[21]. Anomalous warming and precipitation particularly in the months of September, 
October and November in the Eastern African region follow this phenomenon.

Evidence of Climate Change in Africa

The most obvious and striking evidence of climate change in Africa has been the 
shrinking of glaciers on Mount Kilimanjaro, Mount Kenya and the Ruwenzori 
Mountains. In 1912 the glaciers of Mt Kilimanjaro measured 12 square kilometres; 
but in 1989 that figure was down to just 2.6 square kilometres—an 80% decrease [22]; 
while 92% of the Lewis Glacier, Mt. Kenya’s largest glacier, has melted in the past 100 
years [23]. In the Ruwenzori Mountains, since the 1990s the glacier area has decreased 
by about 75% [24]. The climatology of the African continent in the past century indi-
cates that there have been two periods of warming; from the mid 1930s to 1940s and 
from the beginning of the 1980s to date [20]. The historical records for Africa show 
warming of approximately 0.7°C over most of the continent during the twentieth 
century and an increase in the frequency and intensity of climate variability [17].

Land use Change

The highlands of eastern and central Africa constitute about 23% of the total landmass 
of the region but house 51% of the population [25]. The highlands of these regions have 
a cool climate and until recently were free of intense malaria transmission. Due to their 
wet and cool climate they are agriculturally productive and human populations have 
thrived. The lack of malaria in the highlands was part of the reason why European 
farmers settled in the so-called White Highlands. For example the Boers who migrated 
from the Cape into the hinterland of Southern Africa in the mid-nineteenth century 
were successful largely because there was little malaria in the high veld [26].

As the population in the African highlands increases there is demand for more 
agricultural and settlement land. There are indications that forests and swamps are 
being converted to agricultural land, with a subsequent change in land cover and an 
increase in local temperature. For example, Afrane et al., (unpublished data 2005) 
showed that at a site in Western Kenya Highlands the houses in deforested areas were 
on average 1.7°C warmer than those in a forested area.

Malaria Epidemics and Climate Change

It is in areas where malaria transmission has been low or absent that climate change 
is expected to have its greatest effect. In these areas immunity is low in all age groups 
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and the protective genetic polymorphisms are rare because there has been no selec-
tive pressure to maintain them in the population.

In Africa it has been estimated that the population at risk of epidemic malaria is 
124.7 million. The 12.4 million cases of malaria per year due to epidemics result in 
an  estimated 155,000–310,000 deaths, equivalent to 12–25% of annual worldwide 
malaria deaths [27].

About 17% of the total population in East Africa lives in highlands where there 
are risks of epidemics (Ameneshewa, personal communication). Climate change and 
variability affect the prevalence and distribution of malaria in the highlands of East 
Africa. It has been shown that 12–63% (mean = 36.1%) of the variance in the number 
of monthly malaria outpatients in a number of sites in the East African highlands 
is attributed to climate variability [28]. In Ethiopia it was shown that rainfall and 
minimum temperature could explain 85% of malaria incidence in areas of low and 
high transmission [29]; whereas in South Africa mean maximum daily temperature 
and rainfall were significantly associated with seasonal changes in malaria patient 
numbers [30]. In the highlands of western Kenya [31], it was found that epidemics 
occurred following anomalous monthly mean maximum temperatures just before and 
during the wet season. In a highland area of Rwanda malaria incidence increased by 
337% in 1987, and 80% of this variation could be explained by rainfall and tempera-
ture [32]. A similar association has been reported in Zimbabwe [33].

Other epidemics in East Africa have largely been associated with El Niño. In the East 
African region El Niño events are characterized by heavy precipitation and anoma-
lously warm seasons, which are associated with malaria outbreaks and epidemics 
[31, 34] (Fig. 2). Retrospective studies carried out on malaria in the highlands of 
Madagascar indicated strong correlations between the El Niño Southern Oscillation 
and both temperature (r = 0.79) and malaria (r = 0.64), suggesting that there might 
be an increased epidemic risk during post-Niño years [35]. During an El Niño in late 
1987 malaria incidence in a high-altitude area in Rwanda increased by 337% over 
the three previous years; but the greatest impact was observed in children under two 
years of age, among whom incidence increased by 564% and case fatality rate by 
501% [32]. Increased case fatality is associated with delayed treatment and/or drug 
failure. In Tanzania the risk of delivering a low birth weight baby in the first preg-
nancy in epidemic prone areas increased significantly approximately five months 
after a malaria epidemic caused by the 1997–1998 El Niño [36].

Malaria incidence in areas of unstable transmission is very sensitive to climate vari-
ability and can often result in epidemics[4]. During the great malaria epidemic in the 
highlands of Ethiopia (1,800 m), where the prevalence of parasitemia jumped from 
3–12% to 40% during a period of El Niño (1958–1959), there was no significant 
difference in prevalence among the age groups. In many villages 50–75% of the vil-
lage populations were sick with malaria and out of the estimated 3 million people 
affected 150,000 (5%) died [37].

It is to be expected that small changes in temperature and precipitation will support 
malaria epidemics at the current altitudinal and latitudinal limits of transmission[38]. 
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Rainfall in the Sahel/Guinea savannah fell by 20–30% from 1930–1950 to the pres-
ent [39]. A greater than 80% fall in the prevalence of malaria has been observed in 
Northern Niger and Senegal from the early 1960s to 1990; and this has been linked to 
the disappearance of the major vector Anopheles funestus [40]. Flooding could facili-
tate breeding of malaria vectors and consequently malaria transmission in arid areas 
[41]; and this occurred in North Eastern Kenya during the 1997–1998 El Niño [42].

It has been shown in East Africa that malaria decreases with altitude. A rise in alti-
tude of 154 m in humid areas is equivalent to a decrease in temperature of 1°C. In 
Tanzania the prevalence of malaria infections in the lowlands (200 m above sea level) 
is 79–90%, in the intermediate altitude (at 1,200 m above sea level) 27–46%, and in 
the highlands (1,700 m above sea level) 8–16% [43]. Thus an increase in temperature 
would change the prevalence of malaria in the highlands to that of lower altitudes. 
In the epidemic-prone highlands of East Africa anomalies in the mean monthly 
maximum of 2.2–4.5°C observed between January and March 1997 and 1.8–3.0°C 
in February–April 1998 were associated with 150–250 % increases in admissions for 
malaria treatment [44]. It has been projected using climate scenarios that there will be 
an estimated 5–7% increase (mainly altitudinal) in malaria distribution with surpris-
ingly little increase in the latitudinal extents of the disease by 2100 [45].
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Fig. 2. Trends in temperature anomalies and in malaria case anomalies in the Kisii 
district in the highlands of Western Kenya (Merlin, Kenya 2003: unpublished data). 
Malaria infection prevalence in this area is about 10% (Githeko et al., unpublished 
2005); and several epidemics have occurred in this area especially during El Niño epi-
sodes. For epidemics to occur, anomalously warm periods must coincide with rainfall 
periods. In 1998 the Kisii district was divided, so the data from 1999 onwards refer to a 
smaller area—hence the decrease in the number of malaria cases
Note. Anomalies are obtained by subtracting the long term mean of malaria and tem-
perature data from the observed data. The anomaly is the value above or below the 
long-term mean
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Conclusions

Climate changes include both a change in the mean meteorological parameters and 
a change in the magnitude of departure from the mean. Whereas change in the 
mean temperature is a slow and long-term process, changes in the deviation from 
the mean can be large, abrupt, short lived, but frequent: climate variability is epi-
sodic. Although the effects of gradual warming in the African highlands may be slow 
enough to allow the human populations to develop immunity to malaria, climate 
variability such as the El Niño in East Africa and La Niña in Southern Africa can 
result in severe malaria epidemics resulting in high morbidity and mortality. In the 
1990s when concerns arose in East Africa about malaria epidemics in the highlands, 
there were 4 El Niño events including the strongest El Niño on record [46].

In areas of moderate transmission such as the lower edge of the highlands, children 
less than nine years will be most affected. However as one moves to higher altitudes 
all age groups become victims. Pregnant women are particularly vulnerable during 
the first pregnancy. Even the unborn are victims of spontaneous abortions, which 
increase dramatically during epidemics.

It is worth noting that much of the controversy about climate change and increase 
in malaria transmission is due to the failure to distinguish between climate variabil-
ity and climate change. Furthermore most scientists base their arguments on very 
coarse data such as mean monthly maximum temperature. Microclimate data need 
to be collected at much closer intervals (hourly) so as to detect changes occurring 
in mosquito breeding habitats and thus changes in malaria transmission. The most 
sensitive parameter, though rarely used, is degree–hour, which measures the total 
thermal energy in a microhabitat over time. There is a need to correlate microclimate 
data to the kinetics of blood digestion: the feeding frequency of mosquitoes and 
sporogonic development rates and aggregated data are not suitable for this type of 
analysis. This calls for a new level of sensitivity in assessing climate change and vari-
ability in  relation to malaria transmission.
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CHAPTER 5.  ECONOMIC CRISIS AND CHANGES IN MORTALITY 
DUE TO INFECTIOUS AND PARASITIC DISEASES 
IN ANTANANARIVO, MADAGASCAR

DOMINIQUE WALTISPERGER AND FRANCE MESLÉ
Research Unit, Population and Development, 
Institut National d ’Etudes Démographiques (INED), Paris, France

Abstract. Madagascar was severely affected by the economic crisis that hit sub-Saharan 
Africa in the 1980s. The crisis, exacerbated by a high degree of political instability, 
led to food shortages in the mid-1980s. The impact on mortality is not well known, 
owing to a lack of statistics for the whole island. Systematic analysis of the registers 
of the Municipal Hygiene Office (Bureau municipal d’hygiène: BMH) in Antanana-
rivo is used to show the trend of mortality by cause in the capital since 1976. The 
food crisis substantially reduced life expectancy, which did not return to its 1976 level 
until 2000. Nutritional deficiencies and infectious diseases played a prominent role in 
the reduction in life expectancy. Mortality due to nutritional deficiencies fell as soon 
as the food supply improved, but mortality due to infectious diseases remains high, 
particularly among males aged 10–50, who are also particularly vulnerable to the 
increase in man-made diseases, including road accidents and alcoholism.

Introduction

Since independence (1960), the standard of  living in Madagascar has steadily dete-
riorated. This socio-economic decline has been punctuated by political upheavals 
that have accelerated the process. Poor economic results have prompted leaders to 
embark on several structural adjustments, which eventually led to a severe food 
shortage that reached its height in the mid-1980s. An analysis of  the death registers 
for the capital, Antananarivo, is used to evaluate the impact of the crisis on mortality 
[1, 2]. The role of  infectious diseases and nutritional deficiencies is preponderant. 
However, since the mortality peak in 1986, at the height of  the food shortage, infec-
tions have continued in recent years to contribute strongly to mortality, particu-
larly among young adult males. After giving a brief  overview of  the economic and 
political context of  the past 30 years, we analyse the trend in mortality by cause 
in Antananarivo to evaluate the role of  different infectious and parasitic diseases, 
before looking more closely at two age groups: children aged 1–5, and adolescents 
and adults aged 10–50.

79
M.Caraël and J.R. Glynn (eds.), HIV, Resurgent Infections and Population Change in Africa, 79–99.
© 2007 Springer.



80 D. WALTISPERGER AND F. MESLÉ

Background

The declining standard of  living in Madagascar is an extreme manifestation of  the 
economic crisis that had a major impact on developing countries, particularly in 
Africa, in the 1980s. After the oil shocks of  1973–1974 and 1979, economic growth 
slowed sharply in industrialised countries. Public expenditure was cut and inter-
est rates rose. Hastened by the increasing use of  synthetic products, demand for 
commodities—the bulk of  developing countries’ exports—fell. Prices of  non-oil 
commodities collapsed at the beginning of  the 1980s, before rising again in 1984. 
Meanwhile, flows of  official development assistance (ODA) stagnated between 1980 
and 1984 [3].

The economic recession in developed countries had a disastrous impact on develop-
ing countries, which are highly dependent on the most advanced economies. Jacques 
de Larosière [4] estimated that a 1% decline in GDP growth in developed countries 
caused a 3% decline in developing countries. In developing countries, while average 
GDP growth was 3% p.a. between 1976 and 1980, it was negative between 1981 and 
1985: −1.1% for a sample of 83 developing countries [3]. For one-fifth of those coun-
tries the total decline in GDP between 1980 and 1985 exceeded 20%.

A decline in GDP leads to higher unemployment and therefore lower household 
income. Women are forced to seek supplementary employment. Children are uncared 
for or abandoned. The slowdown in production pushes consumer prices up and there-
fore real wages down, which is particularly dramatic when wages are already low. The 
number of people living below the poverty line inevitably swells. Public spending is 
insufficient to counter this impoverishment. The result is a reduction in food rations, 
immunisation coverage and attendance at schools and health care.

There is a synergy between poor health care, poor hygiene and nutritional deficien-
cies [5]. Malnutrition weakens the immune system and leaves the body vulnerable 
to pathogenic infections that reduce appetite and/or, particularly with diarrhoea, 
cause loss of nutrients. In 1990–1992, 20% of the population of developing countries 
was deficient in the key micronutrients (iodine, vitamin A and iron); in sub-Saharan 
Africa the prevalence was 41% [5]. The situation has improved in Asia and Latin 
America, but has stagnated in Africa. In Mozambique, near Madagascar, 63% of 
the population is malnourished. Anaemia is common, due to malaria and to low 
consumption of animal products. Meat and milk are not eaten regularly but reserved 
for ceremonial occasions. In Madagascar per capita GDP fell by more than 30% in 
the space of 25 years [6]. Since 1995, the situation seems to have improved, but per 
capita income is still very low (Fig. 1). The governments in power in Madagascar in 
the 1970s and 1980s worsened the situation by introducing economic measures that 
exacerbated the crisis.

In 1972, after a student revolt and a general strike, Madagascar’s president,  Philibert 
Tsiranana, who had been in power since independence, was forced to resign. A 
transitional military government took over, followed by Didier Ratsiraka in 1975. 
The processing and marketing of rice were nationalised. Between 1975 and 1982, the 
price for rice paid to farmers fell by 25% while investments went mainly to industry. 
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The policy undermined farmers’ motivation and worsened the food  shortage. In 1982 
the situation was so bad that the government had to appeal to donors and introduced 
a structural adjustment programme, paving the way for the liberalisation of the farm 
sector. The state system that fixed the price of rice (85 Malagasy francs per kilogram 
at the beginning of 1985) coexisted with a black market where prices were much 
higher (200 Malagasy francs in August 1985). In 1985 the price paid to farmers was 
maintained, but caps on consumer prices were lifted. When the stocks collected by 
the state ran out in September, rice prices on the private market surged to more than 
500 Malagasy francs per kilogram of rice by the end of the year [7]. The severe food 
shortage (and the sale of spoiled produce) reached its height in 1986. From 1986 
onwards, nationalised companies were privatised and the production system reor-
ganised. A buffer stock was created to cushion the impact of cyclical shortages. The 
state withdrew from commercial and financial activities in 1996.

Antananarivo, the capital of Madagascar, was not spared by the food crisis. Rice 
consumption fell by 20% between 1982–1983 and 1986–1987 [8]. The black market, 
which supplied 10 kg of rice per capita per year in the early 1980s, accounted for 
more than 50 kg four years later [9]. The increase in mortality was particularly acute 
in the capital. Before and after the food crisis of the mid-1980s, infant and child 
mortality in Antananarivo was significantly lower than in the country as a whole. 
However, this advantage almost completely disappeared in 1985 (Fig. 2). During the 
crisis period, although mortality rose nationwide, the increase was sharpest in the 
capital, closing the gap between Antananarivo and the rest of the country.

Mortality estimates for Antananarivo could be skewed by an inaccurate estimate of 
the city’s population due to internal migration that may have taken place during the 
crisis. Unfortunately, apart from the two population censuses conducted in 1975 and 

Fig. 1. Per capita gross domestic product (GDP) (in constant USD) in Madagascar 
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1993, there are no statistics available about such migration. However, large migra-
tory flows into or out of the capital are unlikely to have occurred. Transport was so 
disorganised that travel was extremely difficult. Furthermore, such migration would 
have primarily concerned particular age groups, especially young workers. Overesti-
mating or underestimating those age groups would have generated significant bias 
in mortality curves, but this is not the case. At most, the curves show a few random 
irregularities [2].

Database of Deaths in Antananarivo

The impact of the crisis on mortality is not easy to assess. There are no reliable, 
continuous data on mortality and causes of death for the country as a whole. Demo-
graphic and Health Surveys only make it possible to estimate infant and child mor-
tality, and not even continuously. However, a recent project in Antananarivo has 
made it possible to gather information on deaths in the capital. Information from the 
Bureau municipal d’hygiène (BMH) death registers has been entered into a database 
to show the trend of mortality by cause since 1975. The quality of the data collected 
has been discussed in several previous publications [12, 2]. After a brief  overview of 
the database, this paper will discuss its reliability.

The project, which was initiated in 1993 by Pierre Cantrelle, uses information from 
the BMH, which records deaths that occur in the city. The registers have been kept in 
their current form since 1975. The information in the registers consists of 14 items:
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Fig. 2. Trend of the share of infant and child mortality
Source: [10, 11]; authors’ calculations based on death records for Antananarivo



 ECONOMIC CRISIS AND MORTALITY IN MADAGASCAR 83

– death register number
– date of birth of the deceased
– sex of the deceased
– residential status of the deceased (resident or non-resident of Antananarivo)
– fokontany (district) of residence of the deceased if  in Antananarivo
–  fivondronana (département) of residence of the deceased if  not a resident of Anta-

nanarivo
– date of death
– time of death
– date on which the death was notified
– place of death
– primary cause of death
– associated or external cause of death (in the case of an injury)
– occupation of the deceased or of the deceased’s parents
– relationship of the person notifying to the deceased

All the information from the registers since 1976 has been entered into the database. 
In Antananarivo, it is almost impossible to bury someone without a burial permit. 
Cemetries are guarded and relatives must declare deaths to the BMH to obtain a 
burial permit. The infant and child mortality rates obtained from the database are 
comparable to those in the 1992 and 1997 DHS [1], which indicates good coverage of 
deaths by the registers. Furthermore, information on age at death improved over the 
period: in 1976, 55% of ages at death were known exactly. In 2000, the proportion 
was 80% [2]. On average there are 7500 deaths a year in a population of just over one 
million inhabitants.

In most cases, a doctor certifies the cause of death: a hospital doctor if  the death 
occurred in hospital or a BMH doctor if  the death occurred at home. All causes 
of death are coded by the same Malagasy doctor, Osée Ralijaona, according to the 
International Classification of Diseases, Ninth Revision (ICD-9), recommended by 
the WHO [13]. The accuracy of the diagnosis varies over the period, but the share of 
unknown or poorly defined causes never exceeds 20%, and for most years oscillates 
between 11% and 13% [2]. Beyond the specific problem with ill-defined causes, the 
diagnostic accuracy is not the same for all conditions. Some of them, such as acci-
dents, maternal deaths or measles are easy to identify, while other diseases are more 
difficult to diagnose when there is no biological confirmation. This is especially the 
case for malaria, but also for tuberculosis. Consequently the diagnosis is probably 
more accurate for deaths which occur at the hospital.

The detailed causes are organised into eight main groups of causes, within which the 
main infectious and parasitic diseases are recorded separately (Table 1). Note that in 
this chapter we use “infectious diseases” to refer to the first group of diseases shown 
in the table, unless specifically stated otherwise. Many of the respiratory diseases and 
some of the others also have infectious origins.

To calculate mortality rates for five-year age groups, deaths were related to annual 
populations. Madagascar conducted its last two censuses in 1975 and 1993 [14, 15]. 
Given the lack of data on births and migration, annual populations were  calculated 
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by interpolating age-sex specific population data for Antananarivo for the years 
between 1975 and 1993 and by extrapolating those figures for the years 1994 to 2000 
based on the same rate of increase. This type of estimate does not make it possible to 
take into account major fluctuations in migration. However, if  there had been major 
migration flows, the annual age-specific mortality rates would show significant irreg-
ularities, particularly at the ages traditionally most likely to migrate, namely young 
adults. This was not found: the mortality curves obtained are fairly regular, with only 
a few random irregularities. These mortality curves were therefore simply smoothed1 
after age ten by referring to the United Nations model life tables [16, 17]. Cause-
 specific mortality rates were then calculated by applying the distribution of the vari-
ous causes of death to the adjusted mortality rates for all causes for each age group. 
Standardised mortality rates were then calculated on the basis of the population 
structure from the 1993 census.

Impact of the Crisis on Mortality

Previous studies have demonstrated the extent of the health crisis that occurred con-
comitantly with the economic crisis [1, 2]. This paper includes the main findings of those 
 studies, focusing specifically on the impact of the crisis on infectious disease mortality.

Table 1. Groups of causes of death used and corresponding codes from the Interna-
tional Classification of Diseases, Ninth Revision (ICD-9).

Cause of death ICD-9 codes, detailed list

Infectious and parasitic diseases 001–139
 Infectious intestinal diseases 001–009
 Tuberculosis 010–018
 Measles 055
 Malaria 084
  Other infectious and parasitic  020–139 (except 055, 084)

 diseases
Respiratory diseases 460–519
  Pneumonia, bronchopneumonia,  480–487

 influenza, acute respiratory infection
 Other respiratory diseases 460–479, 488–519
Nutritional deficiencies 260–269
Tumours 140–239
Diseases of the nervous system 290–379
Cardio-vascular diseases 390–459
Diseases of the digestive system 520–579
Other diseases 240–259, 270–389, 580–779
 Maternal deaths 630–679
Injuries 800–999

1  The smoothing method used is based on a linear regression applied to survivors (logits(lx) ) aged 15 and 
over. Mortality before age ten has not been adjusted. For more details, see [2].
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Overview

Between 1976 and 1986, life expectancy in Antananarivo fell by 13 years for males 
and by 8 years for females. In 1986, average life expectancy was only 44.7 years for 
males and 53.0 years for females. After rising fairly rapidly in the late 1980s, life 
expectancy gains slowed, especially for males. In 2000, males had only just recovered 
the life expectancy level of 1976 and females had exceeded it by slightly more than 
two years (Fig. 3).

The Excess Mortality Due to the Crisis Varies with Age and Cause

A comparison of mortality rates during the crisis years (1984–1988) with a previous 
period (1976–1978) shows an increase in mortality that affected all ages, but to vary-
ing degrees (Fig. 4).

Infants aged under one year were the least affected during the famine years, prob-
ably because of breast-feeding and immunisation programmes conducted in the early 
1980s. By contrast, mortality increased by more than 50% between ages one and 
four; and the most dramatically between ages five and nine. Mortality in the later age 
group increased by 2.5 times for boys and by almost 3 times for girls. Children in that 
age group, between early childhood and adolescence, are probably less protected by 
mothers than very young children and less able than older children to find food for 
themselves.
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From age ten onwards, the effects of the crisis on female mortality decreased steadily 
with age. This is not the case for males, for whom the excess mortality due to the 
crisis remains very high—at around a two-fold increase—between ages ten and 40. 
Surprisingly, young men appear particularly vulnerable to crisis. After age 40, excess 
female mortality gradually disappears, but increased male mortality remains until 
the oldest ages.

The increase in mortality during the crisis varies with cause of death. Between 1976–
1978 and 1984–1988, the most dramatic increase was in mortality due to nutritional 
deficiencies, which was multiplied by 4.5 among males and by 3.2 among females 
(Fig. 5).

Infectious and respiratory diseases were the next most sensitive to the crisis. 
 Mortality due to infectious diseases was multiplied by almost 2 for males and by 
1.6 for females, and mortality due to respiratory diseases was multiplied by 1.8 and 
1.4 respectively. The crisis had a much smaller impact on the other main groups of 
causes of  death, for most of  which mortality increased moderately for males and 
remained stable for females.

Life Expectancy Changes by Age and Cause

The mortality ratios in the previous paragraphs are shown independently of  mortality 
levels, and the causes or age groups for which mortality increased the most in relative 
terms are not necessarily those that account for the biggest change in life expectancy. 
To break down the change in life expectancy, it is preferable to determine the positive 
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or negative contribution of each cause to life expectancy by age.2 Fig. 6 illustrates the 
contribution of each cause during the two periods.

Between 1976–1978 and 1984–1988, infectious diseases and nutritional deficiencies 
predominate in the decline in life expectancy, with the biggest impact due to infec-
tious diseases, which cost males 3.5 years of  life expectancy and females 2.7 years, 
compared with 2.5 and 1.8 years respectively for nutritional deficiencies. Mortality 
due to those two causes alone accounts for more than 70% of the fall in male life 
expectancy and for 80% of the decline in female life expectancy. Among males, the 
increase in mortality due to respiratory diseases also played a significant role, caus-
ing a decline of  1.5 years. For both sexes, the rise in mortality between ages one 
and four alone was responsible for a decrease of  2.0 years in male life expectancy 
and 2.2 years in female life expectancy, mainly generated by higher mortality due to 
nutritional deficiencies and infectious diseases. Conversely, the increase in mortal-
ity between ages five and nine only reduced life expectancy by 0.5 years because the 
extremely high relative mortality observed at those ages during the crisis (Fig. 4) was 
acting on a fairly low background risk of  death, which reduces its impact on overall 
life expectancy. At adult ages, the crisis had a smaller effect on female mortality. By 
contrast, it had a very clear impact on male mortality, with men, like the youngest 
children, mainly succumbing to infectious diseases and nutritional deficiencies.
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Fig. 5. Ratio of cause-specific mortality ratios between 1984–1988 and 1976–1978, 
Antananarivo

2 We have used the algorithm suggested recently by Evgueni Andreev and his co-authors [18].



The table reverses completely in the second period, with a drop in mortality for all 
ages and all causes, for both males and females. The decrease in mortality between 
ages one and four makes the biggest contribution to life expectancy, with a gain of 
3.7 years for males and 4.0 years for females. That gain can be attributed mainly to 
the decline in mortality due to nutritional deficiencies and infectious diseases, includ-
ing respiratory diseases.

Infant mortality was also reduced considerably by the decrease in the same three causes 
and in “other diseases”, a group dominated at that age by perinatal diseases and con-
genital disorders. This was not simply a recovery after the severe crisis of the mid-1980s: 
children aged under five appear to have benefited from health programmes, which mainly 
targeted infectious diseases, implemented in the past two decades. This is particularly 
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Fig. 6. Age-specific contributions of the main causes of death to changes in life expectancy 
between 1976–1978 and 1984–1988 and between 1984–1988 and 1997–2000
Source: [2]
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true for children aged under 1, who suffered less than older children from nutritional 
deprivation and who were the primary beneficiaries of health programmes.

Conversely, after age five, the gains are very small and just offset the losses in the 
previous period. Only adult women in Antananarivo attained a lower mortality rate 
than 20 years earlier. There is no sign of any fundamental improvement in health.

Infection: Trends Vary with Disease and Age

At all ages, the trend in mortality due to infectious diseases therefore played a key 
role in changes in life expectancy. However, the category “infectious diseases” covers 
various diseases, and the trend of each disease warrants more detailed examination. 
This is presented below, focusing on two age groups: children aged one–four, for 
whom the changes in mortality had a major impact on life expectancy, and males 
aged 10–49, who were the worst affected by the food shortage.

At Ages One–Four, Intestinal and Respiratory Diseases Predominate

Among young children, regardless of the period under consideration, infectious dis-
eases are the primary cause of mortality (Fig. 7). However, the crisis clearly reduced 
the share of infectious diseases in total mortality. In 1976–1978, infectious diseases 
accounted for more than half  of mortality. During the crisis, despite a large increase 
in total mortality, the share of infectious diseases fell below 50% because of the sharp 
rise in mortality due to nutritional deficiencies, whose share of total  mortality rose 
from less than 20% to more than 25% in 1984–1986. As living conditions improved, 
and especially since the health programmes introduced after measles and malaria 
epidemics, infectious diseases declined faster than other causes of death, to below 
40% in the last period. However, the crisis of the mid-1980s did not radically alter 
the ranking of causes of death for either boys or girls. At those ages, nutritional 
deficiencies were already the second cause of death in the mid-1970s and remained 
so at the end of the 1990s. Respiratory diseases are the third cause of death. The 
category “respiratory diseases” mainly consists of infectious diseases, such as pneu-
monia and acute infections of the upper respiratory tract, which further raises the 
share of infectious diseases in mortality at those ages.

For a more accurate estimate of the share of mortality due to infectious diseases, infec-
tious respiratory diseases should be added to the traditional childhood infectious 
diseases included in the first group of causes of death. That has been done in Fig. 8, 
which shows annual mortality trends at ages one–four across all causes and due to 
infectious diseases (including respiratory diseases). The parallel between the two trends 
is striking: the increase in mortality among young children until 1985–1986 can be 
attributed to the increase in mortality due to infectious diseases, and the  considerable 
decline in mortality at ages one–four in the 1990s is ascribable to the decrease in infec-
tious diseases. Fig. 8 shows the steady increase in mortality due to infectious diseases 
since the end of the 1970s, in line with the deterioration in the economic situation. 
Mortality due to infectious diseases then fluctuated at a very high level in the 1980s, but 
at those ages mortality in 1986 was not higher than in previous years.
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The mortality trend for the whole group of infectious diseases conceals different 
disease-specific trends (Fig. 9). Throughout the period, infectious intestinal diseases, 
especially diarrhoea, had the biggest impact: mortality peaked in 1986 at the height 
of the food crisis, before falling fairly quickly in 2000 to seven times lower than the 
1976 level.

Until 1985, measles was the second-biggest killer among infectious diseases. Children’s 
poor nutritional status coupled with insufficient immunisation coverage contributed 
to fatalities due to measles. In 1983, during a severe epidemic, measles caused almost 
one death in four among children aged one–four. That epidemic was followed by 
three other outbreaks (in 1985, 1988 and 1993) of decreasing severity. Extended vac-
cination programmes conducted in 1985 and 1987–1991 brought the situation under 
control. Since 1995, measles appears to be on the way to being eradicated.

Pneumonia, influenza and other acute infectious respiratory diseases were the third 
cause of death due to infectious diseases at the beginning of the period. Mortality 
due to infectious respiratory diseases began to increase at the beginning of the 1980s, 
before the crisis reached its peak, and began to decline in 1986, falling more sharply 
from 1995 onwards. In the most recent years, however, mortality due to infectious 
respiratory diseases has been rising slightly.

Compared with those three major groups of infectious diseases, mortality due 
to malaria has little impact on that age group. However, the trend is worrying. 
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 Considered under control at the beginning of the 1970s, malaria reappeared in 1985. 
In 1988, a major epidemic broke out. In that year, more than 6% of deaths in that 
age group were due to malaria. Measures taken at the time (malaria programme in 
1988–1997) halted the epidemic, but malaria was still endemic in the 1990s, and mor-
tality remains significant.

At ages one–four, diarrhoea was the only infectious disease for which mortality was 
highest in 1986. For other diseases, mortality was highest in the early 1980s. It is 
likely that the increase in those diseases weakened children’s immunity, making them 
more vulnerable to the food crisis of 1986. In that year, most deaths were attributed 
to nutritional deficiencies alone, which would not have caused as many deaths if  
children’s general state of health had been better. This is an example of the syn-
ergy between malnutrition and infection, which, by mutually facilitating each other, 
cause a sharper deterioration in the population’s state of health. However, the recent 
decline in mortality due to infectious diseases among young children holds out the 
hope that the vicious circle has been broken.

At Ages 10–49, Infectious Diseases Re-Emerge

The state of  health of  people aged 10–49 is altogether different. Among both males 
and females, the crisis altered the ranking of causes of death for many years (Fig. 10). 
The share of  infectious diseases, which accounted for only 15% of  mortality in 
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1976–1978, more than doubled in 1984–1988 (33%), and, was still very high in 
1997–2000, at just below 30%. Despite a sharp decline in the 1990s, mortality due 
to the group of  infectious diseases still has not returned to its level of  the 1970s 
and remains the leading cause of  death among males and the second cause of  death 
among females, just behind cardio-vascular disease. At the height of  the crisis, 
mortality due to nutritional deficiencies increased dramatically, but fell again just 
as quickly. Conversely, among males, in recent years an increase in diseases of  the 
nervous system, probably related to an increase in alcoholism has been observed. 
Between 1976 and 2000, mortality due to mental disorders and alcoholism increased 
more than fourfold for males aged 10–49. After the acute effects of  the crisis, young 
men appear to have had difficulty coping, with the gradual deterioration of  their 
health related to an increase in man-made and degenerative diseases, and have been 
unable to reduce the impact of  infectious diseases.

As demonstrated in the previous section, after age ten, males suffered much more 
from the crisis than females. This is particularly true of mortality due to infectious 
and parasitic diseases (Fig. 11). Among males, we observe a very high mortality peak 
in 1986 at the height of the food crisis. Among females, infectious disease mortality 
also increased in that year, but did not peak until two years later.

Different infectious diseases have a different effect in men and women. Excess male 
mortality during the crisis period was particularly high for infectious intestinal dis-
eases. In 1986, mortality due to those diseases was three times higher for males than 
for females (Fig. 12). Male mortality due to infectious intestinal diseases rose sharply 
again in 1995–1996 during another food shortage, caused by Cyclone Geralda. That 
second flare-up confirmed the greater vulnerability of males during subsistence  crises. 
At the end of the 1990s, mortality due to infectious intestinal diseases increased 
again, this time for both sexes, probably due to the effect of the cholera epidemic that 
has been rife for several years in the north of the country.

The contrast between the sexes is even more striking with respect to mortality due to 
tuberculosis. Among males mortality due to tuberculosis began rising in 1984 and 
peaked in the next two years, before declining rapidly in the late 1980s. During the 1990s, 
however, mortality began slowly but steadily increasing again. The crisis had less impact 
on female mortality due to tuberculosis. By contrast, in recent years, the trend is just as 
unfavourable as for males. A tuberculosis programme introduced in 1994 has not yet 
curbed the insidious spread of the disease. The persistence of tuberculosis may be partly 
linked to the spread of HIV, but this cannot be the only explanation, since the prevalence 
of HIV is still below 2% in Madagascar (1.1 % among pregnant women in 2004 [19]).

Mortality due to respiratory infections (pneumonia, influenza and upper respiratory 
tract infections) also increased more for males than for females during the time of 
food restriction, in a similar trend to tuberculosis. In the most recent years, however, 
the trend for those respiratory infections has been much more favourable, and they 
are gradually decreasing.

At adult ages, malaria is the only cause of death that affects males and females in 
equal measure. The peak in mortality due to malaria in 1988 was at the same level 
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for both sexes. The peak in female mortality due to infectious diseases observed in 
1988 can be attributed to this sharp increase in malaria. In the following years, mor-
tality due to malaria returned to a less alarming level, without however returning to 
the level of the first years of observation. Since 1995, mortality due to malaria has 
remained fairly constant, but much higher than in the 1970s.

Conclusion

Between 1976 and the beginning of the 1990s, the socio-economic situation in Mada-
gascar deteriorated almost continuously, simultaneously with a health crisis that, in 
the space of ten years (1976–1986), reduced life expectancy at birth for residents of 
Antananarivo by approximately ten years. Since 1990, although the economic situa-
tion has not really recovered, its harmful effects on health have diminished, probably 
as a result of the implementation of health programmes, the formation of a buffer 
stock of rice ready for distribution in case of shortage, and the lifting of import taxes 
on food products when there are shortages.

Across all ages, mortality due to infectious and parasitic diseases increased until the 
mid-1980s, peaking at the height of the food crisis. It was not until the early 1990s 
that mortality due to those diseases returned to its original level (1976), before declin-
ing further. As the coding of the cause of death was undertaken by the same medical 
doctor for the whole period, these trends cannot be related to changes in coding prac-
tice. It is of course possible that according to the period some causes of death were 
more likely to be notified. For example, when shortage was at its maximum, the link 
to nutritional starvation was perhaps more frequent than in a period of larger food 
availability. This could result in some underestimation of infectious disease mortality 
during the crisis but does not fundamentally question the observed trends.

An examination of age-specific trends shows an almost across-the-board reduction 
in childhood diseases, apart from the peak during the crisis. This decline began in 
the 1970s for whooping cough, but is more recent for respiratory infections, diar-
rhoea and measles. The downward trend in childhood diseases reflects the effective-
ness of health programmes: measles immunisation campaign in 1985, stepped up in 
1987–1991; diarrhoeal disease programme (IEC campaigns on breastfeeding, oral 
rehydration therapies) implemented in 1988–1989. In Antananarivo drinkable water 
is available for a large part of the population. The water supply system, in place for 
several decades, was not jeopardized during the crisis. The water quality which is 
often a decisive determinant in infectious diseases, especially diarrhoea, is probably 
not a key factor in this specific context. The decrease in mortality due to diarrhoeal 
disease does not necessarily indicate a reduction in the frequency of diarrhoea, but 
that diarrhoea is less often fatal. According to the 1997 DHS [11], 28% of children 
aged under three in the capital had had at least one episode of diarrhoea in the fort-
night prior to the survey.

By contrast, health programmes have proved less effective against malaria and tuber-
culosis, particularly among young adults. Action (chloroquine distribution in schools 
and public places, home insecticide spraying), against malaria from 1988 to 1997 
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and action against tuberculosis (prevention and therapy programmes) conducted 
from 1987 to 1991 and in 1994 succeeded in averting severe epidemics, such as those 
observed previously.

In 1962, WHO experts considered that malarial infection had been eradicated in the 
highlands [20]. Insecticide treatment, epidemiological monitoring and distribution of 
chloroquine were discontinued. When the disease reappeared in the mid-1980s, dispen-
saries lacked anti-malarial products and the population’s purchasing power made them 
unaffordable anyway. As a result, the 1988 epidemic caused a great many deaths.

With regard to tuberculosis, immunisation coverage is satisfactory for children in 
the capital (96% in 1997 according to the DHS) [11], but not for older cohorts that 
did not benefit from the extended vaccination programme in their infancy. Given the 
overcrowding in the capital (more than three people per room on average, according 
to the 1993 census) tuberculosis could have devastating effects on the adult popula-
tion. although it is potentially treatable and not too expensive [21].

There has been a similar lack of  action on other respiratory infections. Famine-
induced lower immunity probably accounted for the increase in mortality due to 
respiratory diseases in the 1980s. The environment also fosters the development 
of  respiratory diseases. A recent study [22] showed that 85% of  urban households 
use firewood for heating and daily cooking. Most homes do not have chimneys 
(smoke exits via the windows), which exposes household members to almost con-
stant smoke inhalation. No education campaign has ever been conducted on this 
issue. In any case, without active assistance from the public authorities, households 
cannot afford to replace firewood with alternative fuels.

Even if  they make a smaller contribution to mortality, many other infectious diseases 
continue to cause deaths in Madagascar. The cholera epidemic that broke out in the 
northwest of the island in 1999 is probably responsible for the increase in mortality 
due to infectious intestinal diseases in the past few years. Despite quarantining, the 
first cases of cholera in children in the capital were observed in a hospital between 
April and July 1999 [23]. Plague is still present. It had disappeared completely from 
the capital in the mid-1960s, but reappeared in 1979 in the poorest districts [24]. Since 
the early 1990s, between 50 and 100 suspected cases have been reported annually. In 
1996, 147 suspected cases of plague were reported [25]. AIDS is also a threat, even if  
the prevalence of HIV is still low (less than 2%) [19, 26].

Poor nutritional status, endemic in Antananarivo, makes the population vulnerable 
to outbreaks of inadequately controlled infectious diseases and to the re-emergence 
of diseases that were thought to have disappeared. During the worst starvation years, 
the impact was especially important for children between one and ten and for young 
male adults. The male excess mortality is not specific to the Malagasy situation. It 
was also described by Kari Pitkänen during the Finnish Great Famine. He suggested 
that men might suffer from a biological disadvantage which makes them less resistant 
to infectious diseases at the same time as having very poor working conditions. The 
same phenomenon was observed during the famines which sucessively affected the 
Berat region in India in 1896–97 and 1899–1900 [27].
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In Antananarivo, the reason for the male excess mortality from nutritional defi-
ciencies during the starvation period remains unclear. It appears that this excess 
mortality goes with a higher male mortality due to tuberculosis, other infectious 
respiratory diseases, infectious digestive diseases and injuries (including suicide). It is 
not known if  men are more severely starved or if  they are less resistant to starvation. 
Two assumptions can be made. First male activities which are usually more physi-
cal, require more calories and will produce a more rapid energy consumption for the 
same amount of food intake. Second, women who are bearing children may benefit 
from a nutritional priority, even during a period of crisis. Health programs run by 
NGOs give a systematic priority to mothers and children. This is apparent from sta-
tistical data collected, for example by DHS surveys: the nutritional status of children 
and women is measured, but not that of adult men.

What is sure is that, whatever the sex considered, even if  progress resumed in the 
1990s, the battle against infectious diseases will never be won unless the economic 
situation improves enough to provide the population with adequate food.
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CHAPTER 6.  ECONOMIC AND ETHICAL ASPECTS OF CONTROLLING 
INFECTIOUS DISEASES

JOSEPH BRUNET-JAILLY
Institut de Recherche pour le Développement, Paris, France

Abstract. Controlling infectious diseases is expensive and decisions have to be made 
on how to spend the money. Cost effectiveness analysis provides a rational basis for 
making these decisions, even if the present state of the art in this domain does not 
escape criticism. A presentation of the methods currently available, of the results they 
have produced, and of the criticisms they deserve, is followed by a discussion of the 
economic and ethical justifications of adopting a cost-effectiveness approach. This 
approach is then illustrated by an application to the choice of the best strategy to face 
up to the HIV/AIDS and tuberculosis epidemics.

Introduction

Beyond the claim of the “right to health”, often heard in the North, or of “health 
for all”, a slogan popularised in the South, it is evident that controlling all diseases 
would require huge sums of money, much larger than those actually earmarked for 
it. It is also clear that societies as well as individuals want to meet other needs as well 
as health. Therefore, every attempt to control disease should be based on decisions 
made using the best available instruments. The available instruments fit into vari-
ous categories: macroeconomic models incorporating health status variables for the 
labour force [1, pp. 190–195], [2, 3]; expanded national income estimates incorporat-
ing a  (willingness-to-pay based) value for mortality reduction [4, 5]; cost-benefit com-
parisons allowing determination of the most beneficial use of additional resources 
[6]; and cost-effectiveness ranking assessing the consequences of different allocations 
(within the health system) of resources to the varied and multiple health interventions 
proposed by professionals. We will focus on this last method.

In the absence of a systematic and strict use of the best knowledge available in the field, 
and of the best available instruments, the evolution and results of the health system are 
entirely dependent upon supply dynamics. As a profit-making industry, the health sys-
tem uses every opportunity to exploit a new product, a new market or a new production 
technology [7]. The technological change and the asymmetry of information between 
physicians and patients push towards expanding the supply of services and goods 
which are all supposed to prevent diseases or control them. With no  assessment of the 
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results obtained, the production of specific goods and services is endlessly  growing, 
and exhibits economic rent, i.e. income originating in market inequities, for example in 
the discretionary power of health professionals to induce demand, as illustrated by the 
loose fit of health performance to health expenditure [8, pp. 40–44]. The market logic 
of this endless expansion is at the origin of the creation of inequalities by the supply of 
care itself: more attention is given to health problems arising among rich countries and 
patients, and other illnesses are neglected or “orphaned” [9, 10].

The question is not simply one of advocating more money to control diseases. Rather 
there are sensitive issues of prioritisation. The economic consequences of diseases, 
 particularly the cost of treatment (and sometimes of prevention itself) and moreover 
the gap between what could technically be done and what could socially and economi-
cally be achieved, raise issues of choice, resource allocation among beneficiaries, and 
therefore selection of beneficiaries. These are the issues which will be addressed here.

As we shall see, considering two important cases, in some instances at least the most 
solid knowledge is surprisingly ignored. The two examples that we consider are the 
case of a recent deadly epidemic (HIV/AIDS), and that of a re-emerging disease 
(tuberculosis). In both cases, we will seek to make use of the best quantitative work, 
and see what is done with it, in practice. But, for an adequate understanding of the 
situation of the poorer countries, it is useful to begin with a few rough estimates.

Infectious Diseases in the Global Burden of Disease

Assessments of the global disease burden [11, 12] stem from the seminal idea that 
each illness or accident induces a given number of years of life lost, be it because of 
premature death (effect on mortality) or because of a temporary or permanent reduc-
tion of the capacity to lead a normal life (effect on morbidity). The simplest mea-
sure is the disability adjusted life years (DALY); other measures have been proposed 
and are also of use. Their relative merits are discussed in detail elsewhere (see the 
most accurate criticism in [13]; see also [14, 15] and an extensive discussion in [16]). 
Criticisms of DALYs include the following: 1) the main problem with this measure 
is its static character: health expectancies are calculated for a period (i.e. using cur-
rent observed event rates), not for a cohort (that would allow for varying prevalence 
rates), as would be needed to account for large epidemics; 2) the estimates imply the 
choice of  a target, the best expected survivorship, against which to compare the 
current conditions and their change; the target is, in practice, of an arbitrary nature 
(the maximum expectancy of life at birth for Japanese women in the early nineties); 
3) the relative value of the various health-states has to be defined, and a choice has 
to be made between the valuation given by individuals, their relatives, the general 
public, or health care providers, for example, and between different valuation 
methods; 4) the method uses a valuation of health states at different ages, and the 
ethical ground of such an age-weighting has been questioned; 5) there is no built-in 
concern for equity in the DALY calculation.

Despite its approximate nature, the global burden of disease approach is preferred 
because it offers the only usable yardstick for comparing the combined impact of 
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various diseases on mortality and morbidity, and of the various health interventions 
on these endpoints. It assembles the best information needed to make more ratio-
nal public health choices. The competing approaches, notably cost-benefit analysis, 
use much more debatable monetary values of human life [6], or they adopt highly 
theoretical [3] or macro-economic formalizations [4, 5], that cannot help the deci-
sion-making process. In the global burden of disease approach, the arbitrary target 
is equivalent to an equity weight giving higher value to a year gained in a country 
where life expectancy at a given age is below standard [17, p. 5]; time discounting, 
giving higher value to a DALY gained in the immediate future than to one gained in 
a more distant future, allows the method to take into account the trade-off  between 
health activities benefiting present vs. future generations [17, p. 3], [18, pp. 668–670]; 
age-weighting is a means of incorporating currently accepted judgements about the 
relative priority to be given to each age-group [18, p. 667], [19, p. 18]. Ethical argu-
ments are inescapable [20] and of an intrinsically debatable nature: for example, not 
all ethicists consider that a handicapped patient should, when treated for a disease 
unrelated to the handicap, take priority over any other patient [13, p. 700]. Minimiz-
ing the DALYs probably is not what people consider in their everyday life decisions, 
but if  we only want to ground collective strategies on individual decisions, the solu-
tion would be either to rely on market values, or to generate norms using surveys of 
representative samples of the population [17, p. 6], [20, p. 632].

Therefore, we use the disease burden framework. In this analytical framework, what 
burden do the infectious diseases have? [21]

Infectious diseases account for over half  the total burden of disease in poor countries 
with high mortality rates (Fig. 1). In particular, they cause over 13 million deaths 
each year, and account for one out of every two children’s deaths. In addition, a small 
number of infectious diseases are responsible for 90% of deaths: pneumonia, AIDS, 
diarrhoea, tuberculosis, malaria, and measles [24, pp. 3–4].

More specifically, HIV/AIDS alone accounts for one quarter of the burden in coun-
tries of the African region with the highest mortality rates, and 8% in the other (low 
mortality) African region; tuberculosis 2 and 3% respectively, malaria 9 and 12% 
respectively [24]. In sub-Saharan Africa, an estimated three million people became 
newly infected with HIV in 2003, and 2.2 million died (75 % of the three million 
deaths globally that year, almost one in five deaths (all ages) and one in two deaths of 
adults aged 15–59 [25]. We will focus on this infection and on tuberculosis.

These data point to the relative magnitude of the problems to be addressed, but take 
into account neither the existence (or absence) of effective interventions to help fight 
against these diseases, nor the cost of each of the proposed interventions.

Identification of the Most Cost Effective Programmes

For over ten years now, we have known not only that there are real possibilities of 
ranking health programmes according to their cost-effectiveness, but also that the 
systematic implementation of the programmes selected according to such rankings 
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should help obtain results in the fight against the disease that would be of a quite 
different order of magnitude than those currently achieved. To quote WHO: “most 
of the 13 million deaths a year from infectious diseases can be prevented. Low-cost 
health interventions already exist to either prevent or cure the infectious diseases 
which take the greatest toll on human lives. And most of these interventions have 
been widely available for years” [21, pp. 6–7].

The interventions to be selected must not only be effective, as not all effective inter-
ventions can be carried out: the interventions to be selected must be chosen among 
the most cost-effective. If  one does not explicitly operate such a selection, either by 
ignorance or deliberate choice, one would waste a portion of the resources by using 
them for interventions that are not the most effective for a given expenditure.

Effectiveness is often measured in DALY, as discussed above, and the cost is esti-
mated in dollars. Interventions can thus be categorized according to their cost per 
DALY [26, pp. 6–7, pp. 54–57], [27]. But it may be necessary to take into account the 
level of resources in the country involved. Thus, the “macro-economics and health 
commission”, established within the World Health Organization, has suggested, as 
a general rule of thumb, that interventions which cost less than three times the gross 
domestic product per capita for each DALY earned should be considered as having 
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a high enough cost-effectiveness ratio that, if  a country does not undertake them 
all with its own resources, the international community should seek the means to 
finance them. In the World Health Report 2002, interventions are considered very 
cost-effective if  they cost no more than one times the gross domestic product per 
capita for each DALY gained [22, p. 108].

Rich countries are quite aware of  the problem too: in the 1990s, the Organisation 
for Economic Co-operation and Development (OECD)1, gathering 30 member 
nations sharing a commitment to democratic government and market economy, 
stated that medical innovations should be adopted if  the marginal cost per year 
of  life saved were lower than twice the gross domestic product per capita (and 
rejected if  such cost exceeded six times the gross domestic product). [28] Thus, in 
spite of  their ageing populations, in spite of  the level of  their health systems, rich 
countries estimate that one does not live on medical care alone: they discreetly set 
rules that help restrict the adoption of  some medical innovations.

In the WHO special report on infectious diseases, this type of approach leads to 
establishing a list of recommended programmes: integrated care for sick children 
(notably pneumonia, diarrhoea, malaria, measles, malnutrition), immunization of 
children (diphtheria, whooping cough, tetanus, poliomyelitis, measles, and tubercu-
losis), “short course” therapy under direct observation (tuberculosis), impregnated 
mosquito nets, availability of essential drugs, strategies for preventing HIV/AIDS, 
and vitamin and mineral supplements [22, pp. 7–8]. Extensive applications of the 
same approach are now available [25, 27].

Economic and Ethical Importance of This Approach

The adverse consequences of the current definition of priorities following supply 
dynamics alone are widely recognized nowadays at the international level. Public fund-
ing of health, because it is focused on hospitals and other specialized services, which 
are accessed electively by the rich, subsidizes the consumption of health goods and ser-
vices for the rich more than for the poor. In Côte d’Ivoire, at the beginning of the 1990s, 
“the subsidy to the poorest quintile is 64% lower than that which goes to the richest 
quintile” [29]. Comparable studies conducted by UNICEF under the 20/20 project led 
to similar conclusions for several other countries [30]. The same has now been observed 
in about 30 countries over recent years [31, p. 39—see Fig. 2], [32].

In 2001, 46 countries (including 31 African countries) had a per capita government 
health expenditure (at average exchange rates) of less than US$ 10; 18 countries 
(14 African) had a per capita total health expenditure of less than US$ 10 [33, pp. 
144–147], making it difficult to ensure that even the most basic health needs are met. 
In 1997–2000, the total per capita health expenditure in low income countries was 
about US$ 21, compared to US$ 115 in middle income countries and US$ 2735 in 
high income countries [34]. Add to this the fact that “more money is not the solu-
tion when provided to governments that fail to make cost-effective use of resources. 

1 Organisation for Economic Cooperation and Development
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Percent going to the
poorest quintile

Fig. 2b. Percent of primary level health spending going to the first and fifth quintiles
Source: from [32]
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In some developing countries, 60% or more of government health expenditures are 
devoted to meeting the operating costs of urban hospitals and expensive equipment” 
[21, p.12].

Unfortunately, for a number of reasons, they [the most cost-effective interventions] are 
not being used. … Government failure to prioritize, lack of cross-sectoral collaboration 
and the inability of weak health service delivery systems to reach the entire popula-
tion—particularly the most vulnerable and difficult-to-reach—are contributing factors 
[21, pp. 6–7].

If, in individual countries, the limited available resources were allocated to the most 
effective interventions, then the health priorities, and health policies as a whole, 
would be quite different from one country to another, and from one continent to 
another. There would no longer be a universal health policy, as required by most 
WHO goals, for example [35, p. 6]:

“The Initiative will advance the United Nations goals of promoting human rights as 
codified in the Universal Declaration of Human Rights, as expressed by the WHO 
Constitution in seeking the attainment of the highest possible standards of health, and 
clarified in the Declaration of Commitment of the United Nations General Assembly 
Special Session on HIV/AIDS in 2001 [35, p. 10]

and by most of WHO guidelines and toolkits (for an example see [36]). In practice, 
“country ownership”, as a means to get a lot of external aid, is simply understood 
as an explicit approval of those international statements and guidelines. Were each 
country enabled to define its health priorities itself, it would be satisfied with doing 
what it could do best to treat its population, given its resources and external assis-
tance: with an entire responsibility hanging on each State’s own shoulders, and with 
external aid apportioned out according to measured results on the health status, all 
means might be used in a much more efficient manner.

Systematic recourse to best knowledge on cost effective medical interventions is there-
fore not a dangerous and unjustified drift towards economic thinking; it is a means to 
obtain the best result (in terms of mortality and morbidity) for the resources society 
devotes to health care; moreover, it is an ethical requirement [37], as it helps avoid the 
provision of care becoming, as it is nowadays, a mechanism to boost social inequali-
ties, notably by concentrating the bulk of health care resources on specialized care, 
only available to a few people. As an example, consider the maternal mortality risk, 
ranging from 1 out of 16 in Africa to 1 out of 4000 in Western Europe [38]: but 
“the proportion of women with direct obstetric complications treated in emergency 
obstetric care facilities can be as low as 5 percent” [39, p. 79] as in Uganda, a country 
where each of the 12 referral hospitals and each of the 38 government district hospi-
tals has an obstetrics and gynaecology service [40]; as these facilities are not accessed 
by those who need their care, they have no impact on the maternal mortality risk.

The Case of a Recent Disease: HIV/AIDS

What studies do we have at hand to select the most cost-effective interventions in 
the fight against HIV/AIDS? A recent synthesis [41] examined the results of 
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24 usable studies. The main findings are that cost-effectiveness varies greatly across 
interventions: from 1 $ per DALY gained by selective blood safety measures, or 
targeted condom distribution with STD treatment, for example, to 75 $ per DALY 
gained by single-dose nevirapine and short-course zidovudine for prevention of 
mother-to-child transmission, and up to several hundred dollars for other interven-
tions such as home care programmes or highly active antiretroviral therapy (HAART) 
for adults. The conclusion is:

The most cost effective interventions are for prevention of HIV/AIDS and treatment of 
tuberculosis, whereas HAART for adults, and home based care organised from health 
facilities, are least cost effective. For some interventions, such as prevention of mother-
to-child transmission, tuberculosis treatment and home based care, there are particular 
strategies that provide the best value for money (best buy) [41, p. 1638].

The authors, who are perfectly aware of  the scope and significance of  this con-
clusion, underscore the full limitations of  the rare studies available, and therefore 
of  their comparativeness [42, 43, 44]. Then, after a reminder that ranking inter-
ventions according to their cost effectiveness is not enough to set public funding 
priorities, they turn to the role of  all other determinants, but conclude that the 
essential factor remains cost effectiveness. The criticisms of  this analysis point 
to an alleged “leverage effect” of  HAART on HIV prevention, and an alleged 
potential to secure the future against disabling social and economic ills; they also 
contrast the narrow variables of  cost-effectiveness analysis and “humanitarian 
considerations” [45, 46]. But, the authors of  the review respond: “as a method for 
organizing evidence, cost-effectiveness remains the most comprehensive approach 
to assess clinical and social information on outcomes, dealing at the same time 
with resource availability” [47].

We do understand that the DALY-based approach does not take into account the 
indirect effects of AIDS-related young adult deaths: a sharply increasing number of 
orphans, severe loss of skilled work force, huge difficulties in raising and educating 
the children. … Nevertheless, such indirect effects are by no means specific to the 
AIDS epidemic: maternal mortality, or road accident injuries, cardiovascular dis-
eases, etc. have similar consequences; the scope only differs. We have to consider the 
scope, and to measure the dimensions of the problem, but with the same instrument 
that is applied to other diseases. Therefore, we need a single yardstick: and as long 
as we do not have a better summary measure of the burden of disease, we must use 
the DALYs.

Secondly, we consider a detailed study by the World Health Organization, extending 
the same method (cost-effectiveness analysis) to help assess whether the current mix 
of interventions is efficient, as well as whether a proposed new technology or interven-
tion is appropriate [48]. The generalized cost-effectiveness analysis has been developed 
for use in the WHO “Choosing Interventions that are Cost-Effective” (CHOICE) 
programme [49]. When applied to HIV/AIDS, it can take into account not only the 
main proposed types of interventions (antiretroviral treatment; treatment of sexu-
ally transmitted infections; education of sex workers; school education; communica-
tion–information–education; prevention of mother-to-child transmission; voluntary 
testing and counselling; highly active antiretroviral treatment), but also some twenty 
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combinations of the above. Overall, about thirty control strategies are examined, and 
the coverage rates are included in the analysis whenever possible [50].

The results concerning the group of countries of the Africa region which have both high 
infant and child mortality rates and a very high rate of mortality among adults 2 are as 
follows: in this group of countries (Algeria, Angola, Benin, Bupkina Faso,  Cameroon, 
Cape Verdé, Chad, Comores, Equatorial Guinea, Gabon, Gambia, Ghana, Guinea, 
Guinea Bissan, Liberia, Madagascar, Mali, Mauritania, Mauritius, Niger, Nigeria, Sao 
Tome and Principe, Malawi, Senegal, Seychelles, Sierra Leone, Togo), all treatment strategies 
using antiretroviral drugs are “dominated”; i.e. other strategies would use available resources 
more efficiently, producing a larger reduction of the disease burden. In other words, even if  
AIDS may require “heroic” efforts, and “although HAART has a role in these efforts, it is 
important that its provision not usurp funding that would otherwise be available for more 
clearly cost effective interventions, that might have greater effects” [51, p. 50].

Therefore, both reviews have the same conclusion: HAART is not the best use of 
money among available interventions against HIV/AIDS in low resource countries.

Does the actual strategy of international organizations in the field make use of the 
best knowledge at our disposal to-date? WHO turns away from the conclusions of 
its experts to launch a programme aimed at making antiretroviral drugs available to 
three million patients by 2005. But for what reasons, exactly? Because of “a unique 
combination of opportunity and political will” resulting in considerably increased 
funding, making it possible to undertake “major new investments in countries’ health 
systems” [35, pp. 5–7], and allowing “countries to support effective systems of deliv-
ering chronic care” [52]: the supply dynamics are clearly apparent, whereas the real 
political commitment seems “only skin deep” [53].

The World Bank sounds more dubious:

Much of the focus of the Global Fund and the President's Emergency Plan for AIDS 
Relief  (PEPFAR)3 initiative is on treatment, a very complex undertaking due to the 
need for continuous monitoring of patient adherence to the drug regimen, drug resis-
tance awareness, and the need for treatment to be on-going over the patient’s lifetime. 
This growing emphasis on treatment will put even greater demands on a chronically 
weak health system as well as increase the need to safeguard the appropriate balance 
among HIV/AIDS interventions, including ensuring a continuing and enhanced focus 
on prevention [53, p. 2].

The amounts of money involved are very large. “Bank funding for HIV/AIDS in 
Africa has grown exponentially, from commitments of less than US$5 million annu-
ally before 2001 to more than US$300 million committed in 2003 for all Multi-
Country HIV/AIDS Program (MAP)4 projects.” [53, p. 5]; add the Global Fund (US 

2  The countries involved are: Botswana, Burundi, Central African Republic, Congo, Cote d’Ivoire, Democratic 
Republic of the Congo, Eritrea, Ethiopia, Kenya, Lesotho, Malawi, Mozambique, Namibia, Rwanda, 
Swaziland, South Africa, Uganda, Tanzania, Zambia, Zimbabwe (see [23]).

3 The President’s Emergency Plan for AIDS Relief, [54].
4 Multi-Country HIV/AIDS Programmes, see [54].
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$1.5 billion over two years), the US PEPFAR initiative (up to US $15 billion over five 
years), the Gates and Clinton Foundations, bilateral donors, and other development 
partners; and note that “a priority for the new funders is on anti-retroviral treat-
ment” [53, pp. 7–8]. On the other hand, the Global Fund does not enter a discussion 
of priorities: “The Fund will pursue an integrated and balanced approach covering 
prevention, treatment, and care and support in dealing with the three diseases” [54], 
and therefore apparently takes no account at all of the best available knowledge. The 
sole priority now is to have the money paid out. And, as we cannot exclude the pos-
sibility that this “new” money is simply reallocated, and therefore no more available 
for its previous purposes in the health sector, the problem of finding a convincing 
justification of such “public health” choices is clearly enhanced.

The Case of a Re-emerging Disease: Tuberculosis

Unlike AIDS, tuberculosis is no longer examined by WHO in a way that makes it 
possible to rank the proposed interventions according to their cost-effectiveness: the 
risk-approach has been adopted by the CHOICE programme, and it excludes con-
sideration of each disease in isolation. Ten years ago, only two interventions were 
clearly recommended: BCG vaccination, and case finding and treatment, concentrat-
ing on infectious cases [27, p. 19]; [27, Chap. 11]. Since then, the directly observed 
short-course therapy (DOTS) strategy was launched [57], and WHO has adopted a 
risk based approach, which precludes all forms of clear recommendations concern-
ing individual medical interventions against individual infections. As a result, the 
issue of tuberculosis is not raised, for example, in the last World Health Reports, 
and the extensive work on cost-effectiveness analysis, as referred to in the preceding 
section, does not apply to this disease [22]. We are thus looking forward to the new 
edition of Disease Control Priorities [58], including a chapter by Christopher Dye 
and Katherine Floyd, who put together the pieces of a cost-effectiveness analysis to 
be developed in the final version of the book. For the present, the discussion focuses 
essentially on the weaknesses of technical knowledge about the efficiency of cur-
rently proposed interventions: surely this is important, but simply as the first step of 
the cost-effectiveness approach.

Tuberculosis worries anew because of  co-infection with HIV, which considerably 
increases the risk of  developing the disease [59, p. 1012]. The case fatality rate is 
high for undiagnosed cases, or those with drug resistance, or with HIV infection. 
Overall in Africa, 38% of  new cases of  tuberculosis are HIV infected [60, p. 4].

It is possible to treat latent tuberculosis infection, and some protection has been 
shown in controlled trials. It is comparatively cheap and has been recommended, 
particularly for HIV positive patients, but it is rarely done, because of  the poor 
logistics and the condition of  health facilities [61, p. 2182] and concern about drug 
resistance. In addition, the treatment seems to be only effective for a period of  two 
to three years after its cessation and to have no effect on mortality [60, p. 9].

As far as immunization is concerned, some experts assess that, “despite the phenomenal 
number of BCG vaccinations given to children, there have been few assessments of BCG 
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effectiveness at the population level” [60, p. 8]. A meta-analysis of over 1200 articles from 
international publications concluded that the overall protective value of BCG against all 
forms of TB was of the order of just 50%, but that protection against more serious infec-
tion was greater, being 64% and 78% against tuberculous meningitis and disseminated 
infection, respectively. However, it is difficult to speak of an overall protection of 50%, in 
view of the considerable heterogeneity in the results: BCG provides a good protection in 
some areas and none at all in other [62]. Moreover, the effect of immunization seems to 
ensure protection against more serious forms of the disease among children (meningitis 
and miliary tuberculosis); but even with high coverage rates it does not have any marked 
impact on transmission, and therefore on incidence [60, p. 6].

Short term treatment under surveillance,5 applied to patients with smear positive 
pulmonary tuberculosis (i.e. having visited a health facility) would cure most of the 
cases found (85% is the current target of the WHO programme); but extensive cov-
erage is needed if  we want to reduce incidence by this means; 155 countries have 
officially implemented this type of programme; but “the central problem is that, even 
if  DOTS programmes have expanded geographically, they have not reached beyond 
existing public health services” [60, p.11]. Indeed,

population units nominally covered by DOTS do not necessarily provide full access 
to DOTS services. Access to health services varies widely, within and across countries, 
according to the number and distribution of health centres, travel time for patients, 
transportation infrastructure, the number and type of  health care providers, out-
of-pocket costs to patients, and others factors [64, pp. 13–14].

Therefore the DOTS programs are in fact dependent on passive case detection; and 
those countries which have not set up a passive detection system are not in a position 
to organize more active testing.

Where HIV prevalence is high, as in East and South Africa, aggressive programmes of 
chemotherapy against tuberculosis, perhaps including the active search for cases, would 
be necessary in order to reverse the growth in TB incidence. Mathematical modelling 
indicates that, even in the case of a major HIV epidemic, early tuberculosis detection 
and treatment are the most efficient means of reducing the burden of this disease [65]. 
The alternatives—i.e. prevention of HIV infection, treatment of latent tuberculous infec-
tion, and antiretroviral therapy—are less promising strategies for the next decade, even if  
HIV prevention is, in the long run, an important method. According to results obtained 
in South Africa for a given cohort, the treatment of AIDS patients with ARVs would 
be likely to reduce the incidence among AIDS patients to that observed just after sero-
conversion [66]; but, as discussed previously, is it the best use of the resources available, 
and is it ethically justified to apply that strategy to the entire population at risk? More-
over, many people get TB before they become eligible for ARVs.

5 The five elements of the DOTS TB control strategy are:
- Sustained political commitment
- Access to quality-assured TB sputum microscopy
-  Standardized short-course chemotherapy to all cases of TB under proper case-management conditions
- Uninterrupted supply of quality-assured drugs
- Recording and reporting system enabling outcome assessment (see [63])
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The troubling uncertainties we are experiencing on these difficult issues leave room 
for hazardous extrapolations. Thus, the study just cited was immediately used to 
conclude that “HIV-1 control is required for effective tuberculosis control” and that 
“HAART can have a critical role in addressing the therapeutic nihilism surrounding 
the HIV-1 and tuberculosis co-epidemic in South Africa and other African countries” 
[66, p. 2063]. However, this conclusion is erroneous: further analysis demonstrates 
that large-scale use of antiretroviral drugs would, in fact, not be enough to guarantee 
control of tuberculosis, because of the induced extension of the period during which 
AIDS patients will remain likely to develop tuberculosis [67, see also 65].

Conclusion

As this discussion shows, the effects of every medical intervention must be described 
with a high level of accuracy and its cost effectiveness must be included in the analy-
sis, if  we want to get the best health impact of the resources that are allocated to the 
health system. But to choose the most cost-effective intervention is to choose the 
patients who will receive treatment, and this is also designating those who will not 
be cared for. To-date, in order to avoid facing this problem, public opinion is repeat-
edly called upon to contribute additional resources (an attitude which only dodges 
and defers the issue); and multiple actions are implemented according to all avail-
able means (including the professional and political power of promoters lobbying for 
each strategy); this attitude has no economic or ethical rationale.

It is perfectly true that the instruments at our disposal to-date which have been meant 
to enlighten our choices are defective; it is also true that these instruments have to 
be adapted to unprecedented and rapidly evolving problems, notably now the fact 
that, for several diseases already, the incidence, transmission, and resistance to drugs 
are affected by HIV-1 [61, p. 2185]. To take into account these reciprocal influences 
between AIDS and the other infections involved (essentially sexually transmitted 
diseases, tuberculosis, and malaria, but perhaps also helminthiases), models should 
incorporate all kinds of probabilities of co-infection and the best prescriptions based 
on methodically analysed clinical results: we can probably manage the complexity of 
the model, but we lack the data to run it. However this is no reason at all for neglect-
ing or refusing to use the best instruments available to-date.

We do understand that the cost-effectiveness argument is called into question, and 
often on a peremptory note: “health economists should stop making an ‘authoritar-
ian’ use of a mistaken version of the cost-effectiveness argument to legitimate delays 
and withdrawals from governments and donor organizations in launching of large 
scale programs for access to ART” [68, p. 254].

The cost-effectiveness stand definitely lacks the desired perfection we too wish it 
could have. Thus, the current studies unquestionably do not take into account the 
full dimensions of the problem: for example the devastating loss of capacity of social 
and economic reproduction, or the consequences with non-market goods and ser-
vices. But although the extension of the measurement domain is desirable, it should 
be applied to all infections, which must be compared using a single yardstick.
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In fact, the cost-effectiveness argument is not contested as much because it is erro-
neous, as because it has an exceptional characteristic, that of  promoting a certain 
form of  justice among care recipients in each country: this quality escapes the 
attention of  some [69, 70, 71]; but it is essential. In the simplest terms possible, 
and contrary to most common opinion, it is profoundly unfair to treat patients of 
an individual infection, in the poverty context, as we would treat patients with the 
same infection in richer countries: this is because a “universal standard” for some 
will inevitably be held at the expense of  other sick people who, poor and deserving 
of  compassion as they too are, will not receive the basic treatments they need and 
could greatly benefit from. As an example, was it fair to establish in Côte d’Ivoire 
a programme of  access to antiretroviral drugs while this country could not provide 
a caesarean section to every woman in parturition for whom this intervention was 
required [72]?

Selecting a disease and saying that patients suffering from it are entitled either to a 
universal standard or to a reasonably similar one [73, 74], without considering the 
cost-effectiveness of such interventions, and without comparing it to the cost-effec-
tiveness of other interventions against other diseases, in the given content would 
amount to neglecting the shocking situation in which all those other patients who 
are not members of the selected group are found [75, 76, 77]. It is an injustice which 
favours a selected subsample of patients, while deliberately ignoring the entire sick 
population; therefore making a purely formal application of universal principles, and 
adopting de facto a “double standard” [78, 73, 79] that leads to tremendous discrimi-
nation. This was the strategy of all associations of persons living with HIV/AIDS, 
of non-governmental organisations, and of all the pressure groups that fought to 
obtain lower treatment prices. The result has been achieved, but the basic principles 
of equity in access to care have been discarded, and national and local health systems 
are less fair today than they were two decades ago.

A local fairness system can be implemented through decentralized use to the maxi-
mum extent possible of the cost-effectiveness criterion. Such decentralization helps 
gather the opinions of patients at risk to be deprived of treatment, and not at the 
time of illness, but when they are in a condition to behave as citizens [80]: the selec-
tion criteria in choosing the patients to be treated must be made explicit and adopted 
with full knowledge of the facts [81]. This is the only way to ensure respect for human 
dignity [71, 82].

For over ten years, all those who have been thinking about the future of our health 
systems know that the allocation of resources, the development of a fair health sys-
tem, and arbitration between the rights and demands of competing groups are and 
will be “the important moral issues of the future” [83, p. 1855], [84]. Introducing 
some fairness in public health decisions is our priority, and we do not have the right 
to ignore the fact that we have an instrument which, albeit imperfect, is capable of 
providing data that would justify the decisions made. We do not need only evoke 
humanitarian considerations, we do not need only evoke the omitted impacts likely 
but not accounted for, we do not need only seek refuge behind political pressures 
[45, 46]: only activists of all walks of life are content with these arguments which are 
fit to impress politics and public opinion.
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Abstract. Young adults in Africa are both the group with the highest incidence of HIV 
infection and the key target group for interventions. Each new generation of adolescents 
provides another opportunity for prevention, but these opportunities are being missed. 
In this article we review the contextual and proximate determinants of risk behaviour 
and HIV infection in young adults, and the effects of different control strategies.

Introduction

By the end of 2005, around 38.6 million people world wide were estimated to be 
infected with HIV/AIDS. The same year, there were globally an estimated 4.1 mil-
lion new infections and 2.8 million deaths attributable to AIDS. By far the worst-
affected region, sub-Saharan Africa, is home to around 24.5 million people living 
with HIV/AIDS [1]. Based on epidemiological studies carried out in the 1990s, it 
has been  estimated that 90–95% of new cases of HIV infection in Africa are due 
to sexual transmission. Multiple sexual partners and sexually transmitted infections 
(STIs) were identified as the principal individual risk factors for HIV infection [2].

Some researchers have questioned the hypothesis that in sub-Saharan Africa the virus 
is transmitted predominantly by sex. For example, Packard and Epstein [3] and, more 
recently, Gisselquist et al. [4] have suggested that renewed attention should be given 
to the importance of transmission by blood and contaminated injection equipment. 
Among the numerous arguments refuting a prominent role for nosocomial transmission 
of HIV, the relative absence of HIV infections among children aged five to 14 found 
almost everywhere in Africa suggests that parenteral transmission of HIV does not play 
a major role [5]. In rural Uganda for example, the prevalence of HIV among children 
aged five to 12 was 0.4% as opposed to 8.2% among sexually active adults [6].
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In many parts of the developing world, the majority of new HIV infections occur 
in young adults but this is especially noticeable in Africa where the main mode of 
HIV transmission is heterosexual sex. As a result, in the continent, about six million 
young women and three million young men aged 15–24 are estimated currently to 
be living with HIV [1]. The reasons why young women are more vulnerable to HIV 
than young men are still not well understood, but unless new HIV infections among 
them are addressed it is unlikely that HIV control can be achieved in Africa. Whether 
prevalence stabilizes or declines depends largely on the risk behaviours of susceptible 
young people as almost all young people enter adulthood HIV-negative. Thus the age 
at sexual debut and the subsequent behaviour of young people should be the focus of 
HIV prevention programmes. Yet the very nature of adolescence—characterized by 
experimentation and risk-taking, but also procreation and parenthood—make youth 
particularly vulnerable to HIV.

Selected contextual determinants of young people’s sexual risk behaviour will be dis-
cussed in the first part of this chapter, with special emphasis on how they increase the 
vulnerability of young people to HIV; the more proximate determinants of young 
people’s sexual behaviour and the biological co-factors of HIV transmission will be 
discussed in the second section. The third section will briefly review HIV control 
programmes for young people and the effectiveness of program interventions.

Contextual Determinants

Demographic Change, Urbanization and Poverty

With a demographic growth rate of more than 3% and an age pyramid reflecting the slow 
decline of mortality in the under-fives, the more sexually active age-groups in developing 
countries account for a high proportion of the population, much higher than in indus-
trialized countries. 51% of the African population is less than 18 years old, compared to 
22% in industrialized countries. A high proportion of this age group is already sexually 
active [7]. It is estimated that those aged under 25 years account for more than two-thirds 
of all cases of STI and more than 60% of new cases of HIV infections [8, 1].

The urban populations of sub-Saharan Africa have increased by 600% in the last 35 
years: a growth rate which has no precedent in human history. At the same time, sub-
Saharan Africa has been undergoing a regression in all its development indices: it has 
the worst socio-economic parameters (in terms of levels of literacy, school enrolment, 
maternal mortality, infant mortality, life expectancy) and the most adverse levels of 
health cover (physician per inhabitant, access to health services) of any world region. 
From the end of the 1980s, health service reform and the principle of user-fee service 
and structural reforms imposed by the International Monetary Fund, have increased 
inequalities in the access to health and social services and decreased their quality [9, 10]. 
Public expenditure on health care has, on average, not exceeded 2% of the gross national 
product and the private health sector has played an increasing role, with a deepening of 
inequity in access. As a result, self-medication and drugs have become increasingly available 
through pharmacists, drug sellers and traditional healers. In the 1990s, sub-Saharan 
Africa recorded the world’s highest youth unemployment. Youth unemployment 
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accounted for as much as 80% of total unemployment. It is estimated that only 5–10% 
of new entrants into the labour market can be absorbed by the formal economy [11].

The growth of shanty towns around urban centres in Africa has gone hand-in-hand 
with an explosion in the number of unemployed and a considerable deterioration in 
urban services [12]. In 2003, sub-Saharan Africa had the highest rate of slum-dwellers, with 
72% of the urban population living in slums. Although there are dramatic  differences 
in income, quality of life and access to services in cities, generally the average level 
remains extremely low in Africa compared to other continents. In the last decade, 
57% of the “poorest” persons (defined as those below the lowest quartile) and 34% 
of other groups living in urban areas had no access to essential services such as water, 
electricity or flush toilets. In Asia and Latin America, equivalent figures were about 
12% and 2–6% respectively [13]. Access to these services can be used as a proxy to 
define relative poverty at household or community level.

The association between socio-economic status and HIV infection is not straightfor-
ward. It was noted that HIV infection was more common in better educated people 
of higher socioeconomic status in the early years of the epidemic, but it was postu-
lated that this pattern would change as HIV spread in the population [14]. There is 
some evidence that this is so for associations with education, with a shift in some 
later studies and among younger adults towards lower risks of HIV with higher levels 
of education [15–17]. The pattern is less clear for other measures of socio-economic 
status and may vary by region and area [18]. Poverty in an urban environment has 
different implications for sexual behaviour than poverty in rural areas where social 
control is usually much stronger and where new social needs are less present.

A multivariate analysis of data collected in Kisumu, Kenya showed that there 
was a significant association between access to running water and electricity in 
the  community and the lack of HIV infection. The authors also found that young 
women in the lowest socio-economic status group had a significantly younger age at 
first sexual intercourse and higher occurrence of Herpes infection [19]. In a national 
survey in South Africa, young people aged 15–24 living in poor informal settlements 
had more than double the HIV prevalence of those residing in wealthier urban 
areas—20% versus 9% [20]. In this age group, 79% living in informal urban settle-
ments reported being sexually active as compared to 53% of those living in formal 
urban areas. In another large survey in South Africa, Pettifor et al. [21] showed that 
young people in poor informal urban areas had a much higher HIV prevalence rate 
than those living in urban formal areas: 17% versus 10%. HIV prevalence was three 
times higher among young women than among young men.

In another study in Nairobi, Kenya [22], the mean age at first intercourse of young women 
in the poor urban periphery occurred two years earlier than for young women living in 
wealthier urban areas. These women also reported significantly less knowledge about 
means of protection from HIV, more sexual partners and lower condom use than young 
women living in more residential districts. In a comprehensive study using data collected 
from young people from the KwaZulu-Natal Province in South Africa [23], economic 
disadvantage was found to significantly affect a number of sexual behaviours and experi-
ences of young women and men. Low socio-economic status not only increases the risk 
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of transactional sex among women, it also raises the risk among women of experiencing 
coerced sex and for men of having multiple sexual partners. Low socio-economic status 
was also associated with lower risk of secondary abstinence among women, lower age 
at sexual debut, lower condom use at last sex, and poorer communication with the most 
recent sexual partner. Low socio-economic status has more consistent negative effects on 
female than on male behaviours; it also increases the risk of early pregnancy.

An extensive review of the literature on the sexual behaviour of young people in 
South Africa, including qualitative studies and unpublished reports [24] found mul-
tiple links between poverty and various unsafe sexual behaviours. Poorer young 
people are reported to have less knowledge of HIV/AIDS and to begin having sex 
at younger ages. Poverty and lack of parental resources are cited as primary reasons 
for young women to trade sex for goods or favours or to engage in relationships that 
involve financial support. Condom use is reported to be consistently lower in these 
types of sexual encounters.

Migration and Mobility

The selected data above show how low socioeconomic status in the African urban 
context creates an unprecedented pressure on sexual mores and leads to unsafe 
sexual behaviours among young people, especially among young women. How-
ever, the explosive urban growth experienced by the African continent is largely 
due to immigration of  young rural men and to a lesser extent, women, in search 
of  work [25].

A system of migrant labour that separates individuals from their families and that 
prolongs absence of the regular partner for economic reasons is frequent in Africa. 
In a survey in five African countries, the proportion of married men not cohabiting 
with their spouse in the last 12 months varied from 11% in Tanzania to 43% in Côte 
d’Ivoire [26]. In rural Zimbabwe, among married men and women, 34% and 51% 
reported that their spouses lived away from home [27]. Non-cohabitation was more 
common in those aged under thirty and was closely associated with increased num-
bers of casual sexual contacts by men during their absence.

The demographic imbalance in the sex ratio which commonly results from this trend 
is an important determinant of a rapidly expanding HIV epidemic, since it creates 
a specific demand for transient sexual relations. This factor not only affects migrant 
receiving areas but also sending areas. For example, in KwaZulu–Natal, in a commu-
nity where migration affects nearly two-thirds of the adult male population, a study 
in discordant couples showed that, in nearly 30% of cases, the infected person was 
the female partner who stayed home in the rural area [28].

Mobility and circulation are not restricted to rural-urban movements. In many 
African countries, wide differences exist within rural areas depending on how close 
any given place is to trading points; as in the rural districts of Manicaland, Zimbabwe 
where the HIV prevalence of women increased from 25% in traditional rural areas 
to 50% for those living close to highways in shopping centres; figures for men were 
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20% and 28% respectively [27]. Previous studies in Rwanda and Uganda had also 
reported similar disparities [29, 30]. Circulation of migrants between rural and urban 
or market settings is facilitated by roadways: often it is expressed by a greater degree 
of exposure to the highest levels of urban HIV prevalence and by an unravelling of 
traditional sexual behaviour, as has been shown in rural Senegal [31].

A study in Yaoundé, Cameroon revealed the importance of mobility as an  independent 
behavioural risk factor. In men, HIV prevalence increased in relation to the length 
of time spent travelling outside the city. It rose from 1.4% in men staying at home 
to 3.4% in those absent from the city for less than one month, and to 7.6% in those 
away for more than one month [32]. Another study in Zimbabwe has also shown that 
migrant workers working on rural estates have more sexual risk behaviours leading 
to higher rates of HIV prevalence as compared to other sexually active men and 
women living in rural areas, 26.4% and 38.8% versus 20.9% and 29.7% respectively 
[27]. While the prevalence of HIV is generally higher in the cities, reflecting a looser 
degree of social control over sexuality and an individualization of sexual behaviour, 
in some provinces of South Africa, Zimbabwe or Kenya, there is no more major 
difference in HIV prevalence between urban and rural settings. Indeed, temporary 
mobility is not found exclusively in urban areas; in the rural setting, in large farms 
and agro-industrial concerns, it is common to see high concentrations of young men 
and women gathering for the harvest season.

The situation which provides the most tragic illustration of  the effect of  migration 
on the HIV epidemic is that in the southern pole of  the African continent, where 
the dramatic economic migration of  single men to the mines and other industries 
of  South Africa has impinged, over generations, on marriage and sexual behav-
iour [33–36]. Most men in Swaziland and Lesotho work there under temporary 
contracts. Their monthly income allows them ready access to local female pros-
titution while their wives seek relationships with the few men  remaining in the 
community.

Political Crisis and Conflicts

Since the 1980s, more than half  of all African countries have been involved in armed 
conflict. As a result, prevention programs for STI, including HIV are usually inter-
rupted, health services are disrupted and situations of risk increase tremendously. 
The number of refugees is estimated to be close to 10 million. Refugees, persons 
displaced because of conflict and war, and especially young women and children, 
are extremely vulnerable to sexual violence and STIs/HIV because of their destitu-
tion and powerlessness [37]. A study in Sierra Leone found that 9% of women dis-
placed by armed conflict in 1997–1999 had been sexually assaulted by combatants. 
The study concluded that war-related rape and other forms of sexual violence were 
committed on a widespread basis among internally displaced persons [38]. Conflicts 
invariably disrupt access to basic necessities and fragment families, forcing people 
to become displaced as they flee in search of security and sustenance. Women and 
girls are particularly prone to the sexual predation of men who can control access to 
areas, food, shelter and protection.
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Gender Inequality and Power Imbalance

The status of women is closely tied up with kinship systems and the different forms 
of subordination limiting their access to education, the market economy and other 
sources of independent income. In most patrilineal African societies, social restrictions 
concerning female sexuality are particularly strong and tend to limit the prospects of 
premarital and especially extramarital sexual relations. However, men are not submit-
ted to such restraints or social conventions, permitting them to have numerous female 
partners [26]. Dominant versions of masculinity encourage young boys to “try out” 
their sexuality with a variety of female partners while young women are encouraged to 
remain virgins, although many do not (Fig. 1). Male domination in the area of sexual-
ity is a decisive barrier to educating women about reproductive health and the main 
impediment to consistent condom use. For example, a study in South Africa found 
that women with low relationship control were 2.1 times more likely than other women 
to use condoms inconsistently and women experiencing forced sex 5.8 times [39].

In many societies of sub-Saharan Africa, gender power differences are particularly 
expressed in relationships between adolescent girls and older men with higher economic 
status. Older age and higher income allow men to have more power in reproductive and 
sexual decision making. In an extensive review of the literature on transactional and 
cross-generational sexual relations in Africa [40], the authors found evidence of a recent 
increase in these types of relationships, known as “commoditization” of sexual relation-
ships. They also portrayed two types of analysis used in the literature: one underscores 
how adolescent girls can be coerced into sexual risk behaviours by external factors such as 
economic constraints, peer and parental pressures, and social norms of male dominance. 
The second sees adolescent girls as social actors who have learned that their sexuality is a 
valued resource and try to bargain the benefits of sexual relations with multiple partners, 
in a context of gender inequality. Indeed, the economic value of sexuality for adolescent 
girls is particularly important because they have fewer market opportunities than mar-
ried women and less money than boys. Older men prefer adolescent girls because they are 
believed to be less risky for STIs, including HIV and they are less expensive than older 
women. The review emphasized that girls often appear to be able to negotiate relation-
ship formation and continuance but that once in a sexual partnership they are less able to 
control the conditions of sexual intercourse including condom and contraceptive use.

A recent review of the literature on sexual violence in the context of HIV [41], in 
particular with regard to young women, has shown that forced sex occurs universally, 
and that its frequency is high in Africa. In several surveys, between 15 and 30% of 
women stated that their first episode of intercourse had been forced and at least 10% 
said that they had been raped. This violence is often part of a low female status which 
encompasses arranged early marriages, female genital mutilation, polygamy and wife 
inheritance. Domestic violence, generally associated with alcohol consumption, was 
reported by 16 to 50% of women questioned. In one study of high school students, 
girls of lower socioeconomic status reported experiencing eight times as much physi-
cal abuse and four times as much attempted and actual rape within relationships as 
did those of higher socioeconomic status [42]. Several studies show that young girls 
who have gone through the trauma of rape and violence later adopt a sexual behav-
iour far more at risk for STIs. A study in rural Uganda [43] showed that HIV-positive 
women were seven–ten times more likely to have experienced coercive sex.
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Proximate Determinants of HIV: Sexual Networks

Sexual Risk Behaviour in Young Men and Women

In surveys in 14 countries, pre-marital sex was reported by about 23% of young men 
and women aged 15–19, but with considerable variation between countries (Fig. 1). 
The proportion was higher among men than women in 8 countries surveyed, equal in 
four countries, and lower in Ghana and Nigeria. There were large differences among 
men and women: overall an average of 85% of sexually active men aged 15–24 years 
reported pre-marital sex in the last year, but this was only reported by 35% of sexu-
ally active women in the same age group.

The rate at which sexual partners is changed is a critical factor in the spread of a 
sexually transmitted virus. A constant feature of surveys on sexual behaviours is 
that most young women report having few sexual relations and most young men 
acknowledge more, although this asymmetry varies in its extent. For the 14 coun-
tries surveyed, the proportion of men aged 15–19 reporting more than one sexual 
partner in the last 12 months varied from 12% to 46% with a median of 21%. For 
young women, it was much lower: varying from 2% to 15%, with a median of 4%. 
The median M : F ratio of numbers of partners was six with the lowest ratio, 2.5 in 
Tanzania and the highest of 13 in Nigeria.

0

10

20

30

40

50

60

Burk
in

a

Cote
 d

'Iv
oire

Eth
io

pie

Ghan
a

Ken
ya

Mali

Mala
wi

Nam
ib

ia

Nig
er

ia

Rwan
da

Tan
za

nia

Ugan
da

Zam
bia

Zim
bab

we

P
er

ce
n

t
Male
Female

Fig. 1. Proportion of individuals who report having had pre-marital sex among men and 
women aged 15–19 in selected African countries
Source: DHS 1999–2003.
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The peak rate of partner change among young men is usually in the age group 20–24 
as shown in Fig. 2, where in 10 countries out of the 15 surveyed, the ratio of male 
respondents who reported more than one sexual partner in the age group 20–24 as 
compared to the age group 15–19 is higher than one. Among young women the ratio 
is less than one in 11/15 countries surveyed, showing that the peak age for partner 
change is commonly before age 20: this reflects an earlier age at first marriage or 
cohabitation in women than in men.

Age at first sex before 15 years, is reported by a substantial proportion of young people 
as illustrated in Fig. 3. The median proportion of young women who report sex before 
age 15 is around 15% with a range from 3% to 28%. In six out of 11 countries for which 
recent data are available, more men than women had had first sexual relations before 
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age 15. These figures show indirect evidence that, in these countries, a  substantial 
 proportion of young men initiate sexual intercourse with female sex workers.

Surveys in three African countries have shown that an early age at the time of first 
sexual intercourse is correlated with an increased number of premarital sexual partners 
compared to those whose first episode of sexual intercourse occurred later [44]. This 
study also concluded that both men and women who experience their first episode of 
sexual intercourse at an early age will have more divorces and more extramarital sexual 
partners, later in life. This effect was more marked in men but was also significant in 
young women. In a cross-sectional study in four African cities (the “Four Cities Study”, 
in Kisumu, Kenya; Ndola, Zambia; Yaoundé, Cameroon; and Cotonou, Benin) an 
earlier age at first sexual intercourse was associated with a higher number of sexual 
partners and a longer period of premarital sexual activity. After having adjusted for 
current age, HIV infection was associated with an earlier age at the time of first sexual 
intercourse in two cities with a high HIV prevalence, Ndola and Kisumu, but this effect 
was considerably reduced after having adjusted for the total number of sexual partners 
[45]. Similar findings have recently been shown in Zimbabwe [46].

Commercial Sex

The results of simulations with mathematical models suggest that patterns of sexual 
behaviour whereby men have sex with a small group of highly sexually active women 
and some contacts with low activity women, lead to high level HIV epidemics [47]. 
When men marry late and premarital relations for young women are barely tolerated, 
as is the case in the cultures of Ethiopia, Rwanda and Burundi, many young sexually 
active men tend to rely on commercial sex workers. Because of this pattern, in those 
cities, it has been suggested that HIV can be transmitted far more rapidly in the gen-
eral population than in, for example, Kinshasa or Yaoundé, where control on young 
women is less strict and sexual relationships more diversified [48].

In sub-Saharan Africa, in 23 countries for which national data are available, the pro-
portion of young men aged 15–24 reporting commercial sex in the last 12 months 
varied from around nine to 16%, according to the region and to the definition of 
commercial sex (Table 1). Although the question of the definition of commercial sex 
in different cultural contexts is still unsolved (commercial versus transactional sex), 
it is striking that the peak prevalence of male contacts with female sex workers in all 

Table 1. Proportions of Young Men 15–24 Reporting Sex in Exchange for Gifts, 
Favours or Money in the Last 12 Months.

Regions in Africa Median Lowest Highest

Western Africa* (N = 9) 10.1 3 13.2
Central Africa* (N = 5) 16 8.5 19.3
Eastern & Southern Africa** (N = 9)  8.9 1 15.5

* Definition used was “sex in exchange for gift, favour or money”.
** Definition used was “sex in exchange for money” (DHS 1995–2003).
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regions is among the age group 20–24 followed by a decline in older age groups. The 
explanation for this general trend is straightforward: in the age group 15–19, many 
young men are not yet sexually active. After age 20–24, many young men are  married 
and have less commercial/transactional sex: the average age at marriage for men 
ranges from 23 to 26 years. The proportion of men aged 25–49 who report female 
sex worker contacts/transactional sex corresponds typically to 0.7 of the proportion 
of those aged 15–24 years in the same populations.

A few countries seem to display a different age pattern, with men reporting more 
commercial sex in the age group 25–29. Gabon and Côte d’Ivoire are countries host-
ing a large number of single migrant workers who may continue to have commercial 
sexual contacts at older ages. In Lesotho, a majority of men are seasonal migrants to 
South Africa; hence, nuptiality patterns are atypical. In Zimbabwe, age at first sex for 
women and men is the oldest in sub-Saharan Africa (median age for women = 19.1); 
hence the peak of sexual activity occurs in the 25–29 age group. In Cameroon, 60% 
of young males and females report pre-marital sex and 20% of men report sex with 
a female sex worker in the last 12 months, a much higher proportion and a different 
pattern than other African countries.

A multivariate analysis of socioeconomic determinants of male contacts with sex 
workers was conducted in six study sites in sub-Saharan Africa, in the early 1990s [49]. 
Among the variables included in the analysis, age was identified as the main covariate 
of commercial sex in most sites. In the majority of sites, but not in Côte d’Ivoire and 
Kenya, increased education, urban residence and some occupational categories were 
also significant predictors of sex worker contacts. Other determinants of “demand” for 
sex workers included marital status (widowed, divorced or single), non-cohabitation 
with regular partner and migration, and prolonged postpartum abstinence.

Male clients of sex workers usually also have non-commercial sexual contacts. Among 
the men who were clients of sex workers in the Four Cities Study, approximately one-
third reported also having had sexual relations with adolescent girls [50]. In a study in 
Cotonou, Benin, it was estimated that the number of men who visit sex workers was 
close to 20,000 or 13% of the male population. Twenty-seven percent of clients were 
married and a further 52% had a regular girlfriend [51]. In Nyanza Province, Kenya, 
the majority of clients of sex workers were married and had extramarital partners in 
addition to sex workers. Most clients had visited three–five different sex workers in 
the previous year [52].

Female sex workers and their male clients have very high risks of HIV infection in 
most urban areas of Africa [53]. Women involved in non-commercial sexual rela-
tionships are often unaware that their partner may link them to a larger network of 
sexual contacts and associated risks of HIV/STDs.

Transactional Sex

From qualitative studies in sub-Saharan Africa, which were recently reviewed [40], 
it appears that the exchange of gifts of money for sex is relatively common among 
adolescents throughout Africa. For example, the proportion of unmarried sexually 
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active young girls aged 15–19 reported as having recently received money or gifts 
in exchange for sex, was 13% in Zimbabwe (within the past four weeks), and 31% 
in Uganda (last sexual encounter). The results of National population surveys in 
12 African countries conducted during the 1990s are illustrated in Fig. 4. Here the 
proportion of sexually active women reporting exchange of sex for money or gifts 
was recorded in the last 12 months. The percentages ranged from 2% to 27% among 
the 15–19 age group and were higher among this age group than among women 
aged 20–24 in all countries except Niger. In multivariate analysis, younger age, mari-
tal status, and living in urban areas were the only factors significantly associated 
with transactional sex [54]. The distinction between exchanges of sex for money and 
receiving gifts that are a normal part of a dating relationship is not always clear. Indi-
rect evidence suggests that money or gifts are often part of a power relation—even in 
the absence of large age differences—that favour unsafe sex practices [55, 56].

Among the women who reported non-spousal partnerships in the last 12 months in 
Kisumu and Ndola—two cities with high HIV prevalence—around 40% reported at 
least one relationship with sex in exchange for money, compared with 6% of women 
in Cotonou and 14% in Yaoundé, where HIV prevalence was much lower.

Age Differences Between Partners

Age differences in partnerships and sexual networks promote spread of HIV infec-
tion between generations. Age mixing between young women and older men, whether 
inside marriage or outside it, is one of the critical factors driving the spread of HIV 
in Africa [55–57]. In addition, the transactional component to these sexual relations 
makes unsafe behaviour more likely.

A study in rural Uganda [56] showed that HIV-1 infection was more common in 
women with older male sexual partners, whether married or not. Among women aged 
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15 to 19 years, the adjusted risk of HIV infection doubled among those  reporting 
male partners 10 or more years older compared to those with male partners zero to 
four years older; among women 20 to 24 years of age, the RR (relative risk) was 1.24. 
The attributable fraction of prevalent HIV infection in women aged 15 to 24 years 
associated with partners ten or more years older was 9.7%.

A study in Manicaland, Zimbabwe [55] observed another trend: the youngest women 
tended on average to have the greatest age difference from their partners, at about 
eight years. This difference gradually lessened to four years when the women had 
reached the age of 24. Half of all men aged 30–34 were HIV infected compared to 
only 3% of men aged 19–20. Among 15–19-year-old women, HIV prevalence rose in 
clear relation to the age of their most recent partner. HIV prevalence among teenage 
women whose last partner was less than five years older than themselves was about 
16%; among women with partners 10 or more years older, prevalence was twice as 
high. The authors conclude that a one-year increase in age difference between part-
ners was associated with a 4% increase in the risk of HIV. Young men reported more 
partners than did women but with infrequent coital acts and greater use of condoms.

In Kisumu, Kenya, similar trends in HIV seropositivity were found but only among 
married women: no woman aged 15–19 who was married to a man less than four 
years older than herself  was infected with HIV, compared to half  of those who had 
husbands ten years or more older than themselves [58]. In Burkina Faso, having had 
a first male partner aged more than 24 years was significantly and independently 
associated with a greater risk of HIV infection among women [59].

How prevalent is a large age difference between partners? Study results highlight the 
age differences between partners depending on whether sexual relations are marital 
or extramarital. Clearly polygyny is an important factor that explains age differ-
ences between married partners. In the Four Cities Study, the age differences between 
spouses were 5–7 years. But occasional sexual partners of married men tended, on 
average, to be 7–8 years younger than themselves. In Cotonou and Yaoundé, around 
14% of casual sexual relations took place with women ten or more years younger than 
their male partners; this figure was 9 to 11% in Kisumu and Ndola. The older the 
married man, the greater was the age difference with their occasional partners [57].

In the Zambian national survey, sexual partners of married men were on average six 
years younger but among those who reported that they had occasional partners in addi-
tion to their wife, approximately one quarter said they had partners ten years younger 
than themselves [60]. Similar figures have been reported in Zimbabwe and Tanzania. A 
review of the literature on age asymmetry and HIV prevalence, and a study in Kenya, 
also found evidence of a significant relationship between larger age difference and 
unsafe behaviours, including non-discussion of HIV and non-use of condoms [40, 61].

Early Marriage for Young Women as a Risk Factor for HIV

In sub-Saharan Africa, less than 1% of young men sexually active before 20 are 
 married compared to 60% of young women [7]. In countries with large HIV  epidemics, 
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early  marriage paradoxically represents a significant risk factor for young women. In 
 Carletonville, South Africa, among women aged 15–24, HIV seropositivity was 63% 
among those who were married compared to 37% among those who were sexually active 
and non-married [8]. In Kisumu and Ndola, among the 15–19 age groups, rates of HIV 
infections were respectively 33% and 22% for married women and 27% and 17% for 
non-married women. These differences are explained by the fact that, compared to other 
women of the same age, those who get married early are already more sexually  experienced 
by about a year; they report having had sexual intercourse more often in the  previous 
week—50% in Kisumu and Ndola, compared to 11% and 2% among  sexually active 
unmarried women—and use condoms less often. They are also less likely to be educated, 
more often from the countryside and know less about HIV/AIDS [62]. In addition, the 
male partners of single adolescent women are on average three–five years younger than 
those of married adolescent women. In Kenya, age differences between married partners 
were 10.2 years for young women married before the age of 15, 7.7 years for women mar-
ried between 15–19, and six years for women married after age 20 [58].

Studies also show that men who marry at a young age are more likely to be HIV-
infected than those who remain single. In Kisumu, 26.3% of married men aged 20–24 
were sero-positive compared to 8.3% of single men. In Ndola, the corresponding 
figures were 28.6% and 9.7% [63]; however, some of these infections will have come 
from transmission within marriage.

The institution of polygamous marriage contributes to age differences and HIV risk. 
In Kisumu, where 18% of married young girls aged 15–24 are in a polygamous union, 
the HIV prevalence was 46% among young girls in a polygamous marriage compared 
to 35% among those in a monogamous marriage. Male spouses of a polygamous 
union were on average six years older than those in a monogamous union [58].

In women in high prevalence areas both high rates of premarital infection and 
transmission within marriage are important sources of HIV infection. In a study in 
Kisumu and Ndola it was estimated that more than half the infections in women were 
acquired pre-maritally, that at least one quarter of cases of HIV infection in recently 
married men were acquired from extra-marital partnerships, and that for both men 
and women, less than one half of HIV cases were acquired from their spouse [58].

Biological Susceptibility of Girls to HIV

Epidemiological Evidence

During the nineties, the relative proportion of young women and young men infected 
with HIV in Africa was unclear, as virtually no data were available for young men. 
Most data were derived from HIV sentinel surveillance systems based on pregnant 
women attending antenatal clinics. Recent population or community surveys show 
that in most countries of sub-Saharan Africa, the HIV prevalence among young 
women aged 15–24 is two to four times higher than that for young men of a similar 
age (Fig. 5). This pattern is even more striking among the age group 15–19: for exam-
ple, in population surveys, HIV prevalence was 23% for women and 3.5% for men in 
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Kisumu, Kenya; 15.4% and 3.7% in Ndola, Zambia; 19.6% and 2.5% in  Carletonville, 
South Africa [59, 60], 19% and 1.8% in the rural district of Rakai, Uganda [66]. 
The magnitude of this difference at young ages and its consistency across a range 
of different settings including urban and rural areas makes it likely that it reflects 
 biological as well as behavioural differences between men and women.

The gradient in HIV seropositivity with increasing age seems to be much steeper for 
young women than for young men. In Kisumu, for example, it increases from 6% 
at age 15 to 33% at age 19 for women as compared to 0 to 9% for men. This steep 
growth rate of HIV infection cannot be explained solely by a greater risk of exposure 
to HIV associated with the number and risk profile of sexual partners unless extreme 
assumptions are made about under-reporting by the women [58]. The probability of 
HIV transmission appears to be high among young women from the time of first 
sexual intercourse. In Ndola, 25% (2/8), and in Kisumu 27% (3/11), young women 
who reported having had only one sexual partner and only 1–5 episodes of sexual 
intercourse were already infected by HIV. In men with equivalent sexual histories no 
HIV infections were found (0/4 and 0/11 respectively) (“Four Cities Study,” unpub-
lished data). Even if  under-reporting of sexual partners by young women is taken 
into account, this strongly suggests a differential probability of HIV sexual transmis-
sion between the sexes at young ages.

In studies of discordant couples, virus transmission was estimated to be about 0.001–
0.003 per sex act and two to three times higher from men to women than from women 
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to men [67]. However, one study in Uganda found no difference in HIV transmission 
between male to female and female to male [68]. Studies among HIV discordant 
couples, where, by definition, the transmission has not occurred at the time of HIV 
sero-conversion, may not give a realistic measure of the probability of transmission 
in other situations and particularly at young ages. For example, one study in Thai-
land among female sex workers and their clients, estimated the probability of female-
to-male transmission of HIV-1 per sexual contact to be 0.056, more than 50 times 
higher than probabilities in discordant couples [69]. Clearly, the probability of HIV 
transmission per sexual act is not constant and is enhanced by biological factors that 
may be different between sexes at different ages. A recent study among HIV-discordant 
couples in Uganda found that the rate of HIV transmission per sexual act varies with 
stage of infection, viral load, presence of genital ulcer diseases and younger age of 
the index partner [70].

STIs as Co-Factors of Susceptibility to HIV

It is well established that the presence of reproductive tract infections is strongly 
associated with susceptibility to HIV, even after adjustment for sexual behaviour. 
The prevalence of genital ulcer disease (chancroid, syphilis, or herpes) is associated 
with an increased relative risk of HIV infection, ranging from 1.5 to 7.0 in both men 
and women [71].

Population studies show that the prevalence of  STIs among women aged 15–19 
is high, and much higher than among men: for example, in Ndola, Zambia, and 
Kisumu, Kenya, the prevalence of  selected STIs in young women is 10–15 times 
higher than in men (Fig. 6). The susceptibility of  young women to Herpes simplex 
virus infection type 2 (HSV-2) is extremely high: for example, in a study in Car-
letonville in South Africa [65], after a few episodes of  unprotected sexual inter-
course with a single sexual partner, around 40% of women aged 15–19 already had 
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 antibodies to HSV-2. This proportion rose to 80% for women reporting having had 
four sexual partners. For men, the equivalent figures were 16% and 22% respectively. 
The high prevalence of  HSV-2 in young women will increase their probability of 
acquiring HIV. HSV-2 has become the primary cause of  genital ulceration in most 
African countries and increasing evidence demonstrates a synergetic link between 
HIV and genital herpes. More than 30 epidemiologic studies have demonstrated 
that prevalent HSV-2 is associated with a 2- to 4-fold increased risk of  HIV-1 acqui-
sition [72, 73]. A recent meta-analysis of  longitudinal studies found that HSV-2 
infection increased the risk of  HIV acquisition 3-fold in both men and women in the 
general population, and that the relative risk was even higher following recent HSV-
2 infection [74]. It is likely that HSV-2 infection also increases the infectiousness of 
HIV-positive subjects, although the evidence for this is less clear. In a multivariate 
analysis of  risk factors for HIV concordancy among married couples, the only sig-
nificant factor explaining positive concordancy was HSV-2 seropositivity in one or 
both spouses [75].

In females, early sexual activity has been associated in some studies with an increase 
in prevalence rates of STIs and pelvic inflammatory diseases, raising the possibility 
that the physiological and immunological immaturity of the female genital tract may 
also be a risk factor for HIV [76]. It remains difficult to establish to what degree the 
young age at first sex for women contributes to their susceptibility to HIV. The “Four 
City Study” clearly raises the possibility of an aggregate of social and  biological 
factors [77]. The high HIV and other STI prevalence among young women is not 
necessarily associated with a high degree of sexual activity as shown before: it reflects 
factors of social and biological vulnerability such as the lack of STI symptoms in 
young women, greater difficulty in recognising them, and greater difficulty in gaining 
access to the appropriate treatments.

Male Circumcision

The transmission of HIV from female-to-male and from male-to-female may be 
affected by the circumcision status of the male partner. In most studies, uncircum-
cised men have higher rates of HIV infection than their circumcised counterparts. A 
systematic review of 15 studies conducted in Africa on the association between male 
circumcision and HIV infection [78] showed a relative risk of 0.4. For example, a 
recent prospective cohort study of nearly 2,300 adult men conducted in Pune, India 
found that, after adjusting for socio-demographic and behavioural factors, circum-
cision was strongly protective against acquisition of HIV-1: circumcised men were 
6.7 times less likely to acquire infection than uncircumcised men [79]. In Kisumu, 
Kenya, 24.9 per cent of uncircumcised men were seropositive for HIV compared to 
9.6 per cent of circumcised men; there were no differences in sexual behaviour, con-
dom use or STI prevalence between the two groups, suggesting that circumcision is 
an independent factor [80]. In a study in Uganda, no uninfected male partner of an 
infected female acquired HIV if  he was circumcised, even if  the female had a high 
viral load [81]. Male circumcision may protect against acquisition of HIV infection 
chiefly because of the removal of the foreskin which contains a high density of HIV-
specific cellular targets.
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Summary of Risk Factors for Young Women

In summary, the high susceptibility of young women to HIV infection is multifactoral 
and the phenomenon is not yet well understood. Several factors appear to interact:
–  High biological susceptibility, linked to the immaturity of the genital tract, the 

role of genital ulcers and in particular infection with genital herpes virus.
–  Behavioural factors, including early age at the time of first sexual intercourse 

and marriage, transactional sex, sexual relations with an older partner and forced 
coitus. The practical effect of these factors is greater difficulty in refusing sex 
and/or negotiating protected sexual intercourse.

–  Contextual factors, influencing HIV exposure and susceptibility: poverty, 
inequalities of power between men and women, standards of masculinity, the 
inferior status of young women, and their low levels of access to information and 
services.

Systemic problems such as poverty, conflicts and food crisis are contributing to the 
tide of the HIV epidemic and are clearly increasing the vulnerability of young people 
to HIV infection. Poverty, low education, and lack of parental guidance and support 
influence young people’s sexual behaviours by reducing access to information about 
safe sex practices or by inhibiting their ability to put such knowledge into practice. 
The gap between what young people know and how they act is sustained by social 
and economic realities that constrain their individual actions. Socioeconomic devel-
opment should be the key to altering the determinants of sexual risk behaviours. The 
programmatic implications of these findings call for combined efforts to improve 
educational opportunities and to tackle unemployment; and to provide a shift in 
social norms to promote a healthy lifestyle for young people, especially young women, 
which includes HIV-protective behaviours. The assumption is that integrated, com-
prehensive approaches will be more effective in reducing risk for HIV infection than 
individual interventions and programmes. In the short term, the range of informa-
tion and services provided to young women and their older partners should aim to 
reduce early exposure to sexual activity, including promotion of delaying first sex 
and teaching negotiation skills. Increased access to school education has also been 
shown to be associated with delayed first sex and increased condom use.

Another aim should be to reduce the likelihood of HIV transmission per sexual act. 
This calls for increased access to condoms, to increased recognition of early symp-
toms of STI, and better access to treatment for young people. Here also, cultural and 
religious sensitivities are major obstacles.

Finally, reducing age difference between partners and transactional sex will require 
deep changes in community norms and values. Patterns of  sexual mixing as dis-
cussed before are mostly driven by economic forces and by young women’s strategies 
to increase their social status [82]. Providing women with skills and opportunities 
that reduce dependence on men for financial support should be core components of 
prevention programmes. Several micro-credit studies targeting women indicate that 
economic empowerment translates into increased self-esteem, improved social net-
works, increased control over household decision-making, and increased bargaining 
power [83].
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HIV Control Programmes for Young People

From Reproductive to Sexual Health

Young people’s health has been a low priority due to the pressure for palliative/cura-
tive care in adults and the efforts taken to reduce high child mortality and morbidity. 
Youth were not considered as producers and this age group was seen as relatively 
healthy or affected only by minor diseases, such as STIs. Furthermore, one of the 
great obstacles to sexual and reproductive health programmes in sub-Saharan Africa 
and elsewhere has been the denial of young people’s sexuality and the belief  that 
sexual education and services would encourage experimentation and promiscuity—
despite strong evidence to the contrary. That is why early efforts to target young 
people focussed on women and children, reproductive health, modern contraception 
and pregnant and parenting young people.

At the international level there has been a growing consensus that reproductive 
health interventions targeting young people should receive high priority. There have 
been numerous international summits on this topic since 1994, with government 
 commitments, such as the International Conference of Population and Development 
in Cairo and follow up meetings; but even in 2001, at the United Nations General 
Assembly Special Session on HIV/AIDS, and in the declaration of the Millennium 
Development Goals, the concept of sexual health education was barely mentioned, 
because of lack of consensus among States.

In many sub-Saharan African countries, the policy environment needed to develop 
effective national HIV/STI prevention programmes for young people has consider-
ably improved: most of the strategies and policies to strengthen the national response 
are in place, although often resulting in a large number of overlapping policies ema-
nating from different ministries [84]. Policies may have an impact directly, for example 
by facilitating access to information and services that are essential for prevention, or 
indirectly by decreasing young people’s vulnerability by affecting the environments 
in which they live, learn and earn.

However, beyond rhetoric, when it comes to implementation of these strategies, policy 
has not resulted in much change to existing structures in the last decade: only a 
fraction of young people have access to basic prevention and care services. For exam-
ple, although STI services have a much higher profile than previously, at country level, 
they remain programmatically disjointed and disorganized: they are not widely 
provided through stand-alone public sector programmes, or firmly integrated into 
maternal and child health or family planning services [85]. As a result, they are not 
reaching those who most need them: only one in four African countries reported that 
at least 50% of STI patients are appropriately diagnosed, counselled and treated [84].

With the exception of Ethiopia, Uganda and Mauritius, life-skills based education is 
not yet incorporated in primary and secondary schools. Some sort of AIDS educa-
tion is given in 60% and 80% of African countries in primary and secondary school 
curricula respectively, but this education consists mainly of medical or biological 
information. Fewer than one in four young people at high risk of  HIV have access 
to information on risk reduction [84, 85].
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In most of sub-Saharan Africa, prevention of mother to child transmission of HIV 
programmes cover less than a few percent of pregnant women. Only around 12% of 
people who want to be tested for HIV are able to access voluntary counselling and 
testing services. Around 30% of sex workers are covered by outreach prevention pro-
grammes [84, 86]. In sum, most programmes in African countries are still inadequate, 
at pilot stages in urban areas and dominated by a “project” mentality.

As a result of this poor coverage of basic interventions, comprehensive knowledge of 
HIV/AIDS among young people is still low in most African countries. For 18 countries 
where data were available after 2000, fewer than 50% of women aged 15–24 were able 
to both identify ways of preventing the sexual transmission of HIV and reject major 
misconceptions about HIV transmission or prevention. These percentages were higher 
for young men, and in urban settings as compared to rural ones. To the question “Can 
a healthy looking person have HIV virus” in 5 of the 21 countries surveyed fewer than 
50% of young women responded correctly that this was true. In 12 countries where 
trends in knowledge were available, only three countries (Côte d’Ivoire, Malawi, and 
Mozambique) showed significant improvement [7]. Condom use in sexual relationships 
of risk for HIV has considerably increased over the years; however, in most countries, 
these changes are occurring against a backdrop of high HIV prevalence that limits its 
effectiveness. In only seven of 17 countries surveyed did more than 50% of men aged 
15–24 report using a condom in the last sexual intercourse of risk (with condom use 
ranging from 30% in Ethiopia to 88% in Botswana). Condom use at last high-risk sex 
was low among young women in all countries (median below 30%); it was only above 
50% in 2 of the 17, Burkina Faso and Botswana [7].

These results clearly show that either effective prevention programmes are not in 
place in most countries or that the coverage of the activities is so low as to have little 
impact at the population level, or both.

Effective HIV Prevention Interventions for Young People

HIV Prevention in Question

There has been a growing scepticism about the effectiveness of HIV prevention pro-
grammes for HIV, including programmes targeting young people. Indeed, more than 
20 years into the HIV epidemic, despite recent increases in HIV/AIDS-related inter-
national and national funding, few countries in the world have been able to success-
fully reverse their HIV epidemics, although many countries have kept their national 
HIV prevalence at low levels.

The success of Uganda, where HIV prevalence among young women aged 15–19 years 
declined from 32.2% in 1991 to 10.3% in 1997, has not yet been replicated elsewhere [87, 
88]. In sub-Saharan Africa, declining trends of HIV among women aged 15–24 years 
are usually used as a proxy for demonstrating recent change in HIV incidence. Declin-
ing HIV trends in this age group have been reported in several cities such as Cotonou, 
Lusaka, Addis Ababa, and Nairobi or in some regions of Tanzania [89], Malawi and 
Rwanda but in many other settings the HIV epidemic shows no signs of declining 
HIV incidence attributable to behavioural changes [90]. This questions the outcomes 
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of past and current interventions, whether improvements in knowledge, attitudes, skills 
or reduction in risk behaviours, although it is clear that relationships between these fac-
tors and reduction in HIV incidence are complex and non linear [91].

Evaluation of Effectiveness of Interventions

Over the past decade, pressure for rapid and visible action against HIV epidemics 
has led many national AIDS programmes to consider evaluation of interventions 
as a low priority. It was assumed that what is effective was known. The pressure 
was to spend external funds on much-needed activities, and investment in evaluation 
was perceived as a research activity, far from programmatic concerns. As a result, 
not much has been learned about what works in prevention despite efforts to docu-
ment “best practices” in HIV prevention [92]. Observational data at national level, 
from the few countries that have documented behavioural change and declines in 
HIV infection, are often difficult to interpret. For example, documented declines in 
HIV prevalence in Uganda have been attributed to a variety of interventions—from 
communication strategies to condom promotion—but it is still not clear which inter-
ventions produced the behavioural changes and the type and magnitude of these 
changes. In addition, it is likely that it was the specific combination of intervention 
strategies—including involvement by high-level political and other community lead-
ers, behavioural change communication, and condom promotion—that produced 
significant changes [93]. Most of what has been learned has been documented in 
research projects, which makes it difficult to assess to what extent programmes can 
replicate findings on a large scale, in different contexts.

A large community randomised trial in Mwanza, Tanzania assessed a package of 
interventions in young people, including in-school sexual and reproductive health 
education, youth-friendly reproductive health services, community-based condom 
promotion and distribution, and other community activities to create a supportive 
environment for youth [94]. The intervention had no impact on biomedical outcomes, 
including HIV incidence [95]. In this trial the restriction to young people may have 
limited the impact, but another large trial of information and education, in Uganda, 
targeting a wider age range, also found no effect on HIV incidence, even when cou-
pled with improved management of STIs [96]. Other trials are in progress, but these 
demonstrate the difficulty of assessing specific interventions against a background 
of other national and community interventions.

There has been increased recognition that the evaluation of the effectiveness of inter-
ventions aimed at prevention should necessarily entail the use of designs other than 
randomized controlled trials, and various types of evidence will need to be consid-
ered together [97]. Indeed, most interventions in HIV prevention are multifaceted 
and the pathways to impact are complex, reflecting the complexity of the relation-
ship between risk behaviours and HIV [98].

One of the critical weaknesses in measuring the effectiveness of behavioural  intervention 
is that nearly all behavioural outcomes are self-reported, which raises questions about their 
validity. This was recently demonstrated by the results of the  community  randomized trial 
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in Mwanza, Tanzania, where both behavioural and  biological  outcomes were assessed 
and compared. Evaluation results showed that the intervention had a significant impact 
on knowledge, reported attitudes, and reported behaviours but not on HIV or other 
STIs [99]. This may mean that the interventions had more impact on reported than on 
actual behaviour, or that the limited age range and time frame of the intervention has 
not (yet) had a chance to impact on the larger sexual networks in the community.

Despite these challenges, several recent reviews of prevention interventions in devel-
oped and developing countries, covering adults and young people, have tried to 
assess their effectiveness by looking at intermediate variables, such as knowledge, 
intentions, communication, and changing norms that can indicate progress towards 
behavioural change [100–102]. In some studies, but not all, young people who received 
HIV risk reduction interventions had improved skills in negotiating lower risk sexual 
encounters, increased frequency of communications with sexual partners about safer 
sex, reduced sexual frequency, and increased reported condom use compared with 
 comparison groups, making the case for some efficacy of HIV prevention.

We analyze below in more detail the evaluation of selected interventions addressing 
prevention of HIV among young people in sub-Saharan Africa, recognizing that 
most of the interventions reviewed have multiple components.

Mass Media

Mass media whether TV, radio, soap operas, posters, billboards and print materials 
have the potential of reaching young people in great number. The evidence in the 
published literature on the effectiveness of communication programmes is sparse. 
Media programmes may have multiple media components, and may also be part 
of more comprehensive youth HIV prevention programmes, such as LoveLife, and 
Soul City in South Africa, which include national mobilization, social marketing 
and mass media campaigns, life-skills training, peer education and outreach, and 
sometimes linkages with schools and community-based organizations. Out of 15 
media interventions addressing HIV-related behaviours among youth evaluated in 
a recent review, 11 were from Africa [103]. Significant improvements in knowledge 
and interpersonal communication were noted but no evidence of improved skills or 
access to health services. Whereas the media interventions reported mixed or limited 
results with regard to delaying first sex and partner reduction behaviours, condom 
use showed significant increases in six of eleven studies reporting on this outcome. 
According to the authors, this suggests that the role of media programmes in address-
ing HIV prevention among youth extends beyond providing access to information 
to promoting adoption of HIV-preventive behaviours. In addition, the compelling 
dose-response data suggest that increasing exposure to the campaigns, through fre-
quent broadcasts, employment of multiple media channels, or extended campaign 
duration, contributes to significant gains in knowledge and behaviour change. They 
also found that behavioural change communication is most effective when it works 
in support of the larger national strategy to combat HIV/AIDS. For example, the 
success of a condom social marketing programme in Tanzania that led to increased 
condom use, relied heavily on an extensive mass media campaign [104].
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School Based Education

Coverage, sustainability, and the opportunity to intervene before risk behaviours 
become established mean that schools are an important venue for HIV preventive 
interventions. Schools, especially at primary level, are attended by most young peo-
ple and provide opportunities to achieve high coverage of young people around the 
time of sexual initiation.

One review assessed 11 published and evaluated school-based HIV/AIDS risk reduc-
tion programmes for youth in Africa [105]. The objectives varied, with some inter-
ventions targeting only knowledge, others attitudes, and others behaviour change. 
Ten of the 11 studies that assessed knowledge reported significant improvements. All 
seven that assessed attitudes reported some degree of change towards an increase in 
attitudes favourable to risk reduction. In one of the three studies that targeted sexual 
behaviours, sexual debut was delayed, and the number of sexual partners decreased. 
In one of the two that targeted condom use, condom use behaviours improved.

Another recent review of sex and HIV education in schools [106] identified 22 pro-
gramme evaluations in developing countries, including 12 in Africa. None of the inter-
ventions conducted in Africa increased sexual activity and eight out of 12 significantly 
delayed sex or reduced frequency of risk behaviours or increased condom use. Some 
programmes had a positive impact on more than one outcome. For example, an inter-
vention in Tanzania both reduced the number of sexual partners among boys and 
increased reported condom use among both boys and girls [99]. The authors concluded 
that teacher-led curriculum-based interventions have particularly strong evidence of a 
positive impact on multiple behaviours. Effectiveness was less obvious for peer-led and 
non-curriculum based interventions. These studies provide strong evidence that some, 
but not all, programmes can increase knowledge about HIV/AIDS, perception of HIV 
risk, perceptions of peer norms regarding sex and condom use, self-efficacy to refuse 
sex, self-efficacy to use condoms, intentions to abstain from sex or to use a condom, 
and communication with parents or other adults about sex and condoms.

Community Based Interventions

Community interventions directed at both youth and adults are an essential com-
ponent of HIV prevention planning for young people. However, identification of 
key stakeholders and accessible structures for broader interventions can be prob-
lematic. Furthermore, poverty, lack of education and other resources can mean that 
those youth who are most in need of interventions are often the most difficult to 
reach. Hierarchies of gender, age and power within communities can further interact 
to limit young women’s access to such interventions. A recent review summarized 
the results of 25 evaluations of interventions [107], including 18 from Africa, using 
community members to target young people with information about HIV transmis-
sion and prevention. Although the weak quality of most evaluation designs was a 
problem, the authors found conclusive evidence of improvement in knowledge on 
HIV, in building communication skills and reducing sexual risk behaviours for inter-
ventions implemented through existing youth serving organizations or centres. Of 
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5  interventions aiming at delaying first sex, only one documented positive results. 
The authors also found plausible evidence of effectiveness in raising awareness and 
increasing community responsiveness for AIDS programme activities linked with 
social networks, including parents or as part of community-wide festivals or events. 
Overall, programmes have worked with peer-educators, trained professionals, com-
munity volunteers, government officials and other stakeholders as implementers, yet 
clear guidance has yet to be developed as to the relative merits and appropriateness 
of each strategy in differing settings.

Facility Based Intervention

Increasing young people’s access to health services should become a central component 
of any HIV prevention strategy. Health services and supplies (e.g. antibiotics, con-
doms) are important for primary prevention, skills building and risk reduction. If  
facilities are user-friendly for youths, they can provide or refer for voluntary coun-
selling and testing for HIV, STI care and treatment, and reproductive health. They 
can link to a range of service providers, public and private, government and NGO, 
include outreach and social marketing, and can channel young people towards 
other services that they require (e.g. schools and youth clubs). Increasing access also 
requires addressing young people’s health seeking behaviours especially in ensuring 
that they seek services, thereby generating demand.

Diagnosis and treatment of STIs also has the potential directly to reduce HIV trans-
mission at community level, although the evidence from intervention studies so far is 
mixed, in particular for young people [108]. However, a number of studies, targeting 
commercial sex workers give additional evidence of the efficacy of STI management 
for HIV prevention. For example, interventions among sex workers in Kinshasa and 
Abidjan, involving STI treatment and condom promotion resulted in a 50% reduc-
tion in HIV incidence among the sex workers (109–111). In addition, these interven-
tions have the potential of decreasing HIV/STIs among their male clients (111–112) 
and therefore the general community.

A recent review shows that health services with regular screening have reported 
increases in condom use and reductions in STI and HIV prevalence among female 
sex workers. Such successful services generally include a strong peer education and 
empowerment component, emphasize consistent condom use, and provide effective 
treatment for both symptomatic and asymptomatic STIs [113].

Increased STI service utilization by young people after an intervention in schools with 
peer educators has been demonstrated in a study in Nigeria [114]. In Tanzania, multi-
component interventions did not result in higher numbers of adolescents seeking 
STI treatment but this may have been the result of the successful treatment of symp-
tomatic STI [115]. A study that evaluated the impact of three youth-friendly service 
projects in Lusaka, Zambia reported encouraging results: better clinic experience for 
adolescent clients and increased service use levels at some clinics. The findings also 
suggest that community acceptance of reproductive health services for youth may 
have a large impact on the health-seeking behaviours of adolescents [116].
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For two major factors that may play a critical role in increasing HIV incidence among 
young women and in explaining gender differences in HIV infection, operational 
research is still in development. HSV-2 control for HIV prevention is far from being 
operationalized: several trials are in progress to measure the effect of anti-herpes 
treatment (either episodic or suppressive) on HIV acquisition or transmission and on 
the effects of a vaccine. Two randomized trials testing the efficacy of male circumci-
sion in preventing HIV transmission or acquisition are currently underway in Kenya 
and Uganda, and one was recently completed in South Africa. All three studies are 
assessing whether circumcision protects against HIV acquisition among adult men; 
and the Uganda trial will also test whether male circumcision also protects female 
partners. The South African trial reported a 60% reduction in HIV incidence in cir-
cumcised men [117]. Whether male circumcision before puberty is acceptable and 
feasible as an added procedure within the remit of other preventive actions depends 
mainly on cultural factors, although its acceptability appears to be high among men 
and women, in South Africa, Kenya and Botswana [118–121].

Conclusion

Around the world, young people account for half  of all new HIV infections, 2.1 mil-
lion each year, with girls and young women especially at risk (1,122). The majority of 
young people with new infections are from sub-Saharan Africa. Half  are poor, and 
one fourth live on less than US$1 per day. Many are sexually active, often without 
the power, knowledge or means to protect themselves. Challenges are enormous with 
socioeconomic development already hampered by AIDS mortality, and the region 
facing 14 million orphans.

There is enough evidence that behavioural interventions for young people, especially 
with multiple components can achieve behavioural change if  scaled up at popula-
tion level, beyond research projects. However, evaluation reviews also call for careful 
attention to characteristics and contexts of interventions, sustainability in efforts, 
with a dose-response effect in most successful interventions. Unfortunately most 
interventions with proven efficacy have not been taken to scale nor made available to 
the majority of young people in need of them. Institutional reasons vary from one 
country to another but generally include competing demands for scarce resources, 
lack of political commitment beyond declarations, lack of engagement of other sec-
tors than health, lack of decentralization at community and district level, and lack 
of human resources in health and education sectors [90]. Analyses suggest that if  the 
successes achieved in some countries in prevention of HIV transmission had been 
expanded to a global scale by 2005, about 29 million new HIV infections could be 
prevented by 2010, the majority in sub Saharan Africa [123], even in the absence of 
any progress in new technologies such as vaccine or microbicides.

Vulnerability factors highlighted in the paper have shown that structural factors 
including unemployment, poverty and gender norms can greatly influence the envi-
ronment in which sexual behaviours of young people occur. Despite the difficulty of 
evaluating their effects, a relatively small number of intervention studies demonstrate 
the potential of structural interventions to increase HIV prevention (124–126). The 
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broad agenda to reduce vulnerability factors is still often perceived as conflicting with 
risk reduction approaches and targeted interventions [127], although both should be 
increasingly recognized as complementary. Indeed, in recent years, greater attention 
has been paid to the possibilities of altering social and economic conditions in order 
to effect HIV prevention. UNAIDS and many international agencies have emphasized 
the links between environmental factors and HIV. Many Poverty Reduction Strategy 
Programs in Africa have factored HIV into their plans and increased their domestic 
funding to combat HIV/AIDS [128]. At the international level, increased funding has 
been made available through the Global Fund, the World Bank and bilateral donors 
[90]. As a result, prevention programmes should be scaled up and greater access to anti-
retroviral treatment should lead to decrease in AIDS morbidity and mortality, and 
offer new possibilities for HIV prevention. Turning the tide of the HIV epidemic will 
not only demand increased resources and expansion of effective programmes, but 
also requires targeting of young people with appropriate interventions and tackling 
sexuality issues that remain particularly sensitive not only at the central political level 
but at the community level as well [129].
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CHAPTER 8.  SEXUAL BEHAVIOUR CHANGE, MARRIAGE 
AND HIV PREVALENCE IN ZAMBIA

EMMA SLAYMAKER AND BASIA ZABA
Centre for Population Studies, London School of Hygiene and Tropical 
Medicine, London UK

Abstract. There have been a series of  nationally representative surveys in  Zambia 
between 1996 and 2003 that contain information on sexual behaviour in the gen-
eral population. These show that risky sexual behaviours have become less com-
mon. There is evidence of  a decline in reported early sexual debut. In a generalized 
 epidemic the sexual behaviour of  married people, and the similarity of  behaviour 
patterns within couples, may become an important determinant of  HIV trans-
mission. Using Demographic and Health Survey data, the behaviours of  married 
couples were compared between 1996 and 2001/2. Over this period there was less 
change in the risk behaviour of  married couples than in the total survey popula-
tion. The risk behaviours that showed a significant decline were sex with more 
than one partner in the last year (men only) and sex before the age of  15.  Married 
couples became more similar to each other with respect to sex before the age of 15. 
Marital status changed over this period. Monogamously married couples in 2001 
were less likely to have the same history of  previous marriage than those in 1996. 
There was an increase in the proportion of  men in monogamous second marriages. 
The distribution of  women’s marital status did not change. These changes are 
consistent with increases in adult mortality (a consequence of  increases in HIV 
prevalence) and suggest that marital dynamics are changing in Zambia. Marriages 
(either polygamous or monogamous) in which the man has been married before are 
becoming more common. HIV testing is uncommon: in 2001 only 3% of  couples 
had both been tested for HIV infection. HIV prevalence has remained stable in 
Zambia between 1996 and 2001. If  the declines in risk behaviour that have been 
observed in this period do not eventually lead to a decline in HIV prevalence this 
may indicate that the transmission patterns of  HIV have changed. The data on 
marital history are not sufficiently detailed to fully characterize the changes that 
have taken place in Zambia. However the results suggest that this is an area which 
needs further investigation; HIV prevention and surveillance efforts may need to 
pay more attention to married people as behaviour change and increases in HIV 
associated mortality begin to change the dynamics of  marriage.
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Introduction

There have been five nationally representative surveys of sexual behaviour in Zambia 
between 1996 and 2003 [1–5]. Comprehensive rounds of ANC sentinel surveillance 
for HIV were carried out in 1994, 1998 and 2001. In the 2001/2 Zambia Demo-
graphic and Health Survey (ZDHS) HIV and syphilis testing were included for the 
first time.

The sexual behaviour data show that reported sexual risk behaviours have become less 
common in Zambia between 1996 and 2003. National HIV prevalence is  apparently 
stable but there are some regional variations.

From the 1996 and 2001/2 ZDHS, cohabiting couples can be identified and their 
behaviours can be compared. The behavioural characteristics of cohabiting couples 
are assessed in the light of the changes in individual behaviour observed between 
1996 and 2003.

Background

Declines in the prevalence of reported sexual risk behaviours between 1996 and 2003 
have been seen among both men and women in Zambia. Most change has occurred 
among young people. The risk behaviours that have shown the most obvious decline 
among both men and women are: having had sex before age 15, having had multiple 
partnerships in the last year, and having had unprotected sex with non-cohabiting 
partners. Other changes include declines in the proportion of all men who report 
sex with a commercial sex worker in the last year (from 22% in 1996 to 1% in 2003). 
The proportion of women who have had sex in their lifetime but not in the last year 
has increased: and the proportion of women who report having had sex with a non-
cohabiting partner in the last year has decreased [6].

It is encouraging to see decreases in the proportion of individuals who report sexual risk 
behaviours. However the impact of these changes on HIV prevalence may be modified by 
the degree to which the behaviour of each individual’s partners also changes. If changes 
mean that couples become concordant in terms of their sexual risk behaviours this may 
slow HIV transmission more effectively than if couples diverged in their risk behaviours, 
even if the overall declines in the prevalence of risk behaviours are the same, since the 
infection would be confined to a smaller sub-population. It is therefore  worthwhile to 
compare the sexual risk behaviours of  married couples in 1996 and 2001.

At the national level, HIV prevalence appears to have been relatively stable since 1996 
at between 17% and 18% (based on the Epidemic Projection Package (EPP) [7, 8] 
model fit to the ante-natal clinic (ANC) sentinel surveillance data). Among women of 
reproductive age (15–49) tested in the 2001/2 DHS the prevalence was 17.8%. Preva-
lence among men aged 15 to 49 was 12.9%, giving a national estimate of 15.6%.

We would expect declines in risk behaviour to occur before declines in prevalence, but 
the usual time lag between these changes is not known. However, declines in risky 



 MARRIAGE AND HIV IN ZAMBIA  157

behaviour that are not followed by prevalence decline may point (in the absence of 
treatment) to changes in the patterns of transmission of HIV. As epidemics become 
established and HIV infection becomes more widespread the behavioural markers 
that are associated with exposure to HIV will change.

In a population experiencing a generalized epidemic, marriage may lose its protective 
value. Married people may be at lower risk of contracting infection in concentrated 
or low-level epidemics in which HIV infection is most often found among people 
who have specific sexual or drug injecting behaviours that are typically less common 
among married people. The Four Cities study showed that marriage was actually a 
risk factor for HIV infection [9]. It is therefore of interest to see whether the behav-
iours that have changed among married men and women in Zambia have resulted in 
couples having a more similar risk profile in 2001 than they did in 1996.

Methods

Data for women, men and couples from the 1996 and 2001/2 ZDHS were obtained 
from MEASURE DHS [1, 4]. Couples are men and women who were both 
 interviewed in the DHS, who lived in the same household and who named each 
other as a spouse.1 In each survey, the sample of  women was three times larger than 
the sample of  men. Polygamously married men were matched to all interviewed 
wives, and so may appear more than once in the data. Data on all current unions 
were used, except where stated. Preliminary analysis of  these data showed that 
there was no difference between the results for monogamous unions only and for 
all unions. Data were recoded to identify individuals with specific risk behaviours 
and new variables were created to indicate whether the couple was concordant for 
specific behaviours.

Some of the currently married men and women who were interviewed do not  feature 
in the couple data because their spouse could not be interviewed, despite being 
 eligible. The risk behaviours that we are interested in may be different between the 
married people whose spouse was interviewed and those whose spouse was not inter-
viewed. The characteristics of the currently married men and women who were in the 
couple sub-sample were compared with those who were not included.

The observed changes in behaviour have been most pronounced among young 
people. The average age of married respondents is substantially higher than that of 
 unmarried respondents and so the behaviours of married respondents may not have 
altered to the same extent. Therefore the first stage of the analysis was to ascertain 
whether there had been changes in the reported behaviour of the currently married 
respondents between the 1996 and 2001 survey. The same sexual behaviour indi-
cators were then compared with regard to the concordance between the man and 
woman in each couple for each risk behaviour.

1  Spouse refers to a partner legally married to the respondent, or a partner who is cohabiting with the 
respondent as though married. It is used in this sense throughout.
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All respondents were included in the denominator for each indicator.2 The indicators 
of risk behaviour chosen were: the proportion who had had sex before the age of 15, 
the proportion who had had sex with more than one person in the year before the 
survey, and the proportion who had had sex with a non-cohabiting partner in the 
year before the survey.

Trends in the proportion of respondents who report having had sex before age 15 are 
vulnerable to reporting bias. Respondents, who are all aged 15 or over, cannot change 
their behaviour with regard to this indicator. The proportion of all respondents who 
reported this behaviour changed dramatically between the surveys [6] and this was 
due in part to a change in the propensity to report this behaviour.

Genuine change in this behaviour between 1996 and 2001 should be evident only 
among the most recently married respondents: those who were not yet married in 
1996. The prevalence of sex before the age of 15 was compared between 1996 and 
2001 surveys for two groups: all married respondents and those who had been mar-
ried for five or fewer years at the time of the survey. Whilst both groups are vulnerable 
to changes in propensity to report this behaviour, in the group of recently married 
respondents there may have been real changes in behaviour between the two surveys.

The prevalences of  previous marriage, and re-marriage were investigated in both the 
matched couples and among all respondents in the 1996 and 2001 surveys. Inves-
tigation was limited by the way in which information on previous marriage was 
 collected. Experience of  a marriage that ended was derived from current marital 
status (separated, divorced, widowed) for those not currently married and from a 
question on previous marriage for those currently married. For polygamously mar-
ried men the answer to the latter question is always yes, but it is not possible to 
ascertain whether these men are still married to all of  the wives they have ever mar-
ried. Consequently people in polygamous marriages are excluded from the results 
concerning marital history.

Changes in marriage patterns may in part be due to changes in population structure 
and the availability of partners. Estimates of population size were needed to inter-
pret trends in marital status and these were obtained by age group and sex for 1995 
and 2000 from the United Nations Population Division online database [10]. These 
were projected forwards one year using the DHS mortality estimates.

The unit of analysis was first the married man or woman and then the couple. The 
prevalences of individual and couple characteristics, with 95% confidence inter-
vals, were calculated taking into account the complex survey design. The sample 
weights derived for the men’s sub-sample were used throughout the analysis. Chi-
squared tests, adjusted for survey design, were used to test for the significance of 
any changes. Analysis was carried out using Stata 8 [11]. Logistic regression models, 
adjusted for survey design, were used to assess changes, between the two surveys, in 
the  concordance of couples with respect to the indicators.

2  Although this analysis uses data from matched couples, the men and women concerned were sampled 
independently and their results were later matched.
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Results

Data were available for 842 couples in 1996 and 1107 couples in 2001. After sample 
weights were applied the effective total for analysis was 1930. The sample weights used 
did not average 1 because weights were based on the total sample of men. The data from 
14 couples (1 from 1996 and 13 from 2001) were excluded from the analysis because, 
although they had been matched as cohabiting partners, the man did not report having 
had sex with a spouse in the last 12 months, but the woman reported recent sex with a 
spouse. It should be noted that in some of the remaining couples there was substantial 
disagreement between the reports of the two partners. For example, 21% of couples 
gave marital durations which differed by more than one year (this could only be calcu-
lated for the 1124 couples for whom both partners were in their first marriage).

The accuracy of a couple’s reporting can also be assessed by comparing each part-
ner’s report of the time since they last had sex. In 1996 this information was available 
for all but two of the monogamous couples (742). In 2001 it was only possible to 
make this comparison in monogamous couples for whom the spouse was the most 
recent sexual partner for both the man and woman (923 out of 988). These data 
were collected as the number of days, weeks, months or years as appropriate for each 
respondent. The results have been given in days (transformed from the units given) 
because husbands and wives were not necessarily interviewed on the same day and in 
some cases reported in different units.

In both surveys a quarter of the couples gave identical responses (24% in 1996, 25% 
in 2001). The most commonly given estimates were within seven days of each other 
(40% in 1996 and 45% in 2001). In 1996 18% of the couples gave estimates that dif-
fered by more than 30 days: this was lower in 2001 at 12%. There was a significant 
change between 1996 and 2001 (p = 0.01) but this may be partly due to the changes 
in the way this information was collected.

The age of the female partners (mean 29, range 15 to 49) and male partners (mean 35, 
range 15 to 59) was similar in both surveys as was the mean age difference between 
spouses (mean of six years). The level of education attained by the female partners 
was significantly higher in the second survey (p = 0.03) but there was no change for 
men. Ethnic and religious backgrounds were the same in both surveys and similar 
proportions of couples came from urban areas. The proportions of newly married 
(5%) and polygamous couples (11%) were the same in both surveys.

Sexual Behaviour

Sex before age 15 declined between the surveys. In 1996 it was reported by 27% of the 
male partners and 25% of the female partners. In 2001 this had decreased to 16% and 
18% respectively (Table 1). There was a significant decline in the proportion of couples 
who were discordant for this behaviour, from 38.5% in 1996 to 28% in 2001 (Table 2).

In 1996, there was little difference, in the proportion reporting sex by age 15, between 
all couples and those who married within the five years before the survey. By 2001, 
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Table 1. Percentage of the married men and women in the couple sub-sample with 
selected risk behaviours, by survey year.

1996 2001 p-value

Sex by age 15 Men 27.2 15.6 <0.0001
Women 24.5 18.2 0.001

More than one partner in 
 last year

Men
Women

20.0
1.6

23.0
1.2

0.2
0.5

Unprotected sex with 
 non-cohabiting partners

Men
Women

10.6
1.3

11.0
0.8

0.8
0.4

Previously married* Men 27.8 32.6 0.04
Women 16.4 16.6 0.9

*Restricted to monogamously married couples

the more recently married couples differed from all married couples. More recently 
married couples were more similar to each other in this risk behaviour because there 
was a greater proportion of couples for whom neither partner had had sex by age 
15, due to a large decline in the proportion of couples for whom only the man had 
reported this behaviour (Table 2).

The proportion of  married men who reported having had sex with more than one 
partner in the year preceding the survey was about 20% in both years. In con-
trast fewer than 2% of  the married women reported this risk behaviour (Table 1). 
This difference was not due to polygyny: among monogamously married men 19% 
reported having more than one partner in 1996 and 18% reported this in 2001. 
There was no change in the proportion of  couples who were discordant for this 
behaviour (Table 2).

The proportion of married men who reported having had sex with a non-cohabiting 
partner in the year before the survey and not using a condom the last time (11%) was 
much higher than the proportion of married women who reported this behaviour 
(1%). These proportions did not change between the surveys and nor did the propor-
tion of couples who were discordant for this behaviour (Table 2).

There was no difference in any of  these risk behaviours, or in the prevalence of 
 previous marriage, between men whose wives were interviewed and those whose wives 
were not. For women there were no differences in sex with more than one partner, or 
in unprotected sex with a non-cohabiting partner, between women whose husbands 
were interviewed and those whose husbands were not, in either 1996 or 2001. In 
1996 there was no difference in age at sexual debut between married women whose 
 husbands were or were not interviewed, but in 2001 the proportion of   currently 
 married women who reported sex by age 15 was significantly lower in the couples 
who were both interviewed (18%) than in those women whose partners were not 
interviewed, (22%, p = 0.009). In both periods the proportion of  monogamously 
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Table 2. Percentage of couples with different combinations of risk behaviour, by survey 
year.

1996 2001  p-value

Couples married ≤ 5 years at 
 time of survey:

Sex by age 15 Neither 55.9 71.8 0.0006
Man only 26.4 11.5 0.0001
Woman only 13.2 11.4 0.6
Both 4.5 4.2 0.9

All Couples:

Sex by age 15 Neither 54.8 68.7 <0.0001
Man only 20.3 12.1 <0.0001
Woman only 18.2 15.9 0.1
Both 6.7 3.3 0.0008

More than one partner in last year Neither 79.1 76.4 0.2
Man only 19.3 22.4 0.1
Woman only 0.98 0.59 0.4
Both 0.7 0.7 0.99

Unprotected sex with Neither 88.4 88.6 0.9
 non-cohabiting partners Man only 10.4 10.6 0.9

Woman only 1.1 0.4 0.1
Both 0.6 0.4 0.4

Previous marriage* Neither 68.1 61.8 0.01
Man only 15.4 21.3 0.003
Woman only 4.0 5.4 0.2
Both 12.3 11.1 0.4

*Restricted to monogamously married couples

married women who had previously been married was significantly lower in the 
women whose spouse was interviewed (18% and 17% in 1996 and 2001 respectively) 
compared to women whose spouse was not interviewed (22% and 21% in 1996 
and 2001 respectively) and there was no change in this between the two surveys 
(p = 0.02 and 0.002, 1996 and 2001 respectively).

Multivariate Analysis

Logistic regression models were used to assess whether couples in 2001 were more 
similar to each other than those in 1996 with respect to: 1) having had sex before 
the age of 15 and 2) history of previous marriage. The first analysis included only 
couples who had been married for less than 5 years (27% in 1996 and 25% in 2001/2). 
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This necessitated the exclusion of couples in which neither partner was in their first 
marriage (14%) because it was not possible to calculate the duration of the current 
marriage for those couples. The second analysis included only monogamous cou-
ples because it was not possible to ascertain whether men currently in polygamous 
 marriages have ever been in a marriage that had ended.

In both analyses the potential confounders considered were: the age of the male 
partner and the age difference between the partners; the educational status of both 
partners; and a categorical measure of agreement for the partners’ reports of when 
they last had sex. This latter was included to control for differences between couples 
that may have arisen from inaccurate reporting of the outcome behaviours. The risk 
status of the man for the outcome measure (had sex by age 15, was previously mar-
ried) was included in each regression model to control for the change in concordance 
that results from changes in the prevalence of a risk behaviour. After controlling for 
potential confounders, the chance of a recently married couple having the same his-
tory of sex by age 15 increased significantly between 1996 and 2001 (adjusted OR 
1.72) (Table 3).

Between 1996 and 2001 there was a decrease in the proportion of monogamous 
 couples who had the same prior marriage history (adjusted OR 0.67). The man’s 
age remained as a significant term in the model but did not have an important con-
founding effect. Men with more education were more likely to be in marriages with 
women who had the same previous marriage history. Women who first married at a 
later age were more likely to have a different marriage history to their husbands (see 
Table 4). The effect of a prior marriage in the male partner suggests that most previously 
 married men choose women who have not previously been married. This is evident 
from Table 2 which shows that fewer than half  of the previously married men were 
in a marriage with a woman who had been married before.

Table 3. Crude and adjusted odds ratios for concordance within couples regarding 
 history of sex before age 15. Couples were concordant if both partners, or if neither 
partner had had sex by age 15. Analysis is restricted to couples who married in the five 
years before the survey.

Same history of sex 
 by age 15 (N 505 
 couples) Crude OR Adjusted OR p-value

Year 1996 1 1
2001 2.07 

(1.37–3.13)
1.72 
(1.06–2.8)

0.03

Man has higher 
 education

No
Yes

1
1.94 
(1.25–3.03)

1
2.01 
(1.17–3.45)

0.01

Man had sex by 
 age 15

No
Yes

1
0.04 
(0.03–0.08)

1
0.05 
(0.03–0.09)

<0.001
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Table 4. Crude and adjusted odds ratios for concordant history of previous marriage, 
among monogamous couples.

Same history of 
previous marriage* 
(1732 couples) Crude OR Adjusted OR

Adj 
p-value

Year 1996 1 1
2001 0.66 

(0.52–0.83)
0.67 
(0.51–0.89) 0.005

Man’s age (by year) 0.97 
(0.96–0.98)

1.02 (1–1.04)
0.01

Woman’s age at first 
  marriage (by year)

0.93 
(0.9–0.96)

0.93 
(0.89–0.97) <0.001

Man’s education None 1 1
Primary 1.38 

(0.85–2.25)
1.89 
(1.04–3.44) 0.04

Secondary 1.56 
(0.94–2.58)

1.74 
(0.92–3.31) 0.09

Higher 1.86 
(1.14–3.03)

2.04 
(1.13–3.68) 0.02

Man’s previous 
 marriage

No
Yes

1
0.05 
(0.03–0.06)

1
0.04 
(0.03–0.06)

1
< 0.001

*Monogamous couples only.

Marital Status in the Wider Population

In both surveys women were significantly more likely than men to report a marriage 
that had ended. The proportion of monogamously married or unmarried individu-
als who had experienced a marriage that ended was about 21% of the total for men 
and 23% of the total for women in both surveys (p = 0.003). The proportion of mar-
ried women who were in polygynous marriages was 16% and the proportion of all 
women who were in polygynous marriages was 10% in both surveys. The proportion 
of  married men who currently had more than one wife did not change between sur-
veys. The mean number of current wives reported by all men has increased from 0.57 
to 0.65 (p < 0.002); but has remained the same for all married men (1.1 wives) and 
polygamously married men (2.16 wives). There are no significant differences in the 
average number of current wives reported by all men once the different age structures 
of the two surveys are taken into account.

Fig. 1 shows the distribution of the entire DHS survey sample in both years, by 
marital status. The marital status of Zambian women did not change between 1996 
and 2001 but there were significant changes in the proportion of all men who were: 
never married (p-value 0.0001) and who were mongamously married but had had 
a marriage that ended (p-value 0.002). The decrease in the proportion of men who 
were never married was not significant once adjusted for the different age structures 
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of the two surveys. Men’s age at first marriage did not change in this period, but the 
median age at first marriage increased from 18 to 19 for women.

The difference between the surveys in the proportion of monogamously married cou-
ples in which the man had previously been married arises partly from differences in 
the patterns of remarriage. Most previously married men remarried (85%) compared 
to only half  of the previously married women (52%); this did not change significantly 
with age. Between 1996 and 2001 there was no change in the proportions of people 
who entered into another marriage after a marriage that ended.

Marriages in which one or both partners have previously been married are different 
to first marriages. Compared to monogamous couples for whom neither partner had 
been previously married the age difference between the spouses was greater in mar-
riages in which only the man had been married before, smaller in marriages in which 
only the woman had been married before and was about the same in couples in which 
both partners had been previously married. Fig. 2 shows the distribution of spousal 
age differences (male age–female age), comparing men who had been  married before 
with those who had not. For ease of interpretation this is only shown for those cou-
ples in which the woman had not previously been married.

Women who remarry are more likely to be a second or subsequent ranking wife than 
women who are on their first marriage; after controlling for age the odds of being a sec-
ond or subsequent ranking wife were 5.4 times higher in women who had experienced a 
previous marriage (95% CI 4.6–6.4) than for women married for the first time.

These observed changes in marriage patterns may be partially the result of differential 
growth rates among different age groups in the population which in turn may be related 
to HIV infection and HIV associated mortality. In Zambia in 2001, the age-specific 
HIV prevalence was very different for men and women (Fig. 3). HIV prevalence among 
women peaked at a higher level and at a younger age than HIV prevalence among 
men. As a result, the age-specific mortality curves [4] are also different for men and for 
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women (Fig. 4). Mortality has increased between 1996 and 2001/2 (Fig. 5 and Fig. 6). 
There were many more deaths among young women than among young men (Fig. 7 
and Fig. 8) and this difference was more marked in the later time period.

The marital status distributions from the DHS were applied to the 1996 and 2001 
estimates of population size (projected from UN data), by five-year age group and 
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sex. Table 5 shows, for the entire Zambian population, estimates of the sex ratio 
within each marital status group and percentage change in the absolute size of each 
group between 1996 and 2001. The only group not to have increased in size between 
1996 and 2001/2 was women in polygamous marriages. The groups of monoga-
mously married men in their first marriage and monogamously married women in a 
subsequent marriage have not increased in size as much as would be expected given 

Fig. 6. National age-specific mor-
tality rates for women in 1996 
and 2001. Estimates from ZDHS 
2001 Final Report [4]
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the overall population growth. A substantial increase has been seen in the number of 
monogamously married men who are in their second marriage and the sex ratio has 
also increased. The decline in the number of women in polygamous marriages could 
be linked to this if, in 2001 compared to 1996, a woman was more likely to marry a 
man whose marriage had ended, than to enter in to a polygamous union.

Table 5. Sex ratio (men : women) in 1996 and 2001 and percentage increase in size for 
each marital status group status for men and women aged 15 to 49. Base: Male and 
female survey samples, 1996 and 2001 DHS.

Current marital status

Sex Ratio % Increase 1996 to 2001

1996 2001 Men Women
Never married 1.78 1.71 10.6 15.0
Monogamous, on first 
 marriage

0.80 0.78  8.6 11.3

Monogamous, on 
 subsequent marriage

1.26 1.48 19.8  2.3

Polygamously married 0.41 0.42  2.1  −1.2
Formerly married 0.35 0.36 13.9  8.3
Total 0.98 0.99 10.9  9.6
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Discussion

Between 1996 and 2001 sexual behaviour has not changed as much among married 
people as it has among unmarried people in Zambia. There have been more changes 
in the risk behaviours of married men than married women, in part because men 
reported higher levels of risk behaviour at the earlier survey. Changes over time in 
the proportion of all men who had more than one partner in the year preceding the 
survey did not affect married men and did not affect the proportion of couples that 
were discordant for this behaviour [6].

The proportion of married men and women who reported having had sex by age 15 
declined significantly between 1996 and 2001 and this resulted in greater similar-
ity within couples. This increase in similarity between marital partners over time 
remained significant (adjusted OR 1.72, 95% CI 1.06–2.8) after controlling for 
potential confounders.

The proportion of monogamously married men who reported having been married 
more than once increased between 1996 and 2001. This resulted in more difference 
among the couples—in 1996 80% had the same past marriage history but this was 73% 
in 2001. This decrease in similarity within couples over time also remained significant 
after controlling for potential confounders (adjusted OR 0.67, 95% CI 0.51–0.89).

In the total sample, changes over time were observed in the proportions of 
men who were in the different categories of  marital status, but no changes were 
observed for women. There must be some reciprocity in the marriage patterns 
between the sexes; the differences in the proportions are probably explained by 
differences in the size and growth rates of  the male and female population. Some 
men and women marry partners outside the age range of  the survey which will 
also cause some imbalance.

Men and women experience different age-specific mortality rates: women’s mortal-
ity is greater than men’s in the younger age groups but lower from the mid-thirties 
onwards. Mortality rates for both sexes increased between the surveys. The observed 
mortality patterns may affect marriage in two ways: there is likely to be a larger 
increase in the number of widowed men than in the number of widowed women; the 
widowed men may choose much younger partners when they re-marry, because of a 
shortage of women of a similar age.

The absolute change in the estimated size of each marital status group between the 
two surveys shows that marriage patterns have changed for women as well as men. 
If  women who would have entered a polygynous relationship the first time they got 
married are now entering a monogamous marriage with a previously married man 
(perhaps because his first wife died) that would explain the differential change in 
monogamous marriage between the sexes.

Remarriage following the death of a spouse has long been considered as an HIV 
risk though data in support of this are limited. If  one spouse dies of AIDS and the 
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remaining spouse remarries there is obvious potential for the spread of infection. In 
Zambia there has been a tradition of levirate marriage, in which a widow marries a 
brother of her deceased husband, but the importance of this may have been over-
played [12] and it may be declining in prevalence [13]. However marriages in which 
the man has been married before are becoming more common.

It has not been possible to fully explore the changes in marriage dynamics in 
Zambia because of  limitations in the data. The analysis would have been aided 
by information on how marriages ended (death, divorce, separation), the dura-
tion of  the current marriage (as well as the time since first marriage), dates of 
the end of  any previous marriages and, for polygynous men, whether they remain 
married to all their wives.3 It will be important to understand future marriage 
patterns and how these change in response to the HIV epidemic and HIV associ-
ated mortality increases.

In a generalised epidemic it is likely that much HIV infection will be acquired within 
marriage: either because an infected person marries someone who is uninfected 
or because, in a marriage where both (or all) spouses are initially uninfected, one 
partner gets infected outside the marriage and then infects their spouse(s). In an 
established epidemic, pre-marital (relationship) counselling and testing becomes an 
important preventive measure. In a Lusaka study of married couples discordant for 
HIV infection and followed after VCT (and therefore aware of their status) the inci-
dence of HIV seroconversion was 8/100 person years [14]. 87% of these infections 
were acquired from the spouse [15]. This was in couples who are aware that one 
partner was infected. Most married people do not know their status or that of their 
partner. In the 2001 ZDHS 9.4% of women reported ever having been tested for HIV 
and this did not vary by marital status. 14% of men and 17% of married men had 
been tested. In the DHS, respondents were not asked why they had been tested but 
this information was collected in the 2003 Sexual Behaviour Survey. In that survey 
4% of the women and 3% of the men who had been tested said that they had been 
tested before marriage. It is worth noting that the percentage of women who reported 
a test in this survey was similar to the DHS (9%) but the proportion of all men was 
much lower (9%) as was the proportion of married men (11%) though there was still 
a significant difference between all men and married men. It appears that pre-mari-
tal testing is still uncommon in Zambia. In most of the married couples in the 2001 
DHS neither partner had been tested for HIV (78%); in 3% of couples both partners 
had been tested at some point in their lifetime. In 5% only the woman had been tested 
and in 14% only the man had been tested.

Changes in marital history, knowledge of HIV status and willingness to be tested for 
HIV, among married couples and among those who are about to get married, is an 
important area of research that may be used to identify whether patterns of trans-
mission are changing, and to provide information to prevention programmes. More 
detailed information on marital history is required.

3  This information is available in the 2001 survey.
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Abstract. Literature on AIDS has shown associations between migration and HIV infec-
tion. Yet the various types of mobility and different social contexts that characterize migra-
tion and non-migration are what tend to determine risk and sexual behaviour. Thus, it is 
important to acknowledge the diversity of migration and non-migration situations and 
to examine how migration affects HIV/AIDS knowledge, perception of risk and sexual 
behaviour. This study is based on a survey carried out in 2000 in the Senegal River valley 
(Sénégal). We investigated the impact of different types of migration on HIV/AIDS knowl-
edge, perception of risk, and protective behaviour both in origin and destination areas. We 
explored whether migration experiences influenced HIV/AIDS awareness in various ways, 
either through diffusion of information and/or through contact with the epidemic. Our 
analysis shows that in the Senegal River valley, internal and international migrants were 
not better informed about HIV/AIDS than the non-migrant population in the origin area. 
However, international migrants were more likely to use condoms in the host countries 
where they engaged in risky sexual behaviour than in their home communities. Back home, 
the protective strategy of international migrants was fidelity rather than condom use. By 
these means, migrants both conformed to social norms and avoided the risk of being stig-
matized. While international migrants were considered by their origin community to be a 
high risk-group, upon returning the international migrants themselves believed the risk of 
infection, which they associated with “others” and with “foreigners”, to be behind them. As 
they were not engaged in risky sexual behaviours in their home area, they did not perceive 
themselves to be at risk of infection. By contrast, internal migrants, who perceived them-
selves at risk, were more likely to use condoms than were non-migrants. They attributed 
the risk of infection more to the sexual encounter than to “others”. The constancy of their 
perception of personal risk (which stems from continuing risky sexual behaviour) could 
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explain the regular use of condoms during migration and upon their return. These find-
ings indicate that there was no direct link between knowledge of the disease and condom 
use. The gap existing between knowledge and behaviour (particularly among international 
migrants) is largely the result of differences in the perception of the risk of infection and in 
socio-cultural constraints.

Introduction

Since the beginning of the HIV/AIDS epidemic, migration has been identified as a risk 
factor associated with acquiring and spreading HIV infection [1–9]. But the literature 
sheds little light on the social and cultural contexts in which migrants and non-migrants 
operate, nor on the diversity of migration patterns; nor on the impact of these varying 
contexts and patterns on AIDS knowledge, perceived risk of AIDS and sexual behav-
iour among migrants and non-migrants. Only a few studies, moreover, have assessed the 
impact of migration on the level of HIV knowledge in sub-Saharan Africa [2, 10, 11].

This paper begins by summarizing findings from the literature. We then describe 
the regions of Richard-Toll and Matam in the Senegal River Valley where we con-
ducted our survey “Mobility and STI/AIDS in Senegal”, and outline the data collec-
tion methods there. We examine how HIV/AIDS knowledge, perception of risk and 
protective behaviour among migrants and non-migrants relates to different forms 
of mobility in both origin and destination areas. More specifically, we investigate 
whether i) the level of condom use among migrants is the same in destination and 
return areas, and ii) migration experience promotes a different risk management 
strategy among returnee migrants than among non-migrating counterparts. We end 
with a discussion of our findings and the conclusions we draw from them.

Literature

Social science research discusses the complex dynamic between migration, knowledge 
and sexual behaviour. On the one hand, mobility may enhance exposure to new infor-
mation networks during urban stays and international migration. Thus, migration is 
sometimes regarded as a factor favouring the “modernization of attitudes”. In high 
HIV and AIDS prevalence destination areas migrants are in contact with the reality of 
HIV/AIDS. Back in their own communities, migrants, who as returnees have a valued 
social status, are likely to act as a reference group, and diffuse information on HIV/
AIDS, thereby influencing their households and communities [12].

On the other hand, migrants are likely to be vulnerable in the destination area and less 
receptive than the local population to media messages and awareness campaigns [11, 4]. 
This is a common theme of analyses based on studies of labour migration in western and 
southern Africa where migrants are often in a situation of insecurity and vulnerability 
[5]. Some studies highlight the limited ability of migrants to understand HIV/AIDS mes-
sages in destination areas due to the language barrier. But even when language is not an 
issue, migrant populations in receiving areas are not always receptive to media messages 
as they do not generally feel fully integrated in the host community, and believe them-
selves to be protected by their culture and religion. Some studies indicate that migrants 
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access information on HIV/AIDS both at home and in their destination areas, and that 
these two sets of information are sometimes conflicting. [10].

Recent findings show that migrants and mobile persons (such as truck drivers and 
travellers) generally have a good knowledge of HIV/AIDS and of its means of preven-
tion [13]. Knowledge of HIV/AIDS is sometimes higher among migrant populations 
than among populations of the sending communities [14]. During the last ten years, 
awareness of HIV/AIDS has increased greatly among migrants living in developed 
countries. Community-level interventions, often taken over by migrant associations, 
help to explain this increase. Yet, notwithstanding this increase, the level of knowledge 
on HIV/AIDS still remains lower among migrants in developed countries than among 
the local host population [15, 16], due to the language barrier, higher illiteracy and a 
lack of concern about HIV/AIDS [11].

From the onset of  the epidemic, dissemination of  HIV/AIDS information has been 
a major strategy in the fight against the disease. The principle is simple: a wide 
dissemination of  medical knowledge should induce individuals to adopt healthy 
attitudes and sexual practices [17, 18]. This approach, however, has its limitations. 
It implies a direct relationship between knowing and doing. As with many other 
health-related risks, understanding the risk of  HIV/AIDS infection depends not 
only on understanding the mechanism of  disease transmission, but also on wit-
nessing the disease firsthand. Contact with the illness is at least as effective as 
radio broadcasts in affecting behaviour. Sexual behaviour, moreover, is a complex 
construct involving both individual and community-level factors [19]. Health-
 education alone cannot change risky sexual practices without taking into account 
the social and cultural context in which these practices occur.

Studies on protective practices reveal that mobile persons show a favourable attitude 
towards condoms and report using them very frequently during their moves [14, 13]. 
Back home, on the other hand, migrants make less use of condoms, particularly with 
regular partners. Some studies suggest that migrants are more often infected with HIV/
AIDS than non-migrants [20], but in a study in South Africa no statistical association 
was found between HIV/AIDS-prevalence and the migrants’ regular partners [21]. Ulti-
mately, the personal and socio-economic characteristics of individuals, as well as their 
sexual and social experiences and types of relationships, help to determine their protec-
tive behaviours [22,23].

Most analyses of the relationship between HIV/AIDS and migration do not acknowl-
edge migration as a multi-faceted phenomenon. There is little discussion of how the 
level of vulnerability and exposure to risk varies according to the type of mobility. Is 
the migrant alone or accompanied by his/her family? Is he or she looking for work, 
or travelling for business, study or political reasons? Is the move for a short or long 
period, circulatory or permanent? And do the origin and destination areas have high 
or low HIV/AIDS prevalence?

Different themes and assumptions emerge from the literature:
●  General awareness of HIV/AIDS, or more specific knowledge regarding severity and 

transmission, is a necessary condition for changes in sexual behaviour. Knowledge of 
HIV/AIDS can evolve from scientifically-based and experience-related information.
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● Migration can enhance scientifically-based and experience-related knowledge, and 
alter perception of the risk of AIDS.

● Migrants shape their sexual behaviours according to their knowledge and to the social 
and cultural context (destination and origin areas) in which they operate.

● Migrants’ behaviour in destination and return areas depends on the type of migration, 
and the duration and destination of the move. We have distinguished three categories 
of spatial mobility: international migration, internal migration and temporary short-
term moves. Migration and return migration can affect migrants’ perceptions of risk 
and sexual behaviours differently [24, 25].

Context

This study was carried out in the Senegal River Valley, in the regions of Saint Louis 
and Matam (Senegal). Situated on the northern border of Senegal, this zone has a 
long-standing tradition of high mobility. As in the rest of Senegal, there are intense 
flows of internal migration towards the main urban centres. But in this region, the 
rural exodus is also the result of a strong international migration. Both international 
and internal migrations involve mostly men.

Senegal is an African country with a relatively low HIV/AIDS prevalence: 1.4% of the 
whole population [26]. Nevertheless, Senegal includes some “pockets” of high HIV/AIDS 
prevalence, particularly in regions with high international mobility. The region of 
Matam, one of our study sites, has been mentioned as a high mobility zone with a 
higher level of HIV/AIDS prevalence than elsewhere in Senegal. Since 2003, the region 
of Matam has been officially included in the sentinel HIV/AIDS surveillance sites. 
In 2004, the HIV/AIDS prevalence rate was 2.2% [26], similar to the 2% estimated 
in 1990 [3]. A study conducted in 1990 among the general population (N = 600) in 8 
villages in the region of Matam (the Senegal River Valley) showed significant differ-
ences in HIV/AIDS infection between international migrants and other individuals [3]. 
Research carried out in the region of Ziguinchor in 1990 found a similar association 
between HIV sero-positivity and temporary rural-urban migration [27].

The economy, socio-cultural characteristics and migration patterns of the four proj-
ect sites differ considerably. One of the sites belongs to the delta region (the town of 
Richard-Toll), while the three others are located in the Middle Valley, not far from 
the town of Matam.

As a result of urbanization, there is great ethnic diversity in Richard-Toll, which 
is composed of  all the large groups of  Senegal (the Haalpoular, Soninkè, Wolof, 
Sereer, Diola…). By contrast, the largely rural zone of Matam is mainly inhabited 
by the Haalpoular (77% of the population). The population of Richard Toll is better 
educated than that of Matam. The proportion of the population who never attended 
school is 1.45 times higher in Matam than in Richard Toll. The sugar industry and 
the derived commercial activities employ the majority of Richard-Toll’s working 
population. Nearly a third (31.5%) of Richard-Toll’s active males are employed by 
the Compagnie Sucrière du Sénégal. Agriculture and livestock farming are the primary 
economic activities in Matam.
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Migration patterns are very different in the two zones. With the expansion of indus-
trial and commercial activities, Richard-Toll has become an important regional 
attraction pole. Given that the activity of the Compagnie Sucrière du Sénégal is mostly 
seasonal, internal migration towards Richard-Toll is also mostly seasonal. In the 
Matam area (the middle valley), international migration is more prevalent. Accord-
ing to our data, nearly 22% of males in Matam (aged 15–49) reported having lived 
abroad at some time since 1985. Very different international migration patterns are 
observed in these two areas: international flows are mostly directed towards neigh-
bouring countries (Mauritania) in Richard-Toll, whereas in Matam they are mainly 
headed towards Côte d’Ivoire (65%) and Central Africa (Central African Republic, 
Congo, Burundi, etc.), i.e. countries with higher HIV prevalence. In Mauritania, HIV 
prevalence is slightly lower than in Senegal.

Overall, the areas of Richard-Toll and Matam constitute two contrasting settings, 
within which HIV/AIDS knowledge, perceived susceptibility to AIDS and sexual 
behaviour should express themselves differently. Urbanization, schooling and the 
development of wage employment, as in Richard-Toll, probably mean better access 
to HIV/AIDS information, but also increased risky sexual behaviours due to the loos-
ening of social ties. Commercial sexual services are readily available in Richard-Toll. 
In this context, we assume that there is relatively weak social control over sexuality. 
By contrast, the socio-cultural conditions in the Matam area suggest strong social 
control over sexuality, particularly for young girls. Migrants are often perceived to be 
individuals who spread disease and break sexual taboos.

Data and Methods

The survey “Mobility and STI/AIDS in Senegal” (MISS – Mobilité et IST/Sida au 
Sénégal) was conducted in the Senegal River valley in January and February 2000 on 
a representative sample of 1,872 individuals aged 15–49 [9]. Of the 1,320 respondents 
(one per household), 46% were males, 13.6% had experienced an international migra-
tion since 1985 and 81% had already had sexual relations. There were differences 
between the sample and the surveyed population. This was not the consequence of 
refusals, which were very low (0.4%), but of the high mobility of the surveyed popu-
lation. To maximize the surveyed international migrants, the listings preceding the 
survey included all international migrants likely to be present (such as for a visit for 
Muslim holidays) at the study site at the time of the survey. A high percentage of 
them were still away at the time of the survey.

Both household and individual questionnaires were used in Richard-Toll and in 
the three sites of  the Matam region. Household questionnaires focused mainly 
on the household’s economic situation and on housing conditions. The individual 
questionnaire included questions on the socio-economic and demographic charac-
teristics of  the respondents and on their migration history. Data were collected on 
the respondents’ sexual history in their actual residence, during their last internal 
or international migration and during their last short-term move. Finally, respon-
dents were questioned on their knowledge and perceptions of  sexually transmitted 
infections (STI) and HIV/AIDS.
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We used ordered and binary logistic regressions to assess the effect of migration on 
HIV/AIDS knowledge, perception of the risk of AIDS and condom use. For the 
analyses of knowledge and perception of risk, data the Richard-Toll area and the 
Matam zone were analysed separately.

To assess AIDS-related knowledge, questions covered HIV/AIDS awareness, AIDS 
seriousness and routes of transmission and means of protection. We constructed a 
global index of knowledge, scoring 13 questions on different topics: general aware-
ness on HIV/AIDS and other STI, perception of HIV/AIDS severity (its curability 
and the concept of asymptomatic infection), routes of transmission (sexual, mother-
to-baby, blood borne), false beliefs (i.e. touching the body or sharing food with some-
one with the HIV/AIDS virus, mosquito bite) and condom awareness as a means of 
HIV/AIDS prevention. The constructed scale for this variable ranged from zero to 
thirteen and three levels of knowledge were specified: 1) low score (0–7); 2) medium 
score (8 –10); 3) high score (11–13).

We assessed condom use both during migration and in the return area. First, we asked 
respondents whether they had used condoms (always, often, seldom, never) with casual 
partners or sex workers during their last migration. Second, we asked about use of con-
doms for each reported sexual partner, other than a marital partner (fiancée, girlfriends, 
casual partners, commercial sex workers), in the last twelve months in the return area.

We used a logistic regression analysis to identify predictors of the likelihood of using 
condoms in the last twelve months. We defined the outcome as consistent condom 
use versus non-consistent use with all partners (apart from marital partners) in the 
last twelve months preceding the survey. The unit of observation was the sexual part-
nership reported by respondents. Consequently, the analysis was based not on the 
239 persons who declared multiple or extra-marital partners, but on the 332 sexual 
partnerships reported by these same respondents. We adjusted the analysis to allow 
for the non-independence of data within individuals.

We analyzed the third outcome, perception of risk of AIDS, as a binary variable: 
those who did not perceive themselves at risk compared to all the others, whatever 
their perceived risks.

We distinguished three types of spatial mobility according to the destination area, the 
duration of the migration and the reference period, using the following definitions:
●  An international migrant is an individual born in Senegal who has left the country 

for a period of at least six months during the fifteen years preceding the survey, 
i.e. between January 1985 and January 2000. We chose the year 1985 because of 
its proximity to the year when the first cases of AIDS were declared in Senegal 
(in 1986). Since the survey was carried out in the places of origin of international 
migrants, nearly all the interviewed international migrants are returnee migrants. 
This long recall period (15 years) was necessary in order to take into account 
international moves which sometimes last more than 10 years; this also allowed 
us to interview returnee migrants when they were back in their areas of origin. 
Among the international migrants, more than 70% left Senegal since 1990 and 
more than 50% since 1992.
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●  An internal migrant is an individual who has moved within Senegal and outside 
the limits of his or her place of residence for a period of six months or more. 
The move must have occurred during the fifteen years preceding the survey, i.e. 
between January 1985 and January 2000.

●  A temporary short-term move is carried out by an individual who is away from his or 
her place of residence for a period of at least one night and at most three months. 
The move must have occurred during the three months preceding the survey.

Since a single individual can have undertaken different types of migration, for the 
purpose of this analysis, we created four mutually exclusive categories:
●  Non migrants, i.e. sedentary individuals who have not travelled during the three 

months preceding the survey and who have not migrated since 1985. The 556 
individuals in this category represent 42.1% of the sample.

●  International migrants, i.e. individuals who have migrated abroad at least once 
since 1985. There are 178 in this category, or 13.5% of the sample.

●  Internal migrants, i.e. individuals who have not lived abroad since 1985, and who 
have migrated in Senegal at least once. There are 310 in this category, or 23.5% of 
the sample.

●  Travellers, i.e. individuals who have moved for a short period and who have not 
migrated outside or within Senegal since 1985. There are 276 in this category, or 
20.9% of the sample.

We adjusted for the following confounding variables: (1) area of  residence, (2) sex, 
(3) age at the time of  the survey, (4) marital status, (5) the respondent’s educational 
level, (6) knowing someone with HIV/AIDS, (7) the household’s economic status, 
and (8) level of  knowledge about HIV/AIDS. The age and the marital status were 
specified at the beginning of  the migration for migrants and at the time of  the sur-
vey for non-migrant individuals or temporary travellers. The economic indicator of 
household wealth was created using the “score method” based on the condition of 
the house and the possession of  goods (radio, television, a living room, cart, …), 
animals and farmlands. Given the sample size, we used three categories: the poor, 
the moderately poor and the non-poor. We categorized AIDS knowledge according 
to three levels: low, medium and high. We used the area of  residence as a proxy for 
the effect of  social context on risky sexual practices.

For the analysis of condom use in the last twelve months, the model also included variables 
describing sexual relations: (9) type of partner: fiancée, girlfriend, casual partner, 
commercial sex worker, etc., (10) sexual activity and (11) other known or suspected 
sexual partners of the respondent’s actual partner. Since there were only 79 partnerships 
in the data from the Matam area, we conducted the analysis for the sites together and 
adjusted for site, and for interaction between migration status and area of residence.

We tested all independent variables individually (Wald test). These variables entered 
the first model, after adjusting for migration, age and sex, if  they were associated 
with consistent condom use below a 0.25 level of significance. The use of a backward 
step-wise binary logistic regression was used, taking into account the structure of the 
data according to sampling design (stratification and cluster sampling (svylogit in 
STATA®)). The final model includes only statistically significant variables (p < 0.05). 
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This analysis used the STATA program (STATA® 8.0, 2003; Stata Corporation, 
 College station, Texas, USA).

In retrospective surveys, the temporal sequence of the perception of risk and behav-
iour is unknown. Individuals assess their personal risk of infection based on their 
awareness of HIV/AIDS and their sexual behaviour. In turn, their perceived personal 
risk is likely to affect their sexual and protective behaviours. Therefore, the analysis 
of condom use was not adjusted for perception of risk.

Results

This study addresses three key questions. First, does migration experience increase 
HIV/AIDS- related knowledge? Second, does migration experience lead to increased 
use of condoms during risky sexual practices? We define a risky sexual behaviour as 
any sexual encounter with an occasional partner or a commercial sex worker, regard-
less of the use of condoms. And third, how do migrants perceive their personal risk 
of infection upon their return and handle sexual risks in their area of origin?

The Experience of Migration and HIV/AIDS Related Knowledge

Awareness of HIV/AIDS and condoms is high in both Richard-Toll and Matam, 
as 99% of respondents reported that they knew of HIV/AIDS and 94% stated that 
they knew about condoms. Likewise, almost all respondents who had heard of 
HIV/AIDS knew about its severity. In both populations, 92% of respondents knew 
that HIV/AIDS is lethal and 91% of them were aware that there is no cure for the 
disease. However, high levels of HIV/AIDS knowledge (a knowledge index above 10) 
was 3.4 times more frequent in Richard-Toll than in Matam, while low knowledge 
levels were 3.7 times more frequent in Matam. Within each of  the study sites, 
HIV/AIDS knowledge was higher among men. In Richard-Toll and Matam, propor-
tions of males with good HIV/AIDS knowledge were respectively 1.5 and 4.1 times 
higher than that of females (Table 1).

The proportions of people who reported knowing someone with HIV/AIDS were 
much higher in the three Matam sites than in Richard-Toll (OR = 3.16, p < 0.001). As 
Figure 1 shows, there were small and non-significant variations between the Matam 
study sites. Overall, these results are in line with medical observations. The prevalence 
of HIV/AIDS reported by medical authorities (health centres, regional hospital) was 
higher in the department of Matam than in that of Dagana, where Richard-Toll is 
located. In Richard Toll, the risk of knowing someone with HIV/AIDS rose as the 
age of the respondents increased, for both men and women. In Matam, there were 
no significant trends with age.

Our previous work suggested that migration experience does not influence global 
HIV/AIDS-related knowledge among the populations of the Senegal River Valley. 
Nevertheless, migrants were more likely to be aware of asymptomatic transmission 
than non-migrants (OR = 1.66; p = 0.015). This advantage, however, is restricted to the 
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international migrants in Richard-Toll, i.e. individuals who have migrated mainly to 
Mauritania [9].

We ran the ordered logistic model for all variables shown in Table 1. It shows that the 
level of knowledge was associated with similar factors in Richard-Toll and Matam. 
There was a higher accuracy of knowledge among men and in older age groups in 
both areas. As expected, level of education, exposure to the media (radio and televi-
sion), and knowing someone with HIV/AIDS greatly increased the level of HIV/AIDS 
knowledge. The multivariate analysis (Table 1) suggests that there is little association 
between any type of mobility experience – temporary move, internal or international 
migration – and HIV/AIDS knowledge, in either Richard-Toll or Matam, although 
international migrants in Matam were less knowledgeable about HIV/AIDS than 
non-migrants in the adjusted analysis (adjusted OR = 0.48; p = 0.04).

Mobility, Condom Use and Perception of Risk

We conducted the descriptive analysis of the relationship between mobility and con-
dom use in two phases. First, we examined whether migrants change their protec-
tive behaviour in destination areas. To assess this change, we compared the sexual 
behaviour of migrants during migration, with that of non-migrants during the last 
twelve months before the survey, after adjusting for confounding factors such as age, 
sex, marital status and education. Second, we compared the protective behaviour of 
migrants in destination and return areas (survey sites).

These two comparisons attempt to assess the influence of social and cultural con-
texts (in origin and destination areas) on the protective behaviour of migrants. 
Notwithstanding the long recall period (7 years on average among international 
migrants), which could lead to underreporting of condom use in destination areas, 

0%

5%

10%

15%

20%

25%

30%

35%

40%

Total
Richard-Toll

Total site n°1 site n°2 site n°3

Matam

Fig. 1. Percentage of respondents who reported knowing someone with AIDS  (presumed 
or not) by place of residence (MISS, 2000)
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or to increased HIV/AIDS knowledge and consequent behaviour changes, the results 
reveal a lower use of condoms in survey sites than in destination areas.

In these two analyses, we compare consistent condom use with casual partners and 
commercial sex workers during migration with consistent condom use in return areas 
in all types of relationships (including girlfriends, but excluding marital partners). 
Although this comparison could result in an underestimation of condom use in the 
survey sites, systematic condom use with a girlfriend was as frequent as with a casual 
partner (respectively 54% and 57%). Condoms were used less with fiancées (36%), 
but this situation accounted for only 9% of sexual encounters.

Protective Behaviors in Migration Areas
In Richard-Toll and Matam, international and internal migrants reported engaging 
in more risky sexual behaviour (i.e. sexual relations with occasional partners and 
commercial sex workers) in the migration areas than did non-migrants after adjust-
ment for age, sex, education, and marital status [24].

Results in Table 2 show condom use by male migrants and non-migrants in both study 
sites. Nearly 80% of international migrants reported using condoms consistently during 
each intercourse with occasional partners and sex workers in the migration areas. 
While consistent condom use for internal migrants and travellers in the destination 
areas was 54% and 20% respectively. After adjusting for age, education, marital status 
and area, consistent condom use was much higher in international migrants, than in 
non-migrants, with no significant differences between internal migrants or travellers 
and non-migrants (Table 2).

Protective Behaviors in Return Areas
International migrants reported a decreased use of condoms on return (Figure 2): the 
prevalence of condom use fell from 79.6% during migration to 36.5% in the return 
areas (RR = 0.48; Fischer’s p = 0.001). There was no significant trend among internal 
migrants or temporary travellers. Moreover, international returnee migrants were not 
very likely to protect themselves consistently when travelling within Senegal: only a 
quarter of international migrants (25%) reported using a condom at each intercourse 
during short-term moves.

Multiple regression results show that consistent use of condoms is associated with 
only a few socio-demographic and economic characteristics of the respondents and 
their sexual partner(s) (Table 3). The respondent’s age and the frequency of sexual 
encounters are significantly associated with protective behaviour. Respondents aged 
20–29 and 30–49 were more likely to use condoms in a consistent way than were those 
below age 20 (OR = 3.1 and OR = 2.7, respectively). If there was less than one sexual 
encounter per month, consistent protective behaviour was likely to increase (OR = 2.3; 
p = 0.01). However, consistent use of condoms was not significantly associated with the 
following variables: place of residence, marital status, respondent’s level of education, 
household’s economic status or other characteristics of  the sexual relationship. 
HIV/AIDS knowledge was not associated with consistent use of condoms.
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Fig. 2. Consistent condom use during migration or short-term move and in return area, 
by migration status (MISS, 2000)

The only association between migration status and consistent condom use on return 
was for internal migrants, with higher proportions of internal migrants than of non-
migrants reporting consistent condom use. There was no such association for short-
term travellers or international migrants (Table 3). There was no interaction between 
migrant status and place of residence.

Mobility and Perception of Risk in Return Areas
A binary logistic regression model was used to identify the factors associated with 
the perception of the risk of AIDS (low or high risk) in return areas. We adjusted 
the model for the following variables: sex, age, marital status, migrant status, educa-
tion, household wealth, and knowing someone with HIV/AIDS. Table 4 shows that 
in return areas international migrants did not perceive themselves more at risk than 
did non-migrants. Although international migrants were aware of HIV/AIDS risks 
(the proportion of international migrants that knew someone living with HIV/AIDS 
was 1.8 times higher than among other respondents), they were not more likely to 
perceive themselves as being at risk than were non-migrants.. However, while internal 
migrants in Richard-Toll did not perceive HIV risks differently than did other indi-
viduals of this community, in Matam, internal migrants perceived themselves more 
at risk than non-migrants (OR = 2.21 ; p = 0.03).

Discussion

Overall in the Senegal River valley, after adjusting for other factors, internal and 
international migrants were not better informed about HIV/AIDS than their   non-
migrating counterparts. The experience of migration in contexts with broader 
 coverage of awareness campaigns (as in urban areas), or in countries with higher 
HIV prevalence (Côte d’Ivoire, central and southern African countries), does not 
seem to have increased knowledge of the routes of transmission and the means of 
prevention of HIV/AIDS.
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As for other diseases, knowledge regarding HIV/AIDS depends not only on the informa-
tion conveyed by health professionals and the mass media, but also on the experience 
obtained through contacts with the illness. Proximity to HIV/AIDS seems to increase 
sensitivity and interest for this illness and its health risks. In the Matam study sites, the 
populations had greater contact with the illness given the higher prevalence of HIV/
AIDS in this area. HIV/AIDS was a more tangible reality in Matam than in Richard-
Toll. We measured experience-related knowledge of HIV/AIDS with the variable “know-
ing someone with HIV/AIDS”. Despite its appeal, the interpretation of this variable is 
limited. Respondents can report knowing someone who really has HIV/AIDS, but it can 
also be someone whom they believe to have HIV/AIDS. The index increases significantly 
if there are well-known people with HIV/AIDS in the community. Moreover, there is 
likely to be a cluster bias, particularly if several people are interviewed within a family, 
although in this survey, only one person per household was questioned.

Yet, even if  migrants are not better informed about HIV/AIDS than non-migrants, 
they report using condoms more frequently with occasional partners or sex workers 
in destination areas. This protective conduct varies considerably according to the 
type of migration. International migrants reported almost always using condoms 
while abroad. Of interest, migrants in Mauritania (a low HIV prevalence country) 
used condoms as consistently as migrants in Central Africa and Côte d’Ivoire (higher 
HIV/AIDS prevalence countries), suggesting that protective behaviour was not so 
much in response to the level of  HIV risk in African countries, but more to the 
risk of the relationship. Once back in Senegal, international migrants apparently 
gave up this means of protection. On the basis of several opinion questions, it seems 
that international migrants were more reluctant than non-migrants to use condoms [9]. 
International migrants usually rejected condom use to avoid stigmatisation. They felt 
under suspicion of HIV infection when they came back home, so they chose fidelity 
to their regular or marital partner in their home community [24].

High proportions of internal migrants used condoms consistently in destination 
areas; and once back home, unlike international migrants, kept on using them, even 
more frequently than non-migrants. Finally, short-term travellers seldom used con-
doms, either during the move or in their place of residence.

There is the possibility of reporting biases in the responses to queries about condom 
use. We cannot exclude the possibility that respondents adjusted their answers to med-
ical norms and thus were inclined to answer “always” when they were asked whether 
they used condoms. Alternatively, moral prejudices or religious taboos could result in 
a reluctance to report condom use. We found that international migrants had a more 
reluctant attitude towards condom use than non-migrants. Yet, they claimed to use 
condoms consistently while abroad and one fourth of them declared using them dur-
ing short-term moves within Senegal. Consequently, we do not feel that differences 
in reported condom use were due to differential reporting bias by migration status of 
respondents. This is detailed in the MISS survey report [9].

This study reveals that the connection between health-related knowledge and 
 behaviours was not linear and direct. The same knowledge resulted in different pro-
tective behaviours depending on the social and cultural context in which the migrants 
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operated. The behaviour change appeared to be determined more by crossing the 
national border than by other moves, perhaps because migrants perceived the risk 
to be higher there. However behaviour reflects constraints imposed by the social and 
cultural context as well as perceived risk.

For international migrants, as for many other residents of the Senegal River valley, 
HIV/AIDS is thought to be the disease of “others” and of “elsewhere”. The home 
community represents a space safeguarded by Islam and its culture: a space pro-
tected from the “transgressions” which favour HIV transmission (multiple sexual 
partnerships and extra-marital relations). Female sexuality is still controlled, notably 
by early marriages and the levirate, and extra-marital sexual relations are always 
condemned and sometimes punished, especially for women. However the perception 
of the community as a protected space has changed markedly over the last few years. 
International migrants who wish to marry within the community may occasionally 
be HIV-tested, sometimes without them knowing. In these villages AIDS is not a dis-
ease that exists only in radio broadcasts. Persons with AIDS are a reality. Undoubt-
edly it is this tangible presence of AIDS, rather than any real or imagined change in 
sexual codes, that resulted in the fact that more than 70% of respondents at the time 
of the study perceived AIDS as a serious threat for their community.

International migrants used condoms because they were aware of HIV/AIDS, its 
severity and the means of protection. But because they related HIV/AIDS to for-
eigners and to foreign countries, international migrants were more likely to protect 
themselves abroad than within Senegal during sexual relations with casual partners.

Internal migrants associated the risk of infection with multiple and casual sexual 
partnerships. More than one-third of male internal migrants had several sexual part-
ners other than their spouse(s) in the return area. Multiple partnerships were more 
frequent among internal migrants than among non-migrants. These differences from 
non-migrants were not observed among international migrants and short-term trav-
ellers [24]. A perpetuation of internal migrants’ sexual behaviour – with its related 
perception of  risk – helps to explain the more frequent use of  condoms in the 
return area.

The level of condom use is in response not only to perceived risks, but also to the 
social context within which migrants operate. Understanding protective behaviour 
requires understanding the societal incentives or constraints for using condoms.

Generally, international migrants, particularly in the middle valley of the Senegal 
River, acquire prestige and power upon their return to their home communities. In 
this region of Senegal, a large part of the economic and social life of villages and 
towns depends on international migrants. Migrant remittances ensure every day life 
for families who remain in the villages, contribute to the improvement of housing 
and enhance community development (health centre, school). Remittances also help 
to modernize farm activities and develop private businesses.

Upon return to their home communities, international migrants seek to re-integrate 
through conformity rather than social change. In Matam, 60% of international 
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migrants asserted having changed their behaviour since they became aware of HIV/AIDS 
and reported being faithful. The choice of fidelity probably explains why the personal 
perception of risk has changed. Sexuality is under strict regulation by the community, 
and behavioural changes will only last if  they are accepted [28].

In the last twelve months, 9% of  international migrants reported multiple casual 
partners compared to 20% for the rest of  the population. In previous studies, we 
showed that the choice of  fidelity among international migrants upon their return 
to Matam corresponded to a means of  protection with a lesser social cost than 
condom use [24, 29]. Interestingly, 66% of  respondents in Matam reported that 
HIV/AIDS is transmitted by sexual contact abroad, and 25% indicated that inter-
national migrants are a high-risk group. These proportions were higher in Matam 
than in Richard-Toll [9].

In contrast to international migrants, the return of internal migrants is not a key 
social issue. While internal migration is economically important for the migrant and 
his family, the social status of internal migrants does not change when they return 
home, or not as significantly as does that of international migrants. Internal migrants 
integrate less obtrusively back into their home communities and are not suspected of 
being “disease importers” as are international migrants. Their sexual behaviours do 
not change on return. In Matam, a large number of internal migrants had multiple 
sexual partners, both during migration and at home. However they reported behav-
iour change in response to HIV/AIDS. They perceived themselves at risk of infection 
and were more likely to use condoms than were other respondents [29]. The percep-
tion of risk, then, is probably linked to a personal sexual history (more frequent 
multiple partnerships) and to the perception that HIV/AIDS is a serious threat to the 
health of the community (more pronounced in Matam than in Richard-Toll) [24].

Conclusion

The survey Mobility and STI/AIDS in Senegal (MISS – Mobilité et IST/Sida au 
Sénégal) allowed an in-depth analysis of the relationship between mobility and HIV/
AIDS. The literature on HIV often addresses these associations in a simplified way 
- the migrant being represented as a carrier of the infection or as a vulnerable per-
son at risk of becoming infected – without acknowledging the variety of population 
movements in Africa [24].

Our study explicitly examined the link between migration, HIV/AIDS-related 
knowledge and protective sexual behaviour in return areas (risk of  diffusion) 
by using a conceptual framework that considered: 1) various types of mobility; 
2) different social contexts, and 3) the difference between migrants and non-migrants 
in AIDS-related knowledge and protective behaviours. The influence of  the macro-
social level was studied by using two areas of the Senegal River valley with contrasting 
mobility and socio-economic factors. By conducting the study in the migrants’ area 
of  origin, i.e. the area of  socialization and of  sexual initiation, we were able to 
identify the differences in knowledge and protective behaviours between migrants 
and non-migrants.
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Overall, results of this study show that migration towards urban areas and countries 
with high HIV/AIDS prevalence – with probably better coverage of HIV/AIDS aware-
ness campaigns – did not enhance the knowledge of migrants from the Senegal River 
valley. Still, international migrants were more likely to use condoms in the host coun-
tries where they engaged in risky sexual behaviour than in their places of origin. Back 
in their home communities, international migrants, no longer perceiving themselves 
at risk and wishing to conform to societal sexual codes, gave up the use of condoms. 
Unlike internal migrants who perceived themselves at risk both during migration and 
at home and thus adopted the use of condoms more often than non-migrants.

Findings of this research suggest that there is no direct link between knowledge and 
condom use. The gap which exists between knowledge and behaviour (particularly 
among international migrants) seems to result from differences in the perception 
of the risk of infection and from socio-cultural constraints. Indeed, international 
migrants, once they returned, did not feel more at risk than non-migrants. They con-
sidered that the risk of infection, which they related to “others” and to “foreigners”, 
was now behind them. To conform to social norms and avoid the risk of being stig-
matized, their protective strategy involved fidelity rather than condoms.. Conversely, 
internal migrants from Matam perceived themselves significantly more at risk than 
non-migrants. They associated the risk of infection more with the sexual encounter 
than with “others”. The constancy of their perception of personal risks (which arises 
from continuing risky sexual behaviours) probably explains their regular use of con-
doms during migrations and upon return.

Behavioural change requires a minimal level of knowledge of HIV/AIDS and its 
risks. But, scientific knowledge on health risks does not necessarily predict health-
based behaviour. Migration is an important reality of the diffusion of HIV/AIDS 
in sub-Saharan Africa. HIV/AIDS prevention strategies, nonetheless, must not 
ignore the socio-cultural context within which migration occurs. There is a need to 
understand risky mobility situations and how migrants manage their sexual risks in 
 complex societal settings.
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Abstract. HIV spread rapidly in Zimbabwe in the mid-late 1980s. By the mid-1990s, 
one-quarter of adults in the country were infected with HIV. HIV-1 subtype C is 
believed to be the predominant sub-type within the country and its spread has been 
mediated overwhelmingly by heterosexual sex. Sexual networks shaped by cultural and 
colonial influences, and the combination of a relatively high level of development and 
marked socio-economic inequalities, have facilitated the spread of HIV infection into 
the majority rural population, and have thereby fueled the large national epidemic. 
Classic sexually transmitted infections such as syphilis, gonorrhoea and Chlamydia 
have been controlled during the epidemic through a pioneering syndromic manage-
ment programme, but Herpes simplex virus type 2 is extremely common. Male cir-
cumcision is only practised in minority groups. Blood transfusions were screened for 
HIV from an early stage in the epidemic and there is little evidence that contaminated 
needles have made more than a modest contribution to HIV transmission. The socio-
demographic effects of the epidemic have been devastating and include sustained, 
crisis-level adult mortality, particularly in the most  economically-active age-groups, 
a reversal of previous gains in early childhood  survival, a rapid decline in population 
growth, and an inexorable rise in orphanhood. Since the late 1990s there have been 
signs of a leveling out in the HIV epidemic and of a decline in HIV incidence. There 
is evidence of reductions in rates of sexual  partner change and of a decline in HIV 
prevalence in young  people. These encouraging trends may reflect saturation of the 
epidemic within high risk groups, heightened mortality due to ageing of  HIV 
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infections, and changes in behaviour adopted in the face of the extreme adult mortality. 
Zimbabwe’s well-educated population and extensive primary health care network are 
conducive to a relatively rapid response to the HIV epidemic and the Government’s 
intensified efforts to control HIV transmission supported by those of its partners are 
also likely to have played a part in placing a brake on the national epidemic.

Introduction

Zimbabwe is a land-locked country of some 11.6 million people in southern Africa 
lying to the west of Mozambique, to the east of Botswana, to the north of South 
Africa and to the south of Zambia and Malawi. The country gained independence 
in 1980, since when the Government has greatly expanded access to education and 
 primary health care services, even in rural areas far from the main urban centres. 
Despite recent economic difficulties, Zimbabwe remains one of the more developed 
countries in sub-Saharan Africa [1] with a GNI of US$2,120 per capita, an  educated 
population and a well-developed transport and communications infrastructure. 
 Mortality rates were amongst the lowest in the region prior to HIV/AIDS and  fertility 
rates were already in decline in the 1980s.

The HIV epidemic in Zimbabwe appears to have taken hold in the mid-1980s [2] and 
the country has been one of the most severely affected in sub-Saharan Africa [3]. 
In this article, we provide an overview of the current understanding of the course 
of the HIV epidemic in Zimbabwe, of the epidemiology of HIV infection within 
the country and factors that may have contributed to the size of the local epidemic, 
of the demographic effects of the HIV epidemic and of its current status, as well as 
 summarising the national response to the epidemic.

Levels and Trends in HIV Prevalence

Current Estimates

HIV-1 subtype C is understood to be the predominant strain of HIV infection in 
Zimbabwe [4]. In accordance with WHO/UNAIDS recommendations for coun-
tries with widely disseminated HIV epidemics, routine data for sentinel surveillance 
 purposes are collected from pregnant women attending for check-ups at antenatal 
clinics (ANCs) [5]. The unadjusted ANC data for 2002 yielded an estimate of HIV 
prevalence among women attending antenatal clinics in Zimbabwe as a whole of 
25.7% (1,784/6,938).

However, experience has shown that ANC surveillance data can provide biased 
 estimates of HIV prevalence amongst adults in the general population due to problems 
such as non-representative selection of clinics included in the national  surveillance 
system, over-representation of more sexually-active individuals, sub- fertility in HIV-
infected women, and differences in HIV prevalence between men and women [6]. 
Furthermore, the effects of these biases can differ between countries. UNAIDS and 
their partners have therefore developed the Epidemic Projection Package (EPP) and 
the Spectrum package to adjust for the effects of these biases in different settings and 
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to provide improved estimates of levels of HIV prevalence in individual countries 
that are informed by past as well as the most recent data [5]. When these methods 
were applied to meet United Nations requirements for a national estimate for HIV 
 prevalence among men and women aged 15–49 years as at the end of 2003 [7], a fig-
ure of 24.6% (UNAIDS plausible range: 20%–28%) was obtained.

The 24.6% national HIV prevalence estimate for 2003 [7] was substantially lower 
than the previous estimate for 2001 (33.7%) [3]. However, this was mostly due to 
 improvements in the methods of estimation resulting from devolution of the estima-
tion process to the country level and the availability of new demographic data, rather 
than to a real reduction in HIV prevalence occurring over time. Indeed, a downward 
revision of the 2001 estimate to 24.9% was released at the same time as the estimate 
for 2003 [7].   

Perhaps the most important of the innovations made in 2003 was the identification 
of a separate “other” population stratum which covered centres of formal sector 
employment such as rural administrative centres, mining areas and large-scale farm-
ing estates. For the 2001 and earlier rounds of national estimates, ANC surveillance 
sites were categorised as either urban or rural (with “other” areas being included in 
the rural category), HIV prevalence for all rural sites was reduced by 20% to take 
account of a peri-urban bias in the selection of these sites, EPP was used to gen-
erate separate HIV prevalence estimates for the urban and rural populations, and 
these estimates were combined using weights for the respective populations obtained 
from Census data to yield an overall national estimate. However, the Zimbabwe 
National HIV/AIDS Estimates Working Group 2003, comprised of Ministry of 
Health, National AIDS Council, Central Statistics Office, and other locally-based 
epidemiologists and demographers, established that the 20% adjustment for over-
 representation of peri-urban sites within the rural ANC sites was inadequate and the 
HIV prevalence estimate for 2001 had been overstated.

Newly available Census data for 2002 showed that the “rural” population  constituted 
68% of the total and that one-seventh of this population lived in “other” areas [8]. 
However, more than one-third of the ANC sentinel surveillance sites  categorised as 
“rural” in 2001 were located in “other” areas and local studies indicated that HIV prev-
alence was much higher in these areas than in truly rural locations. For example, HIV 
prevalence in small towns and estates in Manicaland province between 2001 and 2003 
were 33% and 21%, respectively, whilst HIV prevalence in rural business centres and 
villages was 16%. In a national population-based survey (the ZiChiRe Study) of 16–29 
year-olds in growth points (administrative centres designated by the  Government as 
foci for rural development) conducted in 2001, HIV prevalence was found to be 26% 
(15% and 34% in males and females, respectively) [9]. It was therefore decided to fit 
EPP separately to the ANC data from urban, other and the remaining rural sites in 
the 2003 exercise and this contributed to the downward revision in the 2001 estimate. 
In addition, one sixth of the remaining rural ANC surveillance sites were identified as 
lying in growth points and trading centres located along major roads where HIV preva-
lence is also higher than in the subsistence farming villages in which the great majority 
of Zimbabwe’s rural population live. Detailed analysis of the ANC data and data from 
population-based studies indicated that HIV  prevalence estimates derived from these 
sites should be reduced by 30% to adjust for this bias.
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Other modifications made in the 2003 round of national HIV/AIDS estimates 
included minor changes to the standard UNAIDS assumptions on the relationship 
between HIV prevalence in women attending antenatal clinics and women in the 
 general population and on the ratio of HIV prevalence in women to HIV prevalence 
in men in the three population strata. The female-male sex ratio of HIV prevalence in 
each population stratum is currently of the order of 1.35:1 [7, 10–12].  Comparisons of 
HIV prevalence in pregnant women and women of reproductive age made in localised 
population-based surveys [13] suggested that ANC estimates in urban areas are close 
to HIV prevalence in women rather than the adult population as a whole as is usually 
assumed. This may be because age at first sex is delayed and contraceptives are widely 
used in urban areas of Zimbabwe. This modification also slightly reduces the HIV 
prevalence estimates for current and past years.

Other factors that contributed to the revision in HIV/AIDS estimates for previous 
years included inclusion of newly available ANC surveillance data and  omission of 
duplicate sites and data points from two sites (Chiredzi, data points prior to 2001; 
and Musume, data for 2000) that the National HIV/AIDS Estimates Working Group 
considered to be inconsistent and implausibly high. The resulting ANC-based 
national estimates for 2003 indicated that HIV prevalence in adults aged 15–49 years 
in 2003 was 28%, 35% and 21% in urban, other and rural areas, respectively.

Some independent corroboration for the resulting 2003 round of ANC-based esti-
mates is provided by data from the Zimbabwe Young Adult Survey, a nationally 
representative, population-based survey of HIV risk behaviours and prevalence 
among young adults aged 15–29 years [12]. These data indicate that HIV prevalence 
was 10% and 22% among men and women aged 15–29 years, respectively, in 2001. 
Extrapolating from these data using the ratios of HIV prevalence in 15–49 year-olds 
to HIV prevalence in 15–29 year olds for males and females in Manicaland yielded a 
combined national estimate for both sexes of 22% which lies within the range for the 
ANC-based estimate (20%–28%) [7].

Trends in HIV Prevalence

Early data from the Zimbabwe Blood Transfusion Service indicate that HIV prev-
alence was still low (2–3%) even in predominantly urban areas in the mid-1980s 
[14]. Routine antenatal clinic (ANC) surveillance for HIV was established in 1990 
by which time adult HIV prevalence was estimated to have reached approximately 
9% [15]. Fig. 1 shows the trend in HIV prevalence estimated in the Zimbabwe 
National HIV and AIDS Estimates 2003 Report [7]. Fig. 2 also shows the same trend 
in HIV prevalence together with trends in crude prevalence from the individual ANC 
sites included in the national sentinel surveillance system. The best estimate of the 
national trend suggests that HIV prevalence stabilised in the mid-to-late 1990s and 
declined very slowly in the five years to 2003. According to these ANC data- and 
model-based estimates, HIV prevalence remained stable between 2001 (24.9%) and 
2003 (24.6%). In the pooled ANC data, there is evidence of a small but statistically 
significant reduction in HIV prevalence among pregnant women attending antena-
tal clinics nationally from 32% in 2000 to 30% in 2002 (χ2 test, p < 0.01) with the 
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 reduction being most pronounced in 15–24 year-olds (29% to 25%, p < 0.01) [16]. 
Significant reductions in the HIV prevalence in 15–49 year-olds were recorded in 
urban areas (35% to 30%; p < 0.01) and rural areas (30% to 26%; p < 0.01) but not 
in rural centres of employment (36% in both years, p = 0.9).

Similar patterns of reduction were recorded between the 1998–2000 and 2001–2003 
rounds of the population-based study in Manicaland. Overall, HIV prevalence fell 
from 19.5% to 18% (age- and socio-economic location-adjusted odds ratio (OR), 
0.84; [95% CI, 0.74–0.96]) in men aged 17–54 years and from 26% to 22% (adjusted 
OR, 0.88; [95% CI, 0.79–0.98]) in women aged 15–44 years [17]. Again the reduc-
tion was greatest in men and women aged under 25 years (sex-adjusted OR, 0.52; 
[95% CI, 0.45–0.62]. There were statistically significant reductions (p < 0.05) in HIV 
prevalence for men living in estates, roadside business centres and subsistence farm-
ing areas but not for those living in the two small towns (p = 0.8). Among women, 
there were statistically significant reductions in all socio-economic strata.

HIV Incidence and Age Patterns of Prevalence

Very few longitudinal studies have been conducted in Zimbabwe in which HIV 
 incidence has been measured directly. Between 1993 and March 1995, HIV incidence 
in male factory workers in Harare was found to be 2.93% (95% CI, 2.18–3.86) [18,19]. 
More recently, HIV incidence has been measured in a cohort of men and women 
in four socio-economic strata in Manicaland (Table 1). Overall, HIV incidence was 
estimated at 1.88% per annum for men (aged 17–54 years at baseline) and 1.74% per 
annum for women (15–44). The results suggest that, within the rural areas, HIV is 
still spreading most extensively in centres of employment such as small towns and 
large-scale commercial farming estates. HIV incidence was highest at young ages for 
women (2.14% among those under 25 years of  age versus 1.43% in those aged 
25 years and above; p = 0.03) but was similar in younger and older men (p = 0.8).

Direct estimates of changes in the incidence of infection require at least three rounds 
of follow-up in a longitudinal survey. However, the age-profile of the prevalence of 
HIV can reveal something about past trends in HIV incidence, although this profile 
is also affected by age-specific patterns of new infections and the impact of AIDS 
and other cause mortality. The median reported age at first sex in Zimbabwe is 19 
years for men and women and the distribution is well fitted by a log-logistic function. 
If  we assume that once sexually active, the risk of becoming HIV infected is inde-
pendent of age, then, accounting for HIV-related and other cause mortality, we can 
estimate past levels of HIV incidence from the age distribution of prevalence. We use 
an estimate of the median survival time after HIV infection of 11–12 years depend-
ing on the age at infection (those infected at age 15 survive for longer) [20,21].

In general the shape of the distribution of HIV prevalence by single years of age 
for 15 to 24 year-olds tends to be linear if  incidence has been unchanged, convex if  
increasing and concave if  decreasing (Fig. 3a). We estimate the linear rate of change 
in incidence from the nationally representative YAS and the Manicaland Study. The 
YAS data are consistent with a declining incidence for men (Fig. 3d) but for women 
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a scenario of no change cannot be excluded (Fig. 3e). In the second round of the 
Manicaland survey, there is evidence for a significant decline in incidence for both 
men (Fig. 3c) and women (Fig. 3b). Of course, these estimates will be confounded by 
changes with age in the risk of becoming infected. For instance, if  those individuals 
who become sexually active early in life are at greater risk of becoming infected, then 
the age distribution of prevalence would tend to be convex and any declines in inci-
dence would be underestimated. The impact of mortality on this pattern is limited 
since few of those infected in this age group will still be under 25 years of age when 
they develop AIDS.

0

5

10

15

20

15 16 17 18 19 20 21 22 23 24

Age (yrs)

P
re

va
le

n
ce

 (
%

)

no change
1%increase
1%decrease

a

0

5

10

15

20

25

30

15 16 17 18 19 20 21 22 23 24

Age
15 16 17 18 19 20 21 22 23 24

Age

P
re

va
le

n
ce

b c

0
1
2
3
4
5
6
7
8
9

10

P
re

va
le

n
ce

Manicaland 2
Women

–1.4% (–0.7, –1.9%)

Manicaland 2
Men

–1.0% (–0.4, –1.8%)

0

5

10

15

20

25

30

35

15 16 17 18 19 20 21 22 23 24
Age

P
re

va
le

n
ce

 (
%

)

P
re

va
le

n
ce

 (
%

)

d

0
2
4
6
8

10
12
14
16

15 16 17 18 19 20 21 22 23 24
Age

eYAS
Women
–0.1% (–0.3, +0.3%)

YAS
Men

–1.0% (–0.7, –1.2%)

Fig. 3. Graph (a): expected age-profile of HIV prevalence where incidence has shown a 
linear increase of 1% per year, a 1% annual decrease or no change over the preceding 
10 years. The risk of becoming infected is assumed to be the same for all ages once indi-
viduals have become sexually active. Maximum likelihood estimates (and 95% CI) of 
the linear annual rate of change in incidence under the same assumption for prevalence 
data from Manicaland for (b) women and (c) men, and from the YAS for (d) women 
and (e) men
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Estimates of  a decline in HIV incidence are what would be expected in a matur-
ing epidemic as HIV infection becomes saturated among groups with high-risk 
behaviour [22]. The national estimates generated using ANC data and the EPP [6] 
and SPECTRUM [23] software suggest that HIV incidence peaked in 1993, fell 
during the mid-late 1990s, and remained constant since 2000.

Population and Individual Level Determinants of HIV Infection

Population Level Determinants

The recent downward revision of the national HIV prevalence estimates notwith-
standing, Zimbabwe still has one of the largest HIV epidemics in sub-Saharan 
Africa. Despite its recent troubles, it is also one of the more developed countries 
in sub-Saharan Africa. In common with other southern African countries such as 
Botswana, South Africa and Namibia, Zimbabwe’s large HIV epidemic may be 
due, in part, to its level and pattern of development [24–26]. In particular, the high 
level of HIV prevalence found in rural areas—relative to those in many other coun-
tries in the region—probably reflects the extensive labour-related circular migration 
made possible by the good quality transport infrastructure as well as the presence of 
employment opportunities within the rural areas themselves [27]. Circular migration 
is particularly common due to the colonial practice of not providing family accom-
modation for labour migrants [28] and the local culture which places emphasis on 
maintaining a rural home [29].

The emphasis that was placed on developing the primary health care system in 
the years following Independence in 1980, together with the early introduction of 
 syndromic management procedures, has resulted in relatively low levels of most 
other sexually transmitted infections in Zimbabwe [9, 11, 15, 30]. However, Herpes 
simplex virus type-2 is very common [11, 31] and has been found to be an important 
determinant of the scale of HIV epidemics at the population level [32] in Africa. The 
 widespread use of medical injections within the primary healthcare system opens 
up the  possibility that use of contaminated needles may have contributed to the 
spread of HIV within Zimbabwe [33]. However, very few infections appear to occur 
in persons who have not started sex but who report a history of medical injections 
[34]. Male circumcision has been found to have a protective effect at the population 
level [35] and is practised by only a small minority of Zimbabwe’s population. Ritual 
scarification is relatively rare in Zimbabwe but dry sex is widely practiced in some 
communities and has been suggested as a possible cofactor in HIV  transmission 
[36–38].

Sexual behaviour is frequently found to be associated with enhanced risk of  HIV 
infection at the individual level (see below). In univariate analyses conducted in an 
ecological study of  122 developing countries, later age at first sexual intercourse 
was associated with smaller HIV epidemics and greater frequency of  non- regular 
sexual partnerships was associated with larger HIV epidemics. However, these 
effects ceased to be statistically significant as an explanation for population level 
differences in HIV prevalence in multivariate regression analyses [26] and did not 



204 O. MUGURUNGI ET AL.

explain the widely divergent HIV prevalence levels observed in a study conducted 
in four sub-Saharan African cities [35]. Age at first sex is high in Zimbabwe by 
African standards (median age for females 18.7 years [39]). Multiple pre-marital 
and extra-marital sexual partnerships were common—particularly amongst men—
during the 1990s [40]. In an ecological comparison of  risk factors with those found 
in Kisesa in rural north-west Tanzania where HIV prevalence is considerably lower, 
high-risk sexual behaviours were not found to be more common in Manicaland 
[41]. High-risk sexual behaviour is becoming less common in rural Zimbabwe [17] 
but appears to have been relatively constant in Kisesa [42]. Thus, it is likely that 
high risk sexual behaviour was considerably more common in Zimbabwe in the late 
1980s and early 1990s when the HIV epidemic became established in the  country. 
Differences in reporting bias and higher AIDS-associated mortality in persons with 
high-risk behaviour may also conceal underlying differences in sexual  behaviour 
between the two populations. To the extent that rates of  sexual partner change 
and condom use are indeed similar, it may be that patterns of  sexual  mixing are 
 different. More extensive contacts with higher HIV-prevalence urban- or commer-
cial centre-based populations could have  contributed to the larger rural epidemic 
in Manicaland [43].

Individual Level Determinants

The primary nationally-representative source of data on individual level determi-
nants of HIV infection is the Zimbabwe Young Adult Survey 2001/2002 [12]. Data 
are limited to men and women aged 15–29 years. Within this age range, HIV infection 
is associated with age, female sex, urban residence, and experience of marital break-
down due to divorce or widowhood. Young women with secondary school education 
or enhanced socio-economic status are at reduced risk of HIV infection compared to 
their less educated and less well-off  peers but there were no equivalent differences for 
men. Young men and women who report higher numbers of sexual partners in their 
lifetimes are at increased risk of HIV infection but no association was found with 
reported age at first sex [44].

In a detailed study of a cohort of 2,691 male factory workers interviewed in Harare 
between 1993 and 1995, independent individual level risk factors for prevalent HIV 
infection included being aged 25–44 years compared to both younger and older ages, 
not being a home-owner, having a history of genital warts, genital ulcer, or urethral 
discharge in the past year (p < 0.05 in each case), multiple sexual partners in the past 
year (OR, 1.58; [95% CI, 1.21–2.05]), having paid for sex in the past year (OR, 2.55; 
[95% CI, 1.64–3.96]), and having visited a beer hall in the past week (OR, 1.62; [95% 
CI, 1.30–2.02]). Married and divorced men were at significantly higher risk than 
those who had remained single, but widowers were the most likely to be infected with 
HIV [45]. Between 1993 and 1995, the incidence of new HIV infections was indepen-
dently associated with non-co-resident marriage (adjusted hazard ratio (HR) versus 
co-resident marriage, 2.21; [95% CI, 1.00–4.89]), recent genital ulcer (HR, 3.55; [95% 
CI, 1.52–8.29]), and number of sex partners in year preceding enrolment (HR, 1.10; 
[95% CI, 1.01–1.21]) [18].
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In Manicaland, 1998–2000, over the wider age-range 17–44 years, older persons and 
women were also found to be at greater risk of HIV infection [10, 11]. After tak-
ing age and sex into account, residence in a more urban area was associated with 
increased risk. Married persons were at significantly greater risk of HIV infection 
than single people, and divorcees and widows were at significantly greater risk than 
married persons. Secondary school education showed a statistically significant 
 protective effect for women up to the age of 24 years but had no effect in older 
women or among men [27]. A greater number of sexual partners in their lifetime 
was associated with increased risk of currently being infected with HIV for men and 
women (p < 0.001) [46]. Among men, a greater number of sexual partners in the 
last year (p = 0.05) and in the past month (p = 0.05) showed weaker but independent 
effects on the chances of currently being infected with HIV. For women, reporting 
a greater number of  current sexual relationships was independently associated with 
current HIV infection. Amongst young people, earlier age at first sex and having an 
older sexual  partner were associated with heightened risk of HIV infection [47].

In the same study, the lifetime experience of sexually transmitted infections was found 
to be associated with increased risk of HIV infection after controlling for behav-
ioural risk factors—genital ulcers (adjusted OR, 4.49; [1.96–10.31]) and  urethral/
vaginal discharge (adjusted OR, 1.80; [1.13–2.88]). HSV-2 appears to be the most 
common cause of genital ulcers and Trichomonas vaginalis the most prevalent source 
of  genital discharge in the study populations [11, 48]. Recent injections and needle-
stick injuries were not found to be associated with increased risk of incident HIV 
infection either in men (adjusted RR, 0.33; [95% CI, 0.07–1.46]) or women (adjusted 
RR, 1.04; [95% CI, 0.59–1.85]) [49]. Furthermore, injections were no more common 
among men (RR = 1.07, p = 0.8) or women (RR = 1.13, p = 0.3) who were HIV posi-
tive at baseline than amongst those who were uninfected [49].

With one or two exceptions (e.g. the effect of earlier age at first sex), the individual-
level risk factors identified in these studies done in different locations and at slightly 
different times in the course of  the HIV epidemic in Zimbabwe are internally 
consistent. The risk factors also appear to be broadly consistent with findings from 
studies done in other countries. However, the identity and strength of individual-
level risk factors can change over the course of an HIV epidemic due, for example, 
to the  temporal spread of HIV infection through sexual networks [50] and selective 
patterns of behaviour change [27, 51]. Thus, one would expect some variation in 
 findings from different studies.

Demographic Impact

Mortality

Early mathematical model projections predicted substantial rises in mortality due to 
HIV/AIDS during the late 1980s and early 1990s [2, 52]. For example, Robinson and 
Marindo [53] estimated that the adult mortality rate per 1000 person years increased 
from 9.8 in 1987 to between 20.6 and 24.4 in 1995. By the year 2000, they projected 
that between 66% and 73% of all adult deaths would be attributable to HIV infection. 



206 O. MUGURUNGI ET AL.

Current estimates based on the EPP and SPECTRUM models indicate that 135,000 
(range 110,000–154,000) adult AIDS deaths and 36,000 (29,000–41,000) child AIDS 
deaths occurred during 2003 in a total population of 11.9 million7.

Despite limitations in coverage, vital registration records show clear evidence of a 
rise in death rates in urban areas [54] and in rural areas [55] from the late 1980s and 
early 1990s, respectively. Indirect estimates calculated from nationally-representative 
data on orphanhood and sibling survival show very substantial increases in adult 
mortality [56, 57].

In rural areas in Manicaland province, the increase in adult death rates was  initially 
concentrated in men in the most sexually-active age-groups and most of the increase 
was accounted for by a rise in deaths from illnesses commonly associated with HIV 
infection [55]. Preliminary estimates indicate that death rates in a cohort of 2,645 
men aged 17–54 and 3,849 women aged 15–44 years in 1998–2000 were 22.8 per 
1000  person years and 18.4 per 1000 person years, respectively, over the three-year 
period to 2001–2003. The percentages of deaths attributable to HIV infection were 
 consistent with the projections by Robinson and Marindo—71.5% (113/158) of 
male deaths and 74.3% (124/167) of female deaths occurred amongst individuals 
who were HIV-positive at baseline—a slightly different measure [58].

Demographic and Health Survey data indicate that the infant mortality rate in 
 Zimbabwe increased from 49.1 per thousand in 1988 to 52.8 in 1994 and 65.0 in 1999. 
Over the same period, under-5 mortality rose from 70.6 per thousand in 1988 to 77.1 
in 1994 and 102.1 in 1999 [39]. These increases are likely to be to be largely due to 
HIV [59], although severe economic recession, reductions in vaccination  coverage and 
drought are also likely to have contributed. The increases are underestimated since 
the deaths of children of women who themselves died of HIV/AIDS are excluded 
because of the way the data are collected.

Fertility

Zimbabwe Demographic and Health Survey data indicate that the total fertility 
rate has declined steadily from 6.67 live births per woman in the early 1980s to 5.50 
in the mid 1980s and 3.96 in the late 1990s [39]. Using data on HIV-infected and 
uninfected women from Manicaland, we have shown in an earlier publication that 
HIV-associated sub-fertility could account for as much as a quarter of the decline 
since the mid-1980s [60]. Likely mechanisms include more frequent widowhood 
and divorce, reduced coital frequency, and direct effects of HIV infection including 
 amenorrhoea.

HIV epidemics can also affect fertility through their effects on behaviour within the 
wider population and on the composition of the population [61–65]. For example, 
women may attempt to avoid HIV infection by delaying onset of sexual activity, 
through condom use, and through abstinence following divorce or widowhood. At the 
same time, shorter periods of post-partum abstinence (to avoid partners having extra-
marital relationships) and breastfeeding—as well as more effective  treatment of  sexually 
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 transmitted  infections and selective mortality among sub-fertile women—can place 
upward  pressures on fertility at the population level. These effects are  difficult to mea-
sure but the studies in Manicaland suggest that changes in behaviour made in response 
to the HIV/AIDS epidemic may have contributed to fertility decline in Zimbabwe [62].

Population Growth, Population Structure and Orphanhood

Zimbabwe’s population grew from 10.4 million to 11.6 million between 1992 and 
2002 [8]. The average rate of growth during this period (1.1%) was considerably lower 
than in the previous 10 year inter-census period (3.1%) and the current growth rate 
is thought to be close to zero [2, 52, 66]. The fall in the growth rate reflects the long-
term decline in fertility [62], international migration, and the effects of economic 
hardships and major droughts (particularly in 1992–1993) as well as those of the 
HIV/AIDS epidemic. However, there can be little doubt that the latter has been the 
largest single factor through its effects on mortality and fertility.

HIV epidemics can have severe effects on the dependency ratio (i.e. the ratio of the 
number of children and elderly to the number of adults of economically-active age 
in the population) at the local level [67] and there is some evidence of this in localised 
studies in Zimbabwe [55]. However, even very large HIV epidemics generally have 
little effect on the dependency ratio at the national population level due to the coun-
ter-balancing effects of higher adult mortality, lower fertility and heightened early 
childhood mortality [68]. HIV-associated mortality can have the effect of reducing 
the mean age of the working age population [69] and thereby of eroding the skills- 
and experience-base of a country. Detailed analysis of data from the 2002 Census 
should show whether this has been the case in Zimbabwe.

In the Children on the Brink report for 2002, UNICEF, UNAIDS and USAID 
 estimate that there were over 1 million (17.6%) orphaned children less than 15 years 
of age in Zimbabwe in 2001. Of these 782,000 (76.8%) were orphaned by HIV/
AIDS [70]. By 2010, the total number of orphans is projected to have reached 1.3 
 million, 88.9% of whom will have lost at least one parent due to AIDS. Using EPP 
and SPECTRUM and locally available data, the Zimbabwe Ministry of Health and 
Child Welfare obtained a similar estimate of 761,000 (range 620,000–800,000) HIV/
AIDS orphans aged 0–14 years for the year 2003. However, data from the Zimbabwe 
Demographic and Health Survey 1999 and from the studies in Manicaland [71] sup-
port the wider view that a smaller proportion of orphans have lost their mothers (i.e. 
are double or maternal orphans) at this stage in the epidemic than is indicated by 
the Children on the Brink report. This may be because the level of background non-
AIDS mortality was over-estimated in the Children on the Brink report [72].

The National Response to the HIV/AIDS Epidemic

As in most other countries, it took some time before the national response to 
HIV/AIDS in Zimbabwe gained momentum. And, as elsewhere, the Government’s 
 initial response to HIV/AIDS was bio-medically orientated and based primarily 
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on a  variety of  individual level information dissemination approaches [14]. How-
ever, the  country has taken a pioneering role in a number of  respects [73]. It was 
one of  the first countries to recognize the potential value of, and to develop and 
implement, the  syndromic management approach to control the sexually transmit-
ted infections that act as cofactors in HIV transmission [74, 75]. It has played a 
major role in the development of  more participatory and contextualized interven-
tions especially in regard to the control of  HIV transmission within core groups 
and potential bridge populations [76, 77]. Local Non-Governmental Organisations 
and AIDS Service Organisations in Zimbabwe have played a pioneering role in the 
development of  sustainable and culturally-appropriate, community-based support 
programmes for people living with AIDS and for orphans [78]. Similar programmes 
are now being scaled-up throughout the country.

In the late 1990s, a number of professionally run and widely promoted “New Start” vol-
untary counselling and testing centres were established by Population Services Interna-
tional in urban centres with support from USAID and the National AIDS Coordination 
Programme [15]. To date, uptake is understood to be relatively low (e.g. in comparison to 
utilization of similar services in Uganda) but is gradually increasing. Population Services 
International have also been running an active programme of social marketing of male 
(“Protector+”) and female (“CARE”) condoms throughout Zimbabwe [79, 80] together 
with televised debates with young people on reproductive health issues and a television 
serial drama (“Studio 263”) which  highlights circumstances that can lead to exposure to 
HIV infection and models strategies for dealing with these situations.

A National AIDS Council was established in 2000 to coordinate a multi- sectoral 
response to the HIV epidemic. The Zimbabwe Government introduced an “AIDS 
Levy”, effectively an extra 3% on income tax, as a means of financing a National AIDS 
Trust Fund [81]. This highly innovative fund is being channelled through  District AIDS 
Action Committees for disbursement at Ward and Village level to  support grassroots 
HIV/AIDS initiatives. A prevention of parent-to-child  transmission service based on 
single doses of Nevirapine to mother and baby around the time of delivery is being 
extended to all districts within the country [82, 83].  Programmes for comprehensive, 
holistic and integrated prevention and care services including  preparations for imple-
mentation of Highly Active Anti-Retroviral  Therapy (HAART) are currently under 
development in rural as well as urban settings.

Conclusions

In this chapter, we have provided an overview of current understanding of the 
 pattern of spread and impact of the local HIV epidemic from an epidemiological and 
demographic perspective. Past estimates may have exaggerated the scale of the HIV 
 epidemic in Zimbabwe but it remains one of the most seriously affected countries in 
the world with almost one-quarter of its adult population currently thought to be 
infected with HIV and subject to extreme levels of mortality.

Zimbabwe may have been vulnerable to a large HIV epidemic because of its  particular 
pattern of development. The country is now struggling with serious economic 
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 difficulties caused in part by the effects of the HIV epidemic. However, its relatively 
strong underlying level of development may be enabling it to mobilise a faster and 
more effective response than has been possible in other settings [27]. HIV surveil-
lance data from a variety of national and local sources indicate that HIV prevalence 
is beginning to come down, with substantial falls being seen in young age-groups 
UNAIDS, 2005. Furthermore, there is some evidence that this reflects major changes 
in behaviour rather than purely the natural dynamics of HIV epidemics [17]. Such 
changes could be in response to the sustained period of crisis-level adult mortality 
but must also reflect the high level of knowledge and awareness of HIV that exists 
within the  country and the intensity of HIV-prevention activity that has been under-
way in many parts of the country for the past few years.

The challenge now is to make effective treatment and care services widely available in 
a systematic and locally-integrated manner whilst sustaining the reductions in behav-
iours that enhance exposure to HIV infection. Hopefully, the international  community 
will continue to assist Zimbabwe in attaining this vital humanitarian goal.
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CHAPTER 11.  THE IMPACT OF HIV INFECTION ON TUBERCULOSIS 
IN AFRICA

JUDITH R. GLYNN
Department of Epidemiology and Population Health, 
London School of Hygiene and Tropical Medicine, London, UK

Abstract. Tuberculosis (TB) notification rates in Africa have doubled since the early 
1980s, with the largest rises in countries most affected by the HIV epidemic. HIV 
increases the risk of TB in those latently infected with M tuberculosis and increases 
the risk of active disease soon after new infection or re-infection with M tuberculosis. 
Overall, the risk of TB in those with HIV infection is about four to ten times that in 
those without HIV infection. The risk starts to rise soon after infection with HIV, 
and continues to increase with progressive immunosuppression. At a  population level, 
the relative risk for the association of HIV and TB increases as the HIV epidemic 
 progresses, and will continue to increase for some time after a fall in HIV  incidence due 
to the long latent period of HIV. The proportion of TB currently directly  attributable 
to HIV in Africa has been estimated at 31%, but the true impact of HIV on TB will be 
even greater because of onward transmission from the extra TB cases. Antiretroviral 
treatment for advanced HIV-disease can decrease the risk of TB, but would have to be 
used early and extensively to have a large effect at the population level.

Introduction

There are about 1.8 million deaths from TB each year worldwide, about half  a 
 million in Africa [1]. Tuberculosis is increasing in many countries. In Africa noti-
fied case rates have doubled since the mid 1980s, just after the start of the HIV 
 epidemic. There is considerable variation in the completeness of reporting systems, 
as well as in the effectiveness of case detection, but in general those countries with 
the largest HIV epidemics show the largest increase in TB [1]. Fig. 1 shows the trends 
for selected countries with different HIV epidemics. In Botswana, Zimbabwe and 
 Zambia, where the HIV prevalence in antenatal clinic attenders is over 30%, and in 
Kenya, Malawi and Tanzania where HIV prevalence is 15–20%, TB case rates have 
risen two to seven-fold. In Benin, Senegal and Cameroon, with an HIV prevalence of 
less than 10%, little increase is recorded.

M tuberculosis infections can occur at any age. Disease may occur soon after 
 infection or later in life. Disease some years after the initial infection may be due 
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to  reactivation of the initial infection, or to exogenous re-infection. HIV infection 
increases the reactivation of latent tuberculosis in those infected some time in the 
past, and also increases the likelihood of progressing to active tuberculous disease 
soon after infection or re-infection. Whether it also increases the risk of infection 
or re-infection with M tuberculosis is unknown. Mortality rates in HIV infected TB 
patients are high and some studies have found high recurrence rates, perhaps due to 
higher rates of disease due to re-infection. In this chapter I review the evidence for 
the interaction of HIV and TB in Africa.

The Influence of HIV Infection on TB Incidence

The incidence of TB in individuals infected with HIV has been measured directly 
in several studies. Although TB incidence in the population depends on infection 
rates with M tuberculosis, incidence in those already infected with M tuberculosis 
(as  measured by the tuberculin test) can be compared in different studies. Studies 
that have recorded incidence of TB in dually infected individuals are summarised in 
Table 1. Since there are few studies in Africa, studies in other places are also shown 
[2–18]. Some variation is expected, depending on: the exclusion criteria used in the 
 studies; the rates of re-infection with M tuberculosis; the extent to which the tuber-
culin test accurately reflects M tuberculosis infection (which varies from setting to 
 setting) [19]; and the stage of the HIV epidemic. Despite this, studies show a remark-
ably consistent TB incidence rate of 5–10% per year in HIV infected individuals 
in most settings, which contrasts with an estimated lifetime risk of developing TB 
 following infection of about 10% in the absence of HIV [20].

TB notification rates
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Fig. 1. TB notification rates in African countries with HIV epidemics of different levels. 
Botswana, Zimbabwe and Zambia: HIV prevalence in adults > 30%. Kenya, Malawi 
and Tanzania: HIV prevalence in adults = 15–20%. Benin, Burkina Faso and Camer-
oon: HIV prevalence in adults < 10%
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The 5–10% annual risk is likely to be an underestimate. Some included  individuals will 
not actually be infected with M tuberculosis since the tuberculin test can be “ positive” 
for other reasons [19]. Furthermore, HIV infected individuals with advanced disease 
become anergic, so the tuberculin test becomes negative. These anergic individuals 
are not included in the studies, but they probably have the  highest risk of TB if  
infected [7]. A fuller picture of the influence of HIV on TB can be obtained by 
 studying cohorts of HIV infected and non-infected individuals.

The Association Between HIV Infection and TB

Many studies have examined the relative risk of TB in those with and without HIV 
infection. Cohort studies that have been conducted in Africa are summarised in 
Table 2 [12, 21–30]. All studies have shown an increase in risk in those with HIV 
infection compared to those without, but the relative risk has varied from less than 
four to more than 20. Some of the variation in the relative risk may be due to study 
design. The relative risk may be underestimated if  some of the HIV negative cohort 
become infected during follow-up, or if  sick people are excluded; or overestimated if  
HIV positive individuals are identified because they are already ill.

Case control studies have given similar results. Case control studies are often  difficult 
to interpret because of the problems in choosing controls [31]. TB cases are usu-
ally identified in hospital, but hospital controls would be likely to have a much 
higher HIV prevalence than the general population. Blood donors are sometimes 
used as controls, but they are unlikely to be representative of the population HIV 
prevalence, especially if  they are pre-screened or paid. Population based controls 
are preferred, though this assumes that the population has good access to hospital 
services.  Population based case-control studies in Africa have found age, sex and area 
adjusted odds ratios for the association of HIV infection and TB between four and 
12 [32–36].

Most studies are consistent with a relative risk for the association of  HIV and TB 
of  about seven, but the true relative risk will vary. The relative risk should 
increase as the HIV epidemic progresses, as a higher proportion of  HIV infected 
individuals become immunosuppressed. In an established and stable HIV epi-
demic this proportion will become constant. If  the HIV incidence starts to go 
down, the proportion of  HIV infected individuals who are immunosuppressed 
will rise even further. The predicted rise in the relative risk over time has been 
seen in Karonga District, Malawi. Population based case-control studies in the 
late 1980s and early 1990s found relative risks of  7.4 (95% CI 4.4–12.4) for all TB, 
and 6.3 (3.6–11.0) for smear positive TB [35]. By the late 1990s the relative risks 
in the same  population had risen to 12.0 (9.0–16.1) for all TB and 9.9 (7.3–13.4) 
for smear positive TB [36]. Studies on the South African goldmines also found 
an increase in the  relative risk, from 2.8 (1.5–5.0) in 1991–1994, and 5.9 (4.2–8.2) 
in 1995–1997, to 14.8 (8.7–25.2) in 1998–1999, though the earlier risks may have 
been  underestimated by the inclusion of  (unknown) seroconverters during the 
long follow-up period in that study [26, 27].
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Changes in the relative risk for the association of HIV and TB following a decrease 
in HIV incidence have not been reported in Africa but have been seen dramatically 
in Thailand. In Chiang Rai the HIV incidence rose rapidly and then fell sharply. 
This is shown in surveys in 21 year-old male military conscripts: the HIV prevalence 
peaked at 17% in 1992, but dropped to 7% by 1994 and 3% by 1997. The relative risk 
for the association with TB estimated in later years, comparing hospital TB cases to 
controls from the same time period, rose very high. This reflected the earlier high 
HIV  prevalence in the population, resulting in a high proportion of HIV infected 
individuals being immunosuppressed [37].

These examples illustrate how the risk can change over time at a population level. 
At an individual level it is known that TB tends to occur earlier than the other HIV-
related opportunistic infections, and the risk of TB has been correlated with CD4 
count [38, 39]. Although the risk increases with duration of HIV infection, it was 
found in a study on the South African goldmines that the risk of TB doubled even in 
the first year after seroconversion [40].

Since the risk of TB increases with duration of HIV infection, and since most young 
people have recently acquired HIV infection, the relative risk for the association of 
HIV infection and TB should be lower in younger individuals. This is however not 
found, and instead several studies have found slightly higher relative risks for the 
association of TB and HIV in younger adults than in older adults [32, 36, 37, 41–44]. 
A possible explanation is that HIV infection has a greater impact on first or recent 
M tuberculosis infections than on latent infections. Young people are more often 
 meeting M tuberculosis for the first time, and in many populations are probably also 
at greater risk of re-infection due to increased population mixing at younger ages.

A further indication that HIV may have different influences on latent and recent 
infection comes from studies of recurrent TB. Recurrence of active TB following 
treatment and apparent cure is more common in HIV infected individuals [45]. Recur-
rence can arise either from reactivation of the same infection or following a new 
(re-)infection. These scenarios can be differentiated by examining the DNA finger-
prints of the “strains” of M tuberculosis from the two episodes: identical (or closely 
related) fingerprints suggesting a relapse, and unrelated fingerprints suggesting a 
new infection. Studies have confirmed that both mechanisms occur but the propor-
tion of recurrent disease due to new infections varies considerably [46]. Among HIV 
infected individuals re-infection may be much more important than in HIV negative 
individuals. Re-infection accounted for 13/21 recurrences in HIV positive individuals 
 compared to 1/18 recurrences in HIV negative individuals in South Africa [47].

The Impact of HIV on TB in the Population

The traditional method of estimating the impact of HIV on TB at the population 
level is to calculate the population attributable fraction (PAF). Fig. 2 shows the PAF 
that would be seen for relative risks between four and ten as the HIV prevalence 
increases. For example, with a relative risk of seven, the proportion of TB attrib-
utable to HIV reaches 50% when the HIV prevalence is 17%. As we have already 
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seen, this is an oversimplification since the relative risk varies with stage of the HIV 
epidemic and perhaps also depending on the population group and the background 
incidence of M tuberculosis infection.

These estimates underestimate the true impact of HIV, because they ignore the fact 
that TB is infectious. The PAF measures the direct impact of HIV infection on the 
first generation of  TB cases. These extra cases will add to the transmission of 
M tuberculosis in the population and generate more cases [48]. The extent of this 
 indirect impact is difficult both to estimate and to measure.

The annual risk of M tuberculosis infection (ARI) is monitored using tuberculin tests 
in children. This method has several problems [19], but allows broad trends to be 
assessed. Using this technique it was found that the ARI was decreasing in many 
countries before the arrival of HIV. There is evidence from Kenya that this trend has 
been reversed in areas where the HIV prevalence is particularly high [49]. However in 
Tanzania the ARI has continued to fall, perhaps due to strengthening of the control 
programme over the same period [50].

Further evidence of the indirect impact comes from monitoring trends in TB inci-
dence in HIV negative individuals. In South Africa a doubling in TB incidence in 
HIV negative gold miners was found in one study, suggesting considerable ongoing 
transmission of M tuberculosis [28]. However another study, also in gold miners, 
found no such increase [51].

Although some indirect effect is likely, the actual extent is debated. HIV infected 
individuals with TB are more likely to have (non-infectious) extra-pulmonary 
 disease than are HIV negative TB patients, and among those with pulmonary dis-
ease, a higher proportion are sputum smear negative (and therefore less infectious) 
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[52]. In several household studies HIV positive patients have been shown to give 
rise to fewer infections in their contacts, even after adjusting for sputum smear 
 status and HIV status of  the contacts [53–55], but other studies have shown no such 
difference [56–58]. HIV infected TB patients may be infectious for a shorter time 
than HIV  uninfected patients: untreated patients with TB die more quickly if  they 
are co-infected with HIV, and HIV positive TB patients may become sick enough 
to seek health care more quickly than those who are HIV negative, and thus get 
treated sooner for TB [1]. If  the average duration of  infectiousness is appreciably 
reduced the indirect effect on onward transmission will be less important than it 
might have been otherwise.

The indirect impact of  HIV on TB may be increased by the clustering of  HIV 
and TB in the same groups of  the population, both socio-economic and occu-
pational groups, and families. Outbreaks of  TB with attack rates of  over 30% in 
AIDS care facilities highlight the issue [59], but published data may overestimate 
the  problem since small outbreaks with low attack rates are not reported. Spouses 
of  TB patients are likely to be a high risk group. With an HIV prevalence in smear 
positive TB cases of  over 60%, as found in southern and eastern Africa [36], about 
40% of  the spouses are likely to be HIV infected as well, so are at high risk of 
developing active TB.

The HIV epidemic also has an impact on TB through its effects on the TB pro-
gramme, by overloading the health services and reducing the number of trained 
health care workers. Some countries have responded by a shift from hospital-based 
to home-based care [60].

Because HIV-infected TB cases have a lower survival rate than HIV-uninfected cases, 
the effect of HIV on mortality from TB is even larger than the effect on TB incidence. 
It has been estimated that 12% of TB deaths worldwide, and 39% of TB deaths in 
Africa are attributable to HIV [1].

The Future

Reversing the upward trend in TB rates requires continued efforts in both HIV and 
TB control. Reducing transmission of HIV, and finding and treating TB patients are 
both crucial. Isoniazid and other prophylactic regimens in HIV infected individuals 
have reduced TB incidence in the short [14, 16, 61] and medium term [15, 62], but 
outside intervention trials, uptake has been poor and there are concerns that improp-
erly implemented prophylaxis may increase drug resistance [63, 64].

Antiretroviral drugs have been shown to reduce TB incidence in HIV infected indi-
viduals [38]. As usage increases they may become an important contributor to TB 
 control, but it has been estimated that unless therapy started early and was widespread 
with good compliance the population-level impact on TB will be limited [65]. On the 
other hand TB patients provide a useful entry point for HIV testing,  counselling and 
treatment, and TB control programmes may offer a model for antiretroviral use: 
 collaboration in the control of HIV and TB is imperative [66, 67].
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CHAPTER 12.  IMPACT OF HIV ON MORTALITY IN SOUTHERN AFRICA: 
EVIDENCE FROM DEMOGRAPHIC SURVEILLANCE

IAN M. TIMÆUS
Centre for Population Studies, London School of Hygiene and Tropical 
Medicine, London, UK

Abstract. This analysis examines recent increases in adult mortality resulting from 
HIV/AIDS in several Southern Africa populations. It assesses whether the popula-
tions share a common age pattern of mortality increase and compares their experi-
ence with an existing model age pattern of AIDS mortality in Africa. The data come 
from civil registration of deaths in South Africa and Zimbabwe, from two localised 
demographic surveillance systems based in South Africa, and from parish registers 
maintained by the Evangelical Lutheran Church in north-western Namibia. Prin-
cipal components analysis is used to represent the variation in age-specific mortal-
ity across the schedules in terms of a few variables. Two components account for 
most of the variation. The first of these appears to represent background mortality 
and the second AIDS mortality. The age pattern of AIDS mortality is similar in all 
these Southern African populations. Mortality has risen between ages 25 and 65 for 
adult men, with the greatest rises occurring at ages 35–44 years. For women, mor-
tality increase generally extends from about 20 to 60 years, peaking among women 
in their thirties. In Namibia, however, slightly older women are affected. The typi-
cal age pattern of mortality increase in Southern Africa is rather like that in the 
INDEPTH Pattern 5 model life tables, which are derived largely from data on Tanza-
nia. The similarities between the left-hand sides of the resulting “humps” in the mor-
tality schedules is particularly close. However, AIDS mortality among middle-aged 
men and women may be higher in Southern Africa than in the INDEPTH models. 
Although the age pattern of AIDS mortality differs across Africa, these differences 
may be small enough to permit development of a simple one-parameter model of 
the resulting bulge in age-specific mortality schedules that is adequate for modelling 
and projections.

Introduction

Sub-Saharan Africa is almost entirely without reliable routinely-collected vital statis-
tics. The lack of such data has helped to foster the enduring scepticism of some scien-
tists, policy-makers and commentators as to the severity of the HIV/AIDS epidemic 
in the continent. The most radical of these sceptics deny that AIDS is a new disease 
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caused by HIV. Others accept that HIV causes AIDS but believe that the severity 
of the epidemic has been overestimated, sometimes accusing scientists and activists 
working on AIDS of exaggerating the scale of the HIV epidemic to further their own 
careers [1]. Some of these sceptics question whether mortality has risen greatly in 
Africa in recent years; others believe that mortality increase is due mainly to worsen-
ing poverty or the spread of drug-resistant strains of existing infectious diseases.

In the West, it was mortality statistics that provided the first reliable quantitative data 
on the spread of HIV. Considerable ingenuity has gone into developing methods for 
back-projecting HIV infections from AIDS deaths [2, 3]. In Africa, in the absence 
of functioning vital statistics systems, it has been necessary to work in the oppo-
site direction [4]. Estimates of the severity of the HIV/AIDS epidemic are based on 
epidemiological surveillance data and, in particular, data obtained by anonymous 
testing of blood samples taken from women attending antenatal clinics. Unfortu-
nately, in most African countries these antenatal clinic surveillance data are not sta-
tistically representative of all pregnant women or even of those pregnant women who 
attend public-sector antenatal clinics [5]. In addition, moving from an estimate of 
HIV prevalence among pregnant women to one of HIV prevalence among all women 
and among men, and then from these estimates to estimates of the incidence of HIV 
infection, AIDS mortality and AIDS orphans, involves a long series of assumptions 
about the epidemiology and natural history of HIV. While both the sophistication of 
the modelling process and knowledge of the key epidemiological parameters involved 
in it have improved in recent years, estimates obtained in this way inevitably remain 
approximate [6]. Thus, they remain open to attack by sceptical critics claiming that 
the numbers are either baseless or systematically and grossly exaggerated.

Previous Research

The only countries in mainland sub-Saharan Africa in which the civil registration 
system has so far yielded useful mortality statistics at the national level are Zimbabwe 
and South Africa [7, 8]. Even in these countries, registration of deaths is incomplete 
and the data require adjustment. In addition, the civil register of deaths can be used 
to measure AIDS mortality in a few cities [9]. In the absence of routine vital statis-
tics for most of Africa, attempts have been made to estimate mortality trends since 
the onset of the HIV/AIDS epidemic using data collected in national censuses and 
Demographic and Health Surveys [10, 11, 12]. Such data have their own limitations 
[13, 14]. In particular, they are subject to biases arising from errors in the retrospec-
tive reporting of events and provide no information on causes of death.

One further source of statistics on mortality in sub-Saharan Africa exists: demographic 
surveillance of the entire population of geographically defined local areas. Such demo-
graphic surveillance systems (DSS) now exist in many African countries. Many, but 
not all, of them collaborate in the INDEPTH network [15]. While some African DSS 
are long established [16], many were set up during the last decade or so. A number of 
these sites have a specific remit to study the HIV/AIDS epidemic and several of them 
have introduced population-based HIV surveillance. Most use verbal autopsies to col-
lect information on causes of death.
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An early review of the data on AIDS mortality being collected by DSS in Africa clearly 
documented their value [17]. It found that adult mortality had risen two- to three-
fold in populations with only moderate HIV epidemics (<10 per cent). Thus, AIDS 
accounted for about half of all adult deaths in such populations. By combining DSS 
data on mortality with information on individual’s serostatus, Nunn et al. [18] showed 
that mortality in the Masaka District of Uganda was eleven times higher in HIV posi-
tive adults than in HIV negative adults. Furthermore, a comparison of the DSS-based 
mortality estimates for the study area with retrospective estimates demonstrated that 
mortality among HIV negative adults remained similar to that in the population as a 
whole before HIV became prevalent [19]. Thus, the increase in adult mortality in the 
study area could be accounted for fully by the spread of HIV infection.

More recent studies based on DSS data have tended to confirm the conclusions of 
the initial reports. For example, a study in a rural area in north-western Tanzania 
with seven per cent HIV prevalence among adults aged 15–44, found that mortality 
was 15 times higher among HIV positive adults than in the HIV negative and that 
AIDS accounted for nearly half  the deaths at ages 15–44 [20]. Moreover, in Rakai 
District of Uganda, with a prevalence of HIV infection of 16 per cent at ages 15–59, 
AIDS accounts for 73.5 per cent of adult deaths and the risk of dying among HIV 
positive adults is 20 times that of the uninfected [21]. Synthesizing the results of these 
studies and those from other DSS sites in Eastern Africa that have collected data on 
serostatus, Todd et al. [22] estimate that the relative risk of dying among HIV posi-
tive, compared with HIV negative, adults is approximately 15 in African populations 
with moderate background mortality. Recent research has also confirmed the sug-
gestion [17] that the survival times of adults following infection with HIV in Africa 
differ is only slightly lower than in Western populations prior to the introduction of 
antiretroviral therapy. Data from the natural history cohort linked to the Masaka 
District DSS suggest that the median time from seroconversion to death among 
adults is about 10 years [23].

In a comparative study of the mortality data collected by 19 INDEPTH sites, Sam 
Clark identifies clusters of mortality schedules with similar age patterns of mortality 
and develops model life tables that embody the distinctive characteristics of each of 
these patterns [15]. The analysis identifies seven such patterns in the set of 140 mor-
tality schedules. (As most sites provided data for several time periods, there are 70 
mortality schedules for each sex). One of these patterns is based largely on data from 
Bangladesh, however, and in two more it is only the mortality schedules for women 
that are distinctive. One of the four remaining patterns (Pattern 5) is shaped largely 
by data from three large Tanzanian sites that form part of the Adult Mortality and 
Morbidity Project (AMMP)—Hai, Morogoro and, for men, Dar es Salaam. From 
these data, Clark isolates a distinctive pattern of mortality increase due to AIDS. 
Finally, by adding this “AIDS hump” in the age pattern of mortality to the Pattern 
1 models, which are based on the largest cluster of empirical schedules, he produces 
models of all-cause mortality for use in African populations in which AIDS deaths 
are exerting a marked downward pressure on life expectancy.

These models of the impact of AIDS are potentially of great value for forecasting 
future mortality and projecting the population in Africa. Empirically-based evidence 
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as to the age-specific impact on mortality of AIDS could also help to calibrate the 
parameters of epidemiological models of the HIV epidemic. Thereby, it could con-
tribute to improving understanding of age patterns of HIV incidence and survival 
times. In particular, mortality data may provide a far firmer basis than exists at pres-
ent for assessing the severity of the epidemic among men as well as women. How-
ever, one important limitation of the INDEPTH models of the impact of AIDS 
is that they are based very largely on data from Tanzania. The age-specific impact 
on mortality of the HIV/AIDS epidemic is a function of the ages at which people 
become infected and of their subsequent survival times. As these characteristics of 
the HIV epidemic are likely to vary across Africa, variation in age patterns of mor-
tality increase is also to be expected. Indeed, the INDEPTH data also yield a second 
cluster of mortality schedules that, while affected less than those in Pattern 5, include 
significant AIDS mortality (Pattern 3, based on data from the Agincourt study in 
South Africa, Bandim in Guinea-Bissau and, for women, Dar es Salaam). Thus, such 
variation certainly occurs. It unclear either whether the pattern of AIDS mortality 
revealed by the AMMP data is typical of Africa or by how much age patterns of 
mortality increase in other parts of the African region might differ from those in 
Tanzania.

Scope of the Analysis

This analysis examines the increase in adult mortality associated with the spread of 
HIV/AIDS in Southern Africa. It has two specific objectives. The first is to examine 
the extent to which recent age patterns of  mortality increase in several Southern 
African populations share common features. In particular, it examines the extent to 
which patterns identified in the civil registration data for South Africa and Zimbabwe 
are confirmed by the results of active demographic surveillance. The second objec-
tive of the paper is to compare the impact of AIDS on mortality by age in Southern 
Africa with the model pattern derived from the AMMP data for Tanzania.

Death registration statistics for three years are analysed for South Africa—1990, 
1996 and mid-1999 to mid-2000. For Zimbabwe, registration statistics for 1986, 1992 
and 1995 are used. These years are selected from among those for which data are 
available to span the period of rising mortality due to HIV/AIDS. Registration of 
deaths is incomplete in both countries and the mortality rates have been adjusted 
upward to correct for this [8, 24]. As AIDS is seldom reported as a cause of death, 
AIDS mortality in both countries is inferred from the rise in mortality over time 
by making the assumption that mortality from other causes remained unchanged 
over the decade of interest. It seems likely that other causes of death that might 
have increased among adults at this time, for example drug-resistant malaria or the 
non-communicable diseases, would have affected older people as well as young and 
middle-aged adults. Thus, partial empirical support for the assumption that AIDS 
is the sole quantitatively important condition involved in these rises in mortality is 
provided by the lack of trend in mortality in old age in the adjusted statistics. Indeed, 
in South Africa it is more likely that the rise in HIV/AIDS mortality among young 
men has been offset by falling mortality from violence since the first multi-racial elec-
tions in 1994 [25, 26, 27]. However, this trend is unlikely to effect estimates of AIDS 
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mortality greatly as the drop in injury deaths is concentrated among men aged 15 to 
29 and AIDS mainly kills men aged 30 or more [26].

Data obtained through demographic surveillance of two sites in South Africa are 
included in the analysis. The first study is the Wellcome Africa Centre for Health 
and Population Studies Demographic Information System (ACDIS) that covers part 
of Umkhanyakude district in northern KwaZulu-Natal [28]. This study uses verbal 
autopsies to identify causes of death. Using these diagnoses, one can calculate mor-
tality rates for both all-cause and non-AIDS adult mortality [29]. At present, cause-
specific data are available only for the first year of the study—2000. The second 
study is the Agincourt Health and Demographic Surveillance System in the Bush-
buckridge Municipality on the borders of Limpopo and Mpumalanga provinces 
[30]. The mortality schedule used here is for 1995–1999 [15]. The published data on 
the Agincourt study are not detailed enough to allow one to distinguish AIDS and 
non-AIDS mortality by age and sex from either cause-specific data or the evidence 
of mortality trends.

The final set of mortality data analysed here is based on neither civil registration nor 
demographic surveillance but on the church registers maintained by the Evangelical 
Lutheran Church in Namibia (ELCIN) in several parishes in the North-Western part 
of the country [31]. About 80 per cent of the population of this part of Namibia 
belong to ELCIN. The congregations of the parishes studied do not represent a rep-
resentative random sample of the population. Nevertheless, although the parishes are 
situated in diverse locations, mortality differentials between them are small. Thus, it 
seems unlikely that the mortality of the study population differs markedly from that 
of the general population of this part of Namibia. The dataset analysed here cov-
ers the years 1980–2000. Information on causes of death is not available. However, 
the mortality rates for the period up to 1993 show no evidence of being affected by 
AIDS deaths. Moreover, adult mortality was stagnating prior to the onset of the 
HIV epidemic [32]. Thus, once again, the rise in adult mortality between 1980–1993 
and 1994–2000 can be assumed to be due to AIDS.

Results

Fig. 1 presents age-specific death rates from AIDS in Umkhanyakude and the three 
populations in which death rates from AIDS can be estimated from the rise in all-
cause mortality. Clearly, Umkhanyakude district in 2000 had the most severe epi-
demic, followed by Zimbabwe in 1995. In all the populations, AIDS mortality occurs 
at slightly older ages for adult men than for adult women. The absolute rises in mor-
tality are somewhat larger for men than women. However, as the increase occurs at 
older ages for men than for women, this does not necessarily translate into a greater 
number of AIDS deaths among men than among women.

The shape of the age pattern of mortality increase for women is very similar in all four 
populations. However the distribution is shifted four to five years upwards in North-
Western Namibia, and perhaps slightly downwards in the national data for South 
Africa, compared with the other populations. For men, both the shape and the location 
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Fig. 1. Estimated age-specific AIDS death rates in four Southern African populations 
in which HIV has become prevalent
Sources: ACDIS, KwaZulu-Natal [29]; Zimbabwe [8]; North-Western Namibia 
[32]; South Africa [24]
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on the age scale of  all four distributions are very similar except that the distribution 
for men in Namibia is shifted a year or two towards older ages compared with the 
other populations.

Human mortality schedules vary by age in broadly the same way in all populations 
and their particularities are influenced by the severity of mortality and structure of 
causes of death. As with Clark’s analysis of the INDEPTH data [15], one can use 
principal components analysis to attempt to represent the variation in age-specific 
mortality across these 11 populations in terms of a smaller number of variables. The 
technique aims to produce a parsimonious description of the age-specific mortality 
rates in terms of a limited number of orthogonal variables. The first of these com-
ponents is calculated from the covariance matrix so as to account for as much of the 
variance in the rates as possible, the second component accounts for as much of the 
remaining variation as possible, and so on. Using the full set of 11 components, one 
could reproduce the observations exactly.

In this application, the mortality schedules for three of the four populations include 
both ones that are substantially affected by AIDS deaths and ones that are little 
affected (the exception being the Agincourt study). Thus, it should be possible to dis-
tinguish the component of variation in mortality by age that is associated with AIDS 
from the pattern of variation in background mortality by age that is common to all 
the life tables. Separate analyses are undertaken for men and women. The analyses 
are conducted on the logit probabilities of dying in each five-year age group (5qx) of 
women from 5–9 to 60–64 and of men from 5–9 to 65–69:

0.5 logit⋅ ( ) =
−5
5

51
q

q

qx
x

x

The set of 11 observations on age group is weighted by the sum, across the popula-
tions, of the proportions of deaths in each population occurring in that age group.

The results of this analysis are shown in Table 1. Just two principal components for 
men and three components for women account for 98 per cent of the variation in 
the 11 mortality schedules for each sex. Examination of the component scores for 
the different age groups reveals that the first component, which accounts for most of 
the variation in the data, represents the common pattern in mortality by age shared 
by all 11 mortality schedules (Fig. 2a). As one would expect, men’s mortality rises 
more steeply with age than that of women. The second component accounts for 
variation between the schedules in the relative severity of adult mortality compared 
with mortality in adolescence and old age. For both sexes the plot of the component 
scores against age is n-shaped (Fig. 2b). Thus, populations with a positive coefficient 
(usually termed loading) on this second component have relatively high mortality 
in the central adult ages. The component for men is shifted toward older ages than 
the component for women and is also somewhat broader. For both sexes, the third 
principal component (not shown) appears largely to capture distinctive features of 
the mortality schedules for North-Western Namibia. For women, it has most effect 
on the mortality of those in their twenties and aged above age 55 (both of which are 
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relatively low in Namibia). For men, this component is less important and largely 
affects the relative severity of mortality in the age group 20–24 years.

Returning to Table 1, the loading coefficients of the different populations on the 
first component of mortality vary little across the 11 populations for either men or 
women. In contrast, the loadings on the second mortality component for both men 
and women are related largely to the importance of AIDS mortality in the all-cause 
mortality schedule. The component loadings rise sharply over time in the mortality 
schedules of both sexes in Zimbabwe and South Africa and in the men’s schedules 
in North-Western Namibia. The loadings are also much higher in the all-cause mor-
tality schedules based on ACDIS data than in the AIDS-free mortality schedules 
for this population. For women, the third mortality component also rises with time 
in the three populations with repeated observations and is higher in the all-cause 
ACDIS data. This suggests that it is picking up secondary features of the variation 
between the schedules in the importance of AIDS mortality. The decline over time 
in the loading on the second component in North-Western Namibia is matched by a 
particularly large rise in the loading on the third component. Finally, the mortality 
of the population of the Agincourt site in the second half  of the 1990s appears to 
have been intermediate in most respects to the national schedules for South Africa 
for 1996 and 1999–2000.

Table 1. Loading coefficients of 11 Southern African mortality schedules on the 
 principal components that explain 98 per cent of the variance in the logit probability 
of dying by five-year age group.

 Women (5–64 years)  Men (5–69 years)

Population and year 1 2 3 1 2

Zimbabwe, 1985 0.3272 −0.2042 −0.2478 0.3511 −0.4002
Zimbabwe, 1992 0.2954 0.1876 0.0397 0.3194 0.0762
Zimbabwe, 1995 0.2957 0.4327 0.3315 0.3113 0.4369
South Africa, 1990 0.3773 −0.2484 −0.2972 0.2978 −0.2366
South Africa, 1996 0.3430 0.0215 −0.2363 0.2968 −0.2302
South Africa, 1999–2000 0.3011 0.2988 0.0026 0.2948 −0.0023
ACDIS, KwaZulu-Natal,  0.3313 −0.2237 −0.2583 0.3246 −0.2434
  2000, AIDS free
ACDIS, KwaZulu-Natal,  0.3044 0.4268 0.2427 0.3010 0.3359
  2000, all-cause
North-Western Namibia,  0.1393 −0.0278 0.0332 0.2275 −0.0900
  1980–1993
North-Western Namibia,  0.2478 −0.5855 0.7444 0.2463 0.5892
  1994–2000
Agincourt, Limpopo,  0.2904 −0.0928 −0.0471 0.3253 −0.0833
  1995–1999
Percentage of variance  87.2 6.1 4.3 93.4 4.6
  explained 
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Inspection of Table 1 allows one to identify typical component loadings for, firstly, 
the mortality schedules that precede the onset of significant AIDS mortality in these 
populations and, secondly, the most recent data from them. The loadings on the first 
component average about 0.3. Treating North-Western Namibia as somewhat of an 
outlier, the loadings on the second component range from about −0.4 to 0.5 for men 
and from about −0.415 to 0.425 for women. For women the loadings on the third 
component rise from about −0.3 to 0.25.
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Fig. 2. a,b Logit probability of dying by five-year age group and sex in the first two 
principal components of 11 Southern African mortality schedules
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Using the loadings just listed for the most important components, one can produce 
model age patterns of mortality in Southern Africa, as represented by these data, 
for both before the onset of the AIDS epidemic and according to the most recent 
data available (Fig. 3). These mortality schedules in no sense estimate the level of 
adult mortality in Southern Africa at any date. Nevertheless, it is indicative of the 
importance of the rise in adult mortality associated with AIDS that the probability 
of dying between ages 15 and 60 (45q15) rises from 26 per cent for women and 38 per 
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Fig. 3. Typical probabilities of dying by age (5qx) pre-AIDS and with AIDS mortality, 
principal component (PC) models fitted to 11 Southern African populations
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cent for men in the pre-AIDS schedules to 43 per cent and 59 per cent respectively 
in the schedules that include AIDS mortality. With regard to their shape, a distinct 
injuries “hump” exists in the pre-AIDS mortality schedule for men at ages 20–29. As 
in the original data, the range of ages over which mortality has risen in the schedules 
that include AIDS and the modal age of that increase is about five years older for 
men than for women. The distribution for men also appears to be somewhat skewed 
towards older ages. Some of the erratic fluctuations in mortality between adjacent 
age groups in the upper part of the age range considered persist in the second com-
ponent of mortality.

Fig. 4 superimposes the age pattern of mortality without and with AIDS in appropri-
ate INDEPTH model mortality schedules on to the age patterns of mortality in these 
Southern African models. Non-AIDS mortality in Southern Africa rises much more 
sharply with age for both men and women than in the INDEPTH Pattern 1 models. 
This feature of Southern African life tables predates the HIV/AIDS epidemic and 
may be accounted for by low communicable disease mortality among young adults 
and relatively high non-communicable disease mortality compared with the poorer 
tropical countries to the north [33]. Setting aside these differences in background 
mortality, the location, spread and shape of the age patterns of mortality increase 
associated with AIDS in the two models is clearly rather similar for both men and 
women. However, it appears that there has been somewhat more increase in mortal-
ity in middle age in Southern Africa than in the AMMP data from Tanzania.

Discussion

The first conclusion to be drawn from this analysis is that age patterns of AIDS mor-
tality are rather similar in the different Southern African populations considered. 
The patterns of mortality increase in Zimbabwe between the mid-1980s and mid-
1990s and in South Africa during the 1990s closely resemble each other. In neither 
case are the elderly affected. No major discrepancies exist between the age patterns 
of AIDS mortality by sex estimated directly from the verbal autopsies conducted as 
part of ACDIS and those inferred from the rise in mortality revealed by the national 
statistics for South Africa. The AIDS epidemic in northern KwaZulu-Natal in 2000 
was clearly more severe than that in the country as a whole and AIDS deaths may 
be somewhat more common at ages 55–69 than is suggested by the rise in mortal-
ity nationally. Overall though, it is the similarity of the age patterns of mortality 
increase in the two sets of data that is most striking for both men and women.

The rise in mortality due to HIV/AIDS occurs between ages 25 and 65 for adult men, 
with the greatest rises occurring at ages 35–44 years. The age pattern of mortality 
increase for adult women is offset downwards by about five years from that of men: 
it extends from about age 20 to about age 60, with a peak among women in their 
thirties. The increase in women’s mortality occurs at somewhat older ages in North-
Western Namibia than in Zimbabwe or South Africa. This is consistent with the 
median age at first sexual intercourse of women in North-Western Namibia reported 
in the 2000 Demographic and Health Survey which, at nearly 21 years, is markedly 
higher than elsewhere in the region [34]. However, the increase in men’s mortality 
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revealed by the Namibian data occurs at only slightly later ages than in the other 
populations.

The principal components analysis suggests that the AIDS component of adult mor-
tality in Southern Africa has an age pattern that is rather like that in the INDEPTH 
Pattern 5 model life tables based on AMMP data from Tanzania. The similarities 
between the left-hand sides of the “humps” in the mortality schedules produced by 
AIDS is particularly close. However, the death rates from AIDS among women aged 
40 or more and men aged 50 or more may be higher in Southern Africa than in Tan-
zania. This might reflect differences in patterns of sexual activity between these two 
regions of Africa. For example, it would be consistent with higher levels of extra-
marital sexual intercourse in Southern Africa. Alternatively, it might just reflect the 
relatively recent onset of the HIV/AIDS epidemic in Southern Africa (together with 
the time since the data were collected in Zimbabwe). For example, infection of older 
adults with HIV may be a feature of the early years of the epidemic. As the epidemic 
matures, HIV infections may become concentrated among new cohorts of young 
people commencing sexual activity, with those prone to high-risk behaviour being 
selected out of the population at risk too quickly to give rise to many infections at 
older ages.

In summary, although their coverage is very limited, the preliminary impression to 
be gained from this analysis is that age patterns of mortality increase due to AIDS 
are similar across Southern and Eastern Africa. The differences in the importance 
of AIDS as a cause of death in middle age between the Southern African and Tan-
zanian populations emphasize that some variation in the age pattern of mortality 
from AIDS is to be expected. Nevertheless, it may be possible to develop a simple 
one-parameter model of the bulge in age-specific mortality schedules produced by 
AIDS which, while not entirely applicable throughout Africa, is adequate for model-
ling and projection purposes. This should be based on a broader set of empirical data 
than those generated by the AMMP site in Tanzania. Nevertheless, it seems unlikely 
that the final models would differ greatly from those published in the INDEPTH 
volume or presented here.
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Abstract. Public health experts and economists share a common dissatisfaction towards 
previous economic analyses of the impacts of HIV/AIDS. A growing body of evidence 
now allows a better understanding of the full economic and societal dimensions of the 
epidemic. It is now certain that poverty contributes to HIV/AIDS epidemics and that 
AIDS contributes to poverty, although we still do not know enough about the complex 
pathways of this relationship. To illustrate this idea, an “endogenous” growth model—
which takes into account the evolution of society’s human capital—is used in order to 
re-assess the macroeconomic impact of HIV/AIDS. A fairly wide range of epidemic 
effects modify the economy’s long-term growth regime, creating the risk of what we 
might call an epidemic or “regressive trap” of rapidly falling GDP. Government action 
should be designed in view of this risk, with health and educational interventions.

Introduction

This is the third decade of the global HIV/AIDS pandemic. The magnitude and 
long-term nature of the pandemic and its severe impact on societies and economies 
are indisputable. In many developing countries and a growing number of countries 
of Eastern Europe in “transition”, the epidemic is now generalised with seropreva-
lence rates already exceeding 1% of the adult population. The 2006 UNAIDS report 
on the global AIDS epidemic suggests that 10 out of 42 African countries had a 
prevalence in the adult population of 10% or more. As the World Bank put it, “AIDS 
has already reversed 30 years of hard-won social progress in some countries” [1]. It 
is now at the very centre of a global “development crisis”, and one that is hitting the 
world’s poorest countries the hardest.

However, public health experts, as well as economists themselves, share a common 
dissatisfaction towards previous economic analyses of the impacts of HIV/AIDS. 
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These analyses are increasingly viewed as only reflecting a limited part of the picture, 
as underestimating the actual impact of the epidemic on economic and human devel-
opment, and consequently as leading to a systematic underinvestment in the national 
and international resources that are devoted to the fight against the epidemic [2,3,4]. 
A growing body of evidence now allows a better understanding of the full economic 
and societal dimensions of the epidemic that urgently needs to inform public policies 
at both national and international levels.

Within the global pandemic of  HIV infection there are many different epidemics, 
each with its own dynamics and each influenced by many factors including time of 
introduction of  the virus, population density, and cultural and social issues. Even 
within each region the HIV epidemic consists of  a multitude of  smaller ongoing 
epidemics, which although related, pursue their own course with different veloci-
ties. Spread of  the epidemic has varied considerably between developed and devel-
oping countries, depending on the existing cultural social and behavioural patterns 
as well as on the risk environment. This latter concept, recently introduced by some 
social scientists [4], puts the emphasis on the economic and social characteristics 
that make individuals and groups more or less vulnerable to the risk of  contracting 
the virus. Higher educational attainment and social status, because they provide 
greater economic resources, which may facilitate behaviours and opportunities that 
put individuals at greater risk [5,6], were often associated with a greater risk of  HIV 
infection in Africa at the early phases of  diffusion of  the epidemic [7]. The recent 
pattern of  new infections is, however, changing towards a greater burden among 
the less educated and poorest groups. There is increasing evidence that HIV/AIDS 
spreads more rapidly where there is poverty, grossly unequal distribution of  income 
and wealth, unequal gender relations, unsustainable livelihoods, large scale popu-
lation movement and civil disorder [8]. It is now certain that poverty contributes to 
HIV/AIDS epidemics and that AIDS contributes to poverty although we still do 
not know enough about the complex pathways of  this relationship [9].

Until recently, economic research on HIV/AIDS had failed to capture many impor-
tant aspects of its impact on development because it de facto considered the disease 
as a sharp exogenous shock to the economy. Indeed, the epidemic installs a con-
tinuum between a sharp short term shock and long term structural changes that in 
the absence of an appropriate response will jeopardise the whole process of devel-
opment. It is a long wave event which is superimposed on other long wave trends, 
like endemic poverty, poor governance and market and public sector failures to pro-
vide basic services in Africa and other regions, as well as the social costs of rapid 
transition to market economies and industrialization in many others, which already 
affected development. The combination of these long term trends often creates dra-
matic short term situations, as illustrated by the way the HIV/AIDS epidemic fuels 
the current famines and food crisis in Southern Africa by having increased the vul-
nerability of small-scale farmers to production shocks [10,11].

The Demographic Impact

The most obvious impact of the epidemic is on demography. Through its direct 
contribution to the global burden of disease [12], as well as its strong link with the 
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burgeoning of other infectious diseases like tuberculosis [13,14], HIV/AIDS has 
undermined the optimistic views of the early 1990s about the “epidemiologic transi-
tion” that were predicting that communicable diseases will account for only a minor 
part of morbidity and mortality in developing countries as chronic diseases become 
more pronounced at the beginning of the 21st century [15]. There is no doubt that 
the most direct demographic consequence of AIDS is an increase in mortality [16]. 
AIDS has been shown to be the leading cause of adult death in Abidjan, Kinshasa, 
and rural communities in Uganda and Tanzania [17]. In two community-based rural 
studies in Masaka and Rakai districts of Uganda, mortality among HIV-infected 
adults was over 130 per 1000 person-years of observation, nineteen times higher than 
among adults not infected with HIV [18]. In South Africa, without interventions to 
reduce HIV-related mortality, it can be predicted that by the year 2010, AIDS deaths 
will account for double all other causes of death combined [19].

Hardest hit by excess HIV-related deaths are those aged 25–45 years, usually a 
group with low mortality. In addition, mother-to-child transmission means that HIV 
increases infant and more particularly child mortality: when corrected for competing 
causes of mortality, HIV infection caused 7.7% of under-5 deaths in Sub-Saharan 
Africa in 1999, a significant rise from 2% in 1990, and 21 out of the 39 countries of 
the region had HIV-specific under-five mortality rates above 10 per 1000 [20]. Because 
AIDS deaths are concentrated in childhood and young adulthood, their effects on 
life expectancy have already been substantial, life expectancy at birth being currently 
three to more than fifteen years lower in 16 African countries when compared with 
the 1970–1975 period [21]. Population projections suggest that AIDS mortality will 
lead to further declines in a growing number of countries [22,23,24]. In addition, 
AIDS impacts population size and growth rates through the related decline in 
fertility rates. Although no negative population growth has yet been documented 
due to the HIV AIDS epidemic, figures suggest that population growth may indeed 
turn negative in the near future for some African countries or regions [25, 26].

The Economic Impact

The economic consequences of the major demographic changes related to AIDS have 
however remained rather more uncertain [27]. The current evidence on the implica-
tions of HIV/AIDS on the economy has been based on three different approaches.

1. First, micro studies have described the consequences of the epidemic on a certain 
social structure or on specific agents typically private firms, households, orphans, 
women, communities, etc.

A recent review of the published literature about the impact of HIV/AIDS on house-
holds identified a total of 28 studies in developing countries, mostly in Africa but 
also in Haiti, India, the Philippines, Sri Lanka and Thailand [28]. Most of these stud-
ies focus on “affected households”, i.e. households that experience illness or death of 
one (or more) of their members due to HIV/AIDS, and on the impact of illness and 
death on household finances. These impacts commonly include “direct costs” due 
to medical and funeral expenditures, and “indirect costs” due to the impact of  the 
illness on productivity [29, 30].
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In low and middle income countries out-of-pocket spending represents a large share 
of health spending even in countries with well-functioning public health delivery sys-
tems. In low income countries, on average 4.0% of GDP is spent on health, 2.8% 
from public spending and 1.2% from private sources, but these figures are respec-
tively 1.5% public and 1.8% private in Africa. Therefore, health costs can represent a 
significant proportion of the affected households’ income: in a survey carried out in 
South Africa, the households with at least one HIV-infected member spent on aver-
age a third of their income in medical related expenses. whereas the national average 
household expenditure on health care is 4% per year [31]. Deaths are also costly; the 
funeral rites can last for several days, necessitating a prolonged interruption of work 
for the entire family concerned.1 In some studies in Africa, the cost of a funeral may 
represent four times the total monthly household income. In a longitudinal commu-
nity study in a rural area in north-west Tanzania, expenditures associated with AIDS 
terminal illness were higher than for other causes of death, direct medical costs were 
about 1.5 times higher than the funeral costs, and the sum of both costs exceeded the 
estimated annual household income per capita in this population [32]. In addition, a 
person who develops AIDS experiences a reduction in his productive capacity, as he 
regularly falls ill. The reduction in his work capacity signifies a reduction in household 
resources. In a survey carried out in Côte d’Ivoire among a sample of HIV-infected 
patients aware of their serostatus and consulting for HIV care, 30% had lost their job 
since their HIV diagnosis and 81% had no health insurance coverage [33]. In the study 
in South Africa already mentioned [31], two thirds of the affected households experi-
enced a fall in their income, and in 40% of households, caregivers had to take time off  
work and other income generating activities or school. HIV/AIDS does not only push 
poor households deeper into poverty, it also pushes households that were relatively 
wealthy into poverty: that was the case in Zambia in two thirds of affected households 
because monthly disposable income fell by more than 80% when the father died [34].

It is also widely acknowledged that HIV/AIDS has a devastating impact on children. 
According to UNICEF [35], 13.4 million children have already lost one or both parents 
to AIDS, including 11 million in sub-Saharan Africa, half of whom being between the 
ages of 10 and 14. The projected total number of children orphaned by the disease will 
nearly double to 25 million by 2010. At that point, anywhere from 15% to 25% of the 
children in a dozen sub-Saharan countries will be orphans, the vast majority of them 
having been orphaned by HIV/AIDS. Even in countries where HIV prevalence has sta-
bilized or fallen, like Uganda, the  numbers of orphans will stay high or rise as parents 
already infected continue to die from the disease.

Most African businesses that have more than ten employees have already seen at 
least one employee dying of HIV/AIDS or currently employ infected workers [36]. 
HIV/AIDS has been shown to have a major impact on African business in terms 
of reduced labour supply, especially the loss of experienced workers in their most 

1  Funeral costs do not refer just to the cost of the funeral in itself: HIV/AIDS does not change this value, 
given that everyone will die one day. The implicit cost of HIV/AIDS relates on the one hand to the 
repetition of funeral costs or participation in funeral costs and on the other hand to the fact that the 
deceased passed away sooner than in the absence of the epidemic: the sooner the death occurs, the less 
time to save for funeral costs, the bigger the relative cost of funeral.



 ECONOMIC IMPACT OF HIV/AIDS 249

productive years, increased absenteeism, reduced profitability, loss of international 
competitiveness, and other financial impacts [37].

2. Sectorial approaches have therefore tried to assess the global costs of the epidemic 
for a whole industry like mining, or the agriculture commercial sector, as well as for 
private and public delivery of certain services.

These approaches were often carried out in order to assess the potential benefits of 
alternative policies to mitigate this impact. Indeed, this impact can vary in differ-
ent productive sectors mainly for two reasons. First, the prevalence is different in 
each productive sector. Second, the importance of the incapacity due to AIDS varies 
according to the precise nature of the work.

The public sector, with a concentration of skilled workers, could be particularly 
affected, especially the education and health sectors. Education and the international 
effort to enrol all children in school by 2015 are being undermined, since teachers 
die of AIDS nearly as rapidly as nations can train them [29]. The impact on human 
resources is increasingly affecting the health sector especially in low-income coun-
tries where the rate per 100,000 population is lower than 10 for physicians and 100 
for nurses. Existing healthcare systems are already overburdened by the HIV epidemic. 
In Côte d’Ivoire and Uganda, 50% to 80% of adult hospital beds are occupied by 
patients with HIV-related conditions [29]; in Swaziland, the average length of stay in 
hospitals is 6.0 days, but increases to 30.4 days for patients with tuberculosis, associ-
ated with HIV in 80% of cases [38]. In hospital services in Nairobi, Kenya, the impact 
of the escalating demand for HIV/AIDS-related care was accompanied by deterio-
rating conditions for both HIV-positive and HIV-negative patients and increased 
mortality during hospital stay in the two groups [39]. In both the public and private 
sector, the premature death of an employee leads to the disappearance of know-how, 
which can no longer serve production or be transmitted and may represent a higher 
loss for the firm than the direct loss due to absenteeism [40].

3. Finally, macro models have tried to measure the overall impact of the epidemic 
on economic development.

Different studies have been conducted to attempt to measure, in terms of GDP points 
lost, the macroeconomic consequences of HIV/AIDS. The main studies supply com-
parable figures for the African economies (Table 1 [41]). On average, the authors 
forecast a one-point reduction in the rate of growth of national wealth. An estimate 
of the impact on the national economy of India also gave a similar 1% reduction [42]. 
These studies are based on an ad hoc modelling of the economy which is supposed to 
permit a comparative evolution to be derived, with or without the AIDS pandemic.

Why Has the Economic Impact Been Under-estimated ?

Of course, even a loss of around 1% growth matters in developing countries, which 
desperately need very high rates of growth to catch up with international competi-
tion. However, when confronted with the sectorial impacts described above, they 
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may look quite modest, and policy makers may believe that a 1% loss is similar to 
exogenous shocks, such as the economic consequences of the terrorist attacks in the 
United States on September 11, 2002, that are more or less easily absorbed by most 
countries. The reason why these estimations were modest is precisely that the models 
used considered AIDS as a traditional shock on labour supply.

These projections consider that HIV-related deaths tend to reduce both total 
income and the number of  people this income must be divided between. The 
resultant smaller population tends to mean that there is more capital per worker 
for those that remain[43]. If  a country loses 10% of  its workforce in the short 
term, production and consequently GDP may decrease but in a more limited pro-
portion (for example 5% or 8%) which means that mechanically GDP per capita 
will increase.2 Similarly if  there is scarcity of  land or capital, the productivity 
per worker may increase as a result of  the shock. Even if  macroeconomic models 
predicted a decline in savings and investment, which will be partly due to reallo-
cation of  resources toward medical care for the HIV-infected, the negative impact 
on GDP growth was limited by this supposed countervailing effect of  increased 
labour productivity [44].

This quite simplistic view of  how the economy functions clearly ignores some 
phenomena that have been notably highlighted, in recent years, by the theory 
of  endogenous growth [45, 46]. On the one hand, these phenomena, which have 
been shown to play a major role in the accomplishment of  sustained high rates of 
economic growth, concern the influence of  information and subjective expecta-
tions on the individuals’ long term economic behaviours. On the other hand, they 

Table 1. Reduction in GDP attributable to HIV/AIDS.

 Average reduction  
 in GDP (in annual 
Country growth points) Period Sources/authors

30 sub-Saharan [0.8; 1.4] 1990–2025 Over (1992)
  African countries
Cameroon 2 1987–1991 Kambou et al. (1992)
Zambia [1; 2] 1993–2000 Forgy (1993)
Tanzania [0.8; 1.4] 1991–2010 Cuddington (1992)
Kenya 1.5 1996–2005 Hancock et al. (1996)
Mozambique 1 1997–2020 Wils et al. (2001)

Source: Estimations collected by Touzé and Ventelou [41] using the quoted articles, the intervals relate to 
the size of the impact according to the scenarios studied.

2  This argument is similar to the one used by Cantor who concludes that the bubonic plague in England in 
1450 led to a rise in living standards for those who survived who had higher levels of land for cultivation 
per capita. However, such comparison leads to misinterpretation because the two epidemics are quite 
different. The “Black Death” was a very short-term epidemic that only lasted for three years and only 
produced a short-term one-off  reduction in the size of the population.
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concern the “complementarities” in the accumulation of  the productive factors of 
the national economy, i.e. the interactions between the different forms of  physical 
capital and human capital entering the production function.

As an example of  the first dimension regarding long term trends in adaptative 
economic behaviours, one key element in the economic “success stories” of  some 
countries in East Asia has been their very high rates of  savings and investment, 
often in excess of  30% of  income being saved. It has been shown that this savings 
boom in East Asia is related to the rapid increase in life expectancy and is depen-
dent on the working population being able to foresee their retirement and engag-
ing in saving to pay for it [47]. The HIV/AIDS epidemic definitely alters the long 
term economic behaviours in a number of  ways that have hardly been quantified 
in previous studies.

Individuals who know their serostatus will not behave the same way as individu-
als who ignore it. Similarly, individuals who know they can be treated are likely to 
make different economic decisions from individuals who ignore the existence of this 
treatment or whose access to treatment has been denied. Beyond the immediate con-
sequences of income loss and diversion of the remaining income to health expendi-
tures, affected households may develop various “coping” strategies to deal with the 
long term persistence of the disease, including migration [48], child labour, sale of 
assets, and use of savings. The coping strategy to face health expenditures could be 
punctually to sell assets, but the anticipation of future costs may lead to permanent 
restrictions in consumption in order to pay for those potential expenditures.

The long term impact may also affect households who do not include any HIV-
infected member. Non-directly affected households who provide care to a sick person 
or take care of the family of a deceased incur costs and experience interactions with 
HIV/AIDS related diseases which may alter their visions of the future. It has been 
shown that families fostering children, who lost their parents because of AIDS, have 
a significant reduction of their consumption but also their capital accumulation [49]. 
New empirical evidence about the impact of being orphaned in the context of AIDS 
[50, 51] also stresses the importance of taking into account a longer time horizon 
and the related evolution of economic behaviours to accurately measure impact. The 
reduction in children’s human capital following the loss of parents’ presence seems 
less due to the direct associated loss in income from parental deaths than a product 
of associated behavioural changes. In particular, the impact of orphanhood on living 
arrangements and school enrolment seems to depend on the degree of relatedness of 
the orphans to the head of the household which takes care of them [52, 53].

Moreover, in countries where the epidemic is generalized and the impacts are pub-
licly known, it is likely that a significant portion of the population will turn objective 
variables—such as life expectancy or future productivity—into subjective ones, due 
to the presence of HIV/AIDS in their environment. In South Africa, under highly 
plausible hypotheses about the way consumption decisions will be affected by the fall 
in the average national life expectancy due to HIV/AIDS, a microsimulation revealed 
that the saving rate in 2015 would be at minimum 5% lower than the rate that would 
have prevailed in the absence of the epidemic [54].
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The threats to regional security due to the generalisation of the epidemic, that have 
been highlighted by a series of reports [55], are another example of “indirect deferred 
costs” whose impact may be considerable on economic activities like tourism [56] or 
decisions of foreign investors [57].

A second dimension that has been grossly underestimated in most studies and has 
even been totally neglected in previous macroeconomic models, is the dynamic impact 
of the epidemic on transmission of human capital and its interaction with physical 
capital. This relationship must be understood in the current context of the change of 
paradigm concerning the relationship between health improvements and economic 
growth. In recent years, there has been a growing awareness that health is not only a 
consumption good that adds to wellbeing but also an investment good that increases 
the future productive power of workers and employees. The traditional interpreta-
tion of the strong observed correlation between income and health—i.e. that higher 
income leads to better health—has been increasingly challenged: health, as measured 
by life expectancy at the beginning of the period, has significant effects on subse-
quent growth. The landmark report on macroeconomics and health commissioned 
by WHO has provided compelling evidence that investment in global health spurs 
economic development [3]. Together with the moral argument, the direct effect of 
health on workers’ productivity is the main mechanism put forward by this report to 
justify increased transfers of resources to developing countries for health spending.

However, there are also more indirect mechanisms through which health can influ-
ence productivity, because health is a complementary input in the formation of 
human capital. Ill health and premature death lead to wasted investment in human 
capital and globally reduces the incentives to invest in the future of people. In the 
absence of an adequate policy response, the reduction in resources linked to HIV/
AIDS can have a major impact in decreasing the productivity of education, signifi-
cantly reducing human capital and its transmission and contributing to a long term 
decline in savings and investment.

All these considerations, to which may be added the deformation of the age-pyramid 
of the population due to AIDS [58], lead to the understanding that the impact of the 
epidemic on growth of GDP is likely to be a lot larger than previously estimated by 
models that did not take these effects into account. By killing mostly young adults, 
AIDS does more than destroy the human capital embodied in them. It weakens the 
whole mechanism through which human capital is accumulated and transmitted 
across generations, it reduces the incentives to invest in education and weakens the 
precious informal educational mechanisms through which savoir-faire are transmit-
ted from parents to children.

The conclusions of a recent study by the World Bank [59], which has tried for the first 
time to fully integrate the effect on human capital on macroeconomic predictions for 
South Africa state that “in the absence of AIDS, the counterfactual benchmark, 
there would have been modest growth with universal education attained with three 
generations. But if  nothing is done to combat the epidemic, a complete economic 
collapse will occur within four generations” with the risk of South Africa being taken 
back to the level of GDP per capita of Kenya.
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The Introduction of Human Capital into Macroeconomic Analysis 
of the Impact of AIDS

In a recent study [60] (see also appendix), we proposed a macro-economic model 
based on the basic idea that the differential impact of AIDS on the economic growth 
of different countries depends largely on the level of development already attained. 
Our model is characterised by a production function with 4 variables (capital K, 
labour L, human capital H and public productive spending D) and 3 types of agent 
(firms, households and the State). In this type of macro modelling, human capital 
could be defined very generally as “the ability of people to be economically produc-
tive: education, training, and health care can help increase human capital”.

Households provide the production factor L, receive wages, and choose between 
consumption of current goods and consumption of health goods. Health demand 
is influenced by family morbidity. When morbidity increases, households offer less 
work, receive fewer wages, and demand more health goods. At the same time, the 
household’s human capital, H, is reduced (deferred indirect cost). The level of pub-
lic spending is fixed by the State, which also decides its composition, between D, 
productive spending, and direct transfers to households (healthcare allowances for 
example). Such a model implies two paths for the economy (Fig. 1). For a given 
population health status and a given level of health expenditure, a threshold exists 
below which the balanced-growth rate of per capita national income is negative: the 

More production

AIDS
Intensity of the crisis and/or weakness of the health policy response

More worker sand
more productivity 

More spending
in (human) capital 

Less production

Less workers and
less productivity

Less spending
in (human) capital

Above the epidemiological threshold
Growth and development

Below the epidemiological threshold
Trap and involution

Fig. 1. Two paths for the impact of AIDS on the economy. The basic idea underlying 
the Figure is that of a differential impact of AIDS on economic growth, crucially 
depending on the level of development already attained and of the adequacy of the 
response. For a reasonable range of epidemiological predictions, an involution trap 
may occur, corresponding to a modification of the long-term growth regime of the 
economy
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long-run economic outcome is no-development, a case we will call an “epidemic 
trap”. In this case, the withdrawal resulting from the disease and poor health on 
the economy’s productive factors is too large to allow its development to continue. 
Above this threshold, however, the economy provides sufficient resources to main-
tain its cumulative growth (benefiting from the regular provision of human capital 
at the same time as physical capital accumulates). The existence of the trap is closely 
linked to the structure of the macroeconomic model: multiple growth engines and 
productive complementarities. In this view, accumulation of human capital turns out 
to be the essential force that generates economic growth. A large AIDS epidemic 
brutally disrupts the transmission of knowledge and abilities from one generation to 
the next and may thus result in deep economic collapse: a “bifurcation”.

We evaluated the possibility of  an epidemic trap under “plausible” hypotheses. 
Our model is calibrated with data for Angola, Benin, Cameroon, Central African 
Republic and Côte d’Ivoire for GNP, population, capital stock, gross domestic 
investment, fiscal policy, etc., up to 2001. We also set parameters and elasticities 
(for healthcare demand) from microeconomic and statistical studies. The principal 
unobservable constant is the human capital at the beginning of  the calibration 
period (1985), and it will be determined as the best fit with the real macroeco-
nomic course of  events. Table 2 reports HIV prevalence3 and simulated GNP for 
five countries according to our economic model. The average reduction in GNP is 
estimated by the difference between the simulated GNP “without AIDS” (that is, 
prevalence rate set at zero) and with AIDS. The main result of  this calibration exer-
cise matches the predictions of  our theoretical model. The average reduction of 
GNP exceeds 10% in four countries, and an epidemic trap appears in Cameroon. Of 
course, our results are dependent on HIV the prevalence rates estimated by UNAIDS 
(an input of the macro-modelling), and it is possible that new revisions of data drive 
Cameroon out of the sample of countries which endure a bifurcation process. But 
the finding remains that countries with great economic vulnerability could radically 
shift their growth path when experiencing high HIV prevalence rates.

The introduction of human capital into macroeconomic analysis and the interac-
tion between multiple agents’ decisions about production factors create potential 
“bifurcations” along the balanced-growth pathway of fragile economies. Using a 
realistic set of parameters and elasticities, we find a trap phenomenon to be plausible 
in face of an epidemic shock such as AIDS. Together households (for healthcare 
decisions) and firms (for physical capital formation) have essentially been knocked 
into reverse and are together entering a process named “coordination failure” by cer-
tain economists [61]. The example of Cameroon—if HIV prevalence rises—is partic-
ularly interesting and dramatic: the growth process may be blocked by the shock and 
the net GDP-loss may be far higher than anticipated by previous macroeconomic 
studies: more than 15% in this special case.

3   Source : UNAIDS epidemic projections (by its SPECTRUM software) in 2003 mainly. These figures 
have been revised regularly by UNAIDS since 2003, knowing that new prevalence studies have been 
implemented. In 2005, Cameroon encounters a drastic revision, which we have taken into account in this 
paper (which is why the present figures differ from our earlier forecasts in Oxford Development Studies). 
We did not integrate the new revisions of 2006.
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Why Has the Impact on Human Development Been Under-estimated?

While it should now be understandable that the impact of  HIV/AIDS on economic 
growth has been underestimated through its consequences on human capital, it 
should also be acknowledged that an emphasis on GDP to the exclusion of  other 
aspects of  human development does not capture the actual consequences of  the 
epidemic [2]. The morbidity and mortality associated with an HIV/AIDS epidemic 
also affects the unpaid, non-market economic activities—what may be called non-
traded socially reproductive labour and goods—that are of  prime importance in 

Table 2. AIDS and economic growth in five African countries.

Years 1995 2000 2005 (f) 2010 (f)

Angola

Adult HIV prevalence (%) 2.5 5.3 5.1 5.1
GNP (PPP, constant 1987  8,617 11,137 9,642 9,975
  international US$)
Average reduction in GNP 5% 7% 8% 9%

Benin

Adult HIV prevalence (%) 1.5 3.3 2.9 2.6
GNP (PPP, constant 1987 4,982 5,955 7,162 8,388
  international US$)
Average reduction in GNP 1% 3% 5% 6%

Cameroon

Adult HIV prevalence (%) (see 
  Note 3 for the special case of 
  Cameroon HIV prevalence rate) 5 7.2 10.8 13.6
GNP (PPP, constant 1987  17,008 19,654 20,314 20,597
  international US$)
Average reduction in GNP 5% 8% 9% 17%

Central African Republic

Adult HIV prevalence (%) 5.2 9 9.7 9.3
GNP (PPP, constant 1987  3,766 3,924 4,093 4,220
  international US$)
Average reduction in GNP 9% 11% 13% 14%

Côte d’Ivoire

Adult HIV prevalence (%) 2.5 6.5 10 12.3
GNP (PPP, constant 1987 16,214 19,680 19,922 20,386
  international US$)
Average reduction in GNP 2% 5% 9% 13%

f = forecasts
Source: [60]
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the societies of  the developing world in proportions that are not anymore the case 
in high income countries. These activities—child rearing, community  participation, 
self-provisioning through agricultural or pastoral work—do not enter into usual 
economic calculations. As conceptualised by economists who call attention to the 
fact that certain social relations may facilitate co-operation and trust and can be 
a source of  value in themselves [62, 63], loss of  these activities may strongly affect 
the whole process of  development.

The modern idea of human development characteristic of the United Nations Devel-
opment Programme (UNDP) has tried to go beyond GDP alone to arrive at a more 
pragmatic balance between the growths of income, environmental sustainability and 
people’s needs to be full participants in the lives of their societies. It tries to recog-
nise that these goals should be achieved in relation to widely varying cultural and 
national traditions. It also tries to incorporate the important notion of capabilities, 
a perspective focusing on the opportunities for choice that their economic and social 
environment practically offers to people [64].

Human development has four components (UNDP, 1995): the creation of human 
capabilities (including improved health, knowledge and skills to fully participate in 
income generation); the elimination of barriers to economic and political opportuni-
ties, enabling people to have equal access to and benefit from opportunities; people’s 
full participation in decisions and processes affecting their lives; and intergenera-
tional sustainability of the development process. The Human Development Index 
(HDI), a composite index measuring average achievement in three basic dimensions 
(a long and healthy life, knowledge and a decent standard of living) is an attempt, 
although imperfect, to better capture progress on all its major dimensions. In the 
1980s, reversals in HDI were highly unusual and limited to exceptional political or 
war situations. Unfortunately, the 2003 edition of the Human Development Report 
shows that 21 countries4 have exhibited a decline in the value of their HDI and such 
decline is mainly related to a fall in life expectancy due to the HIV/AIDS epidemic. 
Even countries which are able to pursue progress in their absolute level of human 
development are affected in that process because of HIV/AIDS: for example, Thai-
land in spite of successful efforts to bring the epidemic under control has fallen from 
52nd in 1995 to 74th place in 2001 in HDI rankings.

Some Policy Recommendations for Responding to the Economic Impact of AIDS

The recent literature on the economic impact of  AIDS in developing countries 
strongly supports the need for governmental action in three principal policy 
directions:

4   Between 1980 and 1990, only four countries (Democratic Republic of Congo, Guyana, Rwanda and 
Zambia) saw a drop in their HDI. Between 1990 and 2000, Armenia, Belarus, Botswana, Burundi, 
Cameroon, Central African Republic, Côte d’Ivoire, Congo, Dem. Rep. of Congo, Kazakhstan, Kenya, 
Lesotho, Moldova, Russian Federation, South Africa, Swaziland, Tajikistan, Tanzania, Ukraine, Zambia, 
Zimbabwe exhibited a decline.
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1.  Governments must take into account the long-range effects on human capital. Policy 
should prefer social intervention, with an increase in health and educational spend-
ing. Social support systems must be improved and redesigned, to fi ght against the 
“imminent” social consequences of HIV/AIDS, but at the same time to fi ght against 
its “deferred” economic consequences.

2.   Scaling-up access to antiretroviral treatment for a large part of the working popula-
tion who already HIV-infected may be much more cost-effective than initially evalu-
ated, in view of the risk of an epidemic underdevelopment trap. In some cases, rapid 
access to ARV treatments could prevent these countries from experiencing a macro-
economic catastrophic “bifurcation”.

3.   For countries threatened by such an epidemic trap, internal resources are by defi ni-
tion insuffi cient to reverse the tendency to collapse. Any policy must therefore be 
accompanied by increased aid from the international community (by more funds 
given to the most fragile African countries, or by an agreement on “subsidized” 
treatment prices for them), because the longer the delay in this policy, the more 
costly and less effi cient it will be.

Mathematical Appendix

The model used for this research is a Computable General Equilibrium Model 
(CGE-Model), including an endogenous growth property. Table 3 presents the vari-
ous channels through which the AIDS pandemic may affect economic growth as well 
as the list of variables used in the model to capture these effects.

The model assumes the following macroeconomic production function:

 Y K y L H y D y( ) ( ( , )) ( ( , )) ( ( , ))e e e ea b c= × × ×

with e, population’s epidemiological status (HIV prevalence rate) and a + b + c = 1.

Table 3. Economic variables and AIDS impact on growth.

Channel Variable of the model Horizon

Rate of participation 
(quantitative effect of 
AIDS on the work supply)

L/N, share of the total 
labour force effectively 
capable of working

Short

Productivity of workers 
(qualitative effects of AIDS 
on the work supply)

H, “human capital” Long

Rate of public investment D, public productive 
spending

Short/long

Private investment K, physical capital (pos-
sible financial imbal-
ance of the national 
economy)

Short/long

The complete formal version of the model and detailed results are provided in Couderc 
and Ventelou (2005) [60].
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This equation will serve to analyse the effect of the epidemic on the macroeconomic 
income Y of  a country. Any increase in ε represents a deterioration of the popula-
tion’s health status and affects the accumulation process of each production factor 
(K, L, H and D, as defined in Table 3). A specificity of the model (its “endogenous 
growth” property) is that these cumulative factors, and consequently the total growth 
rate of the economy, are an increasing function of the per capita national income 
level Y/N (= y), with a critical value threshold y that has to be reached in order to 
obtain positive growth (growth rate G > 0 for y > yc). The exact threshold level and 
the calculation of the macroeconomic rate of growth are based on microeconomic 
foundations which take into account agents’ behaviours including those at the house-
hold level. At this level, two health effects are assumed:

AIDS → ill health → reduction in labour participation.

AIDS → Alteration of the long-sight choices of the agents (households and firms) → 
lower ‘human capital’ (education, savoir-faire), lower ‘physical capital’.

Thus, the model calculates a double effect, both quantitative (short-term) and quali-
tative (long-term), of AIDS on African economies. When the country is fragile (near 
a critical value threshold yc), the epidemic shock may result in deep economic col-
lapse: a “bifurcation”.
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