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Introduction

The term ‘Pan-African’ was coined by WQ Kennedy in
1964 on the basis of an assessment of available Rb-Sr
and K-Ar ages in Africa. The Pan-African was inter-
preted as a tectono-thermal event, some 500 Ma ago,
during which a number of mobile belts formed, sur-
rounding older cratons. The concept was then extended
to the Gondwana continents (Figure 1) although
regional names were proposed such as Brasiliano
for South America, Adelaidean for Australia, and
Beardmore for Antarctica. This thermal event was
later recognized to constitute the final part of an
orogenic cycle, leading to orogenic belts which are
currently interpreted to have resulted from the amal-
gamation of continental domains during the period
~870 to ~550 Ma. The term Pan-African is now used
to describe tectonic, magmatic, and metamorphic ac-
tivity of Neoproterozoic to earliest Palaeozoic age,
especially for crust that was once part of Gondwana.
Because of its tremendous geographical and temporal
extent, the Pan-African cannot be a single orogeny
but must be a protracted orogenic cycle reflecting the
opening and closing of large oceanic realms as well
as accretion and collision of buoyant crustal blocks.
Pan-African events culminated in the formation of
the Late Neoproterozoic supercontinent Gondwana
(Figure 1). The Pan-African orogenic cycle is time-
equivalent with the Cadomian Orogeny in western
and central Europe and the Baikalian in Asia; in
fact, these parts of Europe and Asia were probably
part of Gondwana in pre-Palacozoic times as were
small Neoproterozoic crustal fragments identified in
Turkey, Iran and Pakistan (Figure 1).

Within the Pan-African domains, two broad types of
orogenic or mobile belts can be distinguished. One type
consists predominantly of Neoproterozoic supracrustal
and magmatic assemblages, many of juvenile (mantle-
derived) origin, with structural and metamorphic his-
tories that are similar to those in Phanerozoic collision
and accretion belts. These belts expose upper to middle
crustal levels and contain diagnostic features such as
ophiolites, subduction- or collision-related granitoids,
island-arc or passive continental margin assemblages as
well as exotic terranes that permit reconstruction of
their evolution in Phanerozoic-style plate tectonic scen-
arios. Such belts include the Arabian-Nubian shield of
Arabia and north-east Africa (Figure 2), the Damara—
Kaoko—Gariep Belt and Lufilian Arc of south-central
and south-western Africa, the West Congo Belt of
Angola and Congo Republic, the Trans-Sahara Belt of
West Africa, and the Rokelide and Mauretanian belts
along the western part of the West African Craton
(Figure 1).

The other type of mobile belt generally contains
polydeformed high-grade metamorphic assemblages,
exposing middle to lower crustal levels, whose origin,
environment of formation and structural evolution are
more difficult to reconstruct. The protoliths of these
assemblages consist predominantly of much older
Mesoproterozoic to Archaean continental crust that
was strongly reworked during the Neoproterozoic.
Well studied examples are the Mozambique Belt of
East Africa, including Madagascar (Figure 2) with ex-
tensions into western Antarctica, the Zambezi Belt of
northern Zimbabwe and Zambia and, possibly, the
little known migmatitic terranes of Chad, the Central
African Republic, the Tibesti Massif in Libya and the
western parts of Sudan and Egypt (Figure 1). It has been
proposed that the latter type of belt represents the
deeply eroded part of a collisional orogen and that
the two types of Pan-African belts are not fundamen-
tally different but constitute different crustal levels of
collisional and/or accretional systems. For this reason,
the term East African Orogen has been proposed for
the combined upper crustal Arabian-Nubian Shield
and lower crustal Mozambique Belt (Figure 2).
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Figure 1 Map of Gondwana at the end of Neoproterozoic time (~540 Ma) showing the general arrangement of Pan-African belts. AS,
Arabian Shield; BR, Brasiliano; DA, Damara; DM, Dom Feliciano; DR, Denman Darling; EW, Ellsworth-Whitmore Mountains; GP,
Gariep; KB, Kaoko; MA, Mauretanides; MB, Mozambique Belt; NS, Nubian Shield; PM, Peterman Ranges; PB, Pryolz Bay; PR,
Pampean Ranges; PS, Paterson; QM, Queen Maud Land; RB, Rokelides; SD, Saldania; SG, Southern Granulite Terrane; TS, Trans-
Sahara Belt; WB, West Congo; ZB, Zambezi. (Reproduced with permission from Kusky et al., 2003.)

The Pan-African system of orogenic belts in Africa,
Brazil and eastern Antarctica has been interpreted as a
network surrounding older cratons (Figure 1) and es-
sentially resulting from closure of several major Neo-
proterozoic oceans. These are the Mozambique Ocean
between East Gondwana (Australia, Antarctica, south-
ern India) and West Gondwana (Africa, South
America), the Adamastor Ocean between Africa and
South America, the Damara Ocean between the Kala-
hari and Congo cratons, and the Trans-Sahara Ocean
between the West African Craton and a poorly known
pre-Pan-African terrane in north-central Africa vari-
ously known as the Nile or Sahara Craton (Figure 1).

Arabian-Nubian Shield (ANS)

A broad region was uplifted in association with Ceno-
zoic rifting to form the Red Sea, exposing a large tract
of mostly juvenile Neoproterozoic crust. These expos-
ures comprise the Arabian-Nubian Shield (ANS). The
ANS makes up the northern half of the East African
orogen and stretches from southern Israel and Jordan
south as far as Ethiopia and Yemen, where the ANS
transitions into the Mozambique Belt (Figure 2). The

ANS is distinguished from the Mozambique Belt by its
dominantly juvenile nature, relatively low grade of
metamorphism, and abundance of island-arc rocks
and ophiolites. The ANS, thus defined, extends about
3000 km north to south and >500 km on either side of
the Red Sea (Figure 3). It is flanked to the west by a
broad tract of older crust that was remobilized during
Neoproterozoic time along with a significant amount
of juvenile Neoproterozoic crust, known as the Nile
Craton or ‘Saharan Metacraton’. The extent of juvenile
Neoproterozoic crust to the east in the subsurface of
Arabia is not well defined, but it appears that Pan-
African crust underlies most of this region. Scattered
outcrops in Oman yielded mostly Neoproterozoic
radiometric ages for igneous rocks, and there is no
evidence that a significant body of pre-Pan-African
crust underlies this region. The ANS is truncated to
the north as a result of rifting at about the time of the
Precambrian-Cambrian boundary, which generated
crustal fragments now preserved in south-east Europe,
Turkey and Iran.

The ANS is by far the largest tract of mostly juvenile
Neoproterozoic crust among the regions of Africa that
were affected by the Pan-African orogenic cycle. It
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Figure 2 Pre-Jurassic configuration of elements of the East
African Orogen in Africa and surrounding regions. Regions in-
clude Egypt (Eg), Sudan (Su), Sinai-Israel-Jordan (SIJ), Afif ter-
rane, Arabia (Aa), rest of Arabian Shield (Ar), Eritrea and
northern Ethiopia (En), southern Ethiopia (Es), eastern Ethiopia,
Somalia, and Yemen (ESY), Kenya (K), Tanzania (T), and
Madagascar (M). Numbers in italics beneath each region label
are mean Nd-model ages in Gy.

formed as a result of a multistage process, whereby
juvenile crust was produced above intra-oceanic con-
vergent plate boundaries (juvenile arcs) and perhaps
oceanic plateaux (ca. 870-630 Ma), and these juvenile
terranes collided and coalesced to form larger compos-
ite terranes (Figure 4). There is also a significant amount
of older continental crust (Mesoproterozoic age crust
of the Afif terrane in Arabia; Palaeoproterozoic and
Archaean crust in Yemen, Figure 2) that was over-
printed by Pan-African tectonomagmatic events. ANS
terrane boundaries (Figure 3) are frequently defined by
suture zones that are marked by ophiolites, and the
terranes are stitched together by abundant tonalitic to
granodioritic plutons. Most ANS ophiolites have trace
element chemical compositions suggesting formation
above a convergent plate margin, either as part of a
back-arc basin or in a fore-arc setting. Boninites have

been identified in Sudan and Eritrea and suggest a fore-
arc setting for at least some ANS sequences. Sediments
are mostly immature sandstones and wackes derived
from nearby arc volcanoes. Deposits that are diagnostic
of Neoproterozoic ‘snowball Earth’ episodes have been
recognized in parts of the ANS, and banded iron for-
mations in the northern ANS may be deep-water ex-
pressions of snowball Earth events. Because it mostly
lies in the Sahara and Arabian deserts, the ANS has
almost no vegetation or soil and is excellently exposed.
This makes it very amenable to study using imagery
from remote sensing satellites.

Juvenile crust of the ANS was sandwiched between
continental tracts of East and West Gondwana
(Figure 4). The precise timing of the collision is still
being resolved, but appears to have occurred after
~630Ma when high-magnesium andesite ‘schistose
dykes’ were emplaced in southern Israel but before
the ~610Ma post-tectonic ‘Mereb’ granites were
emplaced in northern Ethiopia. By analogy with the
continuing collision between India and Asia, the ter-
minal collision between East and West Gondwana
may have continued for a few tens of millions of
years. Deformation in the ANS ended by the begin-
ning of Cambrian time, although it has locally con-
tinued into Cambrian and Ordovician time farther
south in Africa. The most intense collision (i.e.
greatest shortening, highest relief, and greatest ero-
sion) occurred south of the ANS, in the Mozambique
belt. Compared to the strong deformation and meta-
morphism experienced during collision in the Mo-
zambique belt, the ANS was considerably less
affected by the collision. North-west trending left-
lateral faults of the Najd fault system of Arabia and
Egypt (Figures 1 and 2) formed as a result of escape
tectonics associated with the collision and were active
between about 630 and 560 Ma. Deformation associ-
ated with terminal collision is more intense in the
southern ANS, with tight, upright folds, steep thrusts,
and strike-slip shear zones controlling basement
fabrics in Eritrea, Ethiopia, and southern Arabia.
These north-south trending, collision-related struc-
tures obscure the earlier structures in the southern
ANS that are related to arc accretion, and the inten-
sity of this deformation has made it difficult to iden-
tify ophiolitic assemblages in southern Arabia,
Ethiopia, and Eritrea. Thus, the transition between
the ANS and the Mozambique Belt is marked by a
change from less deformed and less metamorphosed,
juvenile crust in the north to more deformed and
more metamorphosed, remobilized older crust in the
south, with the structural transition occurring farther
north than the lithological transition.

The final stages in the evolution of the ANS
witnessed the emplacement of post-tectonic ‘A-type’
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Figure 3 Terrane map of the Arabian-Nubian Shield. (Reproduced with permission from Johnson PR and Woldehaimanot B (2003)
Development of the Arabian-Nubian Shield: perspectives on accretion and deformation in the northern East African Orogen and the
assembly of Gondwana. In: Yoshida M, Windley BF and Dasgupta S (eds.) Proterozoic East Gondwana: Supercontinent Assembly and
Breakup. Geological Society, London, Special Publications 206, pp. 289-325.)

granites, bimodal volcanics, and molassic sediments.
These testify to strong extension caused by orogenic
collapse at the end of the Neoproterozoic. Extension-
related metamorphic and magmatic core complexes
are recognized in the northern ANS but are even more
likely to be found in the more deformed regions of the
southern ANS and the Mozambique Belt. A well de-
veloped peneplain developed on top of the ANS crust
before basal Cambrian sediments were deposited,
possibly cut by a continental ice-sheet.

The ANS has been the source of gold since Phar-
aonic Egypt. There is now a resurgence of mining
and exploration activity, especially in Sudan, Arabia,
Eritrea, and Ethiopia.

Mozambique Belt (MB)

This broad belt defines the southern part of the East
African Orogen and essentially consists of medium- to
high-grade gneisses and voluminous granitoids. It ex-
tends south from the Arabian-Nubian Shield into
southern Ethiopia, Kenya and Somalia via Tanzania
to Malawi and Mozambique and also includes
Madagascar (Figure 2). Southward continuation of
the belt into Dronning Maud Land of East Antarctica
(Figure 1) has been proposed on the basis of geophys-
ical patterns, structural features and geochronology.
Most parts of the belt are not covered by detailed map-
ping, making regional correlations difficult. There is no
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Kisii-Bukoban
cover

Archaean

Greenstone batholiths

Belt

Moh©
Sub Depleted
crustal 1280°C thermal
lithosphere boundary layer

Alkali granites
(Pan-African)

NW-SE Shears

Depleted/
Transitional

40km
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overall model for the evolution of the MB although
most workers agree that it resulted from collision be-
tween East and West Gondwana. Significant differences
in rock type, structural style, age and metamorphic
evolution suggest that the belt as a whole constitutes a
Pan-African Collage of terranes accreted to the eastern
margin of the combined Congo and Tanzania cratons
and that significant volumes of older crust of these
cratons were reconstituted during this event.
Mapping and geochronology in Kenya have recog-
nized undated Neoproterozoic supracrustal sequences
that are structurally sandwiched between basement
gneisses of Archaean and younger age (Figure 5).
A ~700Ma dismembered ophiolite complex at the

Kenyan/Ethiopian border testifies to the consumption
and obduction of marginal basin oceanic crust. Major
deformation and high-grade metamorphism is as-
cribed to two major events at ~830 and ~620 Ma,
based on Rb-Sr dating, but the older of these appears
questionable.

A similar situation prevails in Tanzania where the
metamorphic grade is generally high and many granu-
lite-facies rocks of Neoproterozoic age show evidence
of retrogression. Unquestionable Neoproterozoic su-
pracrustal sequences are rare, whereas Late Archaean
to Palaeoproterozoic granitoid gneisses volumetrically
greatly dominate over juvenile Pan-African intru-
sives. These older rocks, strongly reworked during
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the Pan-African orogenic cycle and locally migma-
tized and/or mylonitized, either represent eastward ex-
tensions of the Tanzania Craton that were structurally
reworked during Pan-African events or are separate
crustal entities (exotic blocks) of unknown origin.
The significance of rare granitoid gneisses with proto-
lith ages of ~1000-1100 Ma in southern Tanzania
and Malawi is unknown. From these, some wor-
kers have postulated a major Kibaran (Grenvillian)
event in the MB, but there is no geological evidence to
relate these rocks to an orogeny. A layered gabbro-
anorthosite complex was emplaced at ~695Ma in
Tanzania. The peak of granulite-facies metamorphism
was dated at 620-640 Ma over wide areas of the MB in
Tanzania, suggesting that this was the major collision
and crustal-thickening event in this part of the belt.

In northern Mozambique the high-grade gneisses,
granulites and migmatites of the MB were interpreted
to have been deformed and metamorphosed during
two distinct events, namely the Mozambican cycle
at 1100-850 Ma, also known as Lurian Orogeny, and
the Pan-African cycle at 800-550 Ma. Recent high-
precision zircon geochronology has confirmed the
older event to represent a major phase of granitoid
plutonism, including emplacement of a large layered
gabbro-anorthosite massif near Tete at ~1025 Ma, but
there is as yet no conclusive evidence for deformation
and granulite-facies metamorphism in these rocks
during this time. The available evidence points to only
one severe event of ductile deformation and high-grade
metamorphism, with a peak some 615-540 Ma ago.
A similar situation prevails in southern Malawi where
high-grade granitoid gneisses with protolith ages of
1040-555 Ma were ductilely deformed together with
supracrustal rocks and the peak of granulite-facies
metamorphism was reached 550-570 Ma ago.

The Pan-African terrane of central and southern
Madagascar primarily consists of high-grade ortho-
and paragneisses as well as granitoids. Recent high-
precision geochronology has shown that these rocks
are either Archaean or Neoproterozoic in age and
were probably structurally juxtaposed during Pan-
African deformation. Several tectonic provinces have
been recognized (Figure 6), including a domain consist-
ing of low-grade Mesoproterozoic to Early Neoproter-
ozoic metasediments known as the Itremo group which
was thrust eastwards over high-grade gneisses. A Pan-
African suture zone has been postulated in eastern
Madagascar, the Betsimisaraka Belt (Figure 6), con-
sisting of highly strained paragneisses decorated with
lenses of mafic—ultramafic bodies containing podiform
chromite and constituting a lithological and isotopic
boundary with the Archaean gneisses and granites of
the Antongil block east of this postulated suture which
may correlate with similar rocks in southern India.
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Figure 6 A simplified geological map showing the major
tectonic units of the Precambrian basement in Madagascar.
Rs, Ranotsara Shear Zone; BSZ, Betsileo Shear Zone.
(Reproduced with permission from Collins and Windley 2002.)

Central and northern Madagascar are separated
from southern Madagascar by the Ranotsara Shear
Zone (Figure 6), showing sinistral displacement of
>100 km and correlated with one of the major shear
zones in southern India. Southern Madagascar con-
sists of several north-south trending shear-bounded
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Figure 7 Histogram of radiometric ages for the Mozambique Belt of East Africa and Madagascar. Data from Meert JG (2003)
A synopsis of events related to the assembly of eastern Gondwana. Tectonophysics 362: 1-40, with updates.

tectonic units consisting of upper amphibolite to
granulite-facies para- and orthogneisses, partly of
pre-Neoproterozoic age. The peak of granulite-facies
metamorphism in central and southern Madagascar,
including widespread formation of charnockites, was
dated at 550-560 Ma.

The distribution of zircon radiometric ages in the MB
suggests two distinct peaks at 610-660 and 530-570
Ma (Figure 7) from which two orogenic events have
been postulated, the older East African Orogeny
(~660-610Ma) and the younger Kuunga Or-
ogeny (~570-530Ma). However, the are no reliable
field criteria to distinguish between these postulated
phases, and it is likely that the older age group
characterizes syntectonic magmatism whereas the
younger age group reflects post-tectonic granites and
pegmatites which are widespread in the entire MB.

Zambezi Belt

The Zambezi Belt branches off to the west from the
Mozambique Belt in northernmost Zimbabwe along
what has been described as a triple junction and ex-
tends into Zambia (Figures 1 and 8). It consists pre-
dominantly of strongly deformed amphibolite- to
granulite-facies, early Neoproterozoic ortho- and para-
gneisses which were locally intruded by ~860Ma,
layered gabbro-anorthosite bodies and generally dis-
plays south-verging thrusting and transpressional
shearing. Lenses of eclogite record pressures up to

23 kbar. Although most of the above gneisses seem
to be 850-870 Ma in age, there are tectonically inter-
layered granitoid gneisses with zircon ages around
1100 Ma. The peak of Pan-African metamorphism
occurred at 540-535 Ma. The Zambezi Belt is in tec-
tonic contact with lower-grade rocks of the Lufilian
Arc in Zambia along the transcurrent Mwembeshi
shear zone.

Lufilian Arc

The Lufilian Arc (Figure 8) has long been interpreted
to be a continuation of the Damara Belt of Namibia,
connected through isolated outcrops in northern
Botswana (Figure 1). The outer part of this broad arc
in the Congo Republic and Zambia is a north-east-
verging thin-skinned, low-grade fold and thrust belt,
whereas the higher-grade southern part is characterized
by basement-involved thrusts. The main lithostrati-
graphic unit is the Neoproterozoic, copper-bearing
Katanga succession which contains volcanic rocks
dated between 765 and 735 Ma. Thrusting probably
began shortly after deposition, and the main phase of
thrusting and associated metamorphism occurred at
566-550 Ma.

Damara Belt

This broad belt exposed in central and northern
Namibia branches north-west and south-east near
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the Atlantic coast and continues southwards into the
Gariep and Saldania belts and northwards into
the Kaoko Belt (Figure 1). The triple junction so pro-
duced may have resulted from closure of the Adamas-
tor Ocean, followed by closure of the Damara Ocean.
The main lithostratigraphic unit is the Damara super-
group which records basin formation and rift-related
magmatism at ~760 Ma, followed by the formation
of a broad carbonate shelf in the north and a turbidite
basin in the south. The turbidite sequence contains
interlayered, locally pillowed, amphibolites and meta-
gabbros which have been interpreted as remnants
of a dismembered ophiolite. Of particular interest
are two distinct horizons of glaciogenic rocks which
can probably be correlated with similar strata in the
Katanga sequence of south central Africa and reflect a
severe glaciation currently explained by the snowball
Earth hypothesis.

The Damara Belt underwent north- and south-
verging thrusting along its respective margins, whereas
the deeply eroded central zone exposes medium- to
high-grade ductilely deformed rocks, widespread mig-
matization and anatexis in which both the Damara

supracrustal sequence and a 1.0-2.0 Ga old basement
are involved. Sinistral transpression is seen as the cause
for this orogenic event which reached its peak at
~550-520Ma. Voluminous pre-, syn- and post-
tectonic granitoid plutons intruded the central part of
the belt between ~650 and ~488 Ma, and highly dif-
ferentiated granites, hosting one of the largest open-
cast uranium mines in the world (Réssing), were dated
at 460 Ma.

Uplift of the belt during the Damaran Orogeny led
to erosion and deposition of two Late Neoproterozoic
to Early Palaeozoic clastic molasse sequences, the
Mulden group in the north and the Nama group in
the south. The latter contains spectacular examples of
the Late Neoproterozoic Ediacara fauna.

Gariep and Saldania Belts

These belts fringe the high-grade basement along
the south-western and southern margin of the Kala-
hari craton (Figure 1) and are interpreted to result
from oblique closure of the Adamastor Ocean. Deep
marine fan and accretionary prism deposits, oceanic
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seamounts and ophiolitic assemblages were thrust over
Neoproterozoic shelf sequences on the craton margin
containing a major Zn mineralization just north of
the Orange River in Namibia. The main deformation
and metamorphism occurred at 570-540 Ma, and
post-tectonic granites were emplaced 536-507 Ma
ago. The famous granite at Sea Point, Cape Town,
which was described by Charles Darwin, belongs to
this episode of Pan-African igneous activity.

Kaoko Belt

This little known Pan-African Belt branches off to
the north-west from the Damara Belt and extends
into south-western Angola. Here again a well deve-
loped Neoproterozoic continental margin sequence
of the Congo Craton, including glacial deposits, was
overthrust, eastwards, by a tectonic mixture of pre-
Pan-African basement and Neoproterozoic rocks dur-
ing an oblique transpressional event following closure
of the Adamastor Ocean. A spectacular shear zone, the
mylonite-decorated Puros lineament, exemplifies this
event and can be followed into southern Angola. High-
grade metamorphism and migmatization dated be-
tween 650 and 550 Ma affected both basement and
cover rocks, and granitoids were emplaced between
733 and 550 Ma. Some of the strongly deformed base-
ment rocks have ages between ~1450 and ~2030 Ma
and may represent reworked material of the Congo
Craton, whereas a small area of Late Archaean granit-
oid gneisses may constitute an exotic terrane. The west-
ern part of the belt consists of large volumes of
ca. 550 Ma crustal melt granites and is poorly exposed
below the Namib sand dunes. No island-arc, ophiolite
or high-pressure assemblages have been described from
the Kaoko Belt, and current tectonic models involving
collision between the Congo and Rio de la Plata cratons
are rather speculative.

West Congo Belt

This belt resulted from rifting between 999 and
912 Ma along the western margin of the Congo Craton
(Figure 1), followed by subsidence and formation of
a carbonate-rich foreland basin, in which the West
Congolian group was deposited between ca. 900 and
570 Ma, including two glaciogenic horizons similar to
those in the Katangan sequence of the Lufilian Arc.
The structures are dominated by east-verging deform-
ation and thrusting onto the Congo Craton, associ-
ated with dextral and sinistral transcurrent shearing,
and metamorphism is low to medium grade. In the
west, an allochthonous thrust-and-fold stack of
Palaeo- to Mesoproterozoic basement rocks overrides
the West Congolian foreland sequence. The West

Congo Belt may only constitute the eastern part of
an orogenic system with the western part, including
an 800 Ma ophiolite, exposed in the Aracuai Belt of
Brazil.

Trans-Saharan Belt

This orogenic Belt is more than 3000 km long and
occurs to the north and east of the >2 Ga West African
Craton within the Anti-Atlas and bordering the Tuareg
and Nigerian shields (Figure 1). It consists of pre-
Neoproterozoic basement strongly reworked during
the Pan-African event and of Neoproterozoic oceanic
assemblages. The presence of ophiolites, accretionary
prisms, island-arc magmatic suites and high-pressure
metamorphic assemblages makes this one of the best
documented Pan-African belts, revealing ocean open-
ing, followed by a subduction- and collision-related
evolution between 900 and 520Ma (Figure 9). In
southern Morocco, the ~740-720Ma Sirwa-Bou
Azzer ophiolitic mélange was thrust southwards, at
~660 Ma, over a Neoproterozoic continental margin
sequence of the West African Craton, following north-
ward subduction of oceanic lithosphere and preceding
oblique collision with the Saghro Arc.

Farther south, in the Tuareg Shield of Algeria, Mali
and Niger, several terranes with contrasting litholo-
gies and origins have been recognized, and ocean
closure during westward subduction produced a col-
lision belt with Pan-African rocks, including oceanic
terranes tectonically interlayered with older base-
ment. The latter were thrust westwards over the
West African Craton and to the east over the so-called
LATEA (Laouni, Azrou-n-Fad, Tefedest, and Egéré-
Aleksod, parts of a single passive margin in central
Hoggar) Superterrane, a completely deformed com-
posite crustal segment consisting of Archaean to
Neoproterozoic assemblages (Figure 9). In Mali, the
730-710 Ma Tilemsi magmatic arc records ocean-
floor and intra-oceanic island-arc formation, ending
in collision at 620-600 Ma.

The southern part of the Trans-Saharan Belt is ex-
posed in Benin, Togo and Ghana where it is known as
the Dahomeyan Belt. The western part of this belt
consists of a passive margin sedimentary sequence in
the Volta basin which was overthrust, from the east,
along a well delineated suture zone by an ophiolitic
mélange and by a 613 My old high-pressure meta-
morphic assemblage (up to 14 kbar, ~700°C), includ-
ing granulites and eclogites. The eastern part of the
belt consists of a high-grade granitoid—gneiss terrane
of the Nigerian province, partly consisting of Palaeo-
proterozoic rocks which were migmatized at ~600
Ma. This deformation and metamorphism is con-
sidered to have resulted from oblique collision of
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Figure 9 Diagrams showing the geodynamic evolution of western central Hoggar (Trans-Sahara Belt) between ~900 and ~520 Ma.
Stars denote high-pressure rocks now exposed. (Reproduced with permission from Caby R (2003) Terrane assembly and geodynamic

evolution of central-western Hoggar: a synthesis.)

the Nigerian shield with the West African Craton,
followed by anatectic doming and wrench faulting.

Pan-African Belt in Central Africa
(Cameroon, Chad and Central
African Republic)

The Pan-African Belt between the Congo Craton in
the south and the Nigerian basement in the north-west
consists of Neoproterozoic supracrustal assemblages
and variously deformed granitoids with tectonically
interlayered wedges of Palaeoproterozoic basement
(Figure 10). The southern part displays medium- to
high-grade Neoproterozoic rocks, including 620 Ma
granulites, which are interpreted to have formed in a
continental collision zone and were thrust over the
Congo Craton, whereas the central and northern
parts expose a giant shear belt characterized by thrust
and shear zones which have been correlated with
similar structures in north-eastern Brazil and which
are late collisional features. The Pan-African Belt con-
tinues eastward into the little known Oubanguide Belt
of the Central African Republic.

Pan-African Reworking of Older
Crust in North-Eastern Africa

A large area between the western Hoggar and the river
Nile largely consists of Archaean to Palaeoproterozoic

basement, much of which was structurally and
thermally overprinted during the Pan-African event
and intruded by granitoids. The terrane is variously
known in the literature as ‘Nile Craton’, ‘East Sahara
Craton’ or ‘Central Sahara Ghost Craton’ and is geo-
logically poorly known. Extensive reworking
is ascribed by some to crustal instability following
delamination of the subcrustal mantle lithosphere,
and the term ‘Sahara Metacraton’ has been coined
to characterize this region. A ‘metacraton’ refers to a
craton that has been remobilized during an orogenic
event but is still recognizable through its rheological,
geochronological and isotopic characteristics.

Rokelide Belt

This belt occurs along the south-western margin of
the Archaean Man Craton of West Africa (Figure 1)
and is made up of high-grade gneisses, including
granulites (Kasila group), lower-grade supracrustal
sequences (Marampa group) and volcano-sediment-
ary rocks with calc-alkaline affinity (Rokel River
group). Pan-African deformation was intense and
culminated in extensive thrusting and sinistral
strike-slip deformation. The peak of metamorphism
reached 7 kb and 800°C and was dated at ~560 Ma.
Late Pan-African emplacement ages for the protoliths
of some of the granitoid gneisses contradict earlier
hypotheses arguing for extensive overprinting of
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Archaean rocks. The Rokelides may be an accretion-
ary belt, but there are no modern structural data and
only speculative geodynamic interpretations.

Gondwana Correlations

The Pan-African orogenic cycle was the result of
ocean closure, arc and microcontinent accretion and
final suturing of continental fragments to form the
supercontinent Gondwana. It has been suggested
that the opening of large Neoproterozoic oceans be-
tween the Brazilian and African cratons (Adamastor
Ocean), the West African and Sahara-Congo cratons
(Pharusian Ocean) and the African cratons and India/
Antarctica (Mozambique Ocean) (Figure 1) resulted
from breakup of the Rodinia supercontinent some
800-850Ma, but current data indicate that the
African and South American cratons were never
part of Rodinia. Although arc accretion and continent
formation in the Arabian-Nubian shield are reason-
ably well understood, this process is still very specu-
lative in the Mozambique Belt. It seems clear that
Madagascar, Sri Lanka, southern India and parts of
East Antarctica were part of this process (Figure 1),
although the exact correlations between these frag-
ments are not known. The Southern Granulite

Terrane of India (Figure 1) consists predominantly
of Late Archaean to Palaeoproterozoicc gneisses and
granulites, deformed and metamorphosed during the
Pan-African event and sutured against the Dharwar
Craton. Areas in East Antarctica such as Liitzow-
Holm Bay, Central Dronning Maud Land and the
Shackleton Range, previously considered to be Meso-
proterozoic in age, are now interpreted to be part of
the Pan-African Belt system (Figure 1). Correlations
between the Pan-African belts in south-western
Africa (Gariep-Damara—Kaoko) and the Brasiliano
belts of south-eastern Brazil (Ribeira and Dom
Feliciano) are equally uncertain, and typical hall-
marks of continental collision such as ophiolite-
decorated sutures or high-pressure metamorphic
assemblages have not been found. The most convin-
cing correlations exist between the southern end of
the Trans-Saharan Belt in West Africa and Pan-Afri-
can terranes in north-eastern Brazil (Figure 1).
Following consolidation of the Gondwana supercon-
tinent at the end of the Precambrian, rifting processes
at the northern margin of Gondwana led to the for-
mation of continental fragments (Figure 1) which
drifted northwards and are now found as exotic ter-
ranes in Europe (Cadomian and Armorican terrane
assemblages), in the Appalachian Belt of North
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America (Avalonian Terrane assemblage) and in
various parts of central and eastern Asia.

See Also

Arabia and The Gulf. Australia: Proterozoic. Brazil.
Gondwanaland and Gondwana. Palaeomagnetism.
Tectonics: Mountain Building and Orogeny. Tertiary To
Present: Pleistocene and The Ice Age.
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Introduction

North Africa forms the northern margin of the Afri-
can Plate and comprises the countries Morocco,
Algeria, Tunisia, Libya, and Egypt (Figure 1). The
region discussed here is bounded to the west by the
Atlantic, to the north by the Mediterranean Sea, to
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the east by the Arabian Plate and to the south by polit-
ical boundaries. Much of the geology across North
Africa is remarkably uniform because many geo-
logical events affected the whole region (Figure 2).
The geological study of North Africa benefits from
large-scale desert exposures and an extensive subsur-
face database from hydrocarbon exploration. The
region contains some 4% of the world’s remaining
oil (see Petroleum Geology: Overview) and gas re-
serves with fields mainly in Algeria, Libya, and
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Egypt. Other natural resources that are exploited in-
clude Saharan fossil groundwater, phosphate, (see
Sedimentary Rocks: Phosphates) and mineral ores.

Structural Evolution

Most of North Africa has formed part of a single plate
throughout the Phanerozoic with the exception of
the Atlas Mountains which became accreted during
Late Carboniferous and Tertiary collisional events.
North Africa can be structurally subdivided into a
northern Mesozoic to Alpine deformed, mobile belt
and the stable Saharan Platform (Figure 3). The latter
became consolidated during the Proterozoic Pan-
African Orogeny (see Africa: Pan-African Orogeny),
a collisional amalgamation between the West African
Craton and numerous island arcs, Andean-type mag-
matic arcs, and various microplates. The Late Neo-
proterozoic to Phanerozoic structural development
of North Africa can be divided into six major tec-
tonic (see Plate Tectonics) phases: (i) Infracambrian
extension and wrenching; (ii) Cambrian to Carbon-
iferous alternating extension and compression; (iii)
mainly Late Carboniferous ‘Hercynian’ intraplate
uplift; (iv) Late Triassic—Early Jurassic and Early
Cretaceous rifting; (v) mid-Cretaceous ‘Austrian’
and Late Cretaceous—Tertiary ‘Alpine’ compression,

and (vi) Oligo-Miocene rifting (see Tectonics: Rift
Valleys).

Infracambrian Extension and Wrenching

The Late Neoproterozoic to Early Cambrian (‘Infra-
cambrian’) in North Africa and Arabia was char-
acterized by major extensional and strike-slip
movements. Halfgrabens and pull-apart basins de-
veloped, for example, in the Taoudenni Basin (SW
Algeria) and in the Kufra Basin (SE Libya). These
features are considered to be a westward continu-
ation of an Infracambrian system of salt basins
extending across Gondwana from Australia, through
Pakistan, Iran and Oman, to North Africa.

Post-Infracambrian - Pre-Hercynian

The structural evolution of North Africa between the
Infracambrian extensional/wrenching phase and the
Late Carboniferous ‘Hercynian Orogeny’ is complex.
Local transpressional and transtensional reactivation
processes dominated as a result of the interaction of
intraplate stress fields with pre-existing fault systems
of varying orientation and geometry. In some areas,
such as the Murzuq Basin in SW Libya, these tectonic
processes played an important role in the formation
of hydrocarbon traps.
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During most of the Early Palaeozoic the Saharan
Palaeozoic basins were part of a large, inter-
connected North African shelf system that was in a
sagging phase. Some relief, however, was locally al-
ready created associated with local uplift and in-
creased subsidence, including, for example, late
Cambrian uplift in the Hoggar and increased sagging
in the SE Libyan Kufra Basin, the latter leading to
thinning of Cambro-Ordovician strata towards the
present-day basin margins. The Saharan basins differ-
entiated mainly from the Late Silurian/Early Devon-
ian onwards when ridges were uplifted, associated
with a basal unconformity, that in the regional litera-
ture has often been referred to as ‘Caledonian uncon-
formity’. This term, however, is inappropriate as
tectonic events during the Silurian in North Africa
were independent of those in the ‘Caledonian’ colli-
sional zone, located many thousands of kilometres
to the north, involving the continents of Laurentia,
Baltica, Armorica, and Avalonia.

Hercynian Orogeny

Collision of Gondwana and Laurasia during the
Late Carboniferous resulted in the compressional

movements of the Hercynian Orogeny (Figure 4). In
North Africa, the collisional zone was located in the
north-west, leading to substantial thrusting and uplift
in Morocco and western Algeria. Strong uplift associ-
ated with transpression on old faults occurred in the
Algerian Hassi Massaoud region, leading to erosion
into stratigraphic levels as deep as the Cambrian. The
intensity of Hercynian deformation decreases east-
wards across North Africa such that strong folding
and erosion of anticlinal crests in the Algerian Sbaa
and Ahnet basins is replaced towards the plate inter-
ior by low-angle unconformities and disconformities
in the Murzuq Basin in south-west Libya. Notably,
the present-day maturity levels of the main Palaeo-
zoic hydrocarbon source rocks have a decreasing
trend eastwards across North Africa (once present-
day burial effects are removed) in parallel with
the decrease in the intensity of the Hercynian
deformation.

The gravitational collapse of the Hercynian Oro-
genic Belt in north-west Africa was accompanied
by widespread Permo-Carboniferous volcanism in
Morocco. The magmatism acted here as an ‘exhaust
valve’ releasing the heat accumulated beneath the
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Pangaean Supercontinent by insulation and blanket-
ing processes which triggered large-scale mantle-wide
upward convection and general instability of the
supercontinent.

Mesozoic Extension

The opening of the Central Atlantic in the Triassic—
Early Jurassic and contemporaneous separation of
the Turkish—Apulian Terrane from north-east Africa
initiated a significant extensional phase in North
Africa which included graben formation in the Atlas
region (Figure 5), rifting from Syria to Cyrenaica (NE
Libya) and extension in offshore Libya and in the
Oued Mya and Ghadames (=Berkine) basins in

central and eastern Algeria. Rift-related Triassic
volcanism occured in the northern Ghadames and
Oued Maya basins.

A second important Mesozoic extensional phase in
North Africa occurred during the Early Cretaceous,
related to the opening of the South and Equatorial
Atlantic Ocean. As a result, a complex of failed rift
systems originated across North and Central Africa
with the formation of half-grabens in, for example,
the Egyptian Abu Gharadig Basin and in the Libyan
Sirte Basin.

The Mesozoic extensional phase also triggered
increased subsidence in several Saharan Palaeozoic
basins, leading to deposition of thick, continental
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deposits, for example, in the south-east Libyan Kufra
Basin.

Alpine Orogeny

The onset of rifting in the northern North Atlantic
during the Late Cretaceous led to an abrupt change
in the motion of the European Plate which began to
move eastwards with respect to Africa. The previous
sinistral transtensional movements were quickly re-
placed by a prolonged phase of dextral transpression
resulting in the collision of Africa and Europe. The
‘Alpine Orogeny’ led to an overall compressional
regime in North Africa from the mid-Cretaceous
through to the Recent. Changes in the collisional pro-
cess, such as subduction of oceanic crust after accre-
tion of a seamount in the Eastern Mediterranean,
produced localized stress-neutral or even extensional
pulses within the overall compressive regime.

An Aptian compressional event may be considered
as a precursor to the ‘Alpine Orogeny’, in the narrow
sense. It affected parts of North and Central Africa,
inverting Early Cretaceous rift systems and reactivat-
ing older structures. Large Aptian-age anticlines occur
in the Berkine Basin in Algeria and result from sinistral
transpression along the N-S trending Transaharian
fracture system.

The post-Cenomanian ‘Alpine’ compression in
North Africa resulted in folding and thrusting within
the north-west African collisional zones, as well as in
intraplate inversion and uplift of Late Triassic-Early
Jurassic grabens. Major orogens formed during this
phase include the Atlas Mountains (Morocco, Al-
geria, Tunisia; Figure 5) and the ‘Syrian Arc’ Fold
Belt in north-east Egypt and north-west Arabia. The
Cyrenaica Platform (Jebel Akhdar) in north-east
Libya also is an ‘Alpine’ deformed region.

The structural boundary between the Atlas Moun-
tains and the Saharan Platform is the South Atlas
Front (South Atlas Fault), a continuous structure
from Agadir (Morocco) to Tunis (Tunisia). The fault
separates a zone where the Mesozoic-Cenozoic cover
is shortened and mostly detached from its basement
from a zone where the cover remains horizontal and
attached to its basement. Thrust-belt rocks north of
the fault are structurally elevated by about 1.5km
above the Saharan Platform.

Apatite fission track data (see Analytical Methods:
Fission Track Analysis) suggests that large parts of
Libya and Algeria were uplifted by 1-2km during
the ‘Alpine’ deformational phase. As a consequence,
Palaeozoic hydrocarbon source rocks were lifted out
of the oil window in some parts of the Saharan Palaeo-
zoic basins, resulting in termination of hydrocarbon
generation.

Oligo-Miocene Rifting

Another major rifting phase in North Africa during
the Oligo-Miocene was associated with the devel-
opment of the Red Sea, Gulf of Suez, Gulf of Agaba
Rift system, which is the northern continuation of
the Gulf of Aden, and East African rifts. Along the
north-eastern margin of the Red Sea/Gulf of Suez
axis, extension was associated with intrusion of a
widespread network of dykes and other small intru-
sions. Rifting and separation of Arabia from Africa
commenced in the southern Red Sea at about 30 Ma
(Oligocene) and in the northern Red Sea and Gulf of
Suez at about 20 Ma (Early Miocene). Subsequently,
tectonic processes in the Arabian—Eurasian collisional
zone changed the regional stress field in the northern
Red Sea region, causing the rifting activity to switch
from the Gulf of Suez to the Gulf of Agaba. As a
consequence the Gulf of Suez became a failed rift
and was in part inverted.

Intense volcanic activity occurred in central and
eastern North Africa during the Late Miocene to
Late Quaternary. In places this had already com-
menced in the Late Eocene. Volcanic features include
the plateau basalts in northern Libya, the volcanic
field of Jebel Haruj in central Libya, the Tibesti vol-
canoes in south-east Libya and north-east Chad and
the volcanism in the Hoggar (S Algeria, NE Mali, NW
Niger). Some authors interpret this continental vol-
canism as related to a hot spot overlying a deep-
seated mantle plume while others see the cause in
intraplate stresses originating from the Africa~Europe
collision that led to melting of rocks at the litho-
sphere/asthenosphere interface by adiabatic pressure
release.

Depositional History
Infracambrian

The Infracambrian in North Africa is represented by
carbonates, sandstones, siltstones, and shales, often
infilling halfgrabens. In Morocco and Algeria, the
unit includes stromatolitic carbonates as well as red
and black shales, a facies similar to the Hugf Super-
group in Oman that represents an important hydro-
carbon source rock there. Infracambrian siliciclastics
are also known from several boreholes in the central
Algerian Ahnet Basin and southern Cyrenaica (NE
Libya). Infracambrian conglomeratic and shaly sand-
stones and siltstones occur at outcrop underneath
Cambrian strata along the eastern margin of the Mur-
zuq Basin and in some boreholes in the basin centre.
In the Kufra Basin, the presence of some 1500 m of
Infracambrian sedimentary rocks (of unknown lith-
ology) is inferred for the southern basin centre, while



18 AFRICA/North African Phanerozoic

strata of similar age, including dolomites, have been
reported from the eastern and western margins of this
basin. Notably, salt deposits like those in Oman have
not yet been confirmed from North Africa, although
some features from seismic studies in the Kufra Basin
may represent salt diapirs.

Cambro-Ordovician

The Cambro-Ordovician in North Africa is mostly
represented by continental and shallow marine sili-
ciclastics, dominated by sandstones with minor silt-
stone and shale intervals (Figure 6). Deposition
occurred on the wide North African shelf in a gener-
ally low accommodation setting. The sediment source
was the large Gondwanan hinterland to the south,
with SE-NW directed palaeocurrents prevailing. The
five reservoir horizons of the giant Hassi Messaoud
oilfield are located in Upper Cambrian to Arenig
quartzitic sandstones, including the Lower Ordovi-
cian Hamra Quartzite.

A major, shortlived (3 -1 my) glaciation occurred in
western Gondwana during the latest Ordovician, with

Figure 6 Cambro-Ordovician Skolithos (‘Tigillites’) in Jebel
Dalma (Kufra Basin, SE Libya).

the centre of the ice sheet located in central Africa.
Features commonly attributed to pro- and sub-glacial
processes reported from North Africa, Mauritania,
Mali, the Arabian Peninsula, and Turkey include gla-
cial striations, glacial pre-lithification tectonics, dia-
mictites, microconglomeratic shales, and systems of
kmb-scale channels. Several of these features, however,
may also occur in deltaic systems unrelated to glaci-
ation, complicating detailed reconstructions of the
latest Ordovician glaciation in the region. The upper-
most Ordovician in North Africa represents an import-
ant hydrocarbon reservoir horizon in Algeria (Unit IV)
and Libya (Memouniyat Formation) (Figure 7).

Silurian

Melting of the Late Ordovician icecap caused the
Early Silurian sea-level to rise by more than 100 m,
leading to a major transgression that flooded the
North African Shelf to as far south as the northern
parts of Mali, Niger, and Chad (Figure 8). Graptoli-
tic, hemipelagic shales represent the dominant facies,
while sandstone or non-deposition prevailed in
palaeohigh areas, such as most of Egypt, which
formed a peninsula at that time. In Libya, the total
thickness of the shales (termed ‘Tanezzuft Forma-
tion’, Figure 7) increases north-westwards from
50m in the proximal Kufra Basin, through 500 m in
the Murzuq Basin to 700 m in the distal Ghadames
Basin, reflecting the north-westward progradation of
the overstepping sandy deltaic system (‘Akakus For-
mation’, Figure 7) during the mid-Llandovery to
Ludlow/Pfidoli (Figure 8).

The Silurian shales are generally organically lean,
except for the Lower Llandovery (Rhuddanian) and
Upper Llandovery/Lower Wenlock when anoxic
phases occurred. During these phases, organically
rich, black shales (often referred to as ‘hot shale’)
with total organic carbon values of up to 16% were
deposited. The older of the two black shale horizons
is developed only in palaeodepressions that were al-
ready flooded in the Early Llandovery, while the
upper black shale unit is restricted to areas that
during the Late Llandovery/Early Wenlock had not
yet been reached by the prograding sandy delta
(Figure 8).

Silurian organic-rich shales are estimated to be the
origin of 80-90% of all Palaeozoic-sourced hydrocar-
bons in North Africa. The same depositional system is
also developed on the Arabian Peninsula, where age-
equivalent black shales exist, for example, in Saudi
Arabia, Syria, Jordan, and Iraq.

Characteristic limestone beds rich in ‘Orthoceras’
are interbedded with the Ludlow-Pfidoli shales
in Morocco and western Algeria, the most distal
parts of the North African shelf (Figure 8). In more
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proximal shelfal locations, sand influx was already
too great for limestones to develop. The ‘Orthoceras
Limestone’ in some areas is organic-rich. Similar
age-equivalent limestones also occur in some peri-
Gondwana terranes, such as in Saxo-Thuringia where
the unit is termed ‘Ockerkalk’.

Devonian

A major eustatic sea-level fall occurred during the
latest Silurian/Early Devonian, resulting in a change
to a shallow marine/continental facies in eastern and
central North Africa. Coastal sand bar, tidal, and
fluvial deposits form important hydrocarbon reservoir
horizons, for example, in the Algerian Illizi Basin (unit
F6, Figure 7) and the Ghadames (=Berkine) Basin
(‘Tadrart Formation’) in north-west Libya (Figure 8).
On the distal side of the North African shelf towards
Morocco fully marine conditions still prevailed. The
Lower Devonian of Morocco is well-known for its
rich trilobite horizons. A sea-level rise during the later
part of the Early Devonian led to deposition of shelfal
shales and sandstones in central North Africa. In
Algeria significant hydrocarbon reservoirs exist in
sandstones of the Emsian (units F4, F5). In western
Algeria the base of the Emsian lies under a limestone
bed termed ‘Muraille de Chine’ (‘Chinese Wall’), be-
cause at exposure it commonly forms a characteristic,
long ridge.

Due to their distal position on the North African
shelf and a minimum of siliciclastic dilution Morocco
and western Algeria were dominated by carbonate
sedimentation during the mid-Devonian. The facies
here includes prominent mud mounds, for example,
in the southern Moroccan area of Erfoud and in the
central Algerian Azel Matti area. Further to the east,
the facies becomes more siliciclastic. Eifelian-Give-
tian tidal bar sandstones form the main reservoir
(unit F3) in the Alrar/Al Wafa gas-condensate fields
in the eastern Illizi Basin.

The beginning of the Late Devonian was character-
ized by a major eustatic sea-level rise which resulted
in deposition of hemipelagic shales, marls, and lime-
stones over wide areas of North Africa. The Moroc-
can Middle to Upper Devonian typically contains rich
cephalopods faunas (goniatites, clymeniids).

The ‘Frasnian Event’, an important goniatite ex-
tinction event and a phase of anoxia, occurred during
the Early Frasnian and led to deposition of organic-
rich shales and limestones in various places across
North Africa. In the Algerian, Tunisian, and Libyan
Berkine (=Ghadames) Basin, Frasnian black shales
contain up to 16% organic carbon and represent an
important hydrocarbon source rock (Figure 9). The
organic-rich unit also occurs in South Morocco and
north-west Eygpt. In parts of north-west Africa, a

second organically enriched horizon exists around
the Frasnian—Famennian boundary, associated with
the worldwide Kellwasser biotic crisis. The deposits
in southern Morocco include black limestones.

A major fall in sea-level occurred during the latest
Devonian, triggering progradation of a Strunian
(latest Devonian—earliest Carboniferous) delta in cen-
tral North Africa. These clastics form an important
hydrocarbon reservoir unit (F2) in Algeria.

Carboniferous

Sea-level rise during the Early Carboniferous resulted
in the development of a widespread shallow marine to
deltaic facies across large parts of North Africa.
A carbonate platform was established in the Bechar
Basin in western Algeria at this time. Early Carbon-
iferous dolomites of the Um Bogma Formation in
south-west Sinai host important Mn-Fe ores. Non-
deposition and continental sandstone sedimentation
occurred in southern and elevated areas, for example,
in most of Egypt.

In the Late Carboniferous, deposition of marine
siliciclastics was restricted to north-west Africa and
the northernmost parts of north-east Africa, for
example, Cyrenaica and the Gulf of Suez area. Paralic
coal in the Westphalian of the Jerada Basin (NE Mo-
rocco) forms the only sizable Late Carboniferous coal
deposit in North Africa. In the course of the latest
Carboniferous Hercynian folding and thrusting, most
of north-west Africa was uplifted, resulting in a
change to a fully continental environment. Only
Tunisa, north-west Libya and the Sinai Peninsula
were still under marine influence at this time.

Permo-Triassic

Marine Permo-Triassic sedimentary rocks are re-
stricted to the northernmost margin of central and
eastern North Africa. For example, Permian marine
carbonates and siliciclastics crop out in southern
Tunisia representing the only exposed Palaeozoic
unit in this country. Most of North Africa, however,
remained subaerially exposed during the Permian to
mid-Triassic. Continental red clastics (sandstones,
shales, conglomerates) represent the most important
lithologies. The Permian of Morocco is restricted to a
series of intramontane basins located around the
margin of the central Moroccan Hercynian massif.
The main facies associations in the Triassic TAGI
(Trias Argilo-Gréseux Inférieur) in the eastern Alger-
ian Berkine (=Ghadames) Basin are fluvial channel
sandstones, floodplain silts and palaeosols, crevasse
splay deposits, lacustrine sediments, and shallow
marine transgressive deposits. Fluvial sandstones of
the TAGI are the main oil and gas reservoirs in the
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Algerian Berkine and Oued Mya basins, including the
super-giant gas field in Hassi’R Mel. Similar Triassic
sandstones also serve as a relatively minor hydro-
carbon reservoir in the Sirt Basin, sourced from
Cretaceous source rocks.

During the Late Triassic/Early Jurassic, evaporites
were deposited in rift grabens associated with the
opening of the Atlantic, and of the Atlas Gulf and
with the separation of the Turkish-Apulian terrane
from North Africa. Characteristic ‘salt provinces’
are located offshore along the Moroccan Atlantic
coast, northern Algeria/Tunisia and offshore east-
Tunisia/north-west Libya. In most areas the diapiric
rise commenced in the Jurassic—Cretaceous.

The Late Triassic/Early Jurassic evaporites and
shales in the north-east part of the Algerian Saharan
Platform are up to 2 km thick and form a hydrocar-
bon caprock for the Triassic reservoir. In some cases,
because of the Hercynian unconformity, they also
form the caprock for Palaeozoic reservoirs such as
at the super-giant Hassi Messaoud field in Algeria.

Jurassic

Marine sedimentation during the Jurassic was re-
stricted to the northern and western rims of North
Africa, including, for example, northernmost Egypt,
the Atlas region, and the Tarfaya Platform in southern
Morocco. Carbonate platforms and intraplatform
basins were widespread, including development of
reefal limestones and oolites. In the Gebel Maghara
area in northern Sinai, paralic coal was deposited
during the Middle Jurassic. Locally the Lower and
Upper Jurassic of North Africa contain organically en-
riched horizons, corresponding in age to the prominent
Jurassic black shales of central Europe (e.g., Posidonia
Shale in Germany and Kimmeridge Clay in England).
Such Jurassic bituminous pelites occur, for example, in
the Atlantic Basin, Atlas Rift of Morocco, and the
Egyptian Abu Gharadig Basin. South of the North
African Jurassic marine facies belt, continental red-
beds were deposited (Figure 10). In the Egyptian West-
ern Desert the Jurassic—Cretaceous contains several
prolific hydrocarbon reservoir horizons.

Cretaceous

Due to low eustatic sea level the Lower Cretaceous
of North Africa is dominated by terrestrial clastics,
termed the ‘Nubian Sandstone’ in Egypt and Libya
(‘Sarir Sandstone’ in the Sirt Basin) (Figure 10). Once
again, marine conditions existed only in a marine
coastal belt in the north. During the Aptian to Maas-
trichtian, a series of transgressions gradually flooded
the areas to the south. On the Sinai Peninsula, the
transition phase is characterised by deltaic influenced,

Figure 10 Cross-bedded fluvial ‘Nubian Sandstone’, Jurassic—
Cretaceous, ‘Coloured Canyon’, central East Sinai (Egypt).

mixed siliciclastic-carbonate systems that during the
Albian evolved into carbonate-dominated environ-
ments. During the latest Cenomanian, large parts of
North Africa became submerged following a promin-
ent eustatic sea-level rise that is thought to be one of
the most intense Phanerozoic flooding event. As a
consequence, the “Transsaharan Seaway’ was created,
connecting the Tethys in central North Africa with
the Atlantic in West Africa. Similar seaways and gulfs
existed in north-west Africa into the Eocene.
A seaway located within the Atlas rift system, the
‘Atlas Gulf’, was restricted temporally to the Ceno-
manian—Turonian.

The strong latest Cenomanian sea-level rise in com-
bination with high productivity conditions in the
southern North Atlantic are thought to form the basis
for the Late Cenomanian—Early Turonian Oceanic
Anoxic Event (OAE2) during which organic-rich strata
were deposited in rift shelf basins and slopes across
North Africa and in deep sea basins of the adjacent
oceans. Characteristic sediments associated with this
anoxia include oil shales in the Tarfaya Basin (south-
ern Morocco), organic-rich limestones in north-west
Algeria and northern Tunisia (Bahloul Formation),
and black shales in offshore Cyrenaica, and the Egyp-
tian Abu Gharadig Basin (Abu Roash Formation)
(Figure 9). The unit represents a potential oil-prone
hydrocarbon source rock in the region. A general de-
crease in peak organic richness and black shale thick-
ness occurs in North Africa from west to east, which
possibly is a result of upwelling along the Moroccan
Atlantic coast and the absence of upwelling in the
Eastern Mediterranean area.

The organic-rich Cenomanian-Turonian deposits
also play an important role in the genesis of Zn/Pb
ore deposits in northern Tunisia and eastern Algeria.
The origin of these Zn/Pb ores is related to hyper-
saline basinal brines, made of ground water and
dissolved Triassic evaporites, that leached metals
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from the Triassic-Cretaceous sediments. Ore depos-
ition occurred when these metal-bearing solutions
mixed with microbially reduced sulphate solutions
that were associated with the organic carbon of the
Cenomanian-Turonian strata.

Due to the generally high sea-level, the marine
Upper Cretaceous in North Africa is dominated by
calcareous lithologies, namely dolomites/limestones,
chalks, and marls (Figure 11). Lateral and vertical
facies distributions are strongly related to sea-level
changes of various orders as well as to the changing
structural relief associated with Late Cretaceous syn-
depositional compression. Great variations in thick-
ness and facies as well as onlap features, for example,
are developed around the domal anticlines of the
Syrian Arc Foldbelt in Sinai and within rift grabens
of the Sirt Basin (N. Libya).

The Campanian—Maastrichtian was characterised
by very high sea-level, resulting in a widespread dis-
tribution of hemipelagic deposits, such as chalks and
marls. These deposits often contain abundant forami-
niferal faunas and calcareous nannofossil floras,
which allow high-resolution biostratigraphic and
palaeoecological studies in these horizons. As on the
Arabian Peninsula, the Santonian-Maastrichtian
interval in North Africa contains significant amounts
of phosphorites, which are mined in, for example,
Morocco/Western Sahara and Abu Tartour (Western
Desert), making North Africa one of the world’s
largest producers of phosphate (see Sedimentary
Rocks: Phosphates).

In places, the Campanian-Maastrichtian contains
organic-rich intervals with total organic carbon con-
tents of up to 16%, for example, in the Moroccan
Tarfaya Basin and Atlas Gulf area, the Libyan Sirt
Basin and the Egyptian southern Western Desert,
Red Sea Coast and Gulf of Suez (Figure 9). Notably,

Algeria, Tunisia, and West Libya are dominated by
organically lean deposition during this time. Campa-
nian—Maastrichtian black shales form important
hydrocarbon source rocks in the Sirt Basin and the
Gulf of Suez.

Palaeogene

Sea-level during most of the Paleocene—Eocene
remained high resulting in deposition over wide
areas (Egypt: Dakhla and Esna Shale) of hemipelagic
marls and chalks that are rich in planktonic forami-
nifera. A sea-level fall occurred during the mid-Paleo-
cene, resulting in the formation of a short-lived
carbonate interbed (‘Tarawan Chalk’) in parts of
Egypt. Within the Eocene, the facies typically changes
here to hard dolomitic limestones with abundant
chert nodules (‘Thebes Limestone’). A similar Palaeo-
gene facies development can also be found in parts of
northern Libya and Tunisia.

The Eocene in Egypt, Libya, Tunisia, and Algeria
includes nummulitic limestones up to several 100
metres thick, which were deposited in carbonate
ramp settings. The unit forms major hydrocarbon
reservoirs in offshore Libya and Tunisia. Well-ex-
posed and continuous exposures occur in Jabal al
Akhdar (Cyrenaica), where the nummulite body’s
geometry can best be studied (Figure 12). Notably,
the Giza pyramids in Cairo are built from Eocene
nummulite limestone.

The Eocene hydrocarbon play in the offshore of
Tunisia is sourced by dark-brown marl and mudstone
of the lower Eocene Bou Dabbous Formation. The
unit contains type I and II kerogen and ranges in
thickness from 50 to 300 m.

Neogene and Quaternary

Marine conditions during the Miocene were again
restricted to the northernmost margin of North Africa

Figure 11 Contact between chalky limestones of the Early
Eocene Bou Dabbous Formation (reddish) and the underlying
Campanian—Maastrichtian Abiod Formation (bluish) (Ain Rahma
Quarry, Gulf of Hammamet area, Tunisia).

Figure 12 High energy nummulitic bank facies, Darnah Forma-
tion, Middle to Late Eocene, West Darnah Roadcut, Jebel Akhdar
(Cyrenaica, Libya).
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including the Atlas, Sirte Basin, Cyrenaica, and Red
Sea. Carbonate platforms and ramps were developed
in northern Morocco. The Miocene Gulf of Suez in
Egypt is rich in hydrocarbons, containing more than
80 oilfields. Oils in the Gulf of Suez were mostly
sourced from source rocks in the pre-rift succession,
including the Campanian—-Maastrichtian Brown
Limestone. Hydrocarbon reservoir horizons include
various Miocene syn-rift sandstones and carbonates
as well as pre-rift reservoirs, including fractured
Precambrian granites, Palaeozoic—Cretaceous sand-
stones, and fractured Eocene Thebes Limestone.
The thickness distribution and facies of the syn-rift
strata are strongly controlled by fault block tectonics.
Shales and dense limestones of the pre-rift and the
syn-rift units are the primary seals, while overlying
Miocene evaporites form the ultimate hydrocarbon
seals.

During the latest Miocene, more than 2km thick
evaporites were deposited in a deep and desiccated
Mediterranean basin that had been repeatedly isol-
ated from the Atlantic Ocean. In the near-offshore
only a few tens to hundreds of metres of evaporites
exist, whilst they are almost absent from the onshore
area. As a consequence of the ‘Messinian Salinity
Crisis’, a large fall in Mediterranean sea-level oc-
curred, followed by erosion and deposition of non-
marine sediments in a large ‘Lago Mare’ (‘lake Sea’)
basin. Cyclic evaporite deposition is thought to
be almost entirely related to circum-Mediterranean
climate changes.

The Nile Delta system represents a major natural
gas province. It was initiated during the Late Miocene
with deep canyon incision into pre-existing Cenozoic/
Mesozoic substrate, allowing transportation of huge
amounts of sediments into the Mediterranean. The
proximal infill of these canyons is thick, coarse allu-
vium becoming sandier with greater marine influence
northwards. The far reaches of these canyon systems
have proven to be a good Plio-Pleistocene hydro-
carbon reservoir linked mainly to the lowstands,
when sands were conveyed to the outer belts through
incised canyons in the upper slopes which led to
submarine fans farther northwards.

The Early Holocene (~9-7 kyr BP) was a relatively
humid period in North Africa. During this phase, the
African Humid Period, grasslands covered the
Sahara/Sahel region, and many lakes and wetlands
existed here. The humid conditions at this time were
associated with a strengthening of the summer mon-
soon circulation due to an increase in the land-sea
thermal contrast under the influence of relatively high
summer insolation.
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Introduction

The East African and Dead Sea rifts are famous
examples of rifts that have played prominent parts
in human evolution and history. They are both areas
where the Earth’s crust has been put under tension
and ripped apart to give deep valleys that snake
across the landscape. They are linked tectonically,
via the Red Sea—Gulf of Aden, which is an incipient
ocean separating the African and Arabian plates. The
differences between the two rifts are caused by differ-
ences in the relative movement of the crust. In the
East African rift the tension that formed the rift is
close to 90° to the rift axis, whereas the movement of
Jordan relative to Israel is northwards, almost paral-
lel to the Dead Sea, which is a small section pulled
apart as a result of splaying and bending of the faulted
plate boundary.

The ancient crust of Africa has been subjected to
rifting many times in its very long geological history.
Recognizable rift basins can be identified in many
locations around the continent, and they range in age
from Palaeozoic to Quaternary, a time-span of over
500 Ma. In some areas there is evidence of repeated
activity, and it appears that there have been at least
seven phases of rifting over the past 300 Ma. The
older rifts, for example the Benue trough in West
Africa, have been inactive for many millions of years,
but the most spectacular rift features are to be found
in East Africa, where recent rifting has left a scar on
the landscape that is visible from space (Figure 1).
North of the zone where Africa touches Europe at the
eastern end of the Mediterranean there is another
famous rift, which is linked tectonically to East
Africa. The Dead Sea Rift straddles the border be-
tween Israel and Jordan and is the lowest point on the
surface of the Earth, reaching more than 800 m below
sea-level.

Plate Tectonic Setting

Rifting occurs when the crust of the Earth is placed
under tension, pulling it apart and causing faulting. The
general term for the basins so produced is ‘extensional’
but they can occur in situations where the regional
sense of movement is compressional or is tearing the
crust, e.g. the Baikal and Dead Sea rifts, respectively.
However, the main African rift basins were formed

in a plate-tectonic setting that is dominated by ex-
tension, particularly during the Tertiary—Quaternary
period. During this time the Great or East African Rift
was formed as part of a larger plate-tectonic feature
that stretches from south of Lake Malawi in Africa to
the flanks of the Zagros mountains and the Persian
Gulf in the north (Figure 2). It changes its nature along
its length, resulting in a range of geological basins and
geomorphological features. In Africa it is a volcanic-
ally active continental rift hundreds of kilometres
wide that contains a range of river and lake sediments.
As it quits Africa it passes into an incipient ocean with
a newly formed seafloor spreading centre along the
length of the Red Sea and the Gulf of Aden. The
deposits in these basins include thick sequences of
salt, which form effective traps for hydrocarbons gen-
erated from associated organic-rich shales. North of
the Red Sea the type of plate margin alters as the
boundary passes through the Gulf of Aqaba/Elat and

Figure 1 Satellite remote-sensing image of the Horn of Africa
and Arabia, showing the East African Rift system, the incipient
ocean of the Red Sea—Gulf of Aden, and the conservative plate
boundary that runs through the Dead Sea. Images collected by
the TERRA satellite using the MODIS instrument (moderate
resolution imaging spectroradiometer) and enhanced with
SRTM30 (Shuttle Radar Topography Mission-1km resolution)
shaded relief.
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Figure 2 Diagrammatic representation of the plate-tectonic
setting of the area between the northern end of the East African
Rift (Afar triangle) and the Zagros Mountains.

into the Levant/Areva valley between Israel and
Jordan. Here, the Arabian plate is moving past the
European plate without significant extension or com-
pression. However, localized tension associated with
fault bends and splays has resulted in the formation of
two very well-known biblical lake basins, the Dead
Sea and Lake Kinneret (otherwise known as the Sea of
Galilee), both of which can be seen in Figure 3. These
are also termed ‘rifts’ although the setting and geo-
logical history are different from those of their larger
East African contemporary. The system terminates
in the Zagros mountains, where the crust created in
the new Red Sea—Gulf of Aden ocean is compensated
for by the crustal shortening inherent in mountain-
building processes.

The East African Rift
Topography and Structure

Within Africa certain features of the topography
and structure are common to all the basins.

Sea of Galilee
(Kinneret)

Lo f .'th"i

Figure 3 Satellite remote-sensing image of the Sinai—Arabian
plate boundary, showing the Dead Sea and Sea of Galilee (Lake
Kinneret). Image collected by the TERRA satellite using the MODIS
instrument (moderate resolution imaging spectroradiometer).

Figure 4 Stylized half-graben structure typical of the basins in
the East African Rift.

Topographically they comprise a central valley,
often referred to as a ‘graben’, flanked by uplifted
shoulders that are stepped down towards the rift
axis by more or less parallel faults. Often, one flank
is more faulted than the other, so that the rift valley is
in fact asymmetrical and should be referred to as a
‘half graben’ (Figure 4). The width of the structure
varies from 30km to over 200 km, with the widest
section at the northern extremity where the rift links
to the Red Sea in the Afar region of Ethiopia. The
main faulted margin alternates from one side of the
rift to the other along its length, producing a series of
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relatively separated basins, many of which contain
lakes of varying depth and character (e.g. Lakes Tan-
ganyika, Naivasha, and Malawi). These are separated
into hydrologically distinct basins by topographical
barriers crossing the rift axis where the border faults
switch polarity. This surface separation reflects an
underlying structure, the nature of which varies
from basin to basin but often includes faulting with
a tearing or scissor type of movement and flexing.
Geologists are not agreed on the processes going on
in these areas and have given these zones different
names according to their assumptions about the
mechanism of formation. These include transfer,
relay, and accommodation zones, as well as ramps
or just segment boundaries. The distance between
adjacent boundaries varies from tens to hundreds of
kilometres (Figure 5).

At each end of the individual border faults the
displacement of the rift floor relative to rocks outside
the valley reduces to zero. Displacement is greatest at
the centre of the fault, and this leads to a subtle rise
and fall of the rift floor along its length even without
the intervention of major new cross-rift structures
and processes.

The rift in Kenya is characterized by numerous
caldera volcanoes and at least 3 to 4 phases of
faulting, the most recent forming a narrow linear

axial zone. the faulting ranges in age from Miocene
to Recent.

In the southern half of the rift’s 35000 km length
it divides into two distinct branches around Lake
Victoria. The eastern branch contains only small,
largely saline, lakes, while the western branch con-
tains some of the largest and deepest lakes in the
region, including Lake Tanganyika.

Doming and Volcanicity

The East African Rift contains two large domes
centred on Robit in Ethiopia and Nakuru in Kenya.
These domes are over 1000 km in diameter and extend
far beyond the structural margins of the rift valley.
Geophysical studies of these domes have shown that
they are underlain by zones of hot low-density mantle
rocks and that the surface crust is thinned signifi-
cantly relative to adjacent areas. The domes are cen-
tres of volcanic activity that began more than 25 Ma
ago and continues to the present day (Figure 6). Vol-
canic features are widespread in Ethiopia and extend
southwards into Kenya along the eastern branch of
the rift. It is estimated that there are more than
500000km?® of volcanic rocks in this area, over a
third of which occur in Kenya. In the branch to the
west of Lake Victoria volcanism is spatially more
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Figure 5 Diagrammatic representation of the river drainage close to the west shore of Lake Turkana, northern Kenya, showing the
Kerio River flowing into the Lake at a transfer zone and the alluvial fans issuing from the fault scarps.
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Figure 6 Geyser activity in the volcanically active area around Lake Bogoria, Kenya.

limited, occurring only to the north and south of Lake
Tanganyika. This contributes to the different charac-
ters of the lakes in the two branches as not only can
the volcanic rocks fill the basins, leaving less space for
large lakes, but also many of the rock types are rich in
salts, which contribute to the salinity of the lakes once
they are released by weathering.

Large and active volcanoes that sit outside the rift
structure are a striking feature of the landscape.
Mounts Kilimanjaro and Kenya, for example, are fa-
vourite targets for climbers, and both sit on the flanks
of the rift (Figure 7).

Hydrology and Climate

The East African Rift system sits astride the equator,
extending from 12° N to 15°S, and this dictates the
overall character of the climate. Superimposed on this
are the effects of the rift topography, with its uplifted
domes, faulted flanks, and depressed central valleys.
Rainfall is lowest in the northern parts of Ethiopia and
increases southwards into northern Kenya. The region
is generally desert or semi-desert with vegetation
limited to sparse grasses and scrub. South of where
the rift branches the rainfall is higher, with the western
branch being wetter than the eastern one. The uplifted
mountains that make up the margins of the rift are
wetter and cooler than the valley bottom; for ex-
ample, an annual figure of over 2000 mm of rainfall
has been recorded in the Ruwenzori Mountains near
Lake Mobutu.

The doming that accompanied the rifting in East
Africa has had a major impact on the present river
systems. The development of the rift disrupted a

pre-existing continental drainage system in which a
few large rivers with vast integrated drainage basins
dominated the landscape. As the area was domed and
faulted and the new valley formed, the rivers adjusted
to the new landscape: some lost their headwaters,
others were created, some gained new areas to drain.
The overall effect was to divert much of the drainage
north into the Nile system and west into the Congo
drainage, with only a few small rivers now reaching
the Indian Ocean. Inside the valley, the rivers are
generally short and small, ending in a lake not far
from the river source, but a few rivers run along the
rift, often caught between faulted hills, and discharge
into lakes far from their original sources, e.g. the
Kerio River in Kenya has its source near Lake Baringo
but discharges into Lake Turkana more than 200 km
to the north (Figure 8).

The segregation of the underlying structure into
topographically distinct sections exerts an overriding
control on the character and distribution of lakes
throughout the rift. It provides the framework within
which the balance between movement of water into
the basin, from rainfall and rivers, and evaporation
from the surface will work. The largest and deepest
lake, Lake Tanganyika, is in the wetter western
branch of the rift in a particularly deep section. It
covers an area of over 40 000 km?* and is more than
1400 m deep at its deepest point. Lakes in the eastern
branch are smaller and shallower; for example Lake
Bogoria is an average of less than 10 m deep, and if
the climate changes and rainfall decreases they soon
become ephemeral, drying out completely during
periods of drought.
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Figure 7 Satellite image of Mount Kilimanjaro and Mount Kenya, showing how they sit outside the main East African Rift structure.
This is a shaded relief map produced from SRTM30 data with colour added to indicate land elevations.

Sedimentation and Basin Fills

As water flows into the rift basins it brings with it
material dislodged and dissolved from the surrounding
rocks, which is then deposited within the basin. How,
where, and what is deposited depends on the shape of
the basin and how surface processes work on and
disperse the material. The overall shape of the basin
fill is controlled by the pattern of faults and subsid-
ence: deposits are thicker close to areas of the faults
with greatest displacement (Figure 4). The geometry
of the fill is therefore almost always asymmetric,
thickening towards the main border fault and thin-
ning in all other directions, giving a characteristic
wedge shape.

There are no marine sediments in the rift: all the
deposits are terrestrial and comprise river, delta, lake-
coast, and lake sediments. Wind-blown sands and
dunes are rare and of only local importance. The
rivers vary in character from ephemeral, flowing

only in response to seasonal rain storms, to perennial.
The rivers carry and deposit sands and gravels in their
beds, sweeping finer silts and clays into overbank
lagoons and lake-shore deltas. The character of the
lake deposits themselves depends on a variety of fac-
tors including the timing and character of river sup-
plies, salinity, evaporation, water stratification, and
animal and plant growth. In deep lakes such as Lake
Tanganyika there are layered muds, which can be
hundreds of metres thick and contain enough algal
remains to generate oil. Shallower lakes can contain
high numbers of diatoms, which leave deposits of a
silica-rich rock called diatomite. Some lakes in vol-
canic areas of the rift have sufficiently high salt
concentrations for precipitation and the develop-
ment of exploitable salt deposits. One example is
the trona, a complex carbonate of sodium, which is
extracted seasonally from Lakes Magadi and Natron
(Figure 9).
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Figure 8 Stylized diagram of the Lake Turkana area at 3°N in
the East African Rift, showing the main faults and transfer zones
crossing the rift axis.

Hominid Finds and Evolution

The rift forms a striking geomorphological feature
cutting across the African craton, segmenting the
landscape, and controlling the local geology. Along
most of its length it achieves a depth of in excess of
1km and at its deepest, in Ethiopia, it is over 3 km
deep. Its striking topography generates its own set
of microclimatic and hydrological conditions, which
have had a major impact on plant and animal distri-
butions and evolution. It acts as a north—south corri-
dor for the migration of animals and birds, but equally
inhibits east—-west movements. During periods of cli-
matic stress at higher latitudes, when glaciers domin-
ated much of the European and Asian continents, the
lake basins of the rift were havens for animals, includ-
ing early humans. Finds of early humans (hominids) in
the rift are more numerous and more complete than
in almost any other part of the world, and it has been
postulated that all present-day humans are derived
from ancestors that migrated out of the East African
Rift (see Fossil Vertebrates: Hominids).

Dead Sea Rift
Topography and Structure

The Dead Sea Rift is superficially very similar to some
of the individual lake basins in the East African Rift.
It is a narrow depression in the surface of the Earth
over 100 km long and only 25 km wide, reaching over
800 m deep at its lowest point (Figure 10). The Dead
Sea is not, in reality, a sea at all but an enclosed salty
lake, which occupies more than 80% of the surface
area of the basin. It sits on the plate boundary that

Figure 9 Lake Magadi, Kenya, during the dry season, showing the surface of the lake completely encrusted with salt.
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Figure 10 Patterns of faulting and their influence on the development of river systems around the Dead Sea pull-apart basin.

spans the 1100 km between the Gulf of Elat/Agaba
and Turkey and separates the Arabian Plate to the east
from the African Plate to the west (Figure 2). Since the
Miocene, a period of about 20 Ma, Arabia is thought
to have moved more than 105 km northwards, a type
of movement that is termed strike-slip.

The Dead Sea Basin is a zone where the movement
has resulted in local tension, producing faulting and
leading to the sinking of a section of the crust. Such
basins are termed ‘pull-apart’ basins and are charac-
terized by very rapid subsidence and thick basin-fill
sequences. The overall structure of the Dead Sea Rift
is asymmetrical, not dissimilar to that of the East
African Rift. The largest fault is in the eastern margin
and forms the Jordanian shore of the lake. Here, the
faulting exposes a spectacular rock sequence more
than 1km thick, which ranges in age from Precam-
brian (more than 544 Ma) to Pleistocene (less than
1 Ma). On the opposite side of the basin are a number
of smaller subparallel faults, which cut the Cretaceous
limestones of this margin into a series of structural
steps (Figure 10). At either end of the basin are cross-
rift structures that link movement along the Areva
fault to the south with movement on the Jordan fault
to the north.

A major feature of the southern part of the basin
is the development of salt diapirs. These result from
subsurface movements of thick deposits of rock salt,

which can push up and punch through the overlying
sediments and penetrate to the surface. One famous
example of such a diapir is Mount Sedom, famous for
its biblical links with the doomed and “sinful’ cities of
Sodom and Gomorrah.

Rivers and Hydrology

The development of the Dead Sea Rift system dis-
rupted a pre-existing drainage system that crossed
from east to west across the Jordan plateau and
drained into the Mediterranean. The headwaters of
this system now run across the eastern scarp of the
Dead Sea and have cut gorges over a kilometre deep
to reach the lake shore (Figure 10). On the western
shore a new set of rivers have evolved, which no
longer drain into the Mediterranean Sea to the west
but instead have been reversed and now drain from
west to east. These rivers have also cut down into pre-
rift rocks and run in gorges that are less deep than
those of their eastern equivalents.

The present climate of the area is desert to semi-
desert with rainfall of 50-200 mm year '. Because
of this all rivers except the Jordan, which has
headwaters in an area of higher rainfall to the north,
are ephemeral and flow only in response to winter rain
storms.

The lake water is renowned for its high salinity,
which is 10 times that of normal seawater. Tourists
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are attracted to ‘swim’ in the waters, which are so
buoyant that individuals can sit unsupported and read
a paper. The high salinity is a result of a combination
of evaporation in a closed basin and the influence of
brines coming from the solution of subsurface rock
salt. The lake brines are particularly rich in chlorine
and bromine, which are extracted in salt ponds and
exported worldwide.

Climate Change and the Basin Fill

Lake levels in closed basins are very susceptible to the
effects of climate change. Any increase in rainfall will
upset the hydrological balance and cause lake levels
to rise and salinity to fall. If rainfall decreases, lake
levels will drop and evaporation will dominate,
resulting in an increase in salinity. The surface of the
Dead Sea shows evidence of having fluctuated be-
tween 180m and 700m below sea-level over the
past 60Ka in response to well-documented changes
in climate. The rising and falling lake levels have a
profound effect on the sedimentary deposits of the
rift. High lake levels, such as those that prevailed
during the deposition of the Pleistocene Lisan Forma-
tion, result in thick sequences of interlaminated chalk
and silty clay (Figure 11). During periods of lower
lake levels the river and fan deposits penetrate far into
the basin and dominate the sequences. One surprising
consequence of depressed lake levels is a change in the
balance between saline and fresh groundwaters, with
the latter penetrating further towards the axis of the
basin. Since much of the basin axis is underlain by
thick salt deposits, the fresh groundwater dissolves

the preserved layers of salt, generating subsurface ca-
verns and solution holes. This is currently happening
in response to lake levels falling as a result of over
abstraction of water from the Jordan River.

Earthquakes, Archaeology, and Sodom
and Gomorrah

Earthquakes have been a feature of the Dead Sea Rift
throughout its history. The earthquakes are generated
by movement along the main fault zone and are often
accompanied by the release of asphalt, gases, and
tars, which are trapped in the layers of rock beneath
the surface. The asphalt in particular is well docu-
mented and is found in layers within the older lake
deposits. Fault movements tend to happen sporadic-
ally: long periods of quiescence are succeeded by
times when earthquakes are regular events.

The Dead Sea Basin has been inhabited by local
peoples for many thousands of years. The alluvial
plains of the valley were rendered fertile by irrigation,
and trading routes to the south, east, and west allowed
early settlers to exploit the mineral wealth of the area,
including gathering and trading materials from oil
seeps and asphalt, which have been found as far
away as Egypt in the tombs of the Pharaohs. The
early Bronze Age was a time when the basin was well
populated and was also a tectonically quiet period
when few earthquakes occurred. Towards the end of
this period there was a large earthquake, which may
have resulted in the destruction of two major cities,
Sodom and Gomorrah. There has been speculation
about precisely how and why these cities were so

Figure 11 A section through the Lisan Formation of the Dead Sea, showing layers of chalk and silt (horizontal layers at the top and
bottom of the section), some of which have been disturbed by earthquake activity (folded layers in the centre of the section).
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comprehensively demolished that they were never
rebuilt. One theory is that they were built on soft
sediments that became liquid (liquefaction) as they
were shaken, maximizing the instability of the ground
(see Engineering Geology: Liquefaction). Interest-
ingly, the occurrence of ‘sulphurous’ fires reported in
the bible corresponds well with the release of the light
fractions of oil from underground reservoirs as the
ground moves and slides in response to shaking. It
seems likely that the myths surrounding the destruc-
tion of Sodom and Gomorrah are based in fact and are
a direct consequence of the unique geology of the area.

See Also

Biblical Geology. Engineering Geology: Liquefaction.
Fossil Vertebrates: Hominids. Geomorphology. Sedi-
mentary Environments: Lake Processes and Deposits.
Tectonics: Earthquakes; Faults; Mid-Ocean Ridges; Rift
Valleys.

Further Reading

Allen PA and Allen JR (1990) Basin Analysis: Principles and
Applications. Oxford: Blackwells.

AGGREGATES

M A Eden and W J French, Geomaterials Research
Services Ltd, Basildon, UK

© 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Aggregates are composed of particles of robust rock
derived from natural sands and gravels or from the
crushing of quarried rock. The strength and the elas-
tic modulus of the rock should ideally match the
anticipated properties of the final product.

Aggregates are used in concrete, mortar, road ma-
terials with a bituminous binder, and unbound con-
struction (including railway-track ballast). They are
also used as fill and as drainage filter media.

In England alone some 250 million tonnes of aggre-
gate are consumed each year, representing the extrac-
tion of about 0.1 km? of rock, if necessary wastage is
taken into account. Aggregates may be derived from
rocks extracted from quarries and pits, or from less
robust materials. For example, slate and clay can be
turned, by heating, into useful expanded aggregates of
low bulk density.

The principal sources of aggregate are sand and
gravel pits, marine deposits extracted by dredging,
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and crushed rock from hard-rock quarries. As ex-
tracted, these materials would rarely make satisfac-
tory aggregate. They need to be carefully prepared
and cleaned to make them suitable for their intended
purpose. The sources may also be rather variable in
their composition and in the rock types present, so it
is essential that potential sources are carefully evalu-
ated. At the very least, the preparation of the aggre-
gate involves washing to remove dust and riffling to
separate specific size ranges.

The classification of aggregates varies greatly. An
early classification involved the recognition of Trade
Groups, which were aggregates consisting of rocks
thought to have like properties and which could be
used for a particular purpose. A fairly wide range of
rock types was therefore included in a given Group.
More recent classifications have been based on pet-
rography. Again, these groups tend to be broad, and
they focus on the macroscopic properties of the ma-
terials for use as aggregate rather than on detailed
petrographic variation.

Because aggregates consist of particulate materials,
whether crushed or obtained from naturally occur-
ring sands and gravels, their properties are normally
measured on the bulk prepared material. There are
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therefore numerous standard tests that relate to the
intended use of the material. Standard tests vary from
country to country, and, in particular, collections of
standard tests and expected test results are given in
specific British and American Standards.

Many defective materials can occur within an ag-
gregate. It is therefore essential that detailed petro-
graphic evaluation is carried out, with particular
reference to the intended use. An example of failure
to do this was seen in the refurbishment of a small
housing estate: white render was applied to face de-
graded brickwork. At first the result was splendid,
but within 2-3 years brown rust spots appeared all
over the white render because of the presence of very
small amounts of iron sulphide (pyrite) in the sand
used in the render.

Aggregate sources

Sands and gravels can be obtained from river or gla-
cial deposits, many of which are relatively young
unconsolidated superficial deposits of Quaternary
age. They may also be derived from older geological
deposits, such as Triassic and Devonian conglomer-
ates (to take English examples). Flood plain and ter-
race gravels are particularly important sources of
aggregate because nature has already sorted them
and destroyed or removed much of the potentially
deleterious material; however, they may still vary in
composition and particle size. Glacial deposits tend to
be less predictable than fluvial deposits and are most
useful where they have been clearly sorted by fluvial
processes.

Among the quarried rocks, limestones — particularly
the Carboniferous limestones of the British Isles — have
been widely used as aggregate. Similarly, many sand-
stones have suitable properties and are used as sources
of aggregate, particularly where they have been thor-
oughly cemented. Compact greywackes have been
widely used, notably the Palaeozoic greywackes of
the South West and Wales.

Igneous rocks are also a very useful source of quar-
ried stone when crushed to yield aggregates; their
character depends on their mineralogy and texture.
Coarsely crystalline rocks such as granite, syenite,
diorite, and gabbro are widely used, as are their
medium-grained equivalents. Some finer-grained ig-
neous rocks are also used, but the very finest-grained
rocks are liable to be unsatisfactory for a wide range
of purposes. Reserves of rocks such as dolerite,
microgranite, and basalt tend to be small in com-
parison with the coarse-grained intrusive plutons.
Conversely, some of the high-quality granite sources
lie within very large igneous bodies, which sustain
large quarries and provide a considerable resource.

Regional metamorphic rock fabrics generally make
poor aggregate sources. On crushing they develop an
unsatisfactory flaky shape. Schists and gneisses can
provide strong material, but of poor shape. On the
other hand, metamorphism of some greywackes and
sandstones can provide material of high quality, espe-
cially when it has involved contact metamorphism
associated with the intrusion of igneous rocks, produ-
cing hornfels or marble. Such thermally metamorph-
osed rocks often have a good fabric and provide
useful resources.

Investigation of Sources

There are three levels of investigation of the potential
aggregate source. The first is the field investigation, in
which the characteristics and distributions of the
rocks present in the source can be established by map-
ping, geophysics, and borehole drilling. The second
concerns the specific petrography of the materials.
The third involves testing the physical and chemical
properties of the materials. The material being ex-
tracted from the source must also be tested on a
regular basis to ensure that there is no departure
from the original test results and specification. Be-
cause sources are inevitably variable from place to
place, there is always the risk that certain potentially
deleterious components may appear in undesirable
abundance.

A number of features may make the aggregate un-
suitable for certain purposes; these include the presence
of iron sulphide (pyrite, pyrrhotite, and marcasite).
Iron sulphide minerals are unacceptable because they
become oxidized on exposure to air in the presence of
moisture, producing iron oxides (rust) and sulphate.
This can result in spalling of material from the surface
of concrete and rendering. The presence of gypsum
in the aggregate is also highly undesirable from the
point of view of concrete durability. Gypsum is com-
monly found in aggregates from arid regions. The
presence of gypsum in concrete leads to medium- to
long-term expansion and cracking. Other substances
can create both durability and cosmetic problems.

Extraction of Aggregates

The development of aggregate quarries requires the
removal of overburden and its disposal, the frag-
mentation of rock (usually by a scheme of blasting),
and the collection and crushing of the blast product
(see Quarrying). Critical to the success of the oper-
ation is the stability of the size of the feed material to
the primary crusher. Screening is usually necessary to
ensure that the particles are suitable for the crusher
regime. At this stage it is also necessary to remove
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degraded and waste material that is not required as
part of the aggregate.

In sand and gravel workings, the source material is
excavated in either dry or wet pit working. In marine
environments, the process is based on suction and
dredging using two techniques. In the first, the dre-
dger is anchored and a pit is created in the seabed;
production continues as consolidated materials
fall into the excavation. In contrast, trail dredging is
performed by a moving vessel, which excavates the
deposit by cutting trenches in the seabed.

Extracted crushed rock, sand, and gravel are then
prepared as aggregates through the use of jaw, gyr-
atory, impact, and cone crushers. The type of crusher
is selected according to the individual sizes of the feed
material. Grading by screening is an adjunct to com-
minution and is also necessary in the production and
preparation of the finished aggregate in cases where
the particle-size distribution of the aggregate is im-
portant. The product is also washed and cleaned. The
process of cleaning often uses density separation,
with weak porous rock types of low density being
removed from the more satisfactory gravel materials.

Classification

The classification of aggregates has changed signifi-
cantly over the years but has always suffered from the
need to satisfy many different interests. Most com-
monly aggregates are divided into natural and artifi-
cial and, if natural, into crushed rock, sand, and
gravel. If the aggregate is a sand or gravel, it is further
subdivided according to whether it is crushed, partly
crushed, or uncrushed. It may then be important to
state whether the material was derived from the land
or from marine sources.

Once produced, the aggregate is identified by
its particle size, particle shape, particle surface tex-
ture, colour, the presence of impurities (such as dust,
silt, or clay), and the presence of surface coatings or
encrustations on the individual particles.

Detailed petrographic examination is employed so
that specific rock names can be included in the de-
scription. This also helps in the recognition of poten-
tially deleterious substances. However, the diversity
of rock names means that considerable simplification
is required before this classification can be used to
describe aggregates. Following recognition of the
main category of rock from the field data, more spe-
cific names can be applied according to texture and
mineral composition. Because aggregates are used for
particular purposes, they are sometimes grouped ac-
cording to their potential use. This means that they
may be incorrectly named from a geological point of
view. The most obvious example of this is where

limestone is referred to as ‘marble’. In 1913 a list of
petrographically determined rock types was assem-
bled, with the rocks being arranged in Trade Groups.
This was thought to help the classification of road
stone in particular. It was presumed that each Trade
Group was composed of rocks with common proper-
ties. However, the range of properties in any one
Group is so large as to make a nonsense of any
expectation that the members of the Group will per-
form similarly, either in tests or in service. The Trade
Groups were therefore replaced by a petrological
group classification.

However, even rocks within a single petrographic
group can vary substantially in their properties. For
example, the basalt group includes rocks that are not
basalt, such as andesite, epidiorite, lamprophyre, and
spilite. Hence a wide range of properties are to be
expected from among these diverse lithologies.

In the first place a classification describes the
nature of the aggregate in a broad sense: quarried
rock, sand, or gravel; crushed or otherwise. Second,
the physical characteristics of the material are con-
sidered. Third, the petrography of the possibly diverse
materials present must be established. This may re-
quire the examination of large and numerous
samples. While it may be reasonable to describe as
‘granite’ the aggregate produced from a quarry in a
mass of granite, that aggregate will inevitably contain
a wide range of lithologies, including hydrothermally
altered and weathered rocks. Whether a rock is geo-
logically a granite, a granodiorite, or an adamellite
may be less significant for the description of the ag-
gregate than the recognition of the presence of strain
within the quartz, alteration of the feldspar, or the
presence of shear zones or veins.

Aggregate Grading

Aggregate grading is determined by sieve analyses.
Material passing through the S mm sieve is termed
fine aggregate, while coarse aggregate is wholly
retained on this sieve (Figure 1). The fine aggregate
is often divided into three (formerly four) subsets —
coarse, medium, and fine — which fall within specified
and partly overlapping particle-size envelopes. The
size range is sometimes recorded as the ratio of the
sieve sizes at which 60% passes and at which 10%
passes. The shapes of the particles greatly affect the
masses falling in given size ranges. For example, an
aggregate with a high proportion of elongate grains of
a given grain size would be coarser than an aggregate
with flaky particles. This can affect the properties of
materials made using the aggregate for, say, concrete,
road materials, and filter design. Commonly mater-
ials needed for particular purposes have standard
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Figure 1

Aggregate grades. (A) Fine sand suitable for mortars or render (width of image: 10mm). (B) Coarse sharp sand or

‘concreting’ sand (width of image: 10 mm). (C) Coarse natural sand (width of image: 10 mm). (D) Flint gravel 5~10 mm (width of image:
100 mm). (E) Crushed granite 5-10 mm (width of image: 100 mm). (F) Crushed granite 10-20 mm (width of image: 100 mm).

aggregate gradings. These include, for example,
mortars, concrete, and road-surface aggregates. It is
sometimes useful to have rock particles that are much
larger than the normal maximum, for example where
large masses of concrete are to be placed. Commonly,
however, the maximum particle size used in structural
concrete is around 20 mm. An important parameter is

the proportion of dust, which is often taken as the
amount passing the 75 um sieve. In blending aggre-
gates for particular purposes, it is usually necessary to
combine at least two and possibly more size ranges;
for example, in a concrete the aggregate may be
a mixture of suitable material in the size ranges
0-5 mm, 5-10 mm, and 10-20 mm.
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The grading curve — a plot of the mass of material
passing each sieve size — also determines the potential
workability of mixtures and the space to be filled by
binder and can be adjusted to suit particular pur-
poses. The grading curve can be designed to reduce
the volume of space to less than 10% of the total
volume, but at this level the aggregate becomes
almost completely unworkable.

Particle Shape

Particle shape is important in controlling the ability
of the aggregate to compact, with or without a binder,
and affects the adhesion of the binder to the aggregate
surface. Shapes are described as rounded, irregular,
angular, flaky, or elongate, and can be combinations
of these (Figure 2). The first three are essentially

Figure 2 Examples of particular particle shapes. (A) Well-
rounded spherical metaquartzite. (B) Elongate angular quartzite.
(C) Rounded flaky limestone.

equidimensional. The shape is assessed by measuring
the longest, shortest, and intermediate axial diam-
eters of the fragments. In the ideal equidimensional
fragment, the three diameters are the same. Particles
with ratios of the shortest to the intermediate and the
intermediate to the longest diameters of above about
0.6 are normally regarded as equidimensional.

For many purposes, it is important that the aggre-
gate particles have equant shape: their maximum and
minimum dimensions must be very similar. Spherical
and equant particles of a given uniform size placed
together have the lowest space between the particles.
Highly angular particles and flaky particles with high
aspect ratios of the same grading can have much more
space between the particles. The shape of the particles
can significantly affect the properties and composition
of a mixture. The overall space is also determined by the
grading curve. Sometimes highly flaky particles such as
slate can be used in a mixture if they are accompanied
by suitably graded and highly spherical particles.

Flakiness Index (British Standard 812)

The flakiness index is measured on particles larger
than 6.5 mm and is the weight percentage of particles
that have a least dimension of less than 0.6 times the
mean dimension. The sample must be greater than
200 pieces. The test is carried out using a standard
plate that has elongate holes of a given size; the
proportion passing through the appropriate hole
gives a measure of the flakiness index.

Elongation Index (BS 812)

The elongation index is the percentage of particles by
mass having a long dimension that is more than 1.8
times the mean dimension. This measurement is made
with a standard gauge in which pegs are placed an
appropriate distance apart.

Petrography

The petrography of the aggregate is mainly assessed
on the basis of hand picking particles from a bulk
sample. Thin-section analysis either of selected pieces
or of a crush or sand mounted in a resin is also
employed. The petrographic analysis is essential to
determine the rock types present and hence to identify
potential difficulties in the use of the material. It allows
recognition of potentially deleterious components and
estimation of physical parameters. The experienced
petrographer, for example, can estimate the parameters
relevant to the use of a material for road surfacing.
Published standards provide procedures for petro-
graphic description, including the standards pub-
lished by the American Society for Testing and
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Materials and the Rilem procedures. These standards
list the minimum amounts of material to be examined
in the petrographic examination. In BS 812, for ex-
ample, it is specified that for an aggregate with a
maximum particle size of 20mm the laboratory
sample should consist of 30 kg. The minimum mass
of the test portion to be examined particle by particle
is 6 kg. Normally the analysis would be carried out on
duplicate portions. The samples are examined par-
ticle by particle, using a binocular stereoscopic micro-
scope if necessary. Unfortunately, this procedure does
not cover all eventualities, and some seriously dele-
terious constituents within the material may be mis-
sed. A rock particle passing a 20 mm sieve may have
within it structures that give it potentially deleterious
properties (Figure 3). It is therefore essential that the
aggregate is examined in thin section as well as in the
hand specimen. It is helpful if the aggregate sample is
crushed and resampled to provide a representative
portion for observation in thin section. A large thin
section carrying several hundred particles is required.
Some of the potentially deleterious ingredients may
be present at relatively low abundance. For example,
the presence of 1-2% of opaline vein silica would be
likely to cause significant problems.

Where a sand or fine gravel is to be sorted by hand
it is first divided into sieve fractions, typically using
the size ranges <1.18 mm, 1.18-2.36 mm, 2.36—5 mm,

Figure 3 An alkali-reactive granite coarse aggregate particle
(top) with cracks filled with alkali-silicate gel. The cracks run into
the surrounding binder, which appears dark and contains quartz-
rich sand as a fine aggregate.

and >S5 mm. These size fractions are analysed quanti-
tatively by hand sorting in the same way as for coarse
aggregate. The stereoscopic microscope is used to
help with identification. Thin sections are also pre-
pared from the sample using either the fraction pass-
ing the 1.18 mm sieve or the whole fine aggregate.
The sample is embedded in resin and a thin section is
made of the briquette so produced.

Specific Tests Measuring Strength,
Elasticity, and Durability

For quarried rocks it is possible to take cores of the
original source material and to measure the com-
pressive and tensile strengths of that material directly.
It may be necessary to take a large number of samples
in order to obtain a reliable representative result.
However, for sands and gravels the strength of the
material can rarely be tested in this way, and so a
series of tests has been developed that simulate the
conditions in which the aggregate is to be used.

There is often a simple relationship between
the flakiness index of the aggregate and its aggregate
impact value (AIV) and aggregate crushing value
(ACV). In general, the lower the flakiness index,
the higher the AIV and ACV. Hence, comparing the
AIV and ACV values with specifications requires
knowledge of the flakiness index. Consideration
also needs to be given to the shape of the aggregate
following the test.

Density and Water Absorption

Some of the most important quantities measured for
an aggregate are various density values. These include
the bulk density, which is the total mass of material in
a given volume, including the space between the ag-
gregate particles. The saturated surface-dry density is
the density of the actual rock material when fully
saturated with water but having been dried at the
surface. The dry density is the rock density after
drying. In making these measurements, the water
absorption is also recorded. These provide data that
are essential for the design of composite mixes.

Aggregate Impact Value (BS 812)

The aggregate impact value provides an indirect
measurement of strength and involves the impaction
of a standard mass on a previously well-sorted
sample. The result is obtained by measuring the am-
ount of material of less than 2.36 mm produced from
an aggregate of 10-14 mm. The lower the result, the
greater the resistance of the rock to impaction. It is
also useful to examine the material that does not pass
the 2.36 mm sieve, and it is common to sieve the total
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product at 9.5 mm to establish whether there is an
overall general reduction in particle size.

Aggregate Crushing Value (BS 812)

The aggregate crushing value provides an indirect
assessment of strength and elasticity in which a well-
sorted sample is slowly compressed. The lower the
degradation of the sample, the greater the resistance
to crushing. The size ranges used are the same as for
the AIV test.

10% Fines Value (BS 812)

The 10% fines value is the crushing load required to
produce degradation such that 10% of the original
mass of the material passes a 2.36 mm sieve, the
original test sample being 10-14 mm. The samples
are subjected to two different loads, and the amount
passing the 2.36 mm sieve in each test is measured.
Typically the two results should fall between 7.5%
and 12.5% of the initial weight. The force required to
produce 10% fines is then calculated.

Aggregate Abrasion Value (BS 812)

In determining the aggregate abrasion value, fixed
aggregate particles are abraded with standard sand,
and the mass of the aggregate is recorded before and
after abrasion. The reduction in mass indicates the
hardness, brittleness, and integrity of the rock.

The Los Angeles Abrasion Value (ASTM C131 and
C535)

To determine the Los Angeles abrasion value, a
sample charge is mixed with six to twelve steel balls,
and together these are rotated in a steel cylinder for
500 or 1000 revolutions at 33 rpm. This causes attri-
tion through tumbling and the mutual impact of the
particles and the steel balls. The sample is screened
after the rotations are completed using a 1.68 mm
sieve. The coarser fraction is washed, oven dried,
and weighed. The loss in mass as a percentage of the
original mass is the Los Angeles abrasion value.

Micro Deval test

The Micro Deval test is widely used to determine the
resistance of an aggregate to abrasion. Steel balls and
the aggregate are placed in a rotating cylinder. The
test may be carried out either wet or dry. The Micro
Deval value is calculated from the mass of material
that passes the 1.6 mm test sieve, as a percentage of
the original aggregate mass.

Polished Stone Value (BS 812, Part 114)

To determine the polished stone value, the aggregate is
mounted in resin and the exposed surface is polished

using a wheel and standard abrasive. The result is
measured using a standard pendulum, with the ability
of the rock to reduce the motion of the pendulum
giving an indication of the potential resistance of the
aggregate to skidding. The sample is small and the
result can vary according to the proportions of rock
that are present. This test is difficult to perform reli-
ably, and considerable practice is required to obtain a
consistent result. In practice it is found that good skid
resistance is derived from a varied texture in the
rock with some variation in particle quality. Well-
cemented sandstones and some dolerites tend to
have high polished stone values, while rocks such as
limestones and chert have very low polished stone
values.

Franklin Point Load Strength

The Franklin point load strength can be directly
assessed for large pieces of rough rock. A load is applied
through conical platens. The specimen fails in tension
at a fraction of the load required in the standard
laboratory compressive-strength test. However, the
values obtained in the test correlate reasonably well
with those obtained from the laboratory-based uni-
axial compressive test, so an estimated value for this
can be obtained, if necessary, in the field.

Schmidt Rebound Hammer Value

The Schmidt Rebound Hammer test is a simple quan-
titative test in which a spring-loaded hammer travel-
ling through a fixed distance strikes the rock in a
given orientation. The rebound of the hammer from
the rock is influenced by the elasticity of the rock
and is recorded as a percentage of the initial forward
travel. A sound rock will generally give a rebound
value in excess of 50%, while weathered and altered
rock will tend to give a much lower value.

Magnesium Sulphate Soundness Test (BS 812)

In the magnesium sulphate soundness test the degrad-
ation of the aggregate is measured following alternate
wetting and drying in a solution of magnesium sul-
phate. The test provides a measure of the tendency of
the rock to degrade through the crystallization of salts
or ice formation. The result is influenced by the por-
osity and particularly by planes of weakness in the
aggregate.

Freeze-Thaw Test

In the freeze-thaw test the aggregate is subjected
to cycles of freezing and thawing in water. Each
cycle lasts approximately 24 h. The temperature is
reduced over a period of several hours and then
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maintained at —15°C to —20°C for at least 4 h. The
sample is then maintained in water at 20°C for 5 h.
The cycle is repeated 10 times, and then the sample is
dried and sieved, and the percentage loss in mass is
determined.

Slake Durability Index

A number of small samples of known mass are placed
in a wire-mesh drum. The drum is immersed in water
and rotated for 10 min. The specimens are dried and
weighed, and any loss in weight is expressed as a
percentage of the initial weight. This is the slake
durability index.

Methylene Blue Absorption Test

Methylene blue dye is dissolved in water to give a
blue solution. It is absorbed from the solution by
swelling clay minerals, such as montmorillonite. The
quantity of potentially swelling clay minerals in a
sample of rock is assessed by measuring the amount
of methylene blue absorbed.

Chemical Tests

Aggregates are commonly tested by chemical analysis
for a variety of constituents, including their organic,
chloride, and sulphate contents. Organic material is
readily separated from the aggregate by, for example,
the alkalinity of cement paste. Its presence leads to
severe staining of concrete and mortar surfaces. Sul-
phate causes long-term chemical changes in cement
paste, leading to cracking and degradation. Chloride
affects the durability of steel reinforcement in con-
crete, accelerating corrosion and the consequent
reduction in strength.

Mortar Bar and Concrete Prism Tests

The durability of concrete made with a given aggregate
is evaluated by measuring the dimensional change in
bars made of mortar or larger prisms of concrete
containing the specific aggregate. The mortar-bar test
results can be obtained in a few weeks, but the prism
test needs to run for many months or even years. The
tests allow the recognition of components in the rocks
or contaminants (e.g. artificial glass) that take part in
expansive alkali-aggregate reactions.

Aggregates for Specific Purposes
Railway Track Ballasts

Railway track is normally placed on a bed of coarse
aggregate. A lack of fines is required: the desirable
particle size is generally 20-60 mm. The bed requires
a free-draining base that is stable and able to maintain

the track alignment with minimum maintenance. The
aggregate is sometimes placed on a blanket of sand to
prevent fines entering the coarse aggregate layer. The
aggregate layer may be up to 400 mm thick.

The favoured rock types are medium-grained igne-
ous rocks such as aplite and microgranite. Sometimes
hornfels is used. Some of the more durable limestones
and sandstones are also used. Weaker limestones and
many sandstones are generally regarded as unsatis-
factory because of their low durability and ready
abrasion. The desirable qualities for an aggregate
used for ballast are that it must be a strong rock,
angular in shape, tending to be equidimensional,
and free from dust and fines.

Aggregates for Use in Bituminous Construction
Materials

Aggregates for use with a bitumen binder in building
construction (as used in bridge decks and in the decks
and ramps of multistorey car parks) require a high
skid resistance. They must also be highly imperme-
able, protecting the underlying construction from
water and frost attack and from the effects of de-
icing salts. The mix design is important: there should
be a high bitumen content and a high content of fine
aggregate and filler in the aggregate grading.

A wide range of rocks of diverse origin and a
number of artificial materials are used in the bitumin-
ous mixes. The rocks must be durable, strong, and
resistant to polishing. The aggregate must show good
adhesion to the binder and have good shape. Skid
resistance is also dependent on traffic density and, in
some instances, a reduction in traffic has improved
skid resistance. Visual aggregates have been de-
veloped where high skid resistance is required, and
these include calcined bauxite, calcined flint, ballo-
tini, and sinopal. Blast furnace slags yield moderately
high polished stone values. The light-reflecting
qualities are also important, and artificial aggregates
such as sinopal, with their very high light reflectivity,
are valued. Resistance to stripping, i.e., the break-
down of the bond between the aggregate and the
bituminous binder, is also important. Stripping is
likely to result in the failure of the wearing course
and not necessarily in failure of the base course. The
stripping tends to be most conspicuous in coarse-
grained aggregates that contain quartz and feldspar.
Basic rocks show little or no detachment. The aggre-
gate has considerable strength, particularly in the
wearing course. As an example, the aggregate crush-
ing value for surface chasing and dense wearing
courses will typically be 16 to 23, while for the base
course it may be as high as 30. Similarly, the aggregate
impact value might be 23 in the wearing course and
30 in the base course.
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Aggregates in Unbound Pavement Construction

Aggregate is sometimes used in construction without
cement or a bitumin binder. Examples are a working
platform in advance of construction, structural layers
beneath a road system, a drainage layer, and a re-
placement of unsuitable foundation material. Aggre-
gates for these purposes must be resistant to crushing
and impact effects during compaction and in use, and
when in place they must resist breakdown by we-
athering or by chemical and physical processes and
must be able to resist freeze—thaw processes.

It is likely that recycled aggregates will become
increasingly important in these situations, although
levels of potentially deleterious components, such as
sulphate, may point to a need for caution in the use of
such material. Aggregates for unbound construction
often need to resist the ingress of moisture, since mois-
ture rise and capillary transfer can cause progressive
degradation.

Mortar

Mortar consists of a fine aggregate with a binding
agent. It is used as a jointing or surface-rendering
material. Sands for mortar production are excavated
from sand and gravel pits in unconsolidated clastic
deposits and are typically dominated by quartz. They
are used in their natural form or processed by
screening and washing. Rock fines of similar grade
can also be used.

The most important feature of sand for mortar
manufacture is that the space between the aggregate
particles must generally be about 30% by volume.
The volume of binder needs to be slightly greater
than this volume, and hence a relatively high propor-
tion of cement or lime may be required. Should the
space be such that voids occur in the mix, the material
will commonly show early signs of degradation and
will be readily damaged by penetration of moisture.
The space also appears to reduce the capacity of the
mortar to bond with the substrate.

The workability and ease of use of the mixture also
depends on the shape of the particles and the grading
curve. Very uniform sand tends to have a high void
space and therefore requires a high cementitious or
water content and tends to develop a high voidage.
On the other hand, the grading may be such that the
space between the particles is too small and the mix-
ture becomes stiff. The strength and elastic modulus
of the rocks are also important because the resultant
mixture of paste and aggregate must match the
strength and elasticity of the material to which the
mortar is applied. If it is not, then partings are liable to
develop between the binder and the substrate. Simi-
larly, the material must exhibit minimal shrinkage

because again it might become detached from the
substrate.

Concrete

This very widely used material has a very diverse
structure and composition and serves many purposes.
It is composed of aggregate graded for the specific
purpose and a binder containing cement. In general,
the properties of the aggregate must match the
intended strength and elasticity of the product, and
it must be highly durable. For many purposes a com-
bination of coarse and fine aggregate with a max-
imum particle size of 20mm is used. The grading
curve is designed such that an appropriate amount
of space occurs between the particles — typically
around 25% by volume of the mixture. There are
numerous components of aggregate that perform ad-
versely in the medium and long term, so careful study
of the material is required before use. The defective
components are described in several standards, along
with procedures for measuring their effects on the
concrete. Some of these are described below.

In the 1940s it was recognized in the USA that
certain siliceous aggregates could react with alkalis
derived from Portland Cement. This led to spalling of
concrete surfaces and cracking, sometimes in a spec-
tacular manner. The phenomenon occurs throughout
the world, and few rock sources are immune. An
enormous amount of work has been carried out to
evaluate the reaction, both in the laboratory and in
structures. Major international conferences on the
subject have been held. The alkalis for the reaction
derive from the cement and are extracted into the
pore fluid in the setting concrete. The concentration
of alkali in the pore fluid can be affected by external
factors as well as by the internal composition of the
cement matrix. The rock reacting with the alkalis is
typically extremely fine grained or has extremely
small strain domains. Hence, fine-grained rocks,
such as opaline silica within limestone, some cherts,
volcanic glass, slate, and similar fine-grained meta-
morphic rocks, may exhibit a high degree of strain
and so be able to take part in the reaction. More
recently it has been found that certain dolomitic sili-
ceous limestones are also to be avoided, again because
they react with alkalis to cause significant expansion
of the concrete and severe cracking.

See Also
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Introduction

Ages obtained from isotopic dating methods are
based on the ratio of parent and daughter isotopes.
Radioactive decay of parent isotopes causes daughter
isotopes to accumulate over time, unless they decay
further or are lost by diffusion or emission. In the case

of the fission track method, the daughter product is
not another isotope, but a trail of physical damage to
the crystal lattice resulting from spontaneous fission
of the parent nucleus. When the rate at which spon-
taneous fission occurs is known, the accumulation of
such trails, known as fission tracks, can be used as a
dating tool. Analogous to diffusional loss of daughter
isotopes, the damage trails in the crystal lattice disap-
pear above a threshold temperature by the fission
track annealing process. Although the physics behind
the annealing process are poorly understood, the out-
come is empirically well known. Annealing initially
causes the length of fission tracks to decrease and may
eventually completely repair the damage to the crystal
lattice. The latter is known as total annealing. The rate
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at which annealing takes place is a function of both
mineral properties and temperature history.

Fission tracks in geological samples have been well-
studied in mica (see Minerals: Micas), volcanic glass,
tektite glass; (see Tektites) titanite, and zircon (see
Minerals: Zircons). However, most research has
been done on fission tracks in apatite, a widely dis-
seminated accessory mineral in all classes of rocks.
Retention of fission tracks in natural minerals takes
place only at temperatures well below that of their
crystallization temperature. Fission track dating will,
therefore, document the crystallization age of a crystal
only when it has cooled rapidly to surface tempera-
tures immediatley after crystallization (see Analytical
Methods: Mineral Analysis). Fission track dating of
volcanic rocks can provide an age of crystallization,
while fission track dating of more slowly cooled rocks
will always yield an age that is younger than the age of
crystallization. The amount of fission tracks per
volume and their length will be a sensitive function
of the annealing process and of the cooling history of
the sample being studied. A cooling history can be
constrained by thermal history modelling of fission
track data (fission track age and fission track length
distribution). Fission track analysis and thermal his-
tory modelling of apatite fission track data provide
powerful tools with which to assess regional cooling
and denudation histories.

Following the rejuvenation of (U-Th)/He dating in
the 1990s, the technique has become an important
addition to the fission track method. (U-Th)/He
dating can be applied to the same minerals as those
commonly used in fission track analysis. (U-Th)/He
dating is unique in its capability to constrain the very
low temperature part of cooling histories of rock
samples; the nominal closure temperature for apatite
(U-Th)/He ages may be as low as ~50°C. Apatite
(U-Th)/He dating today is a well-established technique
in itself, but in most studies it is used in combina-
tion with apatite fission track analysis. Many fission
track research groups now routinely apply (U-Th)/He
dating in parallel with fission track analysis. An intro-
duction to (U-Th)/He dating is, therefore, included
here.

Fission Tracks

Fission tracks are linear damage trails in the crystal
lattice. Natural fission tracks in geological samples
are formed almost exclusively by the spontaneous
fission of #**U. Other naturally occurring isotopes,
such as 2*°U and #**Th, also fission spontaneously,
but the respective isotopes have such low fission
decay rates that it is generally assumed that all
spontaneous fission tracks in naturally occurring

crystals are derived from 2*®U. The frequency of
fission events is low compared to a-particle decay
events, about 1 fission event for every 2 x 10°
o-particle decay events.

During spontaneous fission an unstable nucleus
splits into two highly charged daughter nuclides
(Figure 1). The two fission fragments are propelled
in opposite directions, at random orientation with
respect to the crystal lattice. The passage of the posi-
tively charged fission fragments through the host min-
eral damages the crystal lattice by ionization or
electron stripping, causing electrostatic displacement.
The end result is a cylindrical zone of atomic disorder
with a diameter of a few nanometers — known as a
fission track. Detailed information on the length of
fission tracks is available for apatite only. Newly
created apatite fission tracks have a length of ~16.3
+ 0.5 um. Fission tracks can be observed directly
through transmission electron microscopy, but with

Figure 1 Spontaneous fission of 28U (red spheres) produces
two highly charged fission fragments (red half spheres) that recoil
as aresult of Coulomb repulsion. They interact with other atoms in
the crystal lattice by electron stripping or ionization. This leads to
further deformation of the crystal lattice as the ionized lattice
atoms (blue spheres with plus sign) repel each other. After the
fission fragments come to rest, a damage trail (‘fission track’) is
left, which can be observed with an optical microscope after
chemical etching. In apatite, the fission track annealing rate is
higher for tracks at greater angle (0) to the crystallographic c-axis.
Therefore, tracks perpendicular to the c-axis are on average
shorter than tracks that are parallel to the c-axis.
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Figure 2 Fission tracks in apatite (left) resulting from the spontaneous fission of 28U and induced fission tracks in mica (right)
produced by irradiation in a nuclear reactor. Fission tracks in the mica outline a mirror image of the polished apatite crystal with which
it was in close contact during irradiation. Fission tracks are revealed by chemical etching with HNO3; (apatite) and HF (mica). Only
fission tracks that intersect the polished surface, cracks (track-in-cleavage, TINCLE) or other tracks (track-in-track, TINT) can be

reached and enlarged by the etchant.

an optical microscope they can only be observed after
revelation by chemical etching. Seen through an op-
tical microscope, chemically etched fission tracks
appear as randomly oriented cigar-shaped features
(Figure 2).

Fission Track Annealing

Laboratory experiments show that residence at ele-
vated temperatures induces shortening of fission
tracks. This process of track shortening by solid
state diffusion is called fission track annealing. The
rate of the annealing process is dependent on mineral
properties and thermal history. Pressure and stress
dependency have been suggested, but the evidence is
ambiguous and highly controversial.

When a sample cools below the total annealing
temperature, it enters the Partial Annealing Zone
(PAZ; APAZ in the case of apatite, ZPAZ for zircon).
As the sample cools within the PAZ, tracks shorten
by lesser amounts until becoming relatively stable
at low (<60°C) temperatures. Fission track ages are
based on counts of tracks in a polished cross-section
through a crystal. Shorter tracks have a smaller prob-
ability of intersecting the polished surface, and track

length shortening in the PAZ consequently also leads
to an apparent age reduction. This produces a char-
acteristic pattern of fission track ages and mean track
lengths within a PAZ (Figure 3). Such a pattern may
be (partly) preserved in the case of very rapid cooling.
This is referred to as a ‘fossil PAZ’ (Figure 4). The
APAZ is sometimes referred to simply as the tempera-
ture interval between 60°C and 120°C, but this is an
oversimplification because it neglects the impact of
variations in chemical composition and cooling rate
on the rate of the annealing process. The ZPAZ is
more loosely constrained than the APAZ and probably
lies somewhere between ~200°C and ~350°C.

A well-known problem with the interpretation of
fission track data is that annealing can take place even
below the temperatures normally associated with
the PAZ. Apatite fission tracks that are formed in a
nuclear reactor by irradiation with slow neutrons (‘in-
duced tracks’) have an initial track length (/) immedi-
ately after irradiation of ~16.3 £+ 0.5 um. However,
natural fission tracks (‘spontaneous tracks’) in apatite
crystals separated from rapidly cooled volcanic rocks
have mean track lengths in the order of 14.5-15 um.
Since this track length reduction can only have taken
place at surface temperatures after eruption, it is
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Figure 3 Pattern of apatite fission track ages and mean track
lengths in a borehole. Example based on 5km of rapid denuda-
tion at 50 Ma (30°C/km geothermal gradient) followed by 50 Ma of
stable thermal conditions (no denudation). Samples close to the
surface (<2km depth) have fission track ages that approximate
the timing of rapid denudation and have very long mean track
lengths. Samples inside the apatite partial annealing zone (APAZ)
have much younger fission track ages and shorter mean track
lengths. Above the total annealing temperature fission tracks will
be erased almost immediately after formation.

apparent that low-rate annealing in apatite takes place
even at these low temperatures. However, it is very
difficult to determine the rate at which fission track
annealing takes place at such low temperatures. The
annealing rate becomes very low and extrapolation of
results from lab experiments to the geological time-
scale would introduce large uncertainties. Calibration
with data from boreholes is also difficult, because the
low temperature history (<60°C) of the borehole will
almost never be accurately known in detail.

Fission track annealing behaviour in apatite is cor-
related with its unit-cell parameters and thus with
crystallographic structure and chemical composition.
The apatite group, with its simplified molecular for-
mula Cas(POy);F has a wide range of possible chem-
ical compositions. Of all possible substitutions, that
of chlorine (Cl) in place of fluorine (F) has the largest
impact on the fission track annealing process. Apatite
crystals with high chlorine contents are very resistant
to annealing. Fission tracks in such crystals will sur-
vive higher temperatures than fission tracks in apatite
crystals with lower chlorine contents. Even though
chlorine content has a dominant control on annealing
behaviour, significant variation in unit-cell param-
eters, and therefore in annealing behaviour, exists
between chlorine-poor apatites as a result of a variety
of possible substitutions, other than that of chlorine
in place of fluorine. Because chlorine-poor apatites

FT age (Ma)
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Figure 4 Pattern of apatite fission track ages and mean track
lengths in a borehole after a late phase of rapid cooling. Example
based on stable thermal conditions from 80 Ma to 15Ma and a
geothermal gradient of 20°C/km. At 15Ma, a phase of rapid
denudation removes 4km of overburden. As a result of this
rapid cooling, the pattern of fission track ages and mean track
lengths in the APAZ as it existed before the onset of rapid cool-
ing (‘fossil APAZ’) is largely preserved. The break-in-slope in
the fission track age profile coincides with the onset of rapid
denudation.

are the most common in nature, relying solely on
chlorine content as a proxy for annealing behaviour
does not account for the variation in annealing be-
haviour between most natural samples. The most
obvious way to assess variation in chemical compos-
ition between apatite samples is to analyse every indi-
vidual grain in which fission tracks are counted and
measured, for example with a microprobe. Alterna-
tively, etch pit size (Figure 5) the size of the intersec-
tion of a chemically etched fission track with the
polished apatite surface, can be used as a measure
for solubility and thereby as a proxy for bulk chem-
ical composition. This method has been applied suc-
cessfully and has the advantage that etch pit size is
easily and inexpensively measured under the micro-
scope at the same time that the actual fission track
counting and measuring is done. No matter which
approach is taken, it is essential to account for vari-
ations in chemical composition, because they exert
such a strong influence on the annealing behaviour.
Moreover, variation in chemical composition does
not only occur between apatites from different
rock samples, but also between apatite grains from
the same rock sample. This is not only the case
for (meta-)sedimentary rock samples, but also for
igneous rocks.

Constraints on how the annealing process affects
fission tracks can be combined into so-called annealing
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Figure 5 Chemically etched fission track intersecting a pol-
ished crystal surface. An etch pit is the intersection of the track
with this surface. Dpar is the maximum diameter of the etch pit.
Please note that the size of the etch pit in this example is exag-
gerated; real etch pits are orders of magnitude smaller relative to
the grain sizes of natural crystals. Dpar can be used as a proxy
for annealing behaviour.

models. Annealing models are mathematical ap-
proximations of how the annealing process relates to
temperature history and mineral properties. Modern
annealing models take into account variation in chem-
ical composition and other parameters. They are cali-
brated with lab experiments and data from vertical
arrays of samples in drill holes of which the thermal
history is well known from independent data.

Fission Track Ages

A fission track age does not indicate the timing of
cooling through a specific temperature boundary,
but instead represents an integrated signal of the ther-
mal history of a sample. Fission track ages, therefore,
usually do not correspond directly to geological
events. Additional fission track length data is needed
to reconstruct a thermal history. Only in the case of
very rapid cooling, may fission track ages correspond
to a specific geological event.

The amount of spontaneous fission tracks in a crys-
tal is dependent on its thermal history, its annealing
characteristics, and the concentration of 2%U, the
parent isotope. With the External Detector Method
(EDM), which is the preferred analytical method in
most fission track studies, it is possible to determine
the #*®U concentration of every individual crystal in
which tracks are counted. This is achieved by irradiat-
ing polished crystals that are mounted in epoxy
(Figure 6A,B), together with a piece of low-uranium
mica (the ‘external detector’) in direct contact with the
polished surface. Spontaneous fission tracks in the
crystals are revealed by chemical etching prior to
irradiation (Figure 6C). Irradiation will induce the

fission of **U and thereby produce new fission
fragments in the crystals. A proportion of them will
be emitted from the etched crystals into the covering
mica detector (Figure 6D). After irradiation, the mica
is etched (Figure 6E). Because 2**U/**®U has a con-
stant ratio in normal rocks, the amount of fission
tracks in the part of the mica that was in contact
with a crystal (‘induced tracks’) can be used as a
measure for the 2**U concentration in that particular
crystal.

To monitor the neutron fluence during irradiation,
samples are irradiated together with pieces of uran-
ium-bearing glass that are also covered with mica
detectors. Irradiation of the glass will produce fission
tracks in the mica in the same way as natural crystals
do and the amount of tracks per area (fission track
density) will be proportional to the neutron fluence.
After determining the density of spontaneous fission
tracks in the crystals, of induced tracks in the match-
ing areas in the mica and of the tracks in the mica
covering the uranium-bearing glass, single crystal
ages can be calculated. From the single crystal ages,
a combined sample age can then be determined.

Statistical tests can be performed on the distribution
of single crystal ages. Significant spread of single crys-
tal ages can be a result of variation in annealing char-
acteristics between crystals from the same sample, or,
in the case of a (meta-)sedimentary sample, mixing of
crystals from different source areas with different
thermal histories. To test whether or not single crystal
ages are from the same statistical population, a y*-test
can be performed. Significant spread of single crystal
fission track ages can also easily be detected in a radial
plot (Figure 7). Zircon fission track dating is regu-
larly used in provenance studies and the distribution of
single crystal fission track ages is then used to tie age-
populations to different source areas. Because of their
greater resistance to annealing, zircon fission tracks
will be preserved up to much higher temperatures
than apatite fission tracks during burial in a sediment-
ary basin. Zircon crystals will, therefore, retain the
source area signatures much better than apatite crys-
tals and are also more resistant to abrasion during
physical transport.

Fission track ages are normally calibrated against
one or more age standards with the Zeta ({) method.
Standards of known age are irradiated and analysed
in the same manner as regular samples in order to
establish a calibration factor {. Every analyst has
to establish a personal { value in order to correct for
observational bias. When a constant personal { value
is obtained, every unknown fission track grain age
can be calculated. The most commonly used apatite
age standard is from Durango, Mexico, and has a
“OAr/*°Ar age of 31.4 + 0.5 Ma.
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Figure 6 Schematic overview of the laboratory procedures involved in the External Detector Method. (A) Crystals with latent tracks
are mounted in epoxy. These latent tracks cannot be observed with an optical microscope. (B) The mountis ground and polished until a
sufficiently large internal surface in the crystal is exposed. (C) Chemical etching. Tracks that intersect the polished surface, or that can
be reached by the etchant through other tracks or cracks, become enlarged (red) and can now be observed with an optical microscope.
(D) External Detector Mica is mounted in close contact with the polished mount. A stack of mounts is placed in a cylinder and irradiated.
A proportion of the fission fragments that are created inside the crystal by irradiation with neutrons, will be ejected into the mica. On
top and bottom of the stack is a piece of uranium bearing glass, also covered with mica, to monitor the neutron fluence during
irradiation. (E) After irradiation the mica is removed and chemically etched with HF. (E,F) Mounts and micas are glued onto a glass slide
as mirror images. Track densities in crystals and the matching areas in the mica can now be determined under the microscope. (F) Plan
view of several mounted crystals. Induced tracks in mica define outline of the crystals they were in contact with during irradiation.

Fission Track Length

Because detailed information on the length of fission
tracks is available for apatite only, this section is
solely applicable to apatite fission tracks.

Fission track length measurements are made on pol-
ished and chemically etched crystals (Figure 6A,B,C).
To make sure that the full length of a track is

measured, only tracks that are oriented parallel to
the polished surface should be measured (‘horizontal
confined tracks’). This can easily be verified by focus-
ing and defocusing the microscope; only tracks paral-
lel to the polished surface will come into focus over
their entire length at once.

The apatite crystal structure is anisotropic and so is
the effect of the annealing process. The annealing rate
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Figure 7 (A) Radial plot for a sample with two clearly defined
age populations (red and blue). More precise fission track ages plot
further from the origin of the x-axis (precision). The y-axis gives the
fission track age and its error. The two populations have ages of
~90Ma (red) and ~225Ma (blue) and a combined age of 142 Ma.
(B) Histogram of the individual crystal ages in the radial plot.

of fission tracks depends on the orientation of the
fission tracks with respect to the crystallographic
orientation of the apatite crystal (Figure 1). Tracks
perpendicular to the c-axis anneal slightly faster than
those parallel to it. For weakly annealed samples, this
effect will be very small and usually it is ignored. For
samples that experienced higher degrees of annealing,
ignoring the orientation dependency of the track length
will introduce some error. Anisotropy of annealing can,
however, easily be taken into account by measuring 6,
the angle of the fission track with the crystallographic
c-axis, when the track length is measured.

Tracks that are revealed by etching because they
intersect cracks (track-in-cleavage, TINCLE Figure 2),
tend to be longer than tracks that are revealed because
they intersect other tracks (track-in-track, TINT;
Figure 2). Several explanations have been proposed,
such as widening of cracks during polishing, increased
etch rates along cracks, and the smaller likelihood
for shorter tracks to intersect a crack. Because of
their bias towards longer track lenghts, TINCLEs
tend to conceal the anisotropy of annealing. It is
recommended to measure only TINTs.

Thermal History Modelling

Fission tracks are produced continuously throughout
the thermal history of a sample. Older fission tracks
will, therefore, always have experienced a longer and
older part of a sample’s thermal history than younger
fission tracks. This results in variation of fission track
lengths within a sample and within single crystals. In
the case of a purely cooling history, the older tracks will
have experienced higher temperatures than younger
tracks and so the older tracks will be annealed more,
and thus will be shorter, than younger tracks. Track
length reduction within the PAZ results in a mean
length shorter than the initial length (/) and a skewed
track length distribution. Different cooling histories
and their resulting apatite fission track age and track
length distributions are displayed in (Figure 8).

Thermal history modelling makes use of annealing
models to calculate the apatite fission track age and
track length distribution that would result from a
particular thermal history. This synthetic modelling
result can be compared to the fission track age and
track length distribution obtained from a sample and
the degree of fit can be assessed. By doing this for
many different thermal histories, a range of thermal
histories with a good degree of fit can be obtained.
A geological interpretation can then be based on these
thermal histories.

Independent geological observations and also add-
itional age data such as those from (U-Th)/He dating
can be used to constrain the range of thermal histories
that a modelling program has to go through. For
example, a time—temperature point with surface tem-
perature at 100 Ma can be used as a constraint when
modelling fission track data from a sedimentary
sample of 100 Ma old (or data from a sample of the
basement just below the sediment), because at the
time of deposition the sediment (and the basement
immediately below) must have been experiencing
surface temperatures.

Thermal history modelling is a popular tool to
retrieve a time—temperature path from apatite fission
track data. However, in the absence of independent
geological constraints, it cannot constrain anything
other than cooling. The fission track age and fission
track length distribution resulting from a thermal
history that includes a reheating event will be virtu-
ally identical to that resulting from the same thermal
history without the reheating event (Figure 9). Fission
tracks essentially record cooling, and even in a ther-
mal history that has included reheating, most of the
record will come from the cooling segments.

A very common characteristic of thermal histories
obtained from modelling of fission track data is
that they include a late cooling event. The annealing
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(A) Three cooling histories and (B) the resulting apatite fission track ages and track length distributions. Rapid early

cooling (red) produces a narrow track length distribution with a long mean track length and an old age. Rapid initial cooling followed by
a long period of time in the APAZ (green) results in a skewed track length distribution and a younger apatite fission track age. Slow
cooling in the APAZ followed by rapid late cooling (blue) produces a negatively skewed track length distribution and a very young
apatite fission track age. FT age, fission track age. MTL, mean track length. SD, standard deviation of the mean track length.

process is poorly understood for temperatures below
~60°C and, in general, annealing at these low tem-
peratures is underestimated. Modelling of fission
track data, therefore, often results in thermal histories
that include a rapid late cooling event, which in
many cases is merely a modelling artefact. Therefore,
one should always be very critical about any geo-
logical interpretations based on this part of the mod-
elled thermal history. The (U-Th)/He method gives
much better time—temperature constraints for such
low temperatures.

(U-Th)/He Dating

(U-Th)/He dating, like fission track analysis, provides
information on a sample’s low-temperature thermal
history and not on its original, high-temperature ig-
neous or metamorphic history. Asis the case for fission
track analysis, the (U-Th)/He technique is best estab-
lished for apatite. (U-Th)/He dating of zircon and tita-
nite has been explored, but at present this application

is still in its infancy. At least for apatite, zircon, and
titanite, the (U-Th)/He method is sensitive to lower
temperatures than the fission track technique.

In nearly all minerals radiogenic helium is predom-
inantly derived from the decay of uranium and thor-
ium. Accumulation of a-particles (*He nuclei) starts
upon cooling into the Helium Partial Retention Zone
(HePRZ). The HePRZ concept is similar to the Partial
Annealing Zone concept of fission track analysis. At
temperatures higher than that of the HePRZ, helium
diffuses out of grains almost immediately after pro-
duction. This means that there can be no accumula-
tion of helium and the age will thus remain 0. At
temperatures below that of the HePRZ, diffusion
ceases and (U-Th)/He ages track calendar time. The
nominal helium closure temperature (T.) is dependent
on mineral properties, cooling rate, and grain size. For
apatite crystals in the size range of ~140-180 um,
T, will be ~70°C at a cooling rate of 10°C/Ma. For
smaller grain sizes and at lower cooling rates, it
may be as low as ~50°C. Unlike fission track data,
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Figure 9

(A) Two thermal histories and (B) the resulting apatite fission track ages and track length distributions. Despite the

difference in thermal history before the onset of final cooling, both scenarios produce essentially the same apatite fission track age
and track length distribution. The difference in age and track length distribution is well within the uncertainty normally associated with

fission track data.

apatite (U-Th)/He data do not seem to be influenced by
chemical composition.

Because of the high kinetic energy with which
a-particles are emitted from their parent nuclides,
they may be lost from grains as a result of a-ejection.
For apatite, the so-called a-stopping distance is
~19-23 um, depending on the parent nuclide. Condi-
tional on the distance of the parent nuclide from the
physical grain boundary, o-particles may be either
ejected from, or retained within grains (Figure 10A).

Because o-particles are emitted in random direction
from their parent nuclei, they have a 50% chance to
be ejected if their parent nuclei are located on the
physical grain boundary itself. a-particles emitted
from parent nuclei at more than the a-stopping dis-
tance from the grain boundary will never be ejected
by a-emission. In principle, a-particles can also be
implanted into grains when they are ejected from
neighbouring grains. a-implantation can be ignored
in most cases however, because the concentration of
parent nuclei normally is much higher in minerals
that are used for dating compared to the concen-
tration in the host rock they were separated from.
a-ejection must be corrected for by the so-called

o-emission correction to obtain a geologically mean-
ingful ‘a-ejection corrected’ (U-Th)/He age. The
o-emission correction is dependent on the mineral
and the appropriate a-stopping distances, grain size,
and grain geometry. Smaller grains require bigger
corrections because a larger percentage of parent
nuclei will be within a-stopping distance from the
grain boundary. A complicating factor for making
the appropriate a-emission correction is that helium
loss by ejection is interwoven with diffusional
helium loss. The helium diffusion domain in some
minerals (e.g., apatite) coincides with the physical
grain. Within the HePRZ, helium will, therefore, be
lost by diffusion at the grain boundary. Diffusion will
tend to smooth the o-retention profile resulting from
a-ejection, which is illustrated in a grain cross-section
(Figure 10B). Because they are interlinked, the dif-
fusion process and o-ejection cannot be accurately
modelled separately and instead must be incorpor-
ated simultaneously in a numerical model. The dif-
fusion process and its effect on the a-retention profile
becomes more important with a longer residence time
in the HePRZ, and application of such a model,
therefore, is particularly important when working
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(A) Three possible outcomes of a-emission in an apatite crystal: (Im) implantation, (Re) retention, and (Ej) ejection of

a-particles. Radius of circles is equivalent to the a-stopping distance. (B) Diagram showing how a-retention changes from rim to core to

rim along a cross-section perpendicular to the c-axis of the crystal.

with samples that spend considerable time in the
HePRZ.

Successful application of (U-Th)/He dating is very
much dependent on the quality of the material being
analysed. Several criteria must be satisfied before min-
eral grains are studied by (U-Th)/He dating. This some-
what restricts the range of rock types to which this
technique can be applied. Crystals must be sufficiently
large to keep the o-emission correction and its potential
error within reasonable bounds. The minimum diam-
eter of apatites that can be accurately dated is about
~75 pm. Helium diffusion and a-emission correction
models are based on euhedral crystal morphology (or,
for example, a finite cylinder approximation) and a
homogeneous distribution of parent nuclei. Only
intact, minimally abraded crystals lacking uranium
and thorium zonation should therefore be used. Zon-
ation of uranium and thorium is fairly common in
apatite and ignoring this can introduce large errors.
Crystals must be free of cracks and inclusions and
should, therefore, be thoroughly inspected under the
microscope before analysis. Small inclusions may be
overlooked however, and uranium and thorium zon-
ation is not easily detected in the grains that are being
dated. Even very carefully selected grains may thus
not fulfil all the selection criteria. (U-Th)/He analysis
should, therefore, always be done in duplicate and
preferably triplicate on separate batches of crystals
from the same sample, so that reproducibility of the
data can be verified. Although few rock types are
explicitly excluded from (U-Th)/He dating as a result
of the above-mentioned criteria, it is obvious that, for
example, sedimentary rocks are less likely to yield
unabraded crystals and that volcanic rocks may not
contain sufficiently large crystals.

The analytical procedure for (U-Th)/He analysis
consists of two stages. First, helium is extracted

from crystals in vacuum by heating in a furnace or
with a laser and then measured on a noble gas mass
spectrometer. Subsequently, the sample is removed
from the vacuum system, dissolved in acid and the
uranium and thorium concentrations are determined,
usually by Inductively Coupled Plasma Mass Spec-
trometry (ICP-MS). The entire procedure is then
repeated for the sample duplicates. Depending on
the expected helium, uranium, and thorium concen-
trations, a batch of apatites typically consists of
~1-20 crystals. When the helium, uranium, and thor-
ium concentrations have been determined, a ‘raw’
(U-Th)/He age can be calculated. This must then be
corrected for loss of a-particles to obtain a geologic-
ally meaningful age. A standard of known age should
always be included in a series of age determinations to
verify data quality. For apatite (U-Th)/He analysis,
the Durango apatite is the most common monitor.

Applications of Fission Track Analysis
and (U-Th)/He Dating

Fission track analysis can be applied to a large variety
of geological problems and settings. In basins analy-
sis, for example, apatite fission track analysis can help
to estimate maximum palaeotemperatures and the
postdepositional denudation history of the sediment-
ary basin, and zircon fission track data can be used
to investigate sediment provenance. In orogenic belts
(see Tectonics: Mountain Building and Orogeny), fis-
sion track analysis can provide estimates on erosion
and denudation and, therefore, is important for mass
balance studies. Non-orogenic settings, such as pas-
sive continental margins, are probably best suited to
the capabilities of fission track analysis, because this
type of setting in many cases will be dominated by
cooling and denudation. As a conventional dating
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method, fission track analysis can be applied to date,
for example, volcanic glass or tuff. Because of its
unique ability to constrain temperature histories in
the uppermost part of the crust (upper ~3km,
depending on the geothermal gradient), apatite (U-
Th)/He dating can be used to constrain the develop-
ment of topography. It is, therefore, a valuable tool in
geomorphological studies (see Geomorphology). (U-
Th)/He dating also is an important technique to con-
strain the last part of thermal histories obtained from
thermal history modelling of fission track data.

List of Units

One millionth of a metre

um

“0Ar/ Argon — argon dating method

39AI'

Ca Calcium

Cl Chlorine

F Fluorine

Fission  Splitting of an atomic nucleus

“He Helium — mass 4

HNO; Nitric acid

lo Length of a fission track immediately after
formation

(@) Oxygen

P Phosphorus

T, Closure temperature

>Th  Thorium - mass 232

235y Uranium — mass 235

238y Uranium — mass 238

Glossary

a-ejection Loss of a-particles from a crystal as a
result of a-emission.

a-emission Emission of o-particles from parent
nuclides.

a-implantation Gain of o-particles by a crystal
resulting from a-ejection from neighbouring crys-
tals.

a-particles *He nuclei.

a-retention Retention of a-particles in a crystal after
o-emission.

APAZ Apatite Partial Annealing Zone.

EDM External Detector Method.

HePRZ Helium Partial Retention Zone.

HF Hydrofluoric acid.

ICP-MS Inductively Coupled Plasma Mass Spec-
trometry.

Induced tracks Fission tracks produced by irradi-
ation in a nuclear reactor.

PAZ Partial Annealing Zone.

Spontaneous tracks Natural fission tracks, formed
by spontaneous fission.

TINCLE Track-in-cleavage, fission track intersect-
ing a crack.

TINT Track-in-track, fission track intersected by
another track.

ZPAZ Zircon Partial Annealing Zone.

See Also

Analytical Methods: Geochronological Techniques; Min-
eral Analysis. Geomorphology. Minerals: Micas;
Zircons. Petroleum Geology: Exploration. Tectonics:
Mountain Building and Orogeny. Tektites.
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Introduction

Geochemistry is the study of the occurrence and dis-
tribution of elements, isotopes, minerals, and com-
pounds in the natural environment. Geochemical
analysis, the measurement of the quantities of elem-
ents, isotopes, minerals, and compounds in a rock,
natural liquid, or naturally occurring gas, is a colossal
topic.

The applications of geochemistry stretch from the
core to the outer atmosphere and beyond. The objects
of study include minerals, metals, and salts, organic
biomolecules, coal, bitumen, kerogen, and petrol-
eum, atmospheric-, river-, ground-, and formation-
water, and gases in the crust, sediments, and
atmosphere. Analysis is also a huge topic, with sub-
jects ranging from rocks, minerals, compounds, and
species to isotopes, elements, and atoms.

The Role of Analysis: Hypotheses, Questions,
Problems, and Theories

In the context of Earth sciences, geochemical analysis
commonly implies quantitative work with a numer-
ical output. Geochemical analysis is thus the quantita-
tive examination of the composition of natural Earth
materials. Most geochemical work is undertaken to
address a hypothesis, answer a question, or solve a
problem. Even routine environmental geochemical
monitoring is done in order to address the question
of the continued safety of natural materials over time.
It is typically important to formulate a hypothesis,
question, or problem carefully before embarking on
an analytical programme. Such an approach is best
since the outcome should be cost-effective while being
statistically rigorous and ultimately defensible.

Producing Geochemical Data

When any analytical geochemical device is used to
quantify the composition of a material, the detector
output is usually in the form of some sort of electrical
signal. The electrical signal must be converted into a
meaningful geochemical parameter, such as a unit of
concentration. This conversion is usually achieved via
a calibration curve. For any technique, a series of
previously characterized standards must be analysed,
in exactly the same way as an unknown sample, and
the output signals measured. In essence, the calibration
is a plot of known concentration versus the output

signal over a range of concentrations (Figure 1). The
detector outputs from the standards must be converted
into some sort of equation that permits the eventual
back-conversion of output signals into concentra-
tions for unknown samples. In the example in Figure 1,
the output must be determined as a function of concen-
tration (equation 1) and then inverted to allow con-
centration to be determined from the output signal for
unknown samples (using equation 2).

The quality of the analytical output from a device is
fundamentally a function of the quality of the calibra-
tion curve. No calibration is perfect, and the degree of
imperfection can be described in terms of accuracy
and precision. These discrete characteristics are best
described for a dataset composed of repeated analyses
of the same standard sample (Figure 2). When the
results are widely dispersed about the known answer,
the output is said to be imprecise. When the results are
tightly clustered about the known answer, the output
is said to be precise. If the results cluster around the
correct figure, they are said to be accurate, whereas if
they cluster about a figure other than the correct
output, they are said to be inaccurate (Figure 2). Ac-
curacy and precision are the combined result of the
quality of calibration, the sensitivity of the device,
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Sample B output
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Equation 1: output signal (mA) =
0.249 +0.0151 X concentration (ppm)

Output signal (mA)

Equation 2: concentration (ppm) =
—16.49 +66.03 X output signal (mA)

T T

0 500 1000 1500
Standard concentration (ppm)

2000

Figure 1 Example of a calibration curve using standards of
known concentration and their output signal strengths. The
small black dots represent the calibration. Equation 1 describes
how concentration could be converted to signal strength. The
more useful equation 2 describes how signal strength from an
unknown sample can be converted into concentration. Unknown
sample A yields a valid result since it falls within the calibration
range. The analysis of sample B is not valid since the output
signal falls outside the calibration range.
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Figure 2 Representation of analytical precision and accuracy. Precision is a measure of how tightly the results cluster about the mean
result. Accuracy measures the proximity of the mean result to the expected result. Accuracy can be improved by recalibrating the device.

the attainment of constant operating conditions, and
the skill of the device operator.

Geochemical Analytical Protocol (Blanks,
Standards, Repeats)

One of the most important aspects of any geochem-
ical analytical protocol is to ascertain the credibility
of the data. Every geochemical analysis has some
degree of associated uncertainty (see Figure 2, where
uncertainty is expressed in terms of precision). Every
technique also has a minimum detection limit, below
which the concentration cannot be determined. The
theoretical lower detection limit is an intrinsic func-
tion of the technique, although the quality of the
calibration and the cleanliness of the equipment
used in sample and standard preparation also limit
detection. It is seldom correct to report a figure of
zero concentration. It is more correct to report the
detection limit and state that the sample had a con-
centration below that value (‘below detection’ or
‘none detected’). In any analytical run it is worth-
while running blanks to check the lower detection
limit. It is also worth discretely running repeat
samples to check the reproducibility of the analytical

technique. Finally, it is worth running standards
throughout an analytical run at regular intervals.

Developing and checking the calibration lines are
the most crucial steps in geochemical analysis, and
being aware of the upper and lower limits of the
calibration is important. Many calibration lines do
not vary linearly with concentration. Thus, if any
geochemical analytical result falls outside the cali-
brated range of the detector and its output, then the
result is theoretically invalid since it is not certain
how to convert the instrumental signal (e.g. amps,
volts etc) into geochemically significant units.

The Range of Geochemical Analytical Techniques

As stated earlier, geochemical analysis is a large topic,
and many analytical techniques have been employed
in geochemical research and studies over the last
four or five decades. Techniques may be grouped
according to the attribute being measured (Table 1).
Many important techniques use X-rays in a variety
of ways for analytical purposes. Other techniques
use the optical effects of samples, typically taking
advantage of electromagnetic radiation emitted or
absorbed by the material at elevated temperatures.



Table 1 Summary of some of the main techniques of geochemical analysis and their sample types

Solid (rock, mineral, Atrtificially Water Fluids
sediment, soil, dissolved (natural Fluid Solid trapped in
Technique Output types Abbreviation filtrate) solid solution) organic  organic Gas  solids
X-ray techniques
X-ray analysis (electron Point mineral composition MPA Yes Yes Yes
microprobe)
X-ray fluorescence Rock composition XRF Yes Yes Yes
X-ray diffraction Mineralogy XRD Yes Yes
Spectroscopic techniques
Atomic absorption Solution composition AAS Yes Yes Yes
spectroscopy
Inductively coupled plasma Solution composition ICP-OES Yes Yes Yes
optical emission
spectroscopy
UV spectroscopy Composition uvs Yes Yes Yes
Chromatography
Gas chromatography Gas composition GC Yes Yes Yes Yes
lon-exchange Aqueous-liquid composition IC Yes Yes Yes
chromatography
Mass spectroscopy
Mass spectroscopy Composition, isotope content MS Yes Yes Yes Yes Yes Yes Yes
Isotope dilution mass Isotope ratio IRMS Yes Yes Yes Yes Yes Yes
spectroscopy
Inductively coupled plasma Composition ICP-MS Yes Yes Yes Yes Yes
mass spectroscopy
Gas chromatography mass Composition GC-MS Yes Yes Yes Yes
spectrocopy
Thermal analysis techniques
Pyrolysis Elemental analysis Yes Yes
(C,H,0,S,N), organic type
Evolved water analysis, Clay content, clay mineralogy EWA-TG Yes
thermogravimetry
Fluid inclusion Temperature of trapping, Fl Yes Yes
microthermometry composition
Related techniques
Wet chemistry techniques Composition Yes Yes Yes
Microscopy (light and electron  Mineralogy, fabric, SEM,TEM Yes Yes Yes

optics)

crystallography
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Other techniques use chromatography, the time taken
for one substance to move through another or through
a capillary under a given gradient. A wide family of
geochemical analytical techniques use mass spec-
trometry to split propelled material, converted into
charged particles, using electromagnets. Other tech-
niques involve examining the products of heating
Earth materials under controlled conditions and
studying either the evolved fluids or the changes in
the properties of the residual solids.

X-ray Techniques
Origin of X-rays

X-ray technologies have proved to be useful in geo-
chemical analysis (Table 2). X-rays are part of the
electromagnetic spectrum (Figure 3) and have wave-
lengths ranging between 0.01nm and 10nm (0.1-
100 A). They are waveforms that are part of a family
that includes light, infrared, and radio waves. Since
X-rays have no mass and no electrical charge, they are
not influenced by electrical or magnetic fields and
travel in straight lines. X-rays, like all parts of the
electromagnetic spectrum, possess a dual character,
being both particles and waves. The name that has
been given to the small packets of energy with these
characteristics is photon.

The simple model of the atom, proposed by Niels
Bohr in 1915, is not completely correct, but it has
many features that are approximately correct. The
modern theory of the atom is called quantum mech-
anics; the Bohr model is an approximation to quan-
tum mechanics that has the virtue of being much
simpler than the full theory. In the Bohr model neu-
trons and protons occupy a dense central region (the
nucleus), and electrons orbit the nucleus. The basic
feature of quantum mechanics that is incorporated in
the Bohr model is that the energies of the electrons
in the Bohr atom are restricted to certain discrete
values (the energy is quantized) — only certain electron
orbits with certain radii are allowed.

X-rays are generated when free electrons from
an electron gun give up some of their energy when
they interact with the orbital electrons or the nucleus
of an atom (Figure 4). The energy given up by the
electron during this interaction reappears as emitted
electromagnetic energy, known as X-radiation. Two
different atomic processes can produce X-ray
photons. One is called bremsstrahlung and the other
is called electron-shell emission (Figure 5). Brems-
strahlung means ‘braking rays’. When an electron
approaches an atom, it is affected by the negative
force from the electrons of the atom, and it may be
slowed or completely stopped. The energy absorbed

by the atom during the slowing of the electrons
is excessive to the atom and will be radiated as
X-radiation of equal energy to that absorbed. Brems-
strahlung X-rays tend to have a broad range of ener-
gies since the degree of slowing can be variable and
materials composed of mixtures have atoms with
different properties (Figure 6). Bremsstrahlung tend
not to be used for geochemical analysis; that is the
preserve of electron-shell emission.

Analysis of X-rays: Electron-Shell Emission

A common geochemical application of X-ray analysis
is to direct a focussed electron beam at a polished rock
or mineral surface and then collect and quantify the
resulting secondary characteristic X-rays (Figure 7).
The secondary X-rays help to reveal the elements
present in that part of the sample that is directly
under the electron beam. This technique is known as
electron-beam microanalysis, or microprobe analysis,
and gives spatially resolved major- and trace-element
geochemical data from solid samples, including rocks,
minerals, sediments, soils, and glass. Many ordinary
electron microscopes are fitted with a secondary
X-ray detector, making them suitable for geochemical
analysis. All of these devices rely on electron optics,
using electromagnetic lenses to focus and direct a
stream of electrons, generated by an electron gun,
onto a polished mineral or rock surface (Figure 7).
The focused electron beam has a variable radius, but
can typically be maintained at slightly greater than
about 1 um. The spatial resolution of a microprobe
is actually somewhat greater than 1 um. The impin-
ging electron stream interacts with the polished sur-
face and produces a wide range of signals, including
secondary and backscattered electron and cathodolu-
minescence (light) as well as the secondary X-rays of
concern here. There is an activation volume from
which X-rays are generated, below the polished sur-
face, which is several times larger than the primary
beam. Samples must be highly polished (flat) to avoid
scattering.

When a sample is bombarded by an electron beam,
some electrons are knocked out of their quantum shells
in a process called inner-shell ionization (Figure 5).
Outer-shell electrons fall in to fill a vacancy in a process
of self-neutralization. The shells are termed K, L, M,
and N starting from the innermost most strongly bound
shell.

Electrons moving from one shell to another pro-
duce characteristic X-rays. K-shell ionizations are
commonly filled by electrons from the L shell (Ko
radiation) or M shell (Kp radiation). There are two
Ko peaks (Kl and KB2) corresponding to two dis-
crete states of the in-falling electron. When outer-shell
electrons drop into inner shells, they emit a quantized



Table 2 X-ray techniques commonly used in geochemical analysis

Technique

Output-1

Output-2

Output-3

Sample type

Advantages

Disadvantages

X-ray analysis

X-ray fluorescence
spectroscopy

X-ray diffraction

Quantitative
elemental
composition of
small volume
(several cubic
mm)

Quantitative major
and trace
elemental
composition of a
crushed
homogenized
sample

Qualitative
presence or
absence of
minerals in
crushed sample

Major elements
detected using
energy dispersive
spectrometer
(SEM or
microprobe)

Relative proportion
of minerals in a
rock or sediment
mixture — for
suitably prepared
samples

Trace elements
detected using
wavelength
dispersive
spectrometer
(microprobe)

Mineral
composition

Polished rock

samples, or grains

set in resin and
polished

Crushed and
homogenized
sample then
compressed or
melted and
quenched into
small disks

High spatial resolution; gives
quantitative data with
estimate of uncertainty;
well-established technology;
wide range of elements

Gives major and trace elements
simultaneously; produces
data for Al and Si in rocks as
well as a range of metals;
well-established technology

Fairly quick; well-established
technology; large database of
minerals for comparison

Sample preparation can be slow;
errors can be large for some
elements; problems of
analysis statistics for
heterogeneous minerals

Sample preparation can be slow;
relies on sample type-specific
calibration curve; matrix
effects can be large;
instrumental set-up can be
arduous

Semi-quantitative in most cases;
difficult for minerals with solid
solutions; difficult for poorly
crystalline materials; difficult
with very complex mixtures
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Figure 3 Representation of the electromagnetic spectrum with
the various wavelengths employed in geochemical studies.
Visible light is not discussed here but forms the basis of optical
microscopy. Gamma rays are used to differentiate radioactive
fission reactions and thus identify and quantify radioactive
elements.
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Figure 4 General setof processes involved in the generation of
X-rays by electron bombardment of atoms. The small grey filled
circle represents the nucleus. The outer rings represent the
quantized electron orbitals of the Bohr atomic model. The thicker
black circle represents the location of a given electron (e™). With
electron bombardment, the highlighted electron jumps to a
higher orbital. The energized electron quickly falls back to its
original state, releasing an X-ray.

photon characteristic of the element. The resulting
characteristic spectrum is superimposed on the brems-
strahlung (Figure 6). An atom remains ionized for a
very short time (about 10~ '*s) and thus the incident

Electron orbitals
around nucleus

P11 T

Incident electrons from filament (electron gun) focused
through lenses on material surface

Figure 5 Incident electrons cause electrons in metal atoms to
become excited and jump to outer orbitals. Ko and Kf X-rays (etc.)
are emitted as electrons fall back to their original orbitals. The
X-ray energy is characteristic of the element and of the starting
and final orbitals. Background ‘white’ radiation (bremsstrahlung)
is due to collisions between incident and orbital electrons.

)
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Figure 6 Example of a secondary X-ray trace from a sample of
calcite with a minor amount of iron substituting for the calcium
(known as ferroan calcite). The X-ray energy values are charac-
teristic of the elements. Note that the energy of the K lines in-
creases with increasing atomic number. Note also the increasing
separation of the Ko and Kf lines with increasing atomic number.
The bremsstrahlung can cause problems with quantification,
especially at low secondary X-ray energies.

electrons, which arrive about every 107'?s, can
repeatedly ionize an atom.

It is common practice to measure X-rays in units of
thousand electron volts (KeV). One electron volt is
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Figure 7 Basic equipment used for secondary X-ray analysis following electron-beam bombardment of Earth materials. The various
types of signals generated in the samples and the various detectors are highlighted in the enlarged diagram. Characteristic X-ray
emission occurs several micrometres below the sample surface in a volume with a radius of a few times the electron-beam radius
(spot size). Bremsstrahlung are generated in the outlying volume where adsorption of X-rays also occurs.

the same as 1.6021 x 10~ J. An electron volt is the
amount of energy gained by one electron when it
is accelerated by one volt. The output characteristic
X-rays have an energy and wavelength controlled by
the element that is present and the specific nature of
the electron orbital transition. Elements with low
atomic numbers produce low-energy X-rays, and
many X-ray detectors have difficulty quantifying the
output from elements with atomic numbers of less
than 11 (sodium). The energy and wavelength of the
characteristic X-rays are related by the equation
E=bhcll, where E is the energy (in KeV), b is the
Plank constant (6.626 x 107>* J s), ¢ is the speed of
light (2.99782 x 10® ms™'), and 1 is the element and
electron orbital-specific wavelength of the X-rays.
Conversion of X-ray energy into wavelength is thus
achieved using E (eV)=123985/1 (in nm). X-ray
spectra are typically plotted in terms of energy. The
outputs of characteristic X-rays have intensities
that are a complex function of the quantity of the
element in the analysed volume. In general, the in-
tensity is approximately proportional to the relative
concentration. Several matrix (mineral) dependent
processes alter the primary intensity of the secondary
X-rays. The atomic mass of the element influences
the efficiency of X-ray generation (Z-correction),
some secondary X-rays are absorbed by the material
(A-correction), and some of the absorbed X-rays
result in localized X-ray fluorescence (F correction).

Secondary X-rays can be detected and quantified
in two ways. One, which is best for major elements
(>0.1wt%), involves measuring the energy of the
emitted X-rays using a scintillation counter (known
as energy dispersive analysis). The other, best for
trace elements (>1 ppm at best), measures the wave-
length (and intensity) of the emitted X-rays (known as
wavelength dispersive analysis). Energy dispersive an-
alysis is typically faster than wavelength dispersive
analysis but has much lower sensitivity.

Most modern devices are computerized and have
inbuilt quantification and correction systems. The
geochemical output from electron microprobes is in
the form of oxide or element weight percentages.

X-ray Fluorescence

Although X-ray beams cannot be focussed or bent,
they can be directed by a series of diffraction gratings,
collimators, and slits. Such X-ray beams have been
used for geochemical analysis by a technique known
as X-ray fluorescence spectroscopy (XRF). The output
from this technique gives the concentrations of most
major elements (with atomic numbers of 11 (sodium)
and above) and many useful trace elements.

It was stated earlier that some secondary X-rays
can be absorbed by material and that some of this
absorption can result in localized X-ray fluorescence
(Figure 8). Just as with primary electron beams, when
a primary X-ray excitation source (e.g. from an X-ray
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Figure 8 General set of processes involved in the generation of fluorescent X-rays by X-ray bombardment of atoms. The small grey
filled circle represents the nucleus; the outer rings represent electron orbitals. The thicker black circle represents the location of a

given electron (e~

). With X-ray bombardment, the highlighted electron jumps to a higher orbital. The energized electron quickly falls

back to its original state, releasing a secondary X-ray. The range of elements in a sample leads to a range of characteristic fluorescent
X-rays with peak heights that are functions of the amounts of the elements in the sample.

tube or even a radioactive source) strikes a sample,
the X-ray can be either absorbed by the atom or
scattered through the material. Some incident
X-rays are absorbed by the atom, and electrons are
ejected from the inner shells to outer shells, creating
vacancies. As the atom returns to its stable condition,
electrons from the outer shells are transferred to the
inner shells and in the process give off a characteristic
X-ray with an energy equal to the difference between
the two binding energies of the corresponding shells.
XREF is widely used to measure the elemental com-
position of natural materials, since it is fast and non-
destructive to the sample. It can be used to measure
many elements simultaneously. XRF can be used dir-
ectly on rock surfaces, although there is a danger of
natural heterogeneity resulting in variable results.
Rock, soil, and sediment samples are typically crushed
and made into pellets by compressing them or by
melting the whole sample and then quenching to
make a glass disk. XRF is useful for the geochemical
analysis of a wide range of metals and refractory and
amphoteric compounds (such as SiO, and Al,O3) and
even some non-metals (chloride and bromide). XRF
is also routinely used to measure the natural metal
content of liquid petroleum samples. The quality of
XRF data is a function of the selection of appropriate
standards. It is considered to be best practice to
use standards that are similar to the samples in ques-
tion to minimize matrix effects. XRF can measure
down to parts-per-million concentrations and lower,
depending on the element and the material.

X-ray Diffraction

X-rays have a similar wavelength to the lattice spacing
of common rock-forming minerals and have been used
to characterize the crystal structure and mineralogy
of Earth materials by using X-ray diffraction (XRD)
analysis. This is most commonly used to define the
presence of minerals, mineral proportions, mineral
composition (in favourable circumstances), and other
subtle mineralogical features of rocks, sediments, and
soils.

X-rays, even from a pure elemental source bom-
barded with electrons, have a collection of peaks —
X-rays characteristic of the quantized electron energy
levels — and bremsstrahlung. X-ray beams of a tightly
defined energy (and thus wavelength) have been used
to investigate and characterize the minerals present
in rocks, sediments, and soils by removing all but one
X-ray peak from the spectrum of wavelengths gener-
ated by a source element. X-rays are useful in investi-
gating mineral structure since they can be selected to
have a wavelength that is only just smaller than the
interlattice spacing (d-spacing) of common rock-
forming minerals. A number of X-ray sources have
historically been selected, but copper is the most
commonly employed, and the copper Ka peak is the
one that is directed onto samples. This has a charac-
teristic wavelength of 1.5418 A (0.15418 nm). This is
ideal for many minerals since they have high-order
(dominant, most obvious) lattice spacings of this size
or up to 10-15 times greater than this wavelength.
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The melee of X-radiation from copper can be reduced
to the Ko peak and then directed by a series of
diffraction gratings, collimators, and slits.

The main features of an XRD analyser include an
X-ray source with collimators, slits, etc, a sample,
and an X-ray detector (Figure 9). The source and
detector are both rotated about the sample, an arbi-
trarily fixed point, and define the same angle (0)
relative to the sample. The angle between the source
and the detector is thus 26 relative to the sample.

Diffraction occurs when X-rays, light, or any other
type of radiation passes into, but is then bounced
back out of, a material with a regular series of layers.
Diffraction occurs within the body of the material
rather than from the surface (and so is quite different
from reflection). Regular layers are a characteristic
of all crystalline materials (minerals, metals, etc).
Each rock-forming mineral has a well-defined set
of these layers, which constitute the crystal lattice.
No two minerals have exactly the same crystal struc-
ture, so fingerprinting a mineral by its characteristic
set of lattice spacings helps to identify minerals. A
radiation beam from a pure source has a defined
wavelength, and the rays from such a pure source
will be ‘in phase’. Constructive interference occurs
only when all the outgoing (diffracted) X-rays are
also in phase. Destructive interference, the norm,
occurs when the diffracted X-rays are no longer in
phase. Constructive interference occurs when the
extra distance that X-rays travel within the body of
the material is an integer (whole number) multiple of
the characteristic wavelength of the incident X-ray
(Figure 10). The geometry of the XRD equipment,
the wavelength of the incident radiation, and the
lattice spacing are all important in defining whether
constructive interference occurs. The key equation
is known as the Bragg Law, which must be satisfied
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Figure 9 Basic elements of an X-ray diffraction device. An
X-ray source is directed at a sample at a controlled and variable
angle (0). The X-ray detector is at the equivalent angle on the
opposite side of the pivot point. The source and detector are at an
angle of 180° — 20 to one another. The source and detector are
thus simultaneously rotated about the pivot point. When diffrac-
tion occurs the X-ray detector records a signal above the back-
ground. The sample is usually a powder and preferably randomly
orientated.

for constructive interference (‘diffraction’) to occur:
2dsind =nl, where d is the lattice spacing, A is the
wavelength of the incident X-ray source, and # is an
integer (typically one in many cases). The value of 0,
defined in Figure 9, is a function of the variable
geometry of the XRD equipment.

X-ray diffraction is most commonly used on
crushed (powered) rock samples to ensure homo-
geneity of the sample and randomness of the orien-
tations of all the crystal lattices represented by
different minerals. This is known as X-ray powder
diffraction.

XRD works by rotating the X-ray source and the
detector about the sample from small angles (e.g. 4°)
through to angles of up to 70°. The low angles can
detect large interlattice spacings (large values of d)
while the high angles detect smaller interlattice
spacings. For CuKo radiation these angles equate to
d-spacings from about 30A down to about 1.5 A,
covering the dominant d-spacings of practically all
rock-forming minerals.

For a pure mineral sample, the diffraction peaks
from different lattice planes with discrete d-spacings
have different relative intensities. This is a function of
the details of the crystal structure of a particular
mineral, but the maximum-intensity trace (peak) for
many minerals has a low Miller Index value (a simple
notation for describing the orientation of a crystal).
For example, many clay minerals dominated by sheet-
like crystal structures have (001) as the maximum-
intensity peak. All other XRD traces have intensities
that are fixed fractions of the intensity of the max-
imum-intensity trace. The result for each pure min-
eral is a fingerprint of XRD peaks on a chart
of intensity on the y-axis and 20 on the x-axis
(Figure 11). This can be compared with collections
of standards to identify the mineral.

d-spacing
K A 4
A}

Extra path length travelled by path z relative to path y

Figure 10 Diffraction from a crystal. The incident X-rays are in
phase as they hit the mineral surface. The grey line shows the
path-length difference between the two X-rays. Constructive
interference occurs when the extra path length (2dsin6) is an
integral multiple (typically one) of the wavelength of the X-rays.
Constructive interference leads to an X-ray diffraction peak set
against a low level of background noise.
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Figure 11 The X-ray diffraction output from a rock composed of the clay minerals muscovite (pale grey peaks) and kaolinite (black
peaks). The two minerals have discrete d spacings, which are reflected in their discrete peaks on the chart. The peaks at the low 20 end
have high d-spacings, and vice versa. The dominant basal spacings of these two sheet silicates (the (001) planes) are labelled. The
maximum-intensity diffraction peaks from these minerals are produced by the (001) planes. From this diagram it would appear that
there is much more kaolinite than muscovite in the mixture (approximately three times as much) since its maximum-intensity peak is
much more intense. The mixture therefore has about 25% muscovite and 75% kaolinite.

The intensity of the collection of diffraction peaks
from a given mineral in a mixture (e.g. rock, soil, or
sediment) is broadly a function of the proportion of the
mineral in the mixture. This is a subject of ongoing
research since the issue is complicated by different
minerals having different efficiencies at diffracting
X-rays. In simple terms, the intensities of the max-
imum-intensity peaks from a mixture of minerals
give a guide to the relative proportions of the different
minerals (Figure 11).

There is a range of problems for XRD when dealing
with natural Earth materials. The most obvious is the
simple identification of minerals when each one has its
own collection of diffraction peaks. These must be
carefully deconvoluted by a process of elimination.
Computer-based programs can be of great help in
this task. Many rock-forming minerals do not conform
to a perfectly defined composition. The set of interlat-
tice d-spacings in minerals is a function of the way
atoms are packed together in the lattice, so that com-
positional variation affects the precise 26 position of a
given crystal orientation. In some cases, this variability
can be put to good use since it can be used to identify
the composition of a given mineral (Figure 12).

Another issue with XRD analysis, especially of
sediments, soils, and sedimentary rocks is that many
minerals have poorly defined crystal structure. This
problem is typical of clay minerals, pedogenic oxides,
etc. Poorly defined crystal structure translates into
wider XRD peaks. This presents problems for quan-
tification and results in a need to measure the area
under an entire peak rather than the height of the
maximum-intensity peak. However, this too can be
put to good use by enabling the quantification of
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Figure 12 X-ray diffraction for the same peak from the same
mineral may occur at a different 20 value if there is solid solution
and the substituted element has a different ionic radius. For
example, in calcite the dominant (104) diffraction peak moves
systematically as magnesium replaces calcium. Magnesium
ions are smaller than calcium ions so the structure collapses
slightly. In favourable circumstances, this approach can be
used to help determine mineral composition.

the transformation of a poorly defined crystal struc-
ture into a well-defined structure (typically as a funct-
ion of time and temperature) during diagenesis or
metamorphism (Figure 13).

Optical Techniques

Spectroscopy is the use of the absorption, emission, or
scattering of electromagnetic radiation by atoms or
molecules (or atomic or molecular ions) to study the
atoms or molecules qualitatively or quantitatively.
Isolated atoms can absorb and emit packets of
electromagnetic radiation with discrete energies that
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Figure 13 X-ray diffraction outputs from a mineral (illite) with
variable degrees of crystallinity. The top image represents a
well-crystalline sample, e.g. a slate. The lower image represents
a poorly crystalline material, e.g. from a juvenile sedimentary
rock, soil, or weathering horizon. The degree of crystallinity can
be quantified by measuring the peak width at half the peak height.

are dictated by the detailed electronic structure of
the atoms. When the resulting altered light is passed
through a prism or spectrograph it is separated
according to wavelength. Emission spectra are pro-
duced by high-temperature gases. The emission lines
correspond to photons of discrete energies, which are
emitted when excited atomic states in the gas make
transitions back to lower-lying levels. Generally,
solids, liquids, and dense gases emit light at all wave-
lengths when heated. An absorption spectrum occurs
when light passes through a cold dilute gas and atoms
in the gas absorb light at characteristic frequencies.
Since the re-emitted light is unlikely to be emitted
in the same direction as the absorbed photon was
travelling, this gives rise to dark lines (absence of
light) in the spectrum.

Emission and absorption spectroscopy have been
used widely in geochemical analysis for many years
(Table 3). They are commonly used to analyse waters
but can also be employed to analyse rock and other
solid samples that have been quantitatively dissolved
(e.g. in acid solutions).

Atomic Absorption and Atomic Emission
Spectroscopy

Atomic-absorption (AA) spectroscopy uses the absorp-
tion of light to measure the concentration of gas-phase

atoms. Since samples are usually liquids or solids, the
sample atoms or ions must be vaporized in a flame
or graphite furnace (Figure 14). The atoms absorb
ultraviolet or visible light. Concentrations are usually
determined from a working curve after calibrating the
instrument with standards of known concentration
(Figure 15). The Lambert-Beer Law is the relationship
between the change in light intensity for a given
wavelength and the relative incident light energy:
log I/1 = aLc, where I is the light intensity after the
metal is added, I, is the initial light intensity, a is a
machine-dependent constant, L is the path length of
light through the torch, and c is the concentration.

The light source is usually a hollow-cathode lamp
of the element that is being measured. A major disad-
vantage of these narrow-band light sources is that
only one element can be measured at a time. AA
spectroscopy requires that the target atoms be in the
gas phase. Ions or atoms in a sample must be desol-
vated and vaporized in a high-temperature source
such as a flame or graphite furnace. Flame AA can
analyse only solutions. Sample solutions are usually
aspirated with the gas flow into a nebulizing and
mixing chamber to form small droplets before
entering the flame. AA spectrometers use monochro-
mators and detectors for UV and visible light. The
main purpose of the monochromator is to isolate the
absorption line from background light due to inter-
ferences. Photomultiplier tubes are the most common
detectors for AA spectroscopy.

This technique can be used to analyse aqueous
samples with negligible sample preparation. It can
also be used for rock and mineral samples if they are
quantitatively dissolved (typically using acids of vari-
ous strengths). Flame AA spectroscopy can typically
detect concentrations as low as mgl™' (ppm), al-
though graphite-furnace AA spectroscopy has been
shown to be able to detect concentrations that are
orders of magnitude below this.

Inductively Coupled Plasma Optical Emission
Spectroscopy

ICP-OES is short for optical (or atomic) emission
spectrometry with inductively coupled plasma.
Plasma is a luminous volume of atoms and gas at
extremely high temperature in an ionized state. The
plasma is formed by argon flowing through a radio
frequency field, where it is kept in a state of partial
ionization, i.e. the gas consists partly of electrically
charged particles. This allows it to reach very high
temperatures of up to approximately 10000°C. At
these high temperatures, most elements emit light of
characteristic wavelengths, which can be measured and
used to determine the concentration of the elements
in the solution.



Table 3 Optical spectroscopic techniques commonly used in geochemical analysis

Technique

Output-1

Output-2

Output-3 Sample type

Advantages

Disadvantages

Atomic absorption
spectroscopy (AAS)

Inductively coupled plasma
optical emission
spectroscopy (ICP-OES)

Infrared spectroscopy

Ultraviolet spectroscopy

Element concentrations
in water

Element concentrations
in water

Mineral proportions

Presence of organic
inclusions in
minerals and rocks

Element
concentration in
quantitatively
dissolved rock
samples

Element
concentration in
quantitatively
dissolved rock
samples

Water content in
quartz

Presence of liquid
organics in
porous
materials (e.g.
pollution or oil)

Water sample from the

natural or altered
environment (or
solid rocks and
minerals dissolved
in acid)

Water sample from the

natural or altered
environment (or
solid rocks and
minerals dissolved
in acid)

Clay and other
minerals

Approximate
indication of
the density
and
maturity of
petroleum

Organic-bearing rock,
sediment, or soil

Well-established
technique; relatively low
costs

Many elements analysed
simultaneously;
relatively fast; linear
calibration over wide
concentration range;
wide concentration
range; one calibration
suitable for most
material types; good for
water samples; excellent
(ppb) resolution for
some trace elements

Ultra-small samples;
quantitative; relatively
low cost; simple sample
preparation

Simple to make qualitative
observations; easily
repeated; can be used
on bulk and microscopic
samples

Relatively high detection
limit; relatively slow —
one element at a time;
limited range of
elements

Expensive equipment;
technique not for the
novice analyst; carrier
gases cause
interference with some
elements; minerals and
rocks must be dissolved
prior to analysis;
relatively new technique
still undergoing
development

Complex to interpret
absorption spectra;
adsorbed water can
interfere with diagnostic
peaks

Some minerals have
masking fluorescence;
difficult to quantity
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Figure 14 Atomic absorption spectroscopy equipment. The aqueous sample for analysis is injected into the burner and light
is shone through the flame. The mirrors (labelled M) are rotated to measure original and the absorbed light characteristics. The
path that is deflected away from the flame (labelled as unaltered energy path) measures the unaffected light intensity. The path that
goes through the flame (labelled as absorbed energy path) measures the intensity of the light after it has passed through a burner

containing the co-injected dissolved sample.
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Figure 15 Light absorption due to atomic excitation with base-
line and post-excitation light intensities indicated. The frequency
of the absorbed light depends on the element. Concentration is
proportional to /,//, all other things being equal.

The sample being analysed is introduced into the
plasma as an aerosol of fine droplets (Figure 16). Light
from the different elements is separated into different
wavelengths by means of a grating and is captured
simultaneously by light-sensitive detectors. This per-
mits the simultaneous analysis of up to 40 elem-
ents, and ICP-OES is consequently a multi-element
technique. In terms of sensitivity, ICP-OES is gener-
ally comparable with graphite furnace AA, i.e. detec-
tion limits are typically at the ug1™" level in aqueous
solutions.

Ultraviolet Spectroscopy

Many organic-derived materials fluoresce under
ultraviolet (UV) light — that is, they absorb light from
the incident ultraviolet beam and release light, often
in the visible range, that has a different wavelength
from the primary UV light. UV spectroscopy can be
used qualitatively to determine whether complex or-
ganic molecules are present in sediment or a rock.
UV spectroscopy is commonly used to determine the
presence of diffuse oil-shows in petroleum-reservoir
cores.

There is a loose correspondence between the pre-
cise wavelength of the fluorescent light and the nature
of the organic material. This relationship has been
developed into an analytical technique to determine
the thermal maturity of petroleum in rock samples.
This technique has reached its apotheosis in its appli-
cation to petroleum trapped in inclusions in mineral
cements and healed fractures. These fluid inclusions
have been used to track the petroleum generation of
source rocks and the petroleum migration history into
reservoirs (see Fluid Inclusions).

Infrared Spectroscopy

The electrical bonds between molecules continually
vibrate as a function of interaction between neigh-
bouring molecules. These bonds can be excited by
infrared radiation, resulting in higher amplitudes of
vibration. Only discrete (quantile) increases in vibra-
tion energy are possible, and this results in an
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Figure 16 Essential components of an inductively coupled plasma optical emission spectrometer. The induction coils produce a ring
of plasma at temperatures of ca. 10000°C. The water sample, drawn in by the flowing carrier gas, is dispersed and drawn into the
plasma. Elements emit light due to thermal excitation. A wide range of light frequencies can be analysed simultaneously using a

diffraction grating to disperse the light.

absorption spectrum. The molecular environment is
different in all minerals, even in minerals of similar
structure (e.g. the clay family), so that infrared spec-
troscopy can be used to identify minerals in rock and
sediment samples. The strength of the absorption
spectrum depends on concentration, so the technique
can be used for quantitative analysis of minerals
under favourable circumstances. Infrared spectros-
copy has been used to identify clay minerals in sand-
stones but is most useful for identifying organic
inclusions and non-hydrocarbon gases trapped in
fluid inclusions.

Chromatography

Chromatography has proved invaluable in geochem-
ical analysis (Table 4). It is an analytical technique
used to quantify and separate mixtures of fluid chem-
ical compounds. There are many different kinds of
chromatography, among them gas chromatography,
organic liquid chromatography, and ion-exchange
chromatography. All chromatographic methods share
the same basic principles and mode of operation. In
every case, a sample of the mixture to be analysed is
applied to some stationary fixed material (the adsorb-
ent or stationary phase) and then a second material
(the eluent or mobile phase) is passed through or over
the stationary phase. The compounds contained in the
sample are then partitioned between the stationary
phase and the mobile phase. The success of the ap-
proach depends on the fact that different materials
adhere to the adsorbent with different forces. Those
that adhere more strongly are moved through the
adsorbent more slowly as the mobile phase flows

over them. Other components of the sample that are
less strongly adsorbed on the stationary phase and
moved along more quickly by the moving phase.
Thus as the mobile phase flows through the column,
components in the sample move down the column at
different rates and therefore separate from one an-
other. At the end of the column, molecules or ions of
the fastest-moving substance (least tightly bound to
the stationary phase) emerge first, usually with each
compound emerging over a well-defined time inter-
val. A suitable detector analyses the output at the end
of the column. Each time molecules or ions of the
sample emerge from the chromatography column
the detector generates a measurable signal, which is
recorded as a peak on the chromatogram. The chro-
matogram is thus a record of detector output as a
function of time and consists of a series of peaks
corresponding to the different times at which com-
ponents of the sample mixture emerge from the
column.

By running standards and mixtures of known con-
centration, it is possible to relate the arrival time to
species type and the size of the peak to concentration,
making chromatography a valuable quantitative
technique. There are three main types of chromatog-
raphy employed in geochemical laboratories: liquid
chromatography, gas chromatography, and ion chro-
matography. Gas chromatography is used to separate
mixtures of gases or vaporized liquids. Ton chroma-
tography is used to separate and analyse ions, typic-
ally but not exclusively anions, in aqueous solutions.
Liquid chromatography is included in Table 4 but is
mainly used as a sample-preparation procedure prior
to gas chromatography to split petroleum, e.g. into



Table 4 Chromatographic techniques commonly used in geochemical analysis

Technique Output-1

Output-2

Output-3

Sample type

Advantages

Disadvantages

Liquid chromatography Physical separation of
different components of
complex liquid mixture

(petroleum)

Physical separation of
different components of
complex gas-phase
mixture (petroleum gas
or heated volatilized
liquid)

Gas chromatography

Physical separation of
different charged
(aqueous) components
in complex natural
solutions

lon chromatography

Quantitative
measure of
proportions of
different
compounds in
gas and liquid
petroleum

Quantitative
measure of
proportions of
different anions
in water
(common
application)

Quantitative
measure of
proportions of
different cations
in water (less
common
application)

Whole petroleum
or extracted
bitumen samples

Either whole
petroleum or
separate parts
(achieved
using liquid
chromatography)

Water sample or
solid sample
quantitatively
dissolved in
water

Excellent pre-separation
technique for GC and
GC-MS analyses; Gives
quantities of groups of
petroleum compounds

Splits gas and liquid range
compounds; easily
quantified; well-
established technology;
good for samples with
dominant alkanes

Splits a range of anions in
water; high resolution;
relatively fast and
simultaneously analyses
all anions; no real
alternative

Limited separation
capability

Co-elution of different
compounds; requires
sample preparation;
unknown GC-peaks can
give ambiguous
interpretation

Unsuitable for bicarbonate
analysis
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saturated, aromatic, and resin groups, and will not be
covered further here.

Gas Chromatography

Gas chromatography (GC) - specifically gas-liquid
chromatography — involves a sample being vaporized
and injected onto the head of the chromatographic
column (Table 4). The sample is transported through
the column by the flow of an inert gaseous mobile
phase. The column itself contains a liquid stationary
phase that is adsorbed onto the surface of an inert
solid (Figure 17).

The carrier gas is chemically inert (e.g. helium).
A sample of gas or petroleum is injected into the
column quickly as a slug to prevent peak broadening
and loss of resolution. The temperature of the sample
port is somewhat higher than the boiling point of the
least-volatile component of the sample. Sample sizes
typically range from tenths of a microlitre to 20 ul.
The carrier gas enters a mixing chamber, where the
sample vaporizes to form a mixture of carrier gas,
vaporized solvent, and vaporized solutes. A propor-
tion of this mixture passes onto the chromatography
column. Chromatography columns have an internal
diameter of a few tenths of a millimetre and walls
coated with a liquid but stationary phase. The opti-
mum column temperature depends on the boiling
point of the sample; typically a temperature slightly
above the average boiling point of the sample results
in an elution time of 2-30 min. As the carrier gas
containing the chromatographically separated sample
passes out of the end of the column, it is passed

l Sample
injector port

Flow controller

into one of a number of detectors such as a flame
ionization detector, which has high sensitivity, a large
linear response range, and low noise. An example
of a flame-ionization-detector signal from a whole-
petroleum sample injected onto a GC column is given
in Figure 18.

One of the problems of GC analysis of geochemical
samples is that different compounds can have similar
elution times, rendering identification and quantifica-
tion difficult. However, the output stream from a gas
chromatograph can be passed into other types of
analytical instrument (e.g. a mass spectrometer) for
further analysis of the separated compounds over and
above simple quantification of compounds with a
common elution time. GC is useful for analysing
organic compounds and can be used to quantify
mixtures if suitable standards have been employed.

lon Chromatography

Ion chromatography can be used for both cations and
anions. However, it is in the analysis of non-metal
ions that the technique has proved most useful mainly
because there are no real alternatives for the simul-
taneous quantitative analysis of these important
species in waters or synthetic solutions.

Ion chromatography is used to analyse aqueous
samples containing ppm quantities of common anions
(such as fluoride, chloride, nitrite, nitrate, and sul-
phate). Ion chromatography is a form of liquid chro-
matography that uses ion-exchange resins to separate
atomic or molecular ions based on their interaction
with the resin (Figure 19). Its greatest utility is for the

Recorder
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Detector (Flame ionization detector)

Carrier gas (He)

Polyamide coating
Fused silica tube

column

*

Chemically bonded stationary phase
— Mobile phase

[ &]
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Figure 17 Essential components of a gas chromatograph. The sample injection port is heated to volatilize liquid-phase organics.
The GC column is held in an oven at a temperature above the boiling point of the compounds of interest. The inert carrier gas drives the
sample through the capillary with its stationary phase. The stationary phase retards larger molecules more efficiently than small
molecules. Smaller molecules thus pass out of the column more rapidly than large molecules.
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Figure 18 Typical GC output from a black oil sample. Most of the peaks correspond to normal alkanes. The longest-chain alkane
detected is C3sH7». The biomarkers, molecules of clear biological origin, form an area of low-level noise that is difficult to discern with
this technique. On the figure nc-3, nc-22, nc-35 refer to normal alkanes with 3, 22 and 35 carbon atoms. The three labelled peaks are

thus from CzHg, CooHas and CasHoo.
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Figure 19 Essential components of an ion-exchange chromatograph, and a typical output trace for a low-concentration standard. The
suppressor column removes the bicarbonate and carbonate that are released from the ion-exchange chromatography column to avoid
the real sample signal being swamped. The trace has 0.02 ppm fluoride and 0.1 ppm of all the other anions. Note that the transit time
through the column increases with atomic number for the halogens and is greatest for the multivalent anions phosphate and sulphate.

analysis of anions for which there are no other rapid
analytical methods. For anion chromatography the
mobile phase is a dilute aqueous solution of sodium
bicarbonate and sodium carbonate prepared with
pure water.

The ion-exchange column is tightly packed with
the stationary adsorbent. This adsorbent is usually
composed of tiny polymer beads that have positively
charged centres. These become coated with bicarbon-
ate and carbonate anions if no sample is passing
through the column. As anions in the sample enter
the column, they are attracted to the positive centres

on the polymer surface and may replace (exchange
with) the bicarbonate and carbonate ions stuck to the
surface. Usually, the greater the charge on the anion
the more strongly it is attracted to the surface of the
polymer bead. Also, larger anions generally move
more slowly through the column than smaller anions.
The result is that the sample separates into bands of
different kinds of ion as it travels through the column.

The detector, usually a conductivity cell, measures
the conductance of the solution passing through it.
The conductance is proportional to the concentration
of ions dissolved in the solution. It is essential to
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pass the sample-mobile-phase mixture through a
suppresser column — another ion-exchange column —
to remove the bicarbonate and carbonate ions and
avoid the sample signal being masked before entering
the detector. Anions can be qualitatively identified
by analysing standards and standard mixtures. The
concentrations of anions are quantified by the usual
geochemical technique of calibration (Figure 1).

Mass Spectroscopy
Principles of Mass Spectroscopy

If a moving charged molecule or atom is subjected to
a sideways electromagnetic force, it will move in a
curve. The amount of deflection in a given electro-
magnetic field depends on the velocity and mass of
the ion and the number of charges on it. The latter
two factors are combined in the mass—charge ratio
(given the symbol m/z or sometimes m/e). Most of the
ions passing through the mass spectrometer will have
a charge of +1, so the mass—charge ratio will be the
same as the mass of the ion. Atoms and molecules are
ionized by removing one or more electron in an ion-
ization chamber to leave a positive ion. The beam of
ions passing through the machine is detected electric-
ally. It is important that the ions produced in the
ionization chamber have a free run through the device
without hitting air molecules so that equipment is
operated under a high vacuum. The vaporized sample
passes into the ionization chamber. The electrically
heated metal coil gives off electrons that are attracted
to the electron trap, which is a positively charged
plate. The particles in the sample (atoms or mol-
ecules) are therefore bombarded with a stream of
electrons, and some of the collisions are energetic
enough to knock one or more electrons out of the
sample particles to make positive ions. Most of
the positive ions formed will carry a charge of +1
because it is much more difficult to remove further
electrons from an already positive ion. These positive
ions are persuaded out into the rest of the machine by
the ion repeller, which is another metal plate carrying
a slight positive charge.

When an ion hits the detector, its charge is neutral-
ized by an electron jumping from the metal to the ion.
That leaves a space amongst the electrons in the
metal, and the electrons in the wire shuffle along to
fill it. A flow of electrons in the wire is detected as an
electric current, which can be amplified and recorded.

If the magnetic field is varied, the ion stream can be
deflected on to the detector to produce a current that
is proportional to the number of ions arriving. The
mass of the ion being detected is related to the size of
the magnetic field used to bring it to the detector. The
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Figure 20 Essential components of a mass spectrometer.
A source (from thermal ionization, inductively coupled plasma,
a GC column, etc) feeds vaporized sample into an ionization
chamber. The vapour is ionized to produce positively charged
ions. These are drawn into the mass spectrometer via an accel-
erating electrode. The ions are passed into an electromagnet,
where they are deflected as a function of the mass—charge (m/z)
ratio, their velocity, and the strength of the magnetic field. The
electromagnets have their field strength varied to cause variable
deflection. The signal strength is recorded as a function of mag-
netic-field strength, and the signal output is given in terms of the
relative intensity of the peak versus m/z.

device can be calibrated to record current (which is a
measure of the number of ions) directly against m/z.
The output from the chart recorder is usually simpli-
fied into a ‘stick diagram’. This shows the relative
current produced by ions of varying mass—charge
ratio (Figure 20). There are a wide range of mass-
spectroscopy techniques; three have been summarized
in Table 5.

Thermal-lonization Isotope-Ratio Mass
Spectroscopy

The technique of isotope dilution is being used
increasingly to improve precision and accuracy by
reducing the problems of calibration and sample-
preparation effects. Some materials for analysis and
some analytical methods result in a large degree of
uncertainty. Variability caused by such problems is
usually partly compensated for or monitored by
using internal standards and surrogate samples. An
isotope-dilution standard is the ‘perfect’ internal
standard or surrogate.

An internal standard or surrogate is a compound
similar to the sample of interest. An isotope-dilution
standard is an isotope of an element or a molecular
compound labelled with an isotope. A good example
of this is 2**Pb, a minor isotope of lead. The natural
stable lead isotopes are 204 (1.4%), 206 (24.1%),
207 (22.1%), and 208 (52.4%). By adding a known
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Table 5 Mass spectrometry techniques commonly used in geochemical analysis

Technique Output-1 Sample type

Advantages Disadvantages

Thermal ionization Concentrations of Solid salt of the

mass spectroscopy individual element in
elements and question
isotopes, deposited on
typically heavier a filament
elements
Inductively coupled Concentrations of Water and
plasma mass trace and minor quantitatively
spectroscopy elements dissolved
solids
Gas chromatography Concentrations of Volatile or
mass spectroscopy trace organic dissolved
compounds organic
compounds

Relatively simple; gives isotope
ratios; can be quantitative if
sample diluted with known
concentration of isotope; high
temperature of filament
causes ionization directly

High analytical resolution;
small sample sizes; wide
range of elements; rapid
analysis; no matrix effects
due to sample dissolution

Only for limited range of
elements; only for solid
samples

Expensive equipment;
difficult technique
requiring expert
operator; solid samples
require quantitative
dissolution

Problems with ab initio
determination of
unknown compounds;
expensive and tricky
technique

High analytical resolution; easy
to quantify; large range of
compounds can be
determined from one sample

amount of ***Pb to a sample before testing for total
lead and by testing for each of the lead isotopes, it
is possible to determine accurately total lead and
individual lead-isotope ratios. This approach leads
to much smaller errors than simply calibrating signal
strength for individual m/z values.

Gas Chromatography Mass Spectroscopy

One of the main problems with analysis of GC column
output is the co-elution (same rate of passage) of
groups of compounds. This problem has been tackled
by using a mass spectrometer as the detection system
(rather than, for example, a flame ionization de-
tector). Placed at the end of a chromatographic
column in a similar manner to other GC detectors, a
mass spectrometer detector is more complicated than
other GC detector systems (Figure 21). A capillary
column must be used in the chromatograph because
the entire mass spectroscopy process must be carried
out at very low pressures and in order to meet this
requirement a vacuum is maintained via constant
pumping using a vacuum pump.

The major components over and above the GC
column are an ionization source, a mass separator,
and an ion detector. There are two common mass
analysers or separators commercially available for
GC-MS: the quadrapole and the ion trap.

The power of this technique lies in its ability to
produce mass spectra from each time-controlled GC
peak (Figure 18). Thus, for each GC peak, coeluted
molecules are ionized and separated into m/z frac-
tions in the mass spectrometer. Complex organic mol-
ecules tend to fragment in predictable ways in the ion

source, so a group of related molecules can be traced
using the same m/z fraction for the different time-
controlled GC fractions. A time plot of the same
ionized molecular fragment can then be reconstructed
from the individual intensities of the mass spectra.
The data can be used to determine the identity and
quantity of an unknown chromatographic compon-
ent with an assuredness that is simply unavailable
by other techniques. This approach can be quantified
if the equipment is calibrated or if the sample is
mixed with a known quantity of a standard. GC-MS
analysis allows the quantification of trace organic
components including biomarkers, thermally con-
trolled optical isomers (e.g. steranes), and geological
age-dependent molecules (e.g. olearane, derived from
post-Cretaceous flowering plants).

Inductively Coupled Plasma Mass Spectroscopy

Inductively coupled plasma mass spectroscopy (ICP-
MS) uses plasma of the same type as in ICP-OES
(Figure 16), but here it is used to convert elements
to ions that are then separated by mass in a mass
spectrometer. This allows the different elements in a
sample (and their natural isotopes) to be separated
and their concentrations determined. The core of the
ICP-MS system is the interface through which ions
from the inductively coupled plasma source enter the
high-vacuum chamber of the mass spectrometer.
ICP-MS combines the advantages of inductively
coupled plasma (simple and rapid sample handling)
and mass spectrometry (high sensitivity, isotope
measurement) in a multielement technique. Detection
limits can be much lower than in ICP-AES: certain
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Figure 21 Essential components of a gas chromatography mass spectrometer and its output. The sample injection port is heated to
volatilize liquid-phase organics. The capillary GC column is held in an oven at a temperature above the boiling point of the compounds
of interest. The GC column separates the sample into groups of molecules according to their elution rates. The GC-separated sample
is fed into the ionization chamber, where the organic molecules are fragmented, drawn into the mass spectrometer, and separated into
different m/z fragments. (B) Each peak on a GC trace (Figure 18) has its own mass spectrum, permitting high-resolution analysis of
trace organic molecules. (C) The individual m/z fragments (e.g. 217) can be reconstructed as a plot of fragment concentration versus
time. The high resolution of this technique permits the resolution of the biomarkers shown on the GC trace in Figure 18.

elements can be detected at the ngl™' (parts per
trillion) level in aqueous solutions.

Pyrolysis and Other Heating
Techniques)

It is possible to characterize materials by heating
them and either by studying the resulting change in
optical and physical properties or by analysing the
fluid evolved. This approach has been applied to
organic materials, minerals, rocks, and fluid trapped
as inclusions within mineral grains (Table 6).

Thermogravimetry and Evolved Water Analysis

If a small sample of rock is subjected to a controlled
heating cycle and simultaneously weighed, the tem-
perature at which volatiles are driven off from the
sample can be accurately monitored. If the volatiles
are carried to a detector using an inert gas (e.g. nitro-
gen), then it is also possible to analyse the evolved
gases using an infrared water-vapour analyser to
determine independently the exact quantity of water
driven off at each stage in the heating cycle. The
first technique is known as thermogravimetry; the
second technique is known as evolved water analy-
sis. Carbonate minerals also undergo volatile loss
during heating, so it is important to pair the weight
loss with the identification of the mineral under-
going volatile loss. The combined approach allows

accurate assessment of volatile loss from clay min-
erals. These techniques can be used to determine the
quantity of clay minerals in a rock under ideal condi-
tions the exact types and quantities of clays can be
determined since different clay minerals dehydrate at
different temperatures.

Pyrolysis

Pyrolysis has been used to study organic material for
a number of purposes. Heating organic matter is used
to study the resulting total quantity of evolved CO,,
SO, etc. (when done in an oxygen atmosphere), which
can be used to help determine the elemental compos-
ition of the organic matter. The elements in organic
matter of all sorts, determined in this way, include
carbon, hydrogen, sulphur, and nitrogen. The
resulting evolved gas phases can be split using a GC
column (see above) or analysed using various optical
(e.g. infrared) techniques specific to the expected gas
products. The output from this approach can be the
total organic carbon content (e.g. of a rock or sedi-
ment) or the elemental analysis of pre-separated
samples (Figure 22).

Another approach is to heat solid samples (e.g. of
organic-rich sediment, coal, separated kerogen, or
asphaltene exsolved from petroleum) in an oxygen-
free environment and analyse the resulting fluid-
phase products during a programmed heating cycle
(known as rock eval pyrolysis). During heating the



Table 6 Pyrolysis and other thermal techniques commonly used in geochemical analysis

Technique

Output-1

Output-2

Output-3

Sample type

Advantages

Disadvantages

Thermogravimetry—
evolved water
analysis

Pyrolysis

Fluid-inclusion
microthermometry

Estimate of total
clay mineral
content of
rocks

Total organic
carbon (on
decarbonated
samples)

Salinity of water
trapped in
minerals

Quantities of existing
petroleum,
petroleum-
generation potential,
CO,-generating
potential (rock-eval)

Growth temperature of
mineral

General character of
petroleum that would
be generated by
organic matter with
further heating
(pyrolysis-GC)

Small samples of
rocks, sediments,
or minerals

Organic-bearing
sediment or rock,
solid asphaltene
exolved from
petroleum,
bitumen

Polished wafers of
rocks and
minerals

Sub percentage level
resolution; useful ally
to XRD analysis; rapid

Rapid; approach allied
to existing
technology;
quantitative; can
reveal kinetic data
about source rocks

High level of precision;
easily repeated; high
spatial resolution;
reveals geological
evolution of samples

Difficult to resolve individual
clay minerals in clastic rocks;
difficult to repeat; destroys
sample

Destroys sample; geologically
unrealistic rates of heating
(for rock-eval); results
sensitive to geological history
of sample

Difficult sample preparation;
requires assumption that
salinity is due to NaCl;
requires assumption that
vapour-saturated fluid was
trapped
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Figure 22 Essential components of pyrolysis equipment, with either the volatiles sequentially emitted during a programmed heating
cycle or GC analysis of the pyrolysate. P1 represents evaporated pre-existing petroleum. P2 represents the petroleum generated from

kerogen. P3 represents the generation of oxygen-bearing species (COy).

Tnax 18 the peak temperature of the P2 trace. The pyrolysis-

GC trace is typically used to determine the gas (short alkanes, small elution time) versus oil (longer alkanes, longer elution time)

generation capability of immature kerogen.

free hydrocarbons contained in the sample are driven
off first (the P1 peak) followed by experimentally
generated petroleum (the P2 peak) and then oxygen-
containing compounds (CO,; the P3 peak). Detection
in simple instruments is performed using a flame
ionization detector (for free and laboratory-generated
hydrocarbons) and a thermal conductivity detector
for carbon dioxide. Three peaks are thus usually pro-
duced and quantified during heating and analysis.
These peaks are expressed in terms of mgg '. P1
indicates how much petroleum exists in an organic-
rich rock now. P2 indicates the petroleum-generating
capability of the rock and is used to calculate the
hydrogen index of the source rock. P3 is an indication
of the amount of oxygen in the kerogen and is used to
calculate the oxygen index. The temperature at which
the maximum release of hydrocarbons from cracking
of kerogen occurs during pyrolysis (P2 peak) is
termed T, and is an indication of the stage of
maturation of the organic matter. The hydrogen
index (HI = (100 x P2)/total organic carbon) and the
oxygen index (Ol = (100 x P3)/total organic carbon)
correlate with the ratios of hydrogen to carbon and
oxygen to carbon, respectively. These parameters
have been usefully employed to study the type and
thermal evolution of sedimentary organic matter.

The products of pyrolysis in the absence of oxygen
can also be passed into a GC column to study their
composition. This is known as pyrolysis-GC and can
usefully simulate the type of petroleum that would be
expected from the organic-rich source rock during
thermal evolution.

Fluid Inclusion Microthermometry

Small samples of the fluid from which a mineral grew
are commonly trapped in inclusions. When minerals
are fractured, they sometimes re-heal, trapping the
ambient fluid. Petroleum, which is immiscible with
the aqueous mineral growth medium, can also get
trapped in these inclusions. These fluid inclusions
have proved to be very valuable to geochemists since
they provide a snapshot of fluid evolution and rock
geohistory. The fluid itself can be analysed if it is
released by crushing. This approach is especially
useful for petroleum inclusions. Analysis is by GC,
GC-MS, or simply mass spectroscopy. UV spectros-
copy can also be used to analyse petroleum trapped in
inclusions to help reveal the broad characteristics of
the petroleum.

Aqueous inclusions can be analysed either by freez-
ing the sample and using electron micoprobe (second-
ary X-ray) analysis, or by crushing the sample and
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collecting the fluid for conventional water analysis
(inductively coupled plasma techniques, ion chroma-
tography). Fluid inclusions are listed here since they
are most commonly analysed by using a high powered
microscope and heating—cooling stage. Most fluid
inclusions are composed of discrete liquid and vapour
phases even though they would have been trapped as
a single-phase liquid, which is typically assumed to
have been saturated with vapour at the time of trap-
ping. During a heating cycle, the two phases hom-
ogenize; the precise temperature of homogenization
reveals the temperature at which the mineral grew.
The salinity of the water can be assessed by monitor-
ing the temperature at which it starts freezing, since
this temperature can be related to salt content (assum-
ing that the water is dominated by dissolved NaCl).
A combination of thorough petrography and thermo-
metric studies of aqueous inclusions can help to reveal
details of the thermal and mineral-growth history as
well as the fluid evolution history.

Related Geochemical Techniques

The techniques listed and briefly discussed here are
only some of the vast panoply of techniques that have
been employed during geochemical studies over the last
50 years or so. Some have now fallen out of favour.
For example, a technique called neutron activation
analysis was used for a long time to measure trace
elements in solids. It has fallen out of favour mainly
owing to developments in ICP-OES and ICP-MS.

The vast range of light and electron optical tech-
niques are routinely used in conjunction with a wide
range of solid-state and even organic geochemical
studies. Scanning electron microscopy has recently
been extensively developed and can now give fabric,
mineralogy, mineral chemistry, and high-resolution
crystallographic information. Transmission electron
microscopy can provide ultra-high spatial resolu-
tion (of the order of tens of nm) geochemical data
(using secondary X-rays) as well as fabric and
crystallographic data.

A wide range of wet geochemical techniques have
been employed routinely in studies of natural waters
from all near-surface and surface environments.

Titration, electrochemical techniques, and colorim-
etry are essential techniques that are used routinely
in many geochemical studies.

See Also

Clay Minerals. Fluid Inclusions. Minerals: Definition
and Classification; Native Elements. Petroleum Geol-
ogy: Chemical and Physical Properties; The Petroleum
System. Rocks and Their Classification.
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Introduction

Geochronology is the study of time as it relates
to Earth history. As a distinct discipline within the
natural sciences, geochronology emerged fully during
the late nineteenth and early twentieth centuries with
the discovery of radioactivity and the advent of radio-
metric dating methods. Importantly, the appearance
of modern geochronology was the result of a strong
interest in Earth history and the development of rela-
tive methods to estimate the age of Earth, both of
which had been aspects of natural science research
since at least the seventeenth century.

The human fascination with studying time and
marking its passage can be traced to ancient cul-
tures, exemplified through the precise astronomical
calendars produced by numerous early civilizations
(Figure 1). These calendars were based on calculations
of the movements of celestial bodies relative to Earth
and helped to raise speculations about the position
and motion of Earth within this celestial system.
These speculations led to efforts to understand Earth’s
origin and calculate its age, which today is generally
agreed to be 4.5-4.6billion years (By), and is
the starting point for the geological time-scale (GTS)
(Figure 2). The GTS is an iterative solution between
‘absolute’ and ‘relative’ ages determined by absolute
and relative geochronological techniques. The formal
distinction between absolute and relative ages has
its roots in ancient calendars for which the passage
of time was calculated from astronomical events
linked to the solar year. Broadly, an absolute age is
one that is based on processes affected only by the
passage of time and which may thus be valid world-
wide. In a strict sense, an absolute age should have
direct correspondence to the absolute time-scale, de-
termined on the basis of the solar year (Table 1).
Relative ages are applicable to a restricted geographic
area and usually pertain to a limited geological
time period. Relative ages place the formation of dif-
ferent rock units or their physical features (faults,
unconformities, etc.) in a relative chronological order.
Though knowledge of the exact formation ages of
different rock units is useful, numerical (absolute)
ages are not prerequisite for establishing their relative
chronology. Nonetheless, relative ages must eventu-
ally be calibrated against independently established

(absolute) time-scales if they are to be extrapolated
globally.

The framework for the GTS is based on relative ages,
represented by the established, sequential subdivisions
of geological time (Figure 2). The nomenclature of
this framework was developed largely through the
studies of natural scientists in the eighteenth and nine-
teenth centuries (see Famous Geologists: Sedgwick;
Murchison; Darwin; Smith; Cuvier; Hutton). During
the twentieth century, absolute age determinations
for rocks around the globe allowed refinement of
the GTS and adjustments were made to the initially
imprecise or disputed boundaries between the geo-
logical systems. The absolute ages were derived using
radiogenic isotope geochronological techniques. Cal-
culating an age for a rock or mineral using these
techniques combines precise measurement of natur-
ally occurring, radioactive isotopes and their stable
decay products with the physical principle that the
radioactive decay of the isotopes occurred at a con-
stant, known rate. Because radiogenic ages are ‘ab-
solute’ in the sense that the decay of a radioactive
isotope primarily depends only on the passage of
time, radiogenic ages for rocks found in one area of
the world should, in principle, be directly comparable
‘in time” to other rocks dated with similar methods in
other areas of the world. Regardless of the geochrono-
logical technique used, the combination of relative
and absolute ages has yielded the opportunity not
only to generate geological time-scales, but also to
determine the ages of rocks and geological structures,
the timing of geological ‘events’, and, importantly, the
rates at which geological processes occur.

Today, the primary techniques for relative dating
of geological materials include biostratigraphy,
palacomagnetism and magnetostratigraphy, and
chemostratigraphy (see Palacomagnetism, Magnetos-
tratigraphy, Analytical Methods: Fission Track Analy-
sis). Of the absolute dating methods, radiogenic
isotope geochronology, astronomical time calibra-
tions, and dendrochronology (see Dendrochronology)
are the most widely used. However, it is the rock type
that usually dictates the geochronological technique
appropriate for obtaining the rock’s age. Thus, basic
knowledge of the relative and absolute geochrono-
logical techniques is useful not only to select the
appropriate method to date the rock, but also to
interpret the age(s) produced, and to give a higher
degree of confidence to comparisons made between
geological ages and the processes to which they are

linked.
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Figure 1 Shang oracle bones. Precise calendars developed by
early civilizations were based on calculations combining the
rotation of Earth on its axis (day), Earth’s revolution about the
Sun (year), and the Moon'’s revolution about Earth (month). These
individual astronomical cycles are neither constant nor syn-
chronous with one another, and ancient peoples had to deter-
mine the appropriate lengths for days, months, and years so as to
allow the seasonal cycles of the sun to coincide with the monthly
cycles of the moon. The two oracle bones from the Shang Dyn-
asty, dating back to the fourteenth century BCE in China, show
that the Chinese had established the solar year at 365411 days and
a lunar cycle at 29% days; in this way, they had recognized and
accounted for the differences in astronomical cycles between
the Sun, Moon, and Earth in a consistent manner. The causes
for these shifts in the astronomical cycles are now known
to be primarily the gravitational forces acting between the
different celestial bodies (see Figure 6 for modern use of
astronomical calibrations). Figure used with permission from
M Douma. (see http://webexhibits.org for additional information
on calendars).

Historical Perspective
Relative Ages

The conceptual background for modern geochrono-
logical techniques was established largely through the
investigation of sedimentary rocks and the develop-
ment of relative geochronology tools to study
them. Studies of fossils and of the depositional order
of sedimentary layers led to the principles of fossil
succession and correlation and of superposition
and relative chronology. These principles, accepted
today as basic aspects in geoscience training, were
crucial to the development of all relative geo-
chronological techniques and can be attributed to
the work of Steno in the seventeenth century, and of
Smith, Cuvier, Brongniart, Lehmann, Fiichsel, Pallas,
and Arduino in the eighteenth century (see Famous
Geologists: Smith; Cuvier).

Studies in the late eighteenth and early nineteenth
centuries by Hutton, Lyell, Darwin, Murchison, and
Sedgwick, among others, built on these early obser-
vations and the concept of relative geochronology.
Murchison and Sedgwick named the Cambrian
and Silurian systems in western Wales based on the
systematic definition of sedimentary rock units using
distinctive fossils; this procedure was fundamental for
establishing all of the system subdivisions in the GTS.
Hutton, Lyell, and Darwin each promoted the idea
that Earth was very old. Darwin, in his first edition of
the Origin of Species, estimated that about 300 mil-
lion years (My) had passed since the end of the Meso-
zoic. Though today we know this estimate to be too
high, Darwin’s suggestion of this order of magnitude
for the passage of geological time was important for
carrying forward concepts such as evolution, and also
for encouraging efforts to calculate absolute ages of
rocks and of Earth (see Famous Geologists: Hutton;
Lyell; Darwin; Murchison; Sedgwick).

Absolute Ages

In the latter half of the nineteenth century, calcula-
tions of Earth’s age incorporated physical measure-
ments in the field and laboratory and were, in this
sense, quantitative; however, the methodologies ini-
tially employed were based on flawed assumptions
that precluded their yielding accurate ages. Examples
of these early attempts included calculating the rate of
salinity increase over time for the world’s oceans, and
determining the age of the oldest sediment on Earth
by estimating the total thickness and deposition rates
for the sedimentary rock record. The salinity method
assumed (incorrectly) that the world’s oceans had
initially been fresh and that no net exchange of
sodium had occurred between seawater and rock.
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The calculations using the sedimentary rock record
and deposition rates were inhibited by items such as
missing sections and different rates of sedimentary
deposition around the globe and throughout time.
Both the salinity and sedimentation rate calculations
yielded very low estimates for Earth’s age (Table 2).
The first truly quantitative and influential effort to
calculate an absolute age for Earth was made by the
renowned physicist William Thomson (Lord Kelvin)
during the middle to late nineteenth century. His
concept was based on the idea that Earth had cooled
from an originally molten state and was continuously
losing heat from its surface through this cooling
process. He made calculations for the length of time
this process should have taken based on physical
measurements of the rates of heat flow through a
cooling body and of radiation of heat from the body’s
surface. Kelvin’s calculations involved measurement
of physical processes that were dependent only on the
passage of time, so his conclusion that Earth was
20-40 My old fell technically within the realm of
‘absolute’ age determination and was widely accepted

in the science community. This young age for Earth
was at odds with the concepts put forward by Lyell
and Darwin and produced an intense debate between
Kelvin and promoters of evolution theory. However, a
fundamental feature was missing from Kelvin’s calcu-
lations — that of radioactive heat generation within
Earth. At the time of Kelvin’s initial calculations,
radioactivity had not yet been discovered, so his equa-
tions greatly underestimated the amount of continu-
ous heat generation within the crust and resulted in
large underestimates of Earth’s age (Table 2).

Henri Becquerel’s discovery of radioactivity in
1896 launched the development of modern, radio-
genic geochronological techniques. Radioactivity ac-
counted for constant heat production from Earth’s
crust, as well as the production of heat from the
sun, and eroded the premises of Kelvin’s calculation.
Soon after Becquerel had discovered that uranium (U)
was radioactive, the radioactive properties of the
elements radium, thorium, rubidium, and potassium
(Ra, Th, Rb, and K) were also identified. The produc-
tion of the isotopes helium (He), Th, and lead (Pb)

Table 1 Major time periods and definitions used for astronomical calendars?

Term Definition Comment
Solar or Equal to 365.24219 days; the mean interval between two The interval from one vernal equinox to the next may
tropical successive vernal equinoxes vary from this mean value by several minutes; this is
year because Earth’s position in its orbit shifts slightly at
the time of the equinoxes every year
Sidereal Equal to 365.25636 days; the time for Earth to make one The precession of the equinoxes causes the sidereal
year revolution around the Sun, measured according to year to be slightly variable and longer than the
consecutive observations from Earth of the positions of tropical year
stars
Lunar or Equal to 29.5305889 days; the mean period of time between  The synchronization of calendar months with the lunar
synodic new moons (or between exact conjunctions of the Sun phases requires a combined sequence of months of
month and Moon); the lunar year contains 12 lunar months and 29 and 30 days in length; alternatively, as in Figure 1,

is equal to 354.3671 days the length of a month in days can be designated to be

a non-integer

2Time reference frames for astronomical calendars show the difficulties faced by early civilizations as they attempted to synchronize
the movements of celestial bodies in a consistent calendar for measuring the passage of time. The cycles of the Moon and Sun
relative to Earth change slowly with time, and a calendar year with an integral number of days cannot be perfectly synchronized to
any of the astronomical reference frames. The astronomical formulas developed in the twentieth century to describe the changes in
the orbital cycles of these celestial bodies yield the best approximations available for the length of any type of year (solar, sidereal,
or synodic); however, the solutions to these formulas are descriptions of a constantly changing system and cannot be considered
exact solutions. Thus the term ‘absolute’ age, in practice, when referring to astronomically calibrated time-scales, is not strictly
correct. A rather more general definition of absolute age is used herein.

Figure 2 The geological time-scale (GTS; two coloured columns) and geomagnetic polarity time-scale (GPTS; column with
alternating black and white pattern) are often used together in geochronological studies. On the left side of the GPTS, the linear
time-scale hachures correspond to the epoch/age boundaries in the GTS; on the right side of the GPTS, the linear time-scale hachures
are placed at 10-My intervals. Note that different linear scales are used for denoting the Phanerozoic and Precambrian divisions. The
true scale relationship between Precambrian and Phanerozoic times as a percentage of total geological time is shown on the lower
left. Reproduced with permission from Eide EA (2002) Introduction — plate reconstructions and integrated datasets. In: Eide EA (coord.)
BATLAS — Mid Norway Plate Reconstruction Atlas with Global and Atlantic Perspectives, pp. 8—17. Trondheim: Geological Survey of Norway.
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Table 2 Selected historical review of estimates for the age of Earth?

Age of Earth (million years)

Method

Year/author

~1973 Hindu chronology

>300 Time for natural selection

100 Sediment thickness/deposition rate
<100 Cooling of Earth

20 Sediment thickness/deposition rate
20-40 Cooling of Earth

90 Salinity accumulation

>1640 U-Pb age of a Precambrian rock
80 Sediment thickness/deposition rate
>1300 Cooling of Earth

1600-3000 Decay of U to Pb in crust

3350 Terrestrial Pb isotope evolution
4000-5000 Radioactive isotope abundances
4500 + 300 Terrestrial Pb isotope evolution
4540

Terrestrial Pb isotope evolution

ca. 120-150 Bce/priests
1859/Darwin
1869/Huxley
1871/Kelvin
1890/de Lapparent
1897/Kelvin
1899/Joly
1907/Boltwood
1908/Joly
1917/Holmes
1927/Holmes
1947/Holmes
1949/Suess
1953/Houtermans
1981/Tera

4In addition to these estimates, Jewish and Christian Biblical scholars from the second through seventeenth centuries suggested that
the age of Earth ranged between —5000 and 7500 years, based on Julian, Gregorian, or Hebrew calendars. Some of the most well-
known sources for these age estimates include James Ussher, John Lightfoot, and St. Augustine. Regardless of the source, most
ages of Earth published prior to the twentieth century were greatly underestimated. Research on the decay rates and processes for
radioactive elements in Earth’s crust finally led to more accurate calculations for Earth’s age by the middle the 1900s. These

calculations were based on the reconstruction of terrestrial Pb isotopic compositions from a primordial Pb reservoir, of composition

similar to meteorites. The meteorite reference for these calculations has been the Canyon Diablo troilite.

from the radioactive decay of U was discovered at the
start of the twentieth century by physicists Ruther-
ford, Soddy, Strutt, Thomson, and Boltwood. Bolt-
wood measured Pb-U ratios in unaltered minerals
using a very rough estimate of the rate for the radio-
active decay of U to Pb; he noted that the older the
mineral, the greater the ratio (greater amount of the
decay product, Pb). Rutherford applied the decay of
U to He in a similar way to attempt to obtain ages for
rock samples. At this important watershed for geo-
chronological techniques, the realms of physics and
geology became linked in a quantitative tool for
measuring geological time. Through the first half of
the twentieth century, great advances were made in
understanding and applying radiogenic isotope geo-
chronology to determine the ages of rocks and the age
of Earth. Arthur Holmes was among those who made
important contributions to the development of radio-
genic geochronological techniques in this period
(Table 2). Despite the progress through the middle
of the twentieth century in producing absolute age
constraints on Earth and its rocks, scientists lacked a
cohesive Earth model in which to place the geological
processes they were dating. In the 1950s and 1960s,
the fundamental step was made in this regard through
development of the plate tectonic paradigm and mag-
netic stratigraphy; plate tectonics and magnetostrati-
graphy also contributed significantly to development
of high-fidelity time-scales and geochronological
tools (see History of Geology Since 1962).

Oceanographic cruises in the 1950s identified the
presence of alternating ‘stripes’ of high and low mag-
netic intensity on the ocean floor. This pattern was
clarified in the 1960s marine geophysical work of
Hess and Dietz, who proposed the theory of seafloor
spreading, and Vine and Matthews, who suggested
that new oceanic crust was generated at ocean ridges
and became magnetized in the direction of Earth’s
magnetic field. The ocean-floor stripes revealed alter-
nating periods in Earth’s history during which the
magnetic field had changed from normal to reversed
polarity. When these theories were combined with
new results from palaeomagnetic studies conducted
on sedimentary and volcanic rocks onshore, a glob-
ally applicable pattern of periods of normal and
reversed magnetic polarities was gradually defined
(Figure 3). This magnetic ‘stratigraphy’ was a relative
time-scale useful for global ‘pattern matching’ of
magnetic anomalies and for relative geochronology.
The potassium-argon (K—Ar) radiogenic isotope geo-
chronological technique, employed since the 1950s,
was used to determine ages for fine-grained basalts
used in the palaeomagnetic studies and thus placed
absolute age constraints on points in the magnetic
anomaly stratigraphy. Through combination of
palaeomagnetic and K-Ar dating methods, the mag-
netic stratigraphy became better defined and, even-
tually, globally correlatable in terms of geological
time. From the 1970s to the present, ties between
palaeomagnetism, radiogenic isotope geochronology,
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Figure 3 Seafloor spreading. (A) Genesis of mirror-image, normal, and reversed magnetic polarity patterns in new oceanic crust, on
either side of an oceanic ridge axis. The rifted continental margins yielded to new oceanic crust as seafloor spreading commenced.
Alternating black (normal) and white (reversed) polarity patterns would normally be recorded by shipborne or satellite surveys.
Historically, magnetic reversals were subdivided into major epochs (Bruhnes, normal; Matuyama, reversed; etc.); smaller normal and
reversed ‘events’ were identified within these overall periods of normal or reversed polarity. Precise ages for these reversal epochs
and, importantly, the boundaries between epochs were initially obtained with potassium-argon (K-Ar) geochronology. Refinements
since the 1960s of the number and duration of magnetic reversals as well as their absolute ages have been accomplished by detailed
comparison to biostratigraphy, the astronomically calibrated time-scale, and ages from radiogenic isotope dating methods. (B)His-
torical refinement of the Bruhnes (B)-Matuyama (M) boundary, where, in 1963, K-Ar dating indicated the epoch boundary to be at
~1Ma. The Jaramillo ‘event’ close to the Bruhnes—Matuyama boundary had been discovered by 1966, and more precise K—Ar dating
placed the age of the epoch boundary at 0.73 Ma. By 2003, the combination of several dating methods, including K-Ar and “°Ar/*°Ar
calibrations, astronomically calibrated time-scales, and geomagnetic polarity time-scales (GPTS), further refined the age of the
boundary to a precise 0.789 Ma. (C) The magnetic anomaly map of the northern Atlantic Ocean between northern Norway, East
Greenland, and Svalbard shows a real example of the alternating striped pattern of magnetic anomaly highs (red, normal polarity) and
lows (blue, reversed polarity) on either side of the mid-ocean ridge axis. The mid-ocean ridge axis (trace identified with the single
black line) separates a relatively symmetric, mirror-image anomaly pattern in this part of the seafloor. Continent-ocean boundaries
are schematically indicated by thick black-on-white lines on the Norway and Greenland margins. (C) Reproduced with permission from
Eide EA (coord.) BATLAS — Mid-Norway Plate Reconstruction Atlas with Global and Atlantic Perspectives, pp. 8—17. Trondheim: Geological
Survey of Norway.

astronomically calibrated time-scales (ATSs), and Continued refinement and intercalibration of these

biostratigraphy have facilitated definition of the
geomagnetic polarity time-scale (GPTS) (Figure 2).
Because of its tight calibration with these other
methods, the GPTS provides the framework for
most of the integrated time-scales presently in use
for Jurassic and younger times (see Plate Tectonics,
Magnetostratigraphy).

Today, the GTS, the GPTS, and the ATS have been
intercalibrated for some geological time periods.

time-scales will increase the possibility to make accur-
ate age correlations for rocks and the geological
events they represent. Important to recall is the fact
that different geochronological techniques have been
used to generate specific features of each time-scale,
and that many techniques have particular geological
time periods to which they are best suited; thus, com-
plete intercalibration of these time-scales remains a
challenging objective.
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Relative Geochronological
Techniques

Biostratigraphy

Methodology Biostratigraphy refers to correlation
and age determination of rocks through use of fossils.
Determining the environment in which the fossil
species lived is inherent in this type of analysis. Theor-
etically, any fossil can be used to make physical cor-
relations between stratigraphic horizons, but fossils
that are best suited for making precise age correlations
(time-stratigraphic correlations) represent organisms
that (1) had wide geographic dispersal, (2) were short-
lived, and/or (3) had distinct and rapidly developed
evolutionary features by which they can now be iden-
tified. Fossils fulfilling these criteria are termed ‘index’
fossils. Both evolution and changes in local environ-
ment can cause the appearance or disappearance of a
species, thus the time-significance of a particular
index fossil must be demonstrated regionally through
distinctions made between local environmental effects
and time-significant events. Environmental effects may
bring about the appearance/disappearance of a species
because of local conditions, whereas time-significant
effects may bring about the appearance/disappearance
of a species because of evolution, extinction, or re-
gional migration. Local environmental effects are not
necessarily time significant and cannot be used in time
correlations between different sedimentary units.

Application Fossils from the marine sedimentary
record indicate existence of primitive life perhaps as
early as 2.1 By ago, although the explosion of abun-
dant life in the seas is usually tied to the start of the
Palaeozoic era 544 million years ago (Ma). The con-
tinental sedimentary record indicates existence of
plants and animals by Early Palaecozoic times, with
recent indications of animals making forays from the
seas onto land perhaps 530 Ma. Palaeozoic biostrati-
graphy, especially for the marine sedimentary record,
is tied to precise, absolute ages for most period and
stage boundaries, but gaps in the fossil record and/or
the lack of isotopically datable rocks at key boundar-
ies leave some discrepancies yet to be resolved. Bios-
tratigraphy and fossil zone correlation are most
precisely defined for the Mesozoic and Cenozoic
eras; this is largely due to the ability to calibrate
biostratigraphy not only with radiogenic isotope
ages, but also with the GPTS and the ATS for these
time periods.

Palaeomagnetism and Magnetostratigraphy

Methodology Earth’s magnetic field, generated in
the liquid outer core, undergoes periodic reversals,

with magnetic reversal frequencies typically be-
tween 1 and 5My. Some rock minerals (such as
hematite or magnetite) may become magnetized in
the same direction as Earth’s magnetic field (normal
or reversed), either when a magmatic rock cools
or when sedimentary rocks are deposited. As geo-
chronological tools, palaecomagnetism and magnetos-
tratigraphy rely on determining the magnetic polarity,
including magnetic declination and inclination, of
the sample’s remanent magnetic component. Palaeo-
magnetism uses these parameters to calculate a
palacomagnetic pole for the sampling site. An age
for the pole is determined by matching the pole to a
part of the apparent polar wander path (APWP) for
that continent (Figure 4). Instead of using poles, mag-
netostratigraphy, as outlined previously, identifies a
sequence of magnetic reversals in a sedimentary
or volcanic section (Figure 2). The magnetostrati-
graphic profile is compared and matched to similar
patterns in the GPTS and a chronology for the
sampled interval is established. The absolute chron-
ology of the GPTS is tied by radiogenic isotope
methods, by calibration against the ATS, and/or by
calibration with a well-defined biostratigraphic zone
(see Magnetostratigraphy, Palaeomagnetism).

Application Palaeomagnetism and magnetostrati-
graphy are most successfully applied to fine-grained
volcanic and sedimentary rocks; the latter include red
beds, siltstones, mudstones, and limestones. Match-
ing of palaeomagnetic poles to established APWPs
yields imprecise ages for rocks, but is useful for rea-
sonable, first-order age estimates, probably within
about +10 My for Phanerozoic through Late Protero-
zoic rocks. The GPTS is most accurately refined
through about 175 Ma because of the availability of
marine magnetic anomaly profiles to which onshore
data can be referenced; nonetheless, magnetic stratig-
raphy and the GPTS extend through the Palaeozoic to
the earliest datable Cambrian sedimentary rocks
(Figure 2). Well-constrained magnetostratigraphy
yields very precise ages for the following reasons: (1)
geomagnetic polarity reversals are rapid, globally
synchronous events, and lend themselves well to
global, time-significant correlations; (2) polarity re-
versals are not predictable and yield unique reversal
patterns; (3) significant parts of the GPTS have been
astronomically tuned, intercalibrated with detailed
biostratigraphy, and/or constrained with absolute
radiometric ages.

Chemostratigraphy

Methodology Non-radiogenic chemical geochrono-
logical tools for sedimentary rocks fall into one of
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Figure 4 Palaeomagnetic poles from gabbroic sills and interleaved sedimentary rocks of initially unknown ages were obtained from
a study in northern Siberia. The poles for these rocks were compared to the apparent polar wander path (APWP) for Europe in the
Mesozoic. Well-known ages are indicated in millions of years (Ma) for different segments of the APWP (designated with green
squares). Within the uncertainty ellipses for the poles from the Siberian samples, the ages of the rocks were suggested to be between
~215 and 235 My. Subsequent radiogenic isotope age determinations on the sills confirmed this suggestion and refined the ages for

the rocks to lie between 220 and 234 My.

three categories: pattern matching of time-strati-
graphic shifts in stable isotope (O, C, or S) values
and %7Sr/%¢Sr ratios, identification of siderophile
element anomalies (Ir, Au, Pd, Pt, etc.), and chemical
dating using amino acids. The principles for stable
isotope methods are based on the fractionation of
heavy and light isotopes of the stable elements O, C,
and S. The heavy isotopes, %0, 13C, and **S, are
compared, respectively, to the lighter isotopes 'O,
12C, and %°S. Stable isotopic compositions are
reported as ratios (for example, '*0/'¢0) relative to
a standard for the same isotopic ratios. Processes
causing fractionation of these isotopes depend pri-
marily on temperature, isotope exchange reactions,
and, in the case of S, change in oxidation state of
sulphur compounds from action of anaerobic bac-
teria. The isotopic composition of Sr in sedimentary
rocks is characterized by the 37Sr/%¢Sr ratio of the
water from which the sediment precipitated; the
water in the catchment area or in the ocean, in turn,
will have an 8Sr/*¢Sr ratio that represents contribu-
tions from chemical weathering of rocks. Rocks of

varying ages and different mineralogies have distinct
87Sr/%¢Sr ratios that will make different contributions
of Sr to the water cycle. These contributions have
been shown to vary over geological time in response to
changes in the exposure and weathering of different
landmasses.

For purposes of geochronology, the principle of
‘pattern-matching’ is also used with these isotopic
methods (Figure 5). Measured isotopic ratios in a
stratigraphic sample suite representing some interval
of geological time yield a curve (or excursion pattern)
that is compared to a global reference or supraregio-
nal curve for the same isotopes. The global reference
curve must, in turn, be calibrated to an absolute time-
scale by some independent means, usually match-
ing the stratigraphic section in question to another
section that is tied either to the GPTS or to absolute
ages.

Anomalously high concentrations of siderophile
elements have been identified globally at three pre-
cisely determined time intervals: the Cretaceous—
Tertiary boundary (65 Ma), the Eocene-Oligocene
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Figure 5 (A) Stable isotopes used in chemostratigraphy are commonly coupled with magnetostratigraphic and biostratigraphic
information. In this fictive example, the stable isotope values for O and C were acquired for an entire sedimentary sequence of
Cenozoic age. Magnetostratigraphy over the same zone may have revealed a pattern similar to that shown on the bar above the stable
isotope curves, and this stratigraphy could then be correlated to the geomagnetic polarity time-scale and used to calibrate the ages for
the sedimentary column, which in this case spanned Pliocene through latest Eocene time. Biostratigraphy over the same stratigraphic
column may have revealed a predominance of three types of microfossils, with different species within each microfossil group
identified (designated here with different coloured symbols). Biostratigraphy might also be used to tie together and calibrate the stable
isotope curves and make fine adjustments to ages determined with the magnetostratigraphic profile. Especially interesting would be
to attempt to link any significant excursions in the isotope curves, either to changes observed in the microfossil distribution or to a
specific time boundary. (B) Stable isotope stratigraphy can also be used over a larger time-span for more regional or global
correlations. This isotope curve for sulphur shows a marked change at about 240 Ma following a steady decrease through the
Palaeozoic.
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boundary (33.7 Ma), and 2.3 Ma. Other anomalies —
specifically, spikes in iridium concentrations in
sedimentary sequences — have been suggested at the
Triassic—Jurassic boundary and at the Devonian—
Carboniferous boundary. These anomalous concen-
trations have been associated with catastrophic
events, usually meteor impacts or massive volcanic
eruptions, and faunal crises or mass extinctions. Be-
cause of their global nature, limited duration, and
precisely defined ages, anomalous siderophile con-
centrations can serve as indirect dating tools in
sedimentary sequences (see Impact Structures).

The amino acid racemization (AAR) method uses
the asymmetry of isomeric forms of several amino
acids in fossil skeletal material to determine the time
since the start of racemization. Racemization is the
reversible conversion of one set of amino acid isomers
to another set of isomers and begins with death of the
organism. Sample materials are chemically treated
and the amino acid types and isomer ratios are deter-
mined through chromatography methods. These
ratios are used to calculate the time since the start of
racemization through a formula containing a sample-
site constant for the racemization rate. Because the
racemization rate depends on external factors such
as temperature, pH, and moisture, the rate varies
between one sample site and another and must be
calibrated for each site and each sample. This usually
involves calibration against other samples (from the
same sites) that have been dated by other methods.

Application Oxygen isotope stratigraphy may be
applied to planktonic foraminiferal tests in pelagic
sediments that are at least 1 My old. Sulphur isotopes
are most commonly used to date marine evaporites
with ages of deposition extending through ~650 Ma.
Carbon isotopes may be used to date marine evapor-
ites, marine carbonates, and (metamorphosed)
marbles through Neoproterozoic age. Similarly,
strontium, which substitutes readily for calcium, can
also be used to date marine carbonates, apatite in
marine sediments, and marbles through the Neopro-
terozoic. All of the isotope methods generally re-
quire samples that have been relatively unaltered by
postdepositional events such as erosion, bioturbation,
metamorphism, or recrystallization during diagen-
esis. Notably, work with metamorphosed marbles
has indicated that C and Sr isotopes may maintain
their original sedimentary deposition ratios despite
having undergone extreme changes in pressure, tem-
perature, and deformation subsequent to deposition.

Siderophile element anomalies are confined to the
sedimentary rock record; the most well-documented
anomaly is at the Cretaceous—Tertiary boundary (see
Mesozoic: End Cretaceous Extinctions). The AAR

method is restricted primarily to dating Holocene
foraminifers extracted from pelagic sediments, al-
though ages have also been determined for coprolites
and mollusc shells.

Absolute Geochronological
Techniques

Radiogenic Isotope Techniques

Methodology The natural decay of a radioactive
isotope to a stable isotope occurs at a regular rate
that is described by the decay constant (4). The decay
process is defined by an exponential function repre-
sented by the decay ‘half-life’ (¢1/,); the half-life is
equivalent to the amount of time necessary for one-
half of the radioactive nuclide to decay to a stable
nuclide form. Radiogenic isotope techniques use this
principle to calculate the age of a rock or mineral
through measurement of the amount of radioactive
‘parent’ isotope and stable ‘daughter’ isotope in the
sample material. The parent/daughter ratio and the
decay constant for that isotope series are used to
calculate how much time had to elapse for all of the
stable daughter isotope to have been produced from
an initial reservoir of radioactive parent isotope in the
material (Table 3). This calculation presumes (1) no
net transfer of radiogenic parent, stable daughter,
and/or intermediate radioactive isotopes in or out of
the sample material (mineral or rock) since time zero,
(2) no unknown quantity of daughter isotope in the
sample at time zero, and (3) that decay constants have
not changed over the history of Earth. Many radio-
genic isotope techniques are presently used to deter-
mine the ages of geological materials; the choice of
appropriate isotopic system to determine an age of a
sample depends primarily on the composition of the
sample material, the geological ‘event’ or ‘process’ to
be dated, and the sample’s age. The latter is directly
linked to the half-life of the isotope system: radio-
nuclides with long half-lives can be used to date very
old samples, whereas those with shorter half-lives are
restricted to dating younger rocks. In addition to the
naturally occurring radioactive isotopes, a number of
nuclear reactions of cosmic rays with gas molecules
will produce radionuclides, the so-called cosmogenic
radionuclides. The most long-lived of these can be
used for age determinations based on principles simi-
lar to those outlined for the other radioactive isotopes.

Applications The methods routinely used to date
terrestrial metamorphic or igneous rocks and their
minerals include techniques utilizing U/Th/Pb, Pb/
Pb, Sm/Nd, Lu/Hf, Re/Os, Rb/Sr, K-Ar, and Ar/Ar
(Table 3). All of these isotopes have half-lives >1 By,



Table 3

Common radiogenic isotope geochronological techniques

Radioactive  Stable Typical geological ‘events
Method parent daughter  Intermediate products® Decay scheme Half-life (years) Sample material dated Comments
U/Th/Pb, 238y 206pp, From 238U: 2341, Chain: 28y — 238 =4.468 x 10°, Zircon, thorite, Crystallization age U and Th are
Pb/Pb 284pg 234y 280TH, 208pp, 235 _, 235y = 0.7038 x 10°, monazite, apatite, (from melt or from concentrated in the
226Ra, 207pp, B2Th 28T =14.01 x 10° xenotime, titanite, medium to high liquid phase and are
222Rp, 218pg, 218y, 208py, uraninite, metamorphic grade); typically incorporated
218Rp, 214pg, thorianite age of Earth in more silica-rich
210pp, 210gj, 21%pq fractions; half-lives of
the parent isotopes
are much longer than
those of intermediate
products; Pb isotopes
alone in rocks without
U or Th can be used to
calculate ‘model
ages’ (with information
on crustal growth)
235U 207Pb From 235U: 231Th,
231Pa, 227AC, 227Th,
223Ra, 219Rn, 215PO,
214At, 211Bi, 21p,
2321h 208pp, From 232Th: 228Ra, Decay schemes
28pc, 228Th, 22%Ra, produce alpha
22OF{n, 216Po, 212Pb, (4He) particles;
212gj, 212pg, 2%8pp used for (U/
Th)/He dating
Sm/Nd 47Sm 43Nd None Simple: "'Sm—  1.06 x 10" Garnet, pyroxene, Crystallization age Ages calculated from
"3Nd (alpha amphibole, (from melt or from analysis of isotopes in
decay) plagioclase; medium to high separated minerals
mafic and metamorphic grade) or cogenetic rocks; Sm
ultramafic and Nd are rare earth
igneous and elements that tend to
metamorphic be less mobile
whole rocks; during metamorphism
lunar rocks and weathering
Lu/Hf 78y 178t None Branched: "®Lu  3.54 x 10" Apatite, garnet, Meteorite formation; Can also be used for

_ 176Hf
(gamma ray
emission);
176LU N 176Yb
(electron
capture)

monazite, zircon,
xenotime,
meteorites, lunar
rocks

high-grade
metamorphism;
igneous
crystallization

information on
differentiation of the
mantle and crustal
growth; ""®Yb branch of
decay can be ignored
for purpose of
geochronology

Continued
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Table 3 Continued
Radioactive  Stable Typical geological ‘events’
Method parent daughter  Intermediate products? Decay scheme Half-life (years) Sample material dated Comments
Re/Os 87Re 870s None Simple: "¥Re — 456 x 10" molybdenite, Ore deposit formation; Enriched in metallic and
870s (beta osmiridium, iron-meteorite sulphide phases;
particle laurite, columbite, formation relatively depleted in
emission) tantalite, Cu- silicates
sulphides; ores,
meteorites
Rb/Sr 8Rb 86gr None Simple: ¥Rb — 488 x 10" Mica, feldspar, Crystallization age Because Rb and Sr have
803y (beta leucite, apatite, (from melt or close relationships to
particle epidote, garnet, metamorphism); K and Ca, respectively,
emission) ilmenite, cooling (after high- the method is
hornblende, grade ‘event’); especially useful for
pyroxene, clay diagenesis study of granitic rocks
minerals, some
salts; felsic whole
rocks, meteorites
K-Ar, 40K “OAr None Branched: K —  1.25x 10" Mica, feldspar, Crystallization of K-Ar method involves
“Onr/%°Ar 4°Ca (beta feldspathoids, quickly cooled splitting the sample to
emission); amphibole, illite, igneous rocks; measure K and Ar;
40K — 40ar volcanic rocks, cooling of “OAr/*Ar uses PAr as
(beta lunar rocks, low- metamorphic and a proxy for K and
emission and grade plutonic rocks measures only Ar
electron metamorphic isotopes, with no
capture) rocks, glass, sample splitting; the
salts, clay “OAr/®Ar method is
minerals, commonly used today
evaporites
Carbon-14  'C 4N ¢ produced in Hc N -5700 Organic matter: Time since the organic  Dendrochronology and

atmosphere by
collision of thermal
neutrons (from
cosmic rays) with
N; *C is oxidized
rapidly and
radioactive CO,
enters the carbon
cycle; radioactive
4C decays

wood, charcoal,
seeds, leaves,
peat, bone,
tissue, mollusc
shells

material ceased to
take up carbon

varve chronology are
often used in carbon-
14 dating to account for
secular variation in the
4C content in the
atmosphere

“Note that the U-Th-Pb decay series involves numerous intermediate radioactive isotopes with short half-lives (‘chain’ decay); only the direct intermediate products are listed here
(products from branched decay have not been listed).
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so the samples can be used to date Earth’s oldest
geological materials and events. Lunar and cosmo-
genic materials have also been dated with some of
the same methods. The relatively shorter half-life of the
K-Ar decay series, as well as the very short half-lives of
the intermediate nuclides in the U and Th decay series,
allow these isotope systems to be used for dating certain
geological materials of Pleistocene (the U-series nu-
clides) and Holocene (the K-Ar and Ar/Ar methods)
ages. Of the cosmogenic radionuclides, the most well
known is probably carbon-14. The carbon-14 method
is used to date organic materials; *C has a half-life of
~5700years and is restricted to materials less than
about 100000 years old (Table 3). Aside from '*C,
other cosmogenic radionuclides include '°Be, 2°Al,
36Cl, *1Ca, **Mn, 3'Kr, and '’I; these can be used for
dating relatively young materials (on the order of sev-
eral 100000 years for Ca and Kr and up to 1My or
more for Be, Al, Cl, Mn, and I). Though not treated in
detail here, these isotopes can be applied to date a range
of materials, including Quaternary sediments, ice, man-
ganese nodules, groundwater, and soils, and to deter-
mine the age of exposure of terrestrial land surfaces
and meteorites (see Analytical Methods: Fission Track
Analysis).

Astronomically Calibrated Time-Scales

Methodology Perturbations in the orbit of Earth
about the sun are generated by gravitational inter-
actions between Earth and the sun, moon, and other
celestial bodies. These orbital perturbations cause
cyclical climatic changes that are recorded in some
sedimentary rocks. This principle was recognized by
G K Gilbert in the nineteenth century, and he noted
the potential to use this climatically driven, sediment-
ary cyclicity to place age constraints on certain parts
of the rock record. Since Gilbert’s time, astronomic-
ally calibrated time-scales have generated astronom-
ical solutions for these perturbations in Earth’s
orbit that match sedimentary cycles recognized in
nature, such as glacial varve sequences (Figure 6).
These gravity-induced perturbations apply specific-
ally to the obliquity of Earth’s orbit, Earth’s axial
precession, and the eccentricity of Earth’s orbit
about the sun. Obliquity refers to the angle between
Earth’s axis of rotation and the orbital plane, whereas
precession is the movement (‘wobble’) of the rotation
axis about a circular path that describes a cone.
Eccentricity is the elongation of Earth’s orbit about
the sun; this varies between a circular and an ellip-
tical shape. The main periods of eccentricity of Earth’s
orbit are 100 000 and 413 000 years. The obliquity of
Earth’s axis has a main period of 41000 years
and precession of the axis has a main period of
21000 years. Because the astronomically calibrated
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Figure 6 Astronomically calibrated time-scales attempt to re-
solve the long-term gravitational perturbations in Earth’s orbit
about the Sun. The mathematical solutions for the cyclicity of
these perturbations are projected backward in time to determine
the geological age of seasonal (solar) cycles preserved in the
sedimentary rock record. Most astronomical calibrations define
solutions for the precession and eccentricity of Earth’s orbit. In
this example, cyclical sedimentation patterns (alternating dark
and light sedimentary layers) in a fictitious marine sequence
were carefully logged, as on the left-hand column. The log is
matched to the calculated solutions for orbital precession and
eccentricity that are tied to absolute time. Where possible, the
stratigraphic column may also be tied to magnetostratigraphic,
biostratigraphic, and/or radiogenic isotope geochronology data.

time-scales are based only on factors related to Earth’s
orbit about the sun, they are the only truly ‘absolute’
time-scales, following the strict definition of this
word, and are mainstays for tying together or inter-
calibrating the other time-scales (see Earth: Orbital
Variation (Including Milankovitch Cycles)).

Applications The geologically short periodicity of
Earth’s orbital perturbations has allowed calibration
of precise astronomical time-scales for the past
15My. Climate changes associated with ice ages
have been the most easily recognized events in the
rock record and the astronomical calibration of the
Plio-Pleistocene time-scale remains one of the best.
Although the Miocene-and-younger time-scales have
been based primarily on the marine rock record,
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continental sedimentary sections have increasingly
been incorporated in these calibrations. Work with
astronomically calibrated lacustrine sections of Trias-
sic—Jurassic age has demonstrated that older rocks
can also be anchored to the astronomical time-scale.

Dendrochronology

Methodology and Applications Dendrochronology
applies the nonsystematic, climate-dependent vari-
ations in the thickness of annual tree rings of particu-
lar tree species to determine very exact dates for
young events. Although restricted to use on Holocene
samples, the high precision of the method (trees pro-
duce one ring per year, and uncertainties in ages de-
termined with the method are usually £1 year) has
also been used to calibrate carbon-14 ages (see also

Table 3).

Future Considerations

Geochronology furnishes the temporal framework
for the study of geologic processes, giving data neces-
sary to evaluate the rates, quantity, and significance
of different rocks and geological ‘events’. Both rela-
tive and absolute ages are important in this regard
and should be viewed as complementary methods
through which different rock types may be corre-
lated in time. Today, a big challenge facing geochron-
ologists is the intercalibration of the various time-
scales. As part of this work, geologists working with
radiogenic isotopes are attempting to refine the decay
constants for a number of the commonly used radio-
genic isotope dating methods. Inaccurate decay con-
stants would clearly affect the accuracy of an age for a
rock determined with a particular isotope system, and
would have corresponding spin-off effects for ties
made to magnetostratigraphic, biostratigraphic, che-
mostratigraphic, and astronomically calibrated data-
sets. Intercalibration of the various time-scales back
through Mesozoic and Palaeozoic times will probably
incorporate all of these methods, with extension of
astronomical calibrations to the Palaeozoic probably
involving ‘floating’ astronomical time-scales interca-
librated with the continually updated and refined
GPTS and GTS.

Glossary

decay constant A number describing the probability
that a radioactive atom will decay in a unit time.

half-life The time required for half of a quantity of
radioactive atoms to decay.

isotopes Atoms with the same number of protons
(= the same element), but a different number of
neutrons (= different mass).

radioactive decay The spontaneous disintegration
of certain atoms whereby energy is emitted in
the form of radiation; a new, stable atom is the
result.

siderophile An element preferring a metallic phase,
with a weak affinity for oxygen or sulphur.

See Also
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Introduction

The law of gravitational attraction between objects
was deduced by Isaac Newton in the late seventeenth
century. His ‘inverse square’ law stated that the force
attracting two objects was proportional to the masses
of the two objects and inversely proportional to the
square of the distance between them (Table 1). Since
the mass of the Earth is so great relative to the mass of
objects on its surface, attraction of objects towards
the Earth, i.e., their response to the Earth’s gravity
field, is often an important factor affecting geological
processes. Measurement of the gravity field of the
Earth is in itself a useful tool for investigating the
sub-surface, as mass variations below the surface
cause variations in the gravity field. The measurement
of the shape of the Earth and its mass distribution
have been important to defining the baseline gravity
field from which deviations can be measured, as usu-
ally the anomaly rather than the overall field strength
is useful for geological applications. There are now
many ways of acquiring gravity data on land, sea, air,
and from space, appropriate to the many scales on
which gravity studies can be applied. Gravity vari-
ations over thousands of kilometres can be used for
studies of mantle convection, variations over hun-
dreds and tens of kilometres are relevant for studies
such as lithospheric flexure, plate tectonics (see Plate
Tectonics), crustal structure, and sedimentary basin
development, hydrocarbon (see Petroleum Geology:
Exploration) and mineral exploration (see Mining
Geology: Exploration), while gravity variations over
tens of metres can be used in civil engineering
applications.

The Earth’s Shape and its Gravity Field

The gravitational potential of a perfectly uniform
sphere would be equal at all points on its surface.
However, the Earth is not a perfect sphere; it is an
oblate spheroid, and has a smaller radius at the
poles than at the equator. Surveys in the early eight-
eenth century, under the direction of Ch-M de La
Condamine and M de Maupertius found that a me-
ridian degree measured at Quito, Equador, near the
equator, was about 1500 m longer than a meridian
degree near Tornio, Finland, near the Arctic circle.

Subsequently, various standard reference spheroids or
ellipsoids have been proposed as first-order approxi-
mations to the shape of the Earth, such as the World
Geodetic System 1984 (Table 1). Given such an ellips-
oid, a gravity field can be calculated analytically as
a function of latitude. For example, a reference grav-
ity formula was adopted by the International As-
sociation of Geodesy in 1967 (IGF67, Table 1), and
another introduced in 1984 (WGS84, Table 1).

The mean density of the Earth, which is fundamen-
tal to the calculation of gravitational attraction, was
first estimated following an experiment in 1775 by
the Rev. Neville Maskelyne, using a technique sug-
gested by Newton. If the Earth was perfectly spherical
and of uniform density, then a plumbline would point
down towards the centre of the Earth because of the
force of gravity on the bob. However, any nearby
mass would deflect the plumbline off this ‘vertical’.
Maskelyne and his co-workers measured plumb-bob
deflections on the Scottish mountain, Schiehallion
(Figure 1). They discovered that the mountain’s gravi-
tational pull deflected the plumb line by 11.7 seconds
of arc. This allowed Charles Hutton to report in 1778
that the mean density of the Earth was approximately
4500 kgm>. This density value leads to an estimate
of the mass of the Earth of about § x 10**kg, not far
from the currently accepted value of 5.97 x 10**kg.
The Schiehallion experiment had another distinction,
in that in order to calculate the mass and centre of
gravity of the mountain a detailed survey was carried
out, and the contour map was invented by Hutton to
present the data.

Since the mass of the Earth is not distributed uni-
formly, the real gravity field does not correspond
to that calculated for an ellipsoid of uniform density.
The ‘geoid’ is a surface which is defined by points
of equal gravitational potential or equipotential
(Table 1), which is chosen to coincide, on average,
with mean sea-level. The geoid is not a perfect ellips-
oid, because local and regional mass anomalies per-
turb the gravitational potential surface in their vicinity
by several tens of metres. For example, a seamount on
the ocean floor, which is denser than the surrounding
seawater, will deflect the geoid downwards above it.
‘Geoid anomalies’ are defined as displacements of the
geoid above or below a selected ellipsoid. The concept
of the geoid as the global mean sea-level surface can be
extended across areas occupied by land. This provides
both a horizontal reference datum and a definition of
the direction of the vertical, as a plumbline will hang
perpendicular to the geoid.
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Table 1 Gravity formulae

Quantity Formula Constants and variables
Gravitational Force GMm G Gravitational or Newtonian constant,
between two F= 2 6.67 x 107" "m%g~'s™’
masses, F M Mass of body (Mass of earth approx. 5.97 x 10>*kg)
m Mass of second body
r Distance
Gravitational GM As above
Acceleration, a a=-7
Gravitational GM As above
Potential, V V= T
(Vertical) Gravity 4GApb3h Ap Density contrast
anomaly z = W b Radius of sphere
above a buried Depth of sphere
sphere, 0g, Horizontal distance
See Figure 6

International Gravity g, = go(1 +a - sin?Z + - sin*2)
Formula 1967
Gravitational

acceleration, g;

WGSB84 Ellipsoidal g(1+d- sin2 2)

Gravity Formula O = 72
Gravitational \/(1—e-sin® 1)

acceleration, g;

WGS Formula
atmospheric
correction, 0g;

Latitude
correction for
relative gravity
measurements, dg,

0g; = 0.87 x 1075. exp(—0.1 16h1.047)

dg, =8.12x 107 - sin2 /- 8/

Bouguer plate dgg = 2np Gh
correction, dgg
Free air correction, dgep = 308.6-h

OgFa

Free air anomaly, 9ra gy = gops — 9t + (89 + 9GEa)

Bouguer anomaly, gg

Flattening factor for
ellipsoid, f I

98 = Yobs — Gt + (09 + 0GFa — 09 + 97)

do Mean gravititational acceleration at equator,
9.7803185ms 2

o 5.278895 x 107°

B 2.3462 x 10°°

A Latitude

do Mean gravititational acceleration at equator,

9.7803267714 ms ™2

d 193185138639 x 10>

e 6.6943999103 x 102

A Latitude

h Elevation

ol Distance in N-S direction between readings
2 Latitude

P Bouguer correction density

h Elevation

h Elevation

Jobs Observed gravity

ogr Terrain correction

Equatorial radius of Earth, 6378.14km
c Polar radius of Earth, 6356.75 km

Measurement of Gravity

The first measurements of Earth’s gravity, by timing the
sliding of objects down inclined planes, were made by
Galileo, after whom gravitational units were named.
1Gal is 10 >ms 2, and the gravitational acceleration
at the Earth’s surface is about 981 Gal. For convenience
in geophysical studies of gravity anomalies, the mGal is
usually used, or for local surveys ‘gravity units’ (g.u.)
where 1 mGal = 10 g.u. Gravity may be measured as an
absolute or relative quantity.

Classically, absolute gravity has been measured
with a pendulum consisting of a heavy weight sus-
pended by a thin fibre. The period of the oscilla-
tion is a function of gravitational acceleration and
the length of the pendulum. H Kater designed a
compound, or reverse, pendulum in 1815, that
allowed some instrument-dependent factors to be
cancelled out. The instrument was superceded by
methods based on observations of falling objects. In
a development of the free-fall method, a projectile is
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fired vertically upwards and allowed to fall back
along the same path. The gravity measurement
depends on timing the upward and downward paths,
which may be by light beam-controlled timers or
interferometry.

Gravity differences can be measured on land with a
stable gravity meter or gravimeter based on Hooke’s
law. A mass extends a spring under the influence of
gravity and changes in extension are proportional to
changes in the gravitational acceleration. More sensi-
tive are ‘astatic’ gravity meters, which contain a mass
supported by a ‘zero-length’ spring for which tension
is proportional to extension. When the meter is in
position, a measurement is made of an additional
force needed to restore the mass to a standard pos-
ition, supplied by an auxiliary spring or springs, an
electrostatic system, or an adjustment of the zero-
length spring itself. Gravity meters working on this
principle measure differences in gravity between sta-
tions and surveys may be tied to one or more base
stations at which repeated measurement can be made.
Astatic gravity meters can have a sensitivity of about
0.01 mGal.

For applications where the gravity meter is sub-
ject to tilting and vibration, such as on board a ship
or in an aircraft, isolation of the instrument is re-
quired such as providing a moving stabilised plat-
form for the gravity meter and damping vibrations
with appropriate shock absorption. When the gravity
meter is moving, accurate data on the location and
trajectory of the platform is required along with
the gravity measurement. For airborne application,
this requirement has been greatly assisted by the
advent of the global positioning system (GPS) which
allows rapid, precise, and accurate positioning (see
Remote Sensing: GIS). Airborne gravity surveys,
whether flown using fixed wing or helicopters, can
provide economic, rapid, and non-invasive geophys-
ical reconnaissance ideal for difficult terrain such as
tundra, jungles, and wildlife reserves.

Deviations in artificial satellite orbits can be used
to determine the long-wavelength components of the
Earth’s gravity field. Altimetry tools mounted on sat-
ellites have allowed much more detailed gravity map-
ping over the oceans, as sea surface height data can
be processed to give the marine geoid. Geoid data
can then be converted to gravity data with a series
of numerical operations (Figure 2). Since the mean
sea-level surface is the geoid, an equipotential surface,
variations in sea surface height from the reference
ellipsoid reflect density changes below the sea surface,
largely from the density contrast at the seabed,
but also from sub-seabed changes, such as crustal
thickness changes.

Adjustments to Measured
Gravity Signals

The first correction that can be applied to measured
gravity values is the correction for latitude, to account
for the centrifugal acceleration which is maximum
at the equator and zero at the poles (Table 1). For
gravity measurements made on land, several further
corrections must be made (Table 1). The ‘free-air cor-
rection’ is made to adjust for difference in height be-
tween the measurement point and sea-level. This does
not make any assumptions about the material between
the sea-level datum level and the observation point and
uses the inverse square law and the assumption of a
spherical Earth. The ‘Bouguer correction’, named after
the French mathematician and astronomer, is used to
account for the gravitational effect of the mass of ma-
terial between measurement point and sea-level. This
requires assumptions to be made about the density of
material, and the Bouguer plate or slab formula is
applied (Table 1), which further assumes that this ma-
terial is a uniform infinite plate. Historically a ‘density
correction’ value of 2670 kgm™> has been used as a
standard density for crustal material, and this corres-
ponds to a Bouguer correction of 1.112 g.u./m, nega-
tive above sea-level. A ‘terrain correction’ may be
applied to compensate for the effect of topography,
again requiring assumptions about densities. Nearby
mass above the gravity measurement station will de-
crease the reading and any nearby topographic lows
will have been be artificially “filled in’ by the Bouguer
correction so the correction is always positive. An add-
itional correction to gravity measurements made on a
moving vehicle such as an aeroplane or boat is the
Eotvos correction, which depends on horizontal speed
vector, latitude, and flight altitude.

Gravity Anomalies and Derivatives

Since for most geological applications the perturb-
ations in the gravity field across an area or feature
of interest are more important than the absolute grav-
ity values, it is standard to compute gravity anomalies
by subtracting the theoretical gravity value from the
observed. The Bouguer gravity anomaly is the ob-
served value of gravity minus the theoretical gravity
value for a particular latitude and altitude, as outlined
in Table 1. The Bouguer gravity is commonly used on
land where maps of gravity anomalies can be used to
view gravity data in plane view and it is convenient to
have topographic effects (approximately) removed.
Offshore, the free-air gravity anomaly is most useful,
as the measurements are straightforward to correct to
the sea-level datum.



Figure 2 Marine free-air gravity anomaly map derived from satellite altimetry (Sandwell and Smith (1997)). Warm colours indicate positive gravity anomalies. The gravity anomaly
primarily indicates the shape of the seafloor, due to the strong density contrast from seawater to oceanic crust. Oceanic island chains, subduction zone trenches, and mid-ocean ridges form
features visible on this world map. Locations of Figures 4, 8 and 13 indicated. (Image courtesy of NGDC.)
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High-pass filtering or subtraction of a planar func-
tion from gravity anomaly data may be undertaken to
remove a ‘residual’ or background trend if the feature
of interest is known to be shallow or a subtle perturb-
ation to a strong regional gradient. Other treatments
of gravity data include upward and downward con-
tinuation, by which different observation levels can
be simulated, and computation of vertical or hori-
zontal derivatives, which may emphasise structural
trends in the data.

Applications and Examples
Submarine Topography

The satellite-derived free-air gravity anomaly map over
the oceans (Figure 2) strongly reflects the nearest

significant density change, the seabed. There are posi-
tive gravity anomalies over seabed topographic highs
such as submarine seamounts and mid-ocean ridges
and negative anomalies over bathymetric deeps such
as the trenches associated with subduction zones,
although long-wavelength isostatically compensated
structures have no gravity anomaly above them.

The coverage of the marine free-air gravity anomaly
data can be exploited to produce sea-floor topography
data (Figure 2). For this purpose, shipboard depth
surveys, usually made with sonar equipment, are used
to supply the long-wavelength part of the transfer func-
tion from gravity to topography. The shipboard data
is usually considered accurate but limited in global
coverage due to the spacing and orientation of
survey ship tracks. Bathymetry interpolation using the
satellite-derived gravity data highlights isostatically
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Figure 3 Model of the gravity effect of convection in the Earth’s mantle. (A) Stream function of computer modelled mantle flow
(B) 100°C temperature contours (C) Variation in seafloor depth given a 30 km-thick elastic lithosphere above the convecting mantle
(D) Modelled free-air gravity anomaly (E) Modelled geoid (sea-surface height) anomaly over the convecting mantle. (Reproduced with
kind permission from McKenzie et al. (1980) © Nature Publishing Group. http:www.nature.com)
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compensated topography which has no long-wave-
length expression in the gravity data alone.

Mantle Convection

It is commonly accepted that the Earth’s mantle con-
vects, and the flow of mantle material gives rise to
gravity anomalies. Where mantle material is anomal-
ously hot, it has a lower density than surrounding
cooler mantle, and it will give rise to a negative grav-
ity anomaly at the surface. This effect is, however,
overprinted by the positive gravity anomaly caused
by the upward deflection of the lithosphere above the
rising anomalously hot mantle column or sheet (see
Mantle Plumes and Hot Spots). There will, therefore,
be a positive gravity anomaly over rising mantle ma-
terial and a negative gravity anomaly where mantle is
cool and sinking (Figure 3).

Isostasy and Lithospheric Strength

Not all mountains would cause a gravitational plumb-
line deflection such as that observed at Schiehallion.
Bouguer had observed that a plumb-line was only de-
flected by 8 seconds of arc towards the mountains
during Condamine’s Quito survey, while his calcula-

Free-air gravity
anomaly

tions suggested that it should have been deflected as
much as 1’ 43”. This anomalous lack of deflection was
attributed by R. Boscovich in 1755 to ‘compensation’
for the mass excess of the mountain by underlying mass
deficiency at depth. This fed into the development of
‘isostasy’, which addresses the issue of support for
topography on the Earth’s surface. Two alternative
early views of isostatic theory were put forward in the
1850s. John Henry Pratt suggested that the amount of
matter in a vertical column from the surface to some
reference level in the Earth was always equal, and that
this was achieved by the material in the column having
lower density material below mountains than below
topographic lows. George Biddell Airy advanced the
alternative view using the analogy of icebergs, that
elevated surface topography was underlain by low-
density crustal roots which effectively displaced denser
underlying material. Subsequent studies have used
gravity data to investigate these alternative models in
different tectonic settings and included the additional
factor of the strength of the lithosphere to support
loads.

At wavelengths shorter than about 500 km, the rela-
tionship between the gravity anomaly and topography
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Figure 4 Free-air gravity anomaly (A) and topography (B) in the region of the Hawaiian islands, Pacific Ocean (see Figure 2 for
location). (C) A comparison of the observed admittance along the Hawaiian-Emperor seamount chain (dots) with the predictions of a
simple flexure model of isostasy, with varying elastic thickness, Te (lines). The observed admittance can be best explained with an
elastic thickness for the lithosphere of 20-30km. See Watts (2001) for more details. (Reproduced with kind permission from Watts

(2001) © Cambridge University Press.)
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is controlled by the mechanical properties of the litho-
sphere, which may be strong enough to support short
wavelength loads, for example, isolated mountains. At
longer wavelengths, the flexural strength of the litho-
sphere is commonly insufficient to support loads. The
relationship between the gravity anomaly and topog-
raphy can described by the wavelength-dependent
‘admittance’ function. The rate of change from flexu-
rally-supported topography at short wavelength to
topographic support by base-lithospheric pressure vari-
ations and regional density variation at long-wave-
length depends on the effective ‘elastic thickness’ of
the lithosphere.

Figure 4 shows the topography and gravity anom-
aly of some of the Hawaiian island chain and the
calculated admittance. For these islands, a modelled
elastic thickness of about 25 km matches the admit-
tance data. Recently, methods have been developed to
also include the effect of lithospheric loads both with
and without topographic expression in estimation of
the elastic thickness.

Density Contrasts, Analytical Models, and
Non-Uniqueness

On a smaller scale, gravity anomaly maps provide the
opportunity to identify and delineate sub-surface struc-
tures, as long as there are lateral density changes asso-
ciated with the structure. Rocks at and near the surface
of the Earth are much less dense than the Earth’s aver-
age density of approximately 5155 kg m >, and crustal
rocks are almost universally less dense than mantle
rocks. An approximate density value of 2670 kg m >
is often taken as an average value for upper crustal
rocks while values of 2850 kg m > and 3300 kg m—>
have been used for overall crustal rocks and uppermost
mantle, respectively, although these values vary with
composition and temperature. Many sedimentary
rocks are less dense than metamorphic and igneous
rocks. Coal (1200-1500kgm ) is one of the least
dense rocks, while chalks and siliciclastic sedimentary
rocks (1900-2100 kg m ) are generally less dense than
massive carbonates (2600-2700 kg m ). With the ex-
ception of porous extrusive examples, crustal igneous
rocks have densities approximately ranging from 2700
to 3000 kgm 3. Density is not a diagnostic for lith-
ology and variation in parameters such as porosity,
temperature, and mineralogy can give significant dens-
ity variability. Rocks with the lowest densities are those
with very high porosities such as volcanic pumice, and
in sub-aqueous environments recently deposited sedi-
ments. Density of sediments in a sedimentary basin
tends to increase with depth as grains are compacted
together (Figure 5). Igneous and metamorphic rocks
tend to have higher densities than sediments as they
frequently have negligible porosity and consist of
relatively dense minerals.
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Figure 5 Typical variation of (A) porosity and (B) density with
depth below seafloor for sands and shales in a sedimentary
basin. Increasing vertical effective stress with depth causes com-
paction of the rock, reducing porosity and correspondingly in-
creasing density. Deeply buried sedimentary rocks, therefore,
have higher densities than shallower rocks of similar lithology.
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Figure 6 Modelled gravity anomaly (A) along a transect
through the centre of a buried sphere (B) of varying radius
b, density contrast dp, and depth of burial h. The similarity in
shape between the various cases shown highlights the difficulties
of interpretation of gravity anomalies, as there are no unique
solutions to explain a particular gravity anomaly.
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Any non-uniformity in mass distribution results
in lateral variability of the gravity field. For some
simple geometrical shapes, a gravity anomaly can
be calculated analytically (Figure 6). The buried
sphere example illustrates the observation that deep
density anomalies give rise to an anomaly over a
wider surface distance than otherwise similar shallow
anomalies, while greater density contrasts give larger
anomalies than small density contrasts. The similarity

in the gravity anomaly curves for the example of a
buried sphere (Figure 6) illustrates one of the prob-
lems that arises in interpreting gravity data: there is
no unique density distribution that produces a par-
ticular gravity anomaly. Gravity models tend to be
constructed using additional geological or geophys-
ical data such as seismic refraction or reflection
profiles, surface geology (Figure 7), borehole dens-
ity measurements, magnetic, magneto-telluric, or

e
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| Ordovician

| Triassic sediments
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Figure 7 Bouguer gravity anomaly contours overlain on geological map of part of Eastern Pennsylvania, USA. Bouguer gravity
anomaly highs occur over the horst blocks of dense Precambrian material and other lows and highs in the gravity field are associated
with formations of varying densities. (Geological map courtesy of the Bureau of Topographic and Geologic Survey, Pennsyvania
Department of Conservation and Natural Resources, gravity data courtesy of W. Gumert and Carson Services Inc. Aerogravity

Division, PA, USA.)



ANALYTICAL METHODS/Gravity 101

electromagnetic surveys as appropriate to arrive at a
plausible and consistent interpretation.

Crustal Observations from Satellite Gravity

Circular gravity anomalies similar in shape to that
calculated for a buried sphere are observed over dis-
crete igneous centres (Figure 8), where dense igneous
rocks are inferred to have intruded less dense crustal
rocks at a point of weakness in the lithosphere. Some
of these ‘bulls-eyes’ in the gravity field have topo-
graphic expression but others may not have been
identified without the satellite-derived gravity map.
This map also allows identification of other large-
scale crust-mantle interactions. One example is the
set of south-ward pointing ‘V-shaped’ gravity anom-
alies flanking the mid-ocean ridge south of Iceland
(Figure 8), which are caused by ridges and troughs in
the top of the igneous crust. Although partially buried
by sediment, these ridges have an expression in the

68°N

64°N

60°N

gravity anomaly map because there is a significant
density contrast between the igneous upper crustal
rocks and the young pelagic sediments draping them.

Modelling in Conjunction with Other Data

A combination of gravity data and other data types is
often productive. For example, oceanic fracture zones
identified in the satellite-derived gravity anomaly
map are useful in conjunction with ‘sea-floor stripes’
in magnetic anomaly data to determine the relative
movement between tectonic plates (Figure 8).
Gravity data is commonly used to verify interpreted
seismic models. Empirical relationships between seis-
mic velocity and density can be used to convert a
seismic (see Seismic Surveys) velocity model into
a density model and the predicted gravity anomaly
compared with observations. The example shown in
Figure 9 shows a crustal velocity model along a
400km line in the North Atlantic that has been
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Figure 8 Free-air gravity anomaly (A) and Magnetic anomaly (B) over the area surrounding Iceland (see Figure 2 for location). The
magnetic stripes form the record of magnetic field reversals during production of oceanic crust at the spreading centre. There are
gravity anomaly highs over topographic highs such as the Reykjanes Ridge (R) and Kolbeinsey Ridge (K) spreading centres, and the
extinct Aegir Ridge spreading centre (A). There are also circular gravity highs over igneous centres (IC) and linear anomalies along
the continental margins (CM) and ‘V-shaped’ ridges (V) which flank the Reykjanes Ridge and reflect propagating pulses of anomal-
ously hot mantle beneath the spreading centre. Red and white circles show the position of the present-day spreading centre plate
boundary. Solid white line shows flowlines from present spreading centre indicating direction of paleo-seafloor spreading. These are
determined from reconstruction of the magnetic stripes parallel to the fracture zones seen in the gravity data. Dashed white line shows
area of oceanic crust disrupted by fracture zones (FZ); outside this area, oceanic crust was formed at a spreading centre without
fracture zones on this scale. Dotted black line indicates approximate line of Figure 12. Location of Figure 9 indicated. (After
Smallwood and White (2002) with permission Geological Society of London.)
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converted to density. While the gravity anomaly signal
expected from the crust alone does not match the
observed gravity, when reasonable mantle tempera-
ture and compositional variations are included, a
good match to the data can be obtained.

Gravity data is increasingly being incorporated into
multivariable mathematical inversion projects in which

6°W 4°W 2°W 0°

59° n MG
Free-air gravity anomaly (mGal) ¢ 50
L2 I
-60 0 90 km

Figure 10 Free-air gravity anomaly over Faroe—Shetland area
derived from satellite altimetry (Sandwell and Smith 1997) and
shiptrack data (see Figure 8 for location). The dominant signal is
the NW-SE gravity reflecting the area of deepest water between
the Faroe Islands and the Shetland Isles. Shorter wavelength
features arise from geological structures (see Figures 11
and 12).

NW

multiple datasets are simultaneously modelled in order
to increase confidence in a particular interpretation of
the subsurface.

Modelling Over Sedimentary Basins

Since there is often a significant density contrast be-
tween crustal and mantle rocks, gravity data may
provide useful constraints on crustal thickness vari-
ations, which can occur in continental as well as ocea-
nic settings. Lithospheric extension, for example, may
thin the crust along with the rest of the lithosphere. As
the relatively low density crust is thinned, it may
isostatically subside and the resulting topographic
low may form a sedimentary basin (Figure 10). If
assumptions are made about rock densities, gravity
anomaly data can be modelled to infer the extent
of crustal thinning. Simplified models of the subsur-
face can be constructed and adjusted until a match
or matches can be made to gravity observations.
Mathematical inversion may assist by identifying a
model which produces a gravity field that has a min-
imum misfit to observations.

In the example of this, shown in Figures 11 and 12,
from the UK/Faroe-Shetland Basin, the gravity data is
particularly valuable as flood basalts to the west of
the basin make seismic imaging difficult. Although
the top of the relatively dense mantle is elevated in
the position where the crystalline crust is modelled to
be most highly extended, there is a free-air gravity
low caused by the dominance of the relatively low
density water column and sedimentary fill which are
constrained by seismic data, and the long wavelength
effect of the thicker continental crust on the basin
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Figure 11 Modelled and observed free-air gravity (A) along a profile between the Faroe Islands and the Shetland Isles (see Figure
10 for location). The seafloor and other horizons (B) were partly constrained by seismic reflection data but beneath the basalt wedge
reflections were not easy to interpret and the gravity modelling along this and other intersecting lines constrains a possible crustal
model. (After Smallwood et al. (2001) with permission, Geological Society of London.)
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Figure 12 Modelled and observed free-air gravity along a profile southeast of the Faroe Islands (see Figure 10 for location). The
seafloor and other horizons were partly constrained by seismic reflection data (A) but beneath the basalt reflections were not easy to
interpret and magnetic anomaly (B) and gravity anomaly (C) modelling along this and other intersecting lines constrains a possible
crustal model (D). (After Smallwood et al. (2001) with permission, Geological Society of London.)

margins. Another benefit added by gravity data to the
understanding of this sedimentary basin was the re-
quirement to add a unit with elevated density ap-
proximately 1km thick in the centre of the basin to
represent an interval intruded by igneous sills. The
top of this unit was imaged well by seismic data but
the thickness could not be estimated without the
gravity model. Figure 12 shows the value of model-
ling magnetic anomaly data along with the gravity to
constrain basalt thickness and internal structure.
Another geological structure for which gravity
data provides a useful tool of investigation is the
Chicxulub impact crater in the northern Yukatan pen-
insular of Mexico. There is no dramatic surface ex-
pression of the site, but there are concentric circular
rings apparent in the gravity anomaly (Figure 13). The

gravity anomaly arises as the crater has been infilled
with relatively low-density breccias and Tertiary sedi-
ments. The double humped central gravity high is
thought to correspond to a central uplift buried deep
within the crater. The Chicxulub crater is one example
where 3D gravity modelling has proved useful to
constrain crustal structures in three dimensions.

Smaller Scale Surveys

Spatial deviation of gravity measurements is often
used to infer lateral variations in density. If suffi-
ciently accurate measurements can be made, then
small-scale lateral variations in density can be in-
ferred. Gravity surveying may be the best tool to
identify mineral deposits if the target ores have
densities contrasting with their host rocks. Massive
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20 Gravity anomaly (mGal) 40

Figure 13 Merged free-air gravity (offshore) and Bouguer (on-
shore) gravity anomalies across Chicxulub impact crater, Yuka-
tan peninsular, Mexico (see Figure 2 for location). Bouguer
anomaly calculated with a reduction density of 2670 kg m~2. Grav-
ity anomaly over Chicxulub is a 30mGal circular low with a
180 km diameter, with a central 20 mGal high. (Courtesy of Mark
Pilkington, Natural Resources Canada.)

sulphides have densities ranging up to 4240 kg m~3,
and within host rocks of densities around 2750 kg
m >, a sulphide body having a width of 50 m, a strike
length of 500 m, and a depth extent of 300 m would
give a gravity anomaly of about 3 mGal.

On a smaller scale, ‘micro-gravity’ surveys typically
involve a large number of closely spaced gravity
measurements aiming to detect gravity variations at
levels below 1 mGal. These surveys may be designed
for civil engineering projects where underground
natural cavities in limestone or disused mine work-
ings need to be detected, or depth to bedrock needs to
be established. As with any gravity interpretation,
any additional available information such as outcrop
geological boundaries, density values of samples, or
depths to important horizons may be incorporated in
order to give a more realistic model.

Gravity Gradiometry

Sometimes knowledge of the magnitude of the gravity
field is not sufficient to resolve between competing
geological or structural models. In the example shown
in Figure 14, the conventional gravity data is rather
insensitive to the geometry of the salt diapir as a do-
minant long-wavelength gravity signal originates

Gravity anomaly
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Figure 14 Cross-sections across two gravity models. The mod-
elled gravity response (A) for a cross-section over a fault block
and small detached salt pillow (B) is very similar to the response
over a bigger salt diapir (C) offset by some other changes to the
model layers. Since uncertainty and noise in marine gravity data
may be at a 1mGal level, gravity modelling of the total field may
not be able to distinguish between these models. Seismic data is
often poor below the top of the salt. Courtesy of A. Cunningham.

from an underlying fault block. In this case, the gra-
dients of the gravity field may provide additional
assistance. An instrument to measure the gradient of
the gravity field was developed by Baron von Eotvos
in 1886, and a unit of gravity gradient was named
after him (1 Eotvés =0.1 mGalkm™'). The concept
of his torsion balance was that two weights were
suspended from a beam at different heights from a
single torsion fibre, and the different forces experi-
enced by the two weights would deflect the beam. The
torsion balance was accurate but somewhat cumber-
some and slow, and it was superceded by the more
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Figure 15 Modelled components of the gradients of the gravity
field over a cube. The different tensors represent changes in the
gravity field gradient in different directions, for example, Tzz is
the vertical gradient of the field measured in a vertical direction.
It highlights edges of subsurface density contrasts. Tz is
the (directionless) full gravity anomaly field. (Courtesy of
C. Murphy and Bell Geospace Inc.)

convenient astatic gravity meters. However, recently
declassified military technology has seen a renais-
sance of gravity gradiometry, with the availability of
a full tensor gradiometer consisting of 12 separate
accelerometers arranged in orthogonal pairs on
three separate rotating disks. This instrument has a
quoted instrumental accuracy of 10! gal. Five inde-
pendent tensor measurements are made and can be
modelled, each sensitive to different aspects of sub-
surface density variation (Figure 15). In addition to
the valuable insights gained from this multicompo-
nent data, the components can be recombined to give
a high resolution ‘conventional’ gravity map which
benefits from the precision of the instrumentation. In
cases similar to the salt diapir example, inversion of
such precise gravity data has been used together with
a correlation between seismic velocity and density to
produce a modelled seismic velocity field which can
be used in seismic depth processing.

Extra-terrestrial Gravity Fields

Gravity fields have been computed for the moon (see
Solar System: Moon), and for Venus (see Solar
System: Venus) and Mars (see Solar System: Mars),

from observations of variation in artificial satellite
orbits. The Doppler shift of spacecraft signals is ob-
served, giving the spacecraft velocity in the ‘line-of-
sight’ direction. The gravity field is calculated using a
combination of many observations of line-of-sight
acceleration.

In a similar method to that outline for terrestrial
studies, the wavelength-dependent relationship be-
tween gravity anomalies and topography can be
used to study the internal dynamics and the support
of surface loads by the lithosphere. Gravity studies on
Venus show that it has a similar lithospheric rigidity
to the continents on Earth, despite its higher surface
temperature, and that active mantle convection is
responsible for the observed volcanic rises. In con-
trast, large gravity anomalies on Mars for example,
a maximum anomaly of 344 mGal (from a spacecraft
altitude of 275km) over the crest of the Olympus
Mons volcano, have led to the suggestion that the
Martian lithosphere is extremely rigid. On the
moon, circular positive gravity anomalies of up to
300 mGal have been identified, associated with bas-
altic lava flows infilling giant impact craters. These
‘mascons’ (mass concentrations) have provided a
focus for debate on isostatic lunar history.

Conclusion

Gravity is a versatile tool for investigation and can
provide constraints on sub-surface structure on a wide
variety of scales from man-made structures to the size
of an entire planet. To unlock the information con-
tained within the gravity field, gravity observations
are best used in conjunction with other types of data
such as surface topography, geological mapping,
borehole information, and seismic data.

See Also

Mantle Plumes and Hot Spots. Mining Geology: Ex-
ploration. Petroleum Geology: Exploration. Plate Tec-
tonics. Seismic Surveys. Solar System: Venus; Moon;
Mars.
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Mineral Analysis

Mineral analysis involves determining the chemical
relationships between and within mineral grains.
Microanalytical techniques are essential, and methods
include X-ray spectrometry and mass spectrometry.
Electron probe and laser ablation procedures are
commonly used techniques for major and trace
element analysis, respectively (see Analytical
Methods: Geochemical Analysis (Including X-Ray)).

A chemical analysis of a mineral is expressed as
a table of weight percent (wt.%) of its component
elements or oxides. Concentrations lower than about
0.5wt.% are often expressed as parts per million
(ppm) by weight of element. These mineral analyses
are easily converted into atomic formulas and thence
into percentages of the end-member ‘molecules’
within the mineral group (see Table 1). Mineral ana-
lyses are used in descriptive petrology, geothermo-
metry, and geobarometry, and in the understanding
of petrogenesis. Sometimes thousands of analyses are
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Iceland mantle plume: from continental rift to oceanic
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104(B10): 22885-22902.
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collected in the completion of a single research pro-
ject. Large amounts of data are presented graphically,
plotting concentrations of elements or ratios of elem-
ents against each other, thus illustrating chemical
trends or chemical equilibrium (see Figure 1).

In addition to the chemical analysis, a complete
description of a mineral requires a knowledge of its
crystallography. Both chemical composition and crys-
tallography are required to predict the behaviour of
minerals, and hence rocks, in geological processes.
The discovery of each new mineral involves the deter-
mination of its crystal structure as a matter of routine
using X-ray and electron diffraction techniques.
Thus, when a monomorphic mineral is identified
from its composition, its crystallography follows.
Polymorphs may be identified by optical microscopy.
Whereas it is sometimes convenient to identify an
unknown mineral from its diffraction pattern, and
although cell parameters can be used as a rough mea-
sure of end-member composition, crystallography no
longer plays a major role in quantitative mineral
analysis.

It was once necessary to separate a mineral from its
parent rock by crushing, followed by use of heavy
liquids and magnetic/isodynamic separators. Up to a
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Table 1

Analysis of garnet by EMPA/WDS for major elements and by LA-ICP-MS for trace elements?

Oxides (wt.%) Atoms (Oxygen= 12)

Trace (ppm) End member (%)

Si0, 37.12 Si 2.9985
TiO, 0.03 Ti 1.9798
Al,O3 20.80 Cr 0.0000
Cr,03 <0.01 Fe 2.3149
FeO  34.27 Mn  0.2386
MnO 3.49 Zn 0.0024
ZnO 0.04 Mg  0.3931
MgO 3.27 Ca  0.0809
CaOo 0.94 Na  0.0000
Na,O <0.02 K 0.0000
KO  <0.01

Total 99.96 Total 8.0098

Ti 172 Almandine 76.4
Cr 37 Spessartine 7.9
Mn 2716 Grossularite 2.7
Ni 12 Pyrope 13.0
Cu 32
Zn 331
Pb 3.2
Y 12
La 0.09
Ce 0.11
Yb 071

Total 100.0

4EMPA/WDS, Electron microprobe analysis/wavelength-dispersive spectrometry; LA-ICP-MS, laser ablation inductively coupled mass

spectrometry.
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Figure 1 Depiction of plots of multiple mineral analyses: coex-
isting olivine, orthopyroxene, pigeonite, and two augites at vari-
ous levels (different symbols) in a differentiated tholeiitic sill.
Including duplicates, 246 analyses were used.

gram of a mineral was obtained in this laborious way
and then analysed gravimetrically, destroying the ali-
quot in the process. With the advent of the electron
microprobe X-ray analyser in the 1950s and reliable
matrix correction methods in the 1960s, non-destruc-
tive microanalysis of minerals in situ in a polished
thin section became possible. To the mineralogist,
microanalysis refers not to microgram quantities,
but to analysis on the micrometre scale. Today, a
variety of microanalytical techniques are available
and used almost to the exclusion of bulk techniques,
which are reserved for petrological analysis and con-
trol of mining operations. Microanalytical techniques
available to the mineralogist are listed with their
acronyms in Table 2 and are discussed in the follow-
ing sections. Nearly all major element mineral analy-
sis is now carried out by electron microprobe analysis
(EMPA), and laser ablation inductively coupled

plasma mass spectrometry (LA-ICP-MS) is fast
becoming the technique of preference for trace
element work.

Sample Preparation

The sample must be sectioned and have a polished
surface and be of a form so that selection of any point
on the surface is rapid and exact. Samples may be
mounted in epoxy resin, often using a 25 mm diameter
mould, then are well polished, typically finishing with
0.25 um particle-size diamond paste. The sample is
usually top-loaded in a specimen holder: this requires
the sides of the mount to be orthogonal, and the pol-
ished surface should have minimal bevelling. Alterna-
tively, rock sections may be prepared by gluing them to
a glass slide, then grinding them to a 30 um thickness
and polishing well to create a section suitable for both
optical microscopy and microanalysis. The thickness of
the section must conform to the requirements of the
analytical techniques used. In microanalysis, the term
‘thin’ is usually reserved for a section thin enough for
the exciting beam to pass through it. This is essential in
analytical electron microscopy (AEM), in which a
<500 nm film prepared by ion beam milling is sup-
ported on a metallic grid. In proton-induced X-ray
emission (PIXE) spectroscopy, it is sometimes advanta-
geous to use sections 50-80 um thick so that the proton
beam can transit the section without causing damage.
For micro-X-ray fluorescence (XRF) techniques, the
sections should be no thicker than the grain size of the
minerals.

When beams of charged particles are used, the
sample must be an electrical conductor, and samples
are coated with an evaporated conductive film. For
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Table 2 Microanalytical techniques used in mineral analysis

Best practical Analytical volume
concentration
Technique Acronym Probe Product range Diameter Depth
Electron microprobe analysis EMPA Electrons X-rays 5ppm-100% 0.5-4 um 0.3-8 um
Scanning electron microscopy SEM Electrons X-rays 200 ppm-100% 0.5-4 um 0.3-8 um
Transmission electron microscopy TEM (AEM) Electrons X-rays 100 ppm-100% 5-20nm 50-100nm
(analytical electron microscopy)
Proton-induced X-ray emission PIXE Protons X-rays 2ppm-5% 1-5um 40-80 um
Micro-X-ray fluorescence XRF X-rays X-rays 10 ppm-1% 10 um—1mm 100 um-2mm
Synchrotron X-ray fluorescence SXRF X-rays X-rays 500 ppb-2% 2 um-1mm 100 um—-2mm
Laser ablation inductively LA-ICP-MS Laser lons 1ppb-0.5% 10-200 um 10-100 um
coupled plasma mass
spectrometry
Secondary ion mass spectrometry SIMS (SHRIMP) lons lons 0.1 ppb-1% 5-50 um 100 nm-2 um

(sensitive high-resolution ion
microprobe analysis)

electron excitation, the resistivity of the film should
be less than 10kQmm ™" and a carbon coat about
25 nm thick is usually sufficient. Passing a current of
50 to 150 A through sharpened electrodes in a 10>
torr vacuum or carbon thread at 1072 torr creates a
homogeneous coating at a distance of 5 to 10 cm from
the carbon. Secondary ion mass spectrometry and
PIXE analysts mostly use 5 nm gold films, which are
readily produced by heating a weighed quantity of
gold in a tungsten wire basket.

Electron Microprobe Analysis

An electron probe is a beam of electrons accelerated
through a high voltage and focused at the surface of
the sample. The beam is commonly produced by
passing an electric current through a hairpin tungsten
filament that is maintained at up to 30 kV in the scan-
ning electron microscope (SEM), 50kV in the EMPA,
and 400 kV in the AEM. The electrons are channeled
through a hole in an anode maintained at zero poten-
tial and then through a series of magnetic lenses that
shape the beam into a circular cross-section and focus
it to a size less than the scattering expected in the
sample. The energy of the electrons at the surface of
the sample (depth 0) is denoted Eg and is measured in
thousands of electron volts (keV).

Electron Scattering

When an electron in the beam interacts with an
atom in the sample, the most common result is for
the electron to be scattered elastically, with a resulting
change in direction and insignificant loss of energy.

This is a simple Coulomb attraction between the
approaching electron and the multiply charged
nucleus. By comparison, the diffuse electron cloud
in the atom, repelling in all directions, has a much
smaller effect. The probability of elastic scattering
increases with atomic number and decreases with
higher E,. It is possible for the electron to reverse
direction, usually after several scattering events, and
to leave the sample; this is known as back scattering
and, at high atomic number and low Ej, more than
half the electrons may be back scattered. In the AEM,
the very high accelerating voltage ensures that the
electrons pass through the thin sample with minimal
scattering.

Electrons are also prone to inelastic scattering,
which again involves a Coulomb reaction with the
nucleus, but here the force of attraction by the oppos-
ite charges is actually translated into a reduction of
momentum and the loss of kinetic energy is released
in the form of an X-ray. These X-rays are known as
bremsstrahlung (‘braking radiation’) and may have
any energy up to the value of Eq. Inelastic scattering
eventually causes the electron to come to rest and
so defines the size of the interaction volume: the shape
of the volume is determined by elastic scattering.
Figure 2 illustrates such volumes.

Characteristic X-Ray Generation

Electrons may also cause ionization by ejecting an
electron from its atomic orbital, provided E is greater
than the critical excitation energy (E.). The probabil-
ity of ionization is much lower than that of inelastic
deceleration or inelastic scattering. If an inner orbital
electron is ejected, an outer electron may fill the
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Figure 2 Reaction volumes; the shape of the volume is determined by elastic scattering. SEM, Scanning electron microscopy;
EMPA, electron microprobe analysis; AEM, analytical electron microscopy; SXRF, synchrotron X-ray fluorescence; PIXE,

proton-induced X-ray emission.

vacancy and an X-ray photon having an energy equal
to the difference in the energy levels of the two orbitals
involved is emitted. The energy levels are a function of
the number of protons in the nucleus, hence the energy
of the X-ray is characteristic of the element. Thus,
an electron-induced X-ray spectrum consists of char-
acteristic lines superimposed on a continuum of
bremsstrahlung of significant intensity.

Nearly all electron transitions occur by an electric
dipole mechanism that is possible between only a
limited number of orbitals; thus X-ray spectra are not
complicated, containing only a few lines in any given
energy range. The 1920s-era Siegbahn notation for
X-ray lines is still in common use: for example, Lf3
denotes the third most intense line in the second most
intense band in the L-shell spectrum; modern nomen-
clature would describe this line as L;—M5 which is the
actual electron transition.

X-Ray Spectrometry

X-Rays may be measured using three types of spec-
trometer: (1) the Bragg-law crystal monochromator,
usually (mis)named the wavelength-dispersive spec-
trometer (WDS), (2) the energy-dispersive spectro-
meter (EDS), which uses semiconductors such as
lithium-drifted silicon or intrinsic germanium, and
(3) the new X-ray bolometers or microcalorimeters,
which operate at temperatures close to absolute zero.

Wavelength-dispersive spectrometer technology The
linear focusing spectrometer has proved the most
efficient WDS design for the point source of X-rays
generated in the electron probe (Figure 3). The analy-
sing crystal is curved in a barrel shape so that the
diffracted X-rays fall on the entrance slit of the detec-
tor. The crystal is mounted on a worm gear and moves
linearly with changing inclination. The detector

Detector

Detector

Source A

L~

A

Figure 3 Linear focusing spectrometer, showing the low (A)
and high (B) angles.

moves in a parabola so that the angles subtended by
the source and detector at the crystal are equal and so
that the source-crystal and detector-crystal distances
are equal. Most EMPA instruments are fitted with
three to five spectrometers, each mounting a selection
of two to four crystals that cover a full range of
wavelengths. Lithium fluoride (LiF) is commonly
used for short wavelengths, pentaerythritol (PET;
C(CH,OH),) is used for intermediate wavelengths,
thallium acid phthalate (TAP; CgHsO4Tl) is used for
long wavelengths, and various vacuum-deposited
multilayers (e.g., tungsten silicides, WSi,.) are used for
ultralong wavelengths. Sealed xenon and gas-flow
counters are used, the voltage on the wire being ad-
justed for operation in the proportional region with
an internal gain of 10° to 10°. A low-gain preampli-
fier is positioned as close as possible to the detector
and a separate main amplifier shapes the counting
pulses for digitization. The X-ray intensities are
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measured by collecting counts sequentially at charac-
teristic X-ray peak positions and at predetermined
background positions, if possible, on either side of
the peak.

The energy-dispersive spectrometer system The de-
tector consisting of lithium-drifted silicon, Si(Li), is a
wafer made from a single crystal of silicon having a
surface area of 10-30 mm?. The electrons in the outer
atomic orbitals are shared by several neighbouring
atoms, forming an essentially covalent bond. The
energies of these electrons in the ‘valence band’ orbit-
als are about 1.1 eV lower than the semiconductor’s
‘conduction band levels’. However, it takes about
3.8€eV to promote an electron from the valence to
the conduction band. When an X-ray enters the crys-
tal, it may be absorbed in an interaction with an
electron of one of the silicon atoms, producing a
high-energy photoelectron. This photoelectron dissi-
pates its energy in interactions that promote valence
band electrons to the conduction band, leaving holes
in the once-filled valence band. The number of elec-
tron-hole pairs formed is proportional to the energy of
the X-ray: for example, Ca Ko (3.691 keV) would yield
on average some 970 electron-hole pairs. A bias of

300-1500V, depending on the thickness of the Si(Li)
chip, is applied and the electrons are swept to the rear,
where they enter the preamplifier as a weak pulse, the
amplitude of which is proportional to the energy of the
X-ray photon. Photo-optic feedback around a field-
effect transistor is used in the preamplifier. Room tem-
perature thermal excitation is sufficient to promote
electrons from the valence to conduction band, so
both the detector and the preamplifier are operated at
liquid nitrogen temperatures. Sophisticated electronics
are necessary to process the weak pulses in order that
they may be stored accurately in a multichannel ana-
lyser. The whole X-ray spectrum is stored simultan-
eously, resulting in an X-ray histogram. Examples of
EDS spectra are given in Figure 4; using these spectra as
fingerprints, identification of minerals is possible with
counting times as short as 100 ms. Within the EDS
histogram, it is not always possible to measure back-
ground on either side of the peaks, and for quantitative
analysis, spectrum deconvolution methods are neces-
sary. Commercial software uses either background
modelling or filter fitting.

Energy resolution The resolution of an EDS is
quoted as the full-width at half-maximum (FWHM)

Mg Si Si Si
Al
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Ca
Mg Fe
K . M ‘ F
K+Ca Ti n e
] I“I | ] ] ] k VI | | I I ] I |
2 3 4 5 6 7 8 4 2 3 4 5 8 7 8

Amphibole Clinopyroxene Chromite
Ca MgAI
Mg
Al Cr Fe
Na Ca Ti Fe Fe Fe
k VI 1 ] 1 1 ] ] k VI 1 1 | | 1 | 1
&1 2 3 4 5 6 7 8 Y4 2 3 4 5 6 7 8

Figure 4 Scanning electron microscope/wavelength-dispersive spectrometer spectra of minerals (15kV, 1nA, 20s, 14000 counts sq).
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Table 3 X-ray spectrometer devices

Max practical ¢

Crystal/device® Dispersion method® Resolution FWHM (eV)° ount rate (kHZ) Energy range (keV) Collection area (mm?)
LiF WDS 5-10 50 4-12 300-1200

PET WDS 4-8 50 1.5-6 300-1200

TAP WDS 3-5 50 0.8-2.2 300-1200

WSi, WDS 4-6 40 0.2-0.9 300-1200

Si(Li) EDS 100-200 20 (0.3) 1-20 10-30

Ge EDS 90-190 20 1-40 10-30

SDD EDS 110-250 500 1-20 100-400

Bolometer EDS 2-10 1 0.2-8 0.5-1

4LiF, Lithium fluoride; PET, pentaerythritol; TAP, thallium acid phthalate; WSi,, tungsten silicides; Ge, germanium; SDD, silicon drift

detector.

bWDS, Wavelength-dispersive spectrometry; EDS, energy-dispersive spectrometry.

°FWHM, Full-width half-maximum.

of the Mn Ko peak. This measure is chosen because
readily available **Fe is a source of this X-ray line.
For the Si(Li) detector, the FWHM at energy E is
given by FWHMg = (FWHM2 + 21.1FE)°?, where
FWHM, is the resolution at energy 0 and F is the
Fano factor, which is a measure of the statistical
fluctuations in the ionization and charge collection
processes. Table 3 lists the performance of a range of
X-ray spectrometers.

Other energy-dispersive spectrometer technology ~ Ger-
manium detectors have properties similar to those of
Si(Li) detectors and are preferred for use at higher
energies. They are found on AEM, PIXE, and syn-
chrotron X-ray fluorescence (SXRF) instruments. The
silicon drift detector (SDD) is based on charge-
coupled semiconductor technology and can provide
energy resolution similar to that of the monolithic Si-
crystal EDS, but at a count rate of 500 kHz. Further-
more, an energy resolution of 140 eV can be achieved
at only —13°C. The detector area can be made as
large as 400 mm? so that low currents can be used
for high count rates. It is possible to count at more
than 1 MHz, but the resolution degrades as the count
rate increases. This makes the detector unsuitable for
quantitative analysis but ideal for mapping of mineral
grains.

X-Ray bolometry has been developed using thin-
film Ag microcalorimeters, transition edge sensors,
and superconducting quantum interference devices.
Such detectors have energy resolutions down to 2 eV
and count rates of only 1kHz. In theory, arrays of
these millimetre-sized devices could be constructed
giving a high overall count rate. The operating tem-
perature is 70-100 mK and it is possible to achieve
this using multistage Peltier cooling and an adiabatic
demagnetization refrigerator.

Matrix Corrections

X-Ray intensities are measured in units of counts
per second per nanoampere of beam current. The
weight percent concentration of an element in a
sample, Cgump, is related to the characteristic X-ray
intensity, Ismp, by the equation Cgump= Csd(lsamp/
Lu) (MATRIX o/ [MATRIX ] 1), where [MATRIX]
denotes the effect of the chemical composition of the
matrix on the X-ray intensity and ‘std’ refers to a
standard of known composition.
There are four approaches to matrix corrections:

1. Empirical methods assume that each element lin-
early influences the X-ray intensity of each other
element. A table of coefficients, analysed element
against matrix element, is drawn up using extra-
polations from measurements of binary alloys and
solid solution series. These are known as alpha
coefficients.

2. The ZAF corrections separately compute the
effects of atomic number (Z), absorption (A), and
secondary fluorescence (F): ZAF=R/S f{y)(1 +7),
where R is the back-scattering fraction and S is
the X-ray generation factor due to stopping power;
both of these are functions of atomic number. The
function of the mass attenuation coefficient, f{y),
corrects for the absorption of the X-rays as they
pass through the sample towards the detector. The
additional contribution when a matrix X-ray
fluoresces an analysed element (E,>E.,) is
represented by 7.

3. The ¢(pz) methods: ¢ is defined as the ratio of the
X-ray intensity from a thin layer, dz, of sample at a
mass depth (pz) to the X-ray intensity of a similar
layer isolated in space. The ¢(pz) procedures inte-
grate this X-ray intensity ratio function, corrected
for multicomponent systems, from the surface to a
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depth where ¢ becomes zero. Work by several
groups spanning 30years has established ¢(pz)
methods that give reliable matrix corrections for
nearly all mineral analysis.

4. The quantitative microanalysis procedure deve-
loped by J L Pouchou and F Pichoir, and so
named the PAP procedure, has affinities with
both the ZAF and the ¢(pz) methods. The depth
distribution of X-ray generation is modelled using
parts of two adjoining parabolas, functions that
are easy to integrate. Stopping power and absorp-
tion are carried out together. Fluorescence and
back scattering are corrected separately.

The EMPA instrument is designed specifically for
X-ray analysis and current designs provide up to five
WDSs, one EDS, and an optical microscope built
round the electron optical column. Scanning-beam
imaging by back-scattered electrons, secondary elec-
trons, and cathodoluminescence is also possible. The
specimen stage and spectrometers are automated and
software has been developed that has transformed
the electron microprobe analyser into a turnkey
instrument.

The Scanning Electron Microscope

Good quality mineral analyses may by obtained by
scanning electron microscopy (SEM) and energy-
dispersive spectrometry. SEM does not incorporate
an optical microscope and the minerals must be lo-
cated using back-scattered electron imaging. The
energy-dispersive spectrometer must be robust and
properly calibrated, requires stable electronics, and
an appropriate spectrum deconvolution method
must be employed. Many systems offer ‘standardless
analyses’; these methods work well over a restricted
energy range but should be used with caution in min-
eral analysis, in which the energy range extends from
Na (1.0keV) to Fe (6.4keV). Notwithstanding the
high peak-to-background ratio, EDS analysis, prop-
erly executed, should have a better precision than
WDS has for concentrations greater than 5 wt.%.

The Analytical Transmission Electron
Microscope

In analytical electron microscopy, sufficient current
may be focused on a region as small as S5nm in
diameter, so that an X-ray flux greater than 1000
counts s~ measured by an EDS system may be gener-
ated in a 150-nm-thick film. Thus, extremely small
domains of mineral grains may be analysed. The high
value of Eg helps to improve the peak-to-background

ratios and enables the analysis of X-rays at the upper
energy limits of the EDS detector. The intensity of the
X-ray spectrum is a function of the indeterminate
thickness of the sample. Quantification is attained
by using ratios of peak intensities to that of a common
element (Si for silicates, Fe for opaques) and assuming
a value (usually 100%) for the sum of the analy-
sed components: Cy/Csi = kysi(Ix/Isi), > Cx = 1.0,
where C is concentration and [ is intensity. The cali-
bration constants, kyg;, are evaluated empirically
and correct for the difference in EDS efficiency and
resolution at different energies. Matrix corrections
are slight and are often ignored but can be applied
using a rough estimation of the film thickness.
Beryllium-window Si or Ge detectors that do not
detect elements lower than sodium are used, but
the technique of electron energy loss spectrometry
(EELS) can be used in the analytical transmission
electron microscope to determine elements down to
beryllium.

Proton Induced X-Ray Emission

In the proton probe, the protons are typically acceler-
ated through 2.5-3.5 MeV. This is below the thresh-
old of the 8 MeV required for atom smashing yet high
enough to generate a reasonable flux of X-rays. The
mass of the proton is 1837 times that of the electron,
and this large mass, combined with the higher energy,
predicates very low scattering, either elastic or inelas-
tic. The X-ray spectrum has a very low background
and X-rays are generated to high E.. The limiting
factor for the use of high-energy characteristic X-
rays is the capability of the X-ray detector. The
protons may be focused down to submicrometre
beams using collimation and a series of quadrupole
magnetic lenses. The penetration of the proton beam
is considerably longer than it is in the electron
microprobe analyser: 3.5 MeV protons have a range
of 100 um in aluminium. Most of the X-rays are
detected from depths of 20-50 um, where the protons
penetrate, causing very little damage. However, just
before coming to rest, much of the kinetic energy is
absorbed by the sample and considerable damage to
the crystal lattice results (see Figure 2). The protons
end up forming hydroxyl ions, free hydrogen, and
hydrides.

The proton trajectory in the sample is essentially
linear, with a smooth deceleration of about 100eV
per collision. The mechanisms of energy loss and ion-
ization are well understood, and the algorithm of inte-
gration of PIXE X-ray yields along the path of the beam
provides the foundation for a standardless microanaly-
tical method. However, unavoidable uncertainties in
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mass attenuation coefficients, when applied over the
relatively long distances, can give rise to unacceptable
errors in the analysis of high concentrations of elements
such as Na, Mg, Al, and Si.

X-Ray Fluorescence

A beam of X-rays is not much scattered by solid
matter and is absorbed only when ionization occurs.
Ionization is caused when the energy of the X-ray
waveform resonates with the energy of the electron
orbital, increasing the amplitude of vibration so that
the electron leaves the atom. The probability of ion-
ization increases exponentially as the energy of the
photon approaches the critical excitation energy.
Thus, a primary X-ray beam is an efficient producer
of characteristic X-rays in a sample. There is little
background and the peak-to-background ratios are
even better than is obtained in PIXE.

Commercial X-ray microprobes are available. A
low-voltage X-ray tube and a waveguide focuses the
X-ray beam down to a 2 um spot. In common with
PIXE, the secondary X-ray intensity is too low for
WDS and the spectrometers used are conventional
Be-window Si(Li) detectors.

The intense ‘white’ radiation in a synchrotron
beam line has been used in mineral analysis since the
mid-1980s; X-ray photon fluxes have since increased
by factors of 10°. Simple collimation with fine aper-
tures can create a <10 um beam that may be used
to detect X-rays up to 40keV in energy. Focusing
mirrors (the Kirkpatrick-Baez method) produce
a <2um spot, but the maximum useful energy
is about 10 keV. Phase zone plates can obtain a nano-
metre focus and are used for X-ray mapping and
microtomography.

Laser Ablation

Laser probing started in the 1970s with ultraviolet
(UV; e.g., 266 nm) lasers focused with multiple-lens
UV optics. The ablated material from a single laser
pulse was ionized by a second laser beam that hori-
zontally flooded the space above the sample, and the
ions were then extracted through a tube in the optics
and into a time-of-flight (TOF) mass spectrometer
(MS). This technology has improved so that spatial
resolution is <0.5 um and mass resolution is >5000
M/AM. Resonant postionization techniques have
made great improvements in sensitivity. These instru-
ments are dedicated mass microprobes and are useful
in sensitive qualitative applications, but there are
problems in attempting quantitative analysis of re-
fractory elements. Unfortunately, so many of the

trace elements of interest to the mineralogist are
refractory.

Since the mid-1980s, lasers have been used in
conjunction with inductively coupled plasma mass
spectrometers to form very successful laser microp-
robes. Today, the technique of laser ablation in con-
junction with ICP-MS is used for the majority of
published trace element mineral analyses. The pol-
ished sample is inserted in a cell and an inert gas is
passed over the surface. The cell in Figure 5 is of a
sophisticated design; most ablation cells use a cylin-
drical box and only one gas, which serves both as an
ablating and a carrier medium. A UV laser, collimated
to 20-200 um and pulsing typically at 5 Hz, ablates
the sample and the material is carried by the gas,
usually argon, into a plasma torch, where most of
the material is converted into monatomic cations.
These ions are usually analysed by a quadrupole
mass spectrometer.

The laser ablates the sample to a depth approxi-
mating the radius of the beam. Several hundred pulses
are used and a stream of material enters the plasma
torch over a period of up to several minutes. The
ionized product of the ICP enters the high vacuum
of the MS through a series of metal cones having
small apertures in their tips. As little as 0.01% of
the sample may enter the MS. The MS is cycled to
detect the required isotopes in sequence; a cycle takes
of the order of a second, and usually 10-30 isotopes
are counted. Each cycle is deemed to analyse a ‘slice’
of the sample and the counts of each isotope in each
slice are recorded by the on-board computer. Not-
withstanding the inefficiency of transporting material
into the MS, counts of 10° to 10° ppm ! are obtained.
As analysis proceeds, material can build up on the
surfaces within the equipment and isotopes may be
detected when the laser is switched off. The MS is
cycled for a period before starting ablation so that the
background levels may be determined. Some oper-
ators are concerned that the act of running the laser
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Figure 5 Laser ablation cell (the HelEx system). ICP, Induct-
ively coupled plasma.




ANALYTICAL METHODS/Mineral Analysis 115

may of itself dislodge material in the system, thus
adding to the background. As a precaution, an ultra-
pure silicon standard may be analysed to quantify this
effect.

The National Institute of Standards and Techno-
logy (US Department of Commerce) prepares and
issues a range of glass standards that contain 61
elements at trace concentration, at approximately
50 and 500 ppm. These standards are commonly
used in LA-ICP-MS and are measured repeatedly
throughout an analytical session, perhaps once to
every 10 or 20 sample measurements. Corrections
for drift in the performance of the equipment with
each sample analysis are applied linearly between
standard measurements.

Quantification of the isotope counts requires
knowledge of the concentration of at least one elem-
ent, used as an internal standard; concentrations of
other elements may be determined from the ratios of
isotopes to that of the internal standard. A convenient
element to use is calcium, which is present as a major
element in most silicates and has five stable isotopes
of widely ranging abundance. It is usually possible to
select a calcium isotope giving a signal similar to that
of the trace elements. Other elements can be used for
example, nickel in olivine, vanadium in oxides, and
titanium in micas. With effort, the EMPA laboratory
can provide such internal standard concentrations to
+10 ppm at the 1000 ppm level, but isotopes of major
elements such as Si and Mg can give good results. In
sulphides, the sulphur concentration is usually known
and, being an electronegative element, the cation
signal is weak enough to be comparable with those
of the trace elements. During ablation, much material
condenses in and around the ablation pit, and the
more refractory an element, the less likely it will be
carried away by the gas. Thus fractionation processes
occur even when the laser couples well with the min-
eral, and there is always a crater rim to the ablation
pit (e.g., Figure 6A). In general the worse the coupling
(Figure 6D), the greater the fractionation.

The first stage in quantification is to obtain isotope
ratios corrected for background and fractionation.
The background signal obtained with the laser off is
averaged to give intensity values per slice, and these
are subtracted (together with the values from the
‘null’ pure silicon standard if any) from the isotope
signals measured with the laser on. Then ratios are
calculated for each slice. These ratios, if plotted
against slice number, will have a positive slope if
the unknown undergoes less fractionation than the
internal standard does; if not, then the slope will
be negative. Either way, the plots are regressed to
the point at which the laser is switched on and the

value there is adopted for further calculation. Linear
regression is often adequate; some operators prefer a
polynomial. Anomalous slices, such as those contain-
ing inclusions in the mineral, may be excluded from
the regression. Editing the data is facilitated by a good
graphics computer program, but operations with a
simple spreadsheet are adequate.

Quantification of the isotope ratios is continued by
adjusting them with reference to the changes in ratios
in the glass standard taken before and after the sam-
ple. Finally, the concentration of element x in the
sample, Cy samp, is given by the following equation:

Cx,samp = Cint‘samp (Ix,samp/Iint,samp)(Iintﬁstd/Ix,std)
(Cx.std/cint,std)

where ‘std’ denotes the glass standard and ‘int’ is the
internal element.

Differences in the coupling of the laser and hence
the process of ablation between the glass standard
and the sample are responsible for the major source
of error in LA-ICP-MS. Another error is in the failure
to predict overlaps on the analysed isotope. Overlap
of isotopes of different elements and equal mass is
either avoidable or readily quantified, but overlap
from argon-sample dimers and from doubly charged
ions may not be so obvious.

The lon Microprobe

In secondary ion mass spectrometry (SIMS) and in
sensitive high-resolution ion microprobe (SHRIMP)
analysis (the ‘big brother’ of SIMS), beams of O™,
0", O3, or Cs* at 10-20keV sputter the surface
of the sample, yielding a mixture of ions, molecules,
and plasma. Three types of mass spectrometers are
used: magnetic sector, quadrupole, and time-of-flight.
Although few useful ions are produced, unlike the
LA-ICP-MS, nearly all the ions can be analysed
by the mass spectrometer, and SIMS is a more sen-
sitive technique. Erosion of the sample is usually
1-10nms ', which is much slower than laser abla-
tion and much less sample is required. In Figure 6, the
volume of material excavated in the SIMS pit is 0.3%
that of the laser pits. SIMS is primarily an isotope
ratio technique, but quantitative elemental analysis at
very low levels is possible.

In contrast to EMPA, a general theory for matrix
corrections in SIMS may never eventuate. Several
specialized methods have been applied; for example,
in the infinite velocity method, emission velocities,
calculated from experimentally measured energy dis-
tributions, are extrapolated to infinite velocity, where
there are no matrix effects. This approach works well
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Figure 6 Scanning electron microscope images of ablation pits, using (A) a 193-nm laser on calcite, (B) secondary ion mass
spectrometry, with O, on zircon, and (C) 193-nm and (D) 226-nm lasers on molybdenite.

for trace elements implanted in simple matrices such
as high-purity silicon. In mineral analysis, standards
with the same crystal lattice as the unknown are
required. Nevertheless, various laboratories have set
up routine procedures for SIMS analysis in applica-
tions involving rare-earth elements, platinum group
elements, and light elements, including hydrogen.

Compositional Mapping

By moving the automated stage under the beam in
any microanalytical instrument, it is possible to build
up an array of data that may be transformed into
false-colour maps of the sort shown in Figure 7. This
has become a routine overnight procedure in many
EMPA laboratories: the X-ray peak intensities may be
recorded for each position together with the back-
scattered electron signal, which furnishes both an
image of the area scanned and a template for the

bremsstrahlung background. For some applications,
it is possible to obtain a full quantitative analysis
at each point (i.e., pixel) with acceptable precision.
Usually the colour scale is calibrated roughly (as in
Figure 7) from the software’s calibration file and
matrix effects are ignored. In addition to EMPA,
compositional maps have been obtained using PIXE,
SXREF, and SIMS. LA-ICP-MS does not have high
spatial resolution but line scans are attempted with
useful results.

Other Mineral Analysis Methods

Analysis of OH~, CO3™, B, Be, and Li and the alloca-
tion of iron between Fe?" and Fe*" pose problems
in mineral analysis by the methods outlined in the
preceding sections. Of the light elements, only F may
be analysed by EMPA with an accuracy comparable
with heavier elements. However, B, Be, and Li may
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Figure 7 Electron microprobe analysis/wavelength-dispersive spectrometry maps of garnet (Mg,Ca,Mn,Fe);Al,Siz04, (600 x 600

pixels, 50 ms pixel’1, with a 25-kV, 100-nA, 1-um beam).

be determined by LA-ICP-MS, though at a limit of
detection >50 ppm and with indeterminate accuracy
at concentrations corresponding to borates and ber-
yllates. Light elements are readily detected by SIMS
but quantification is beset with uncertainties.

The local atomic environment around the nucleus,
including the electronic, chemical, and magnetic
state, may be studied using Mdssbauer spectroscopy.
The Mossbauer effect is the recoilless absorption and
emission of y-rays by specific nuclei in a solid, and the
spectroscopy of °“Fe has been much studied with
respect to mineral analysis.

Fourier transform infrared spectroscopy using an
optical microscope can give quantitative information
about anions such as OH and CO?, but the thick-
ness of the slide must be measured accurately. Mul-
tiple valency may be determined by X-ray absorption
near-edge spectroscopy (XANES), which is per-
formed on the synchrotron, and by X-ray photo-
electric spectroscopy (XPS), which requires an
ultrahigh vacuum and analyses the outer 10 nm of
the sample.

For most silicates, the FeO/Fe,O3 ratio may be
estimated by allocation of Fe to FeO and Fe,Oj3 so
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that the cation total equals the theoretical amount. A
general equation can be used:

wt.% Fe(trivalent) = (total — theoretical)/theoretical
x wt.% O x 6.98125

In the garnet analysis in Table 1, the cation total is
8.0098 and the theoretical total is 8.0000; the wt.%
oxygen is 39.54%, which is the sum of the oxides,
99.96%, less the sum of the elements. Application of
this formula gives 0.48% Fe,O3 and 33.83% FeO,
and recalculation of the mineral formula gives exactly
8.0000 cations. It is possible to analyse directly for
oxygen with the EMPA, and if this is done with care, a
similar result can be obtained but at the cost of extra
instrument time.

See Also

Analytical Methods: Fission Track Analysis; Geochem-
ical Analysis (Including X-Ray). Minerals: Definition and
Classification; Micas; Olivines; Sulphides.
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Introduction

The Andean mountains are the type example of an
‘Andean’-type subduction zone characterized by sub-
duction of an oceanic plate beneath a continental
margin and uplift of a mountain range without con-
tinental collision. They extend some 8000 km from
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Earth’s continents, they include the highest active
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volcanoes (>6800m), the highest peaks outside of
the Himalayas (ca. 7000m), the thickest crust
(>70km), the second greatest plateau in height and
area (after Tibet), the most important volcanic plat-
eau with the largest Tertiary ignimbrite calderas, and
among the most shortened continental crust, deepest
foreland sedimentary basins, and largest and richest
precious metal (Cu, Au, Ag) and oil deposits. The
central Andes are also the type example of the effects
of shallowly subducting oceanic plates and of non-
accreting margins where continental lithosphere has
been removed by the subduction erosion process. The
evolution of the Andes began in the Jurassic coinci-
dent with the arc system that developed above sub-
ducting oceanic plates along the western margin of
South America during and after the breakup of the
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Mesozoic Pangaean supercontinent. The history of
the Andes is predominantly a story of magmatism,
uplift related to contractional deformation, interven-
ing episodes of oblique extension, collision of oceanic
terranes in the north, formation of sedimentary
basins, mineralization, loss of continental crust by
fore-arc subduction erosion, and removal of the base
of overthickened crust by delamination. The mechan-
isms of uplift and crustal thickening along with the
amount, timing and fate of removed continental
lithosphere are hotly debated topics.

Principal Geological Features of the
Modern Andes

Subducting Oceanic Crust and Distribution and
Character of Andean Magmatism

The morphology and geology of the modern Andes
are strongly influenced by the age, geometry, and
morphology of the subducting oceanic plates (Figures
1 and 2). A first-order feature related to these sub-
ducting plates is the division of the active volcanic
arc into the Northern (NVZ), Central (CVZ), South-
ern (SVZ) and Austral (AVZ) Volcanic zones (Figures
3-6). The NVZ, CVZ and SVZ are underlain by seg-
ments of the Nazca Plate that are subducting at an
angle of ~20-30°, and in which the magmas are prin-
cipally generated by hydrous fluxing and melting of
the mantle wedge. CVZ and northern SVZ magmas,
erupted through the thick crust of the Central Andes,
are primarily andesites and dacites, whereas central
and southern SVZ and NVZ magmas, erupted
through thinner crust, are primarily basalts and
mafic andesites. Between these segments are the Peru-
vian and Chilean (or Pampean) amagmatic flat slab
segments under which the subducting Nazca Plate
forms a flat bench at ~100 km that can extend up to
~300 km east of the high Andes. The near absence of
an asthenospheric wedge accounts for the lack of
volcanism. The origin of the shallowly subducting
segments of the Nazca Plate has been debated and
variously attributed to subduction of the Juan Fernan-
dez and Nazca ridges near their southern margins or
complex interactions between the underriding and
overriding plates. All of the models call for a ‘colli-
sion’ between a shallowly dipping Nazca Plate and the
overriding South American Plate.

Other factors come into play at the northern and
southern ends of the Andes where the geometry of the
subducting plate is less well known. To the north, the
NVZ is flanked by the amagmatic Bucaramanga seg-
ment under which the weakly defined subducting
Caribbean Plate appears to dip at ~20°. In the south,
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Figure 1 Digital elevation model (DEM) of western South
America and surrounding oceans based on global bathymetry
database at the Lamont Doherty Observatory of Columbia Uni-
versity. The figure shows major features on the subducting
oceanic plate and the correspondence with the division of the
Andes into the Northern Andes bounded to the south by the Gulf
of Guayaquil, the Central Andes bounded to the south by the Juan
Fernandez Ridge, and the Southern Andes.
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Figure 2 Map showing the Benioff zone geometry of the portion of the Nazca oceanic Plate subducting beneath the Central Andes.
Major north to south changes in distribution and style of volcanism, basin development, and deformational styles can be correlated to
a first order with the shape of the Nazca Plate. (Reproduced with permission from Cahill TA and Isacks BL (1992) Seismicity and shape
of the subducted Nazca Plate. Journal of Geophysical Research 97: 17 503-17 529.)

the SVZ is separated from the AVZ by a volcanic gap
that coincides with the Chile Triple Junction where the
Chile Rise is colliding with the Chile Trench (Figure 7).
The net convergence rate of the South American Plate
with the Nazca Plate is ~9 cm year ' whereas that with
the Antarctic Plate is ~2cmyear . Magmatism is
absent in this region as the subducting slab is too
young and hot to provide the volatiles to flux melting
of the mantle wedge. The andesitic to dacitic ‘adaki-
tic’ magmas of the AVZ are distinctive in that they are
attributed to melting of the young hot subducting
Antarctic Plate. The most convincing slab melt ‘ada-
kites’ erupted anywhere in continental crust are the
~14-12 Ma Patagonian adakites (e.g. Cerro Pampa)
that are attributed to melting of the trailing edge of

the subducted Nazca Plate near the time of ridge
collision.

Character of the Ranges, Basins and Faults of the
Northern, Central and Southern Andes

The principal ranges and basins of the Andes reflect
both the geometry of the subducting plate and the
pre-existing continental crust and mantle lithosphere.
The Andes are generally discussed in terms of a north-
ern, a central, and a southern sector. Here the limit
between the Northern and Central Andes is near the
northern boundary of the Peruvian flat slab at ~4° S,
and the limit between the Central and Southern
Andes is at the southern margin of the Chilean Flat
Slab near 33°S (Figure 1).
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Figure 3 Digital elevation map (DEM) based on 1km grid SRTM (Shuttle Radar Topographic Mission) satellite data (available
through the United States Geological Survey) assembled by the Cornell University Andes group showing the major features of the
northern Andes (Venezuelan, Colombian, and Ecuadorian Andes). Elevations are indicated by colours (green is lowest and white is
highest). Dark regions are areas of rapid elevation change. Dashed yellow lines are principal faults. They include the fault zone east of
the Baudoé Block that corresponds with a Late Miocene suture, and the Romeral Fault that runs through the western part of the Central
Cordillera and marks the eastern limit of oceanic terranes accreted in the Cretaceous. Faults surrounding the Maracaibo Block are the
Bucaramanga Fault on the west, the Boconé Fault in the Mérida Andes on the east, and the Oca Fault on the north. Regions of active
and inactive volcanism are bounded by dashed lines that intersect the coast at the boundaries.

Northern Andes The Northern Andes include the
Andes of Venezuela, Colombia, and Ecuador, and
are bounded to the south by the Gulf of Guayaquil
at ~3°S (Figure 3). A distinctive feature of this
region, well recognized by Gansser in the 1970s, is
that the western part of the Northern Andes has been
built on oceanic terranes accreted to South America
as the Andes evolved, whereas, except for the south-
ernmost part, the rest of the Andes has been built on
continental basement that was already part of South

America. Pervasive strike-slip deformation has played
a major role in the evolution of the Northern Andes
and is important in accounting for their extreme
width. The Northern Andes are discussed relative
to three segments that basically coincide with the
political boundaries.

Venezuelan Andes The Venezuelan Andes face the
Caribbean Plate and are geomorphologically the
north-eastern extension of the Eastern Cordillera of
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Figure 4 Continuation of digital elevation map (DEM) in Figure 3 showing the principal features of the Central Andes of Peru,
Bolivia, northern Chile and northern Argentina. The presence of white and blue colours attests to the higher elevation of the Central
Andes. Individual faults are not indicated. Cerro Galan is the ~2 Ma ignimbrite caldera shown on the image on Figure 5. The highest
average elevations and the greatest amounts of crustal shortening occur in this part of the Andes.

Colombia. They consist primarily of the north-east-
trending Mérida Andes that merges northward into
the Falcon fold-thrust belt and north-eastward into
the Caribbean ranges. The Mérida Andes are largely
composed of the Palaeozoic rocks of the Mérida Ter-
rane that was accreted to South America in the
Palaeozoic. The Caribbean ranges are a south-verging
Cenozoic fold-thrust belt north of the oil-rich Vene-
zuela Basin. The Mérida Andes are bounded to the

north-west by the Maracaibo Block and to the south-
east by the complex, multicycle Barinas—Apure fore-
land basin whose evolution initiated in the Late
Palaeozoic. The Maracaibo Block is a triangular litho-
spheric scale wedge that is being squeezed northward
between the right-lateral Bocono Fault to the east and
the left-lateral Bucaramanga Fault to the west. The
Oca-El Pilar right-lateral Fault lies to the north. The
traces of the ~500km long Bocon6 Fault system
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Figure 5 Thematic Mapper satellite image of the southern Puna plateau of the Central Andes showing the development of salars
(closed evaporite basins), Neogene andesitic to dacitic volcanic centres, and ignimbrite flows and caldera complexes.

project north-east through the Mérida Andes into the
Caribbean ranges. The Cretaceous to Cenozoic Mara-
caibo Basin is within the Maracaibo Block and is an
important petroleum-producing basin.

Colombian Andes The Colombian Andes consist of
the distinct Eastern, Central and Western Cordilleras.
They are bounded on the east by the Borde Llanero
thrust system that marks the boundary with the Putu-
mayo Basin in the south and the Llanos Basin that
connects with the Barinas—Apure foreland basin
system to the north. The active volcanic arc over the
Nazca Plate runs through the Central Cordillera. The
Central and Eastern Cordilleras are largely composed
of Precambrian continental crust covered by Palaeo-
zoic to Tertiary sedimentary and volcanic sequences.
The Central Cordillera was uplifted and subjected to
pervasive Late Cretaceous to Early Tertiary deform-
ation, whereas the Eastern Cordillera was most
affected by Late Miocene to Recent compression.
The Eastern and Central Cordilleras are separated
by the upper and middle Magdalena Valley Neogene
successor foreland basins. The asymmetrical shape of
the basin results from post-Miocene west-verging

thrusting on the east and the east-dipping Central
Cordillera Block that partially underlies the basin.
The Western Cordillera consists primarily of Cret-
aceous oceanic magmatic and deep-water sediment-
ary rocks. Along with the part of the Central
Cordillera west of the Romeral Fault, the Western
Cordillera is considered to be an amalgamation of
terranes accreted to South America during the Cret-
aceous. The Central and Western Cordilleras are sep-
arated by the Cauca Valley whose western side is
largely bounded by the Romeral Fault. This fault is
considered to be a terrane suture that continues
northward through the Lower Magdalena Valley
Basin. On the west, the Western Cordillera is
bounded by the San Juan Atrato fore-arc valley
which is underlain by oceanic terranes. Part of this
valley along with the Serania de Baudo Block and the
Panama Arc were accreted in the Miocene (~12-
13 Ma) along the Istmina deformed zone and the
Uramita Fault.

Ecuadorian Andes The central Colombian Cordil-
lera continues southward to form the Cordillera Real
or Eastern Cordillera of Ecuador, which is composed
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Figure 6 Continuation of digital elevation map (DEM) in Figure 4 showing the principal features of the Southern Andes of Chile and
Argentina. The evolution of the southern part of the region has been strongly influenced by successive collisions of segments of the
Chile Rise with the trench as shown in more detail in Figure 7. Yellow lines are faults. Those along the Pacific coast belong to the

Liquifie—-Ofqui strike-slip fault system.

of multiply deformed, variably metamorphosed
Palaeozoic to Mesozoic rocks covered by Cenozoic
volcanic and sedimentary units. The Putumayo and
Oriente Basins to the east are part of a large compos-
ite Mesozoic to Cenozoic foreland basin that overlies
older cratonic basement. The western 50-80 km of
the basin, known as the Subandean Zone, has been

uplifted to elevations of 500-1000 m by late Ceno-
zoic thrusts. The Cordillera Real is separated from the
Ecuadorian Western Cordillera by the Interandean
Valley that is filled by Tertiary to Quaternary volcanic
and volcaniclastic deposits. The valley is bounded to
the west by the Pujili Fault and to the east by the
Peltetec Fault, and is probably floored by Cordillera
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Figure 7 Map of southern Patagonia and surrounding ocean basins showing distribution of Southern Volcanic Zone (SVZ), Austral
Volcanic Zone (AVZ adakites), and Miocene slab melt ‘adakitic’ volcanic centres, deformational styles, plate convergence velocities,
and oceanic fracture zones and ridges. Active volcanism is absent east of where the Chile Ridge has collided in the last ~6 My. The
boxed region is where features related to ridge collision are best developed. (Modified from Gorring ML, Kay SM, Zeitler PK, et al.
(1997) Neogene Patagonian plateau lavas: continental magmas associated with ridge collision at the Chile Triple Junction. Tectonics

16: 1-17.)

Real-like basement. The axis of the Recent NVZ arc
runs through the valley with volcanic centres oc-
curring from the eastern part of the Western Cordil-
lera into the Subandean Zone. The Western
Cordillera consists largely of Cretaceous to Eocene
oceanic crust, turbidites, and oceanic arc sequences
covered by Late Eocene-Oligocene continental sedi-
ments and intruded by Eocene and younger magmatic
rocks. The low-lying, Pacific coastal region is com-
prised of Cretaceous to Cenozoic basins underlain by

oceanic basement.

Central Andes (~3° to 33°S) The best known part
of the Andes is the Central Andes (Figure 4) which
can be separated into the Peruvian flat slab segment,
the Altiplano-Puna plateau segment that includes the
Central Volcanic Zone Arc, and the Chilean flat slab
segment. A surprising degree of bilateral symmetry
exists in the shape of the subducting slab (Figure 2)

and the topography of the land surface across the
region (Figure 4).

Peruvian flat slab segment (~3°S to 15°S) The
Peruvian flat slab segment largely coincides with the
inactive part of the magmatic arc where active vol-
canism has been absent from 2.5° to 16° S for the last
~3-4 My. The Western and Eastern Cordilleras of
Ecuador narrow into this region as the Interandean
Valley virtually disappears and the Subandean belt
broadens to a width of 120-250 km across into the
composite Marafion—Ucayali foreland basin. A west
to east profile shows a topographically low, narrow
coastal region west of the Western Cordillera, a
narrow Interandean depression, the Eastern Cor-
dillera, the Subandean Zone, and the basins (e.g.
Madre de Dios) of the eastern lowlands. A series of
partly submerged Tertiary sediment-filled fore-arc
basins (Trujillo, Lima and Pisco) along the narrow
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continental shelf reflect the effects of crustal thinning
due to fore-arc tectonic erosion. The basement of the
southern coastal region consists of the high-grade
metamorphic rocks of the Precambrian (~1 Ga) Are-
quipa block. To the east, the Western Cordillera is
mainly composed of deformed metamorphic rocks
and Mesozoic sediments that are cut and covered by
Mesozoic to Tertiary magmatic rocks. The extensive
Middle Cretaceous to Palaeogene Peruvian batholith
that extends into the coastal region forms the western
part. The highest peaks occur in the ~8 Ma Cordillera
Blanca pluton whose western boundary, the
Cordillera Blanca shear zone, has been interpreted
as a low-angle detachment fault. The Eastern Cordil-
lera is made up of pre-Mesozoic metamorphic rocks
along with subordinate Palaeozoic and Tertiary intru-
sives. It hosts the Early Tertiary ‘inner arc’ and was
the locus of intense Late Paleocene and Middle
Eocene east-verging thrusting. The Subandean belt
further east consists of Mesozoic and Tertiary sedi-
mentary rocks and Palaeozoic basement cut by Late
Miocene to Recent reverse faults that extend almost
to the Brazilian border.

Central Volcanic Zone/Altiplano—Puna Plateau seg-
ment (~15° to 28°S) This segment includes the
active Central Volcanic Zone arc and the widest
part of the high Andean Cordillera that includes the
Altiplano—Puna Plateau. The whole region is built on
a variable age Precambrian and Palaeozoic basement.
Uplift of the plateau is principally attributed to duc-
tile thickening of the lower crust in response to com-
pressional shortening, and subordinately to magmatic
addition. Compressional shortening is reflected in the
fold—thrust belts of the upper crust. Total amounts of
shortening are widely debated with values in various
transects ranging from 300 to 500 km in the north to
<150km in the south. The principal uplift is con-
sidered to be Eocene to Late Miocene in age
in the north and Late Miocene in the south. A gener-
alized west to east section across the central plateau
crosses the coastal Cordillera, the fore-arc Central
Valley, the Chilean Precordillera, the Western Cordil-
lera, the Altiplano—Puna Plateau, the Eastern Cor-
dillera, the Subandean Belt, and the Madre de
Dios—Beni—Chaco composite foreland basin. These
features all follow the bend in the trench (Figures 1
and 2) and coast (Figure 4) known as the Bolivian
Orocline.

The Andes of northernmost Chile include the fore-
arc region from the coast to the CVZ volcanic front.
The Neogene sediment-filled Central Valley is largely
flanked to the west by Jurassic to Middle Cret-
aceous arc sequences cut by the Cretaceous Atacama

strike-slip Fault system, and to the east by the Cret-
aceous to Eocene volcanic and sedimentary rocks in
the Chilean Precordillera that are cut by the Late
Palaeozoic to Early Mesozoic Palacogene Domeyko
strike-slip Fault system. The Chilean Precordillera
hosts the giant Chuquicamata and Escondita Cu de-
posits. The coastal Cordillera and Atacama Fault
system run offshore at the bend in the coast in north-
ernmost Chile where the western margin appears to
have been removed by fore-arc subduction erosion.
The Western Cordillera marks the western limit of the
high Andes and contains the CVZ arc. Both diverge to
the east around the pre-Andean Atacama Basin near
23°S to 24°S. The highest peaks reach ~5000-
6550 m in the north and over 6800 m in the south.
Underlying crustal thicknesses range from 70 km in
the north to ~55 km in the south.

Flanking the Western Cordillera to the east is the
most prominent feature of the segment: the ~700 km
long and ~200 km wide Altiplano-Puna Plateau with
an average elevation of 3700m. This internally
drained plateau hosts extensive Late Cenozoic sedi-
mentary evaporate-filled basins (salars) and chains of
Neogene volcanic centres (Figure 5) that extend to its
eastern edge. The highest regions (> 6300 m) are Late
Miocene to Pliocene andesitic to dacitic stratovolca-
nic and giant dacitic ignimbrite complexes. Only
sequences older than ~10My are significantly
deformed. The Altiplano section in Bolivia north of
~22°S is mostly comprised of a relatively flat
sediment-filled basin covering a largely Palaeozoic
sedimentary sequence over a Brazilian shield-like Pre-
cambrian basement. Tertiary volcanic rocks are con-
centrated in the Western and Eastern Cordilleras
where they can host important tin and silver (Potosi)
deposits. One of the most famous is the silver deposit
at Potosi in the Eastern Cordillera. Crustal thick-
nesses under the Altiplano range from ~66 to
~78 km. The Puna section in Argentina to the south
is distinctive in being broken into ranges with high
peaks and basins and east-west chains of Neogene
volcanic rocks (Figure 5). This region also differs in
being underlain by a basement that includes Palaeo-
zoic mafic to silicic magmatic sequences formed in
complex arc and back-arc settings. The greatest aver-
age elevation is in the southern Puna where crustal
thicknesses appear to be <58 km.

The distribution of large <10-12Ma ignimbrite
calderas is uneven across the plateau. Late Miocene
centres occur in the Altiplano-Puna Volcanic Com-
plex (APVC) in the central plateau and along the
eastern margin. Early Pliocene centres occur in the
western APVC and near the southern Western Cordil-
lera. The youngest major eruption, the ~2 Ma Cerro



ANDES 127

Galan ignimbrite (see Figure 5), occurred in the
southern Puna where latest Miocene to Recent mono-
genetic calc-alkaline and intraplate mafic flows not
seen elsewhere on the plateau are also found. Small
young northern Puna and Altiplano mafic flows have
shoshonitic chemistry.

The plateau is bounded to the east by the Eastern
Cordillera and adjoining Subandean Ranges. East of
the Altiplano, the Eastern Cordillera of Bolivia con-
sists mainly of deformed Palaeozoic sedimentary
rocks overlain by Eocene to Miocene magmatic
rocks that have been subjected to Middle Eocene to
Late Miocene contractional deformation. Peaks can
reach up to 6000 m. To the east, elevations drop off
abruptly into the Subandean Belt where compres-
sional deformation has been concentrated for the
last ~10 My since the active thrust front moved east-
ward. The Subandean Belt of Bolivia and northern-
most Argentina is largely comprised of deformed
Palaeozoic sedimentary rocks cut by Late Miocene
to Recent thin-skinned thrusts. The picture changes
along the Puna where the principal Tertiary deform-
ation of the Eastern Cordillera is Miocene in age and
the Subandean Belt is characterized by the 400 km
long Santa Barbara Fault system in which Neogene
compressional deformation is characterized by inver-
sion of normal faults related to the complex Cret-
aceous to Palaeogene Salta Group Rift system.
A sharp contrast in structural style with the thin-
skinned Subandean belt to the north and the Pampean
basement uplifts that characterize the Chilean flat
slab to the south corresponds with the boundaries of
the Salta Group Rift basins.

Chilean flat slab segment (28° to 33°S) The Chilean
(or Pampean) flat slab corresponds with the current
gap in the active volcanic arc between 28° and 33°S
over the shallow Benioff zone (Figure 2). In accord
with the geometry of the subducting plate, the north-
ern boundary is geologically transitional, whereas the
southern boundary is relatively abrupt. A west to east
traverse crosses the Coastal Cordillera, the high
Andes consisting of the Main and Frontal Cordilleras,
the Uspallata—Calingasta Valley, the Argentine Pre-
cordillera, and the Pampean Ranges that are flanked
by a series of Neogene foreland basins. The fore-arc
differs from the adjacent segments in that the Chilean
Central Valley is missing. The Main Cordillera hosts
Miocene volcanic arc rocks that along with Mesozoic
and Palaeogene sedimentary and magmatic rocks cap
major Late Palaeozoic/Triassic magmatic sequences
similar to those that comprise the Frontal Cordillera.
The 6962 m Aconcagua peak in the Main Cordillera
near 32°S, the highest in the world outside of the

Himalayas, is comprised of Miocene (~15-9 Ma)
arc volcanic rocks thrust over Mesozoic and Tertiary
sediments. The Main Cordillera hosts rich Miocene
Au (El Indio—Veladero system) and Cu (e.g. Rio
Blanco) deposits. The Uspallata—Calingasta Valley to
the east is a piggy-back foreland basin filled with
Miocene sedimentary and volcanic rocks. It coincides
with a major Palaeozoic terrane suture and fills the
volcanic gap between the presently active CVZ and
SVZ arc segments. The Argentine Precordillera pri-
marily consists of deformed Palaeozoic sedimentary
sequences associated with Miocene sedimentary and
minor dacitic volcanic rocks overlying ~1 Ga meta-
morphic rocks. These sequences are deformed by
Middle to Late Miocene east-verging thrusts in the
west and younger west-verging thrusts in the east.
The west-verging thrusts are attributed to reactiva-
tion of basement structures. Further east, the Pam-
pean ranges are thick-skinned blocks of Precambrian
to early Palaeozoic crystalline rocks uplifted by Late
Miocene to Pliocene high-angle reverse faults. Eleva-
tions in the north (Sierra de Aconquija) reach over
6000 m. The easternmost range, which is ~700km
from the trench, hosts small ~7-5 Ma volcanic rocks
whose geochemical signatures indicate slab-derived
components. The westernmost range (Pie de Palo)
has been uplifted in the last 3 My. Total Neogene
shortening estimates across the Chilean flat slab seg-
ment near 30°S are near 200 km with ~120km of
that occurring on thrust faults in the Precordillera.

Southern Andes (33° to 56°S) The Southern Andes
begin south of the Chilean flat slab and the subducting
Juan Fernandez Ridge on the Nazca Plate (Figures 1, 2
and 6). The northern part includes the Southern Vol-
canic Zone that overlies a moderately steep subduc-
tion zone in which the Nazca Plate decreases in age
until reaching the Chile Triple Junction near 47°S.
The southern segment is south of the Chile Triple
Junction. See Argentina for more information on
these regions.

Southern Volcanic Zone Segment (33° to 46°S) The
Southern Volcanic Zone comprises the region of
active volcanism from 33° to 46°S. From west to
east, a section crosses the Late Palaeozoic meta-
morphic rocks of the Coastal Cordillera, the largely
Tertiary sediment-filled Chilean Central Valley, Mio-
cene arc rocks and uplifted and deformed Mesozoic
sequences of the Main Cordillera upon which the
active SVZ volcanic arc is built, and a southwardly
narrowing retro-arc fold-thrust belt called the Acon-
cagua Belt in the northernmost part (~32° to 34°S),
and the Malargue Belt to the south (~34° to 37°5).
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The height of the Main Cordillera decreases from
~6600 to <2000 m southward as the fore-arc Cen-
tral Valley widens and back-arc shortening related to
both thin- and thick-skinned thrusting decreases from
~100 to < 35km at 37°S. Between 38°S and 40°S,
the arc front has migrated westward since the Plio-
cene in conjunction with mild extension in the region
of the Loncopué Graben. From ~38°S southward,
the modern volcanic arc overlaps with the > 900 km
long Liquifie-Ofqui Fault system (Figure 6), which
has had dextral displacement since at least the Early
Miocene. The Mesozoic and Tertiary arc fronts are in
the modern fore-arc north of 36°S and near the
modern arc to the south. The giant Late Miocene
El Teniente Cu deposit occurs in the westernmost
Cordillera near 34°S.

The foreland has important basins with both rift
and foreland histories that surround the pre-Meso-
zoic Somuncura and Deseado massifs. They include
the Jurassic through Tertiary Neuquén Basin north of
~38°8S, the Early Cretaceous Rio Mayo Embayment
near 45° S and the Palaeogene to Early Neogene Nir-
ihuau Basin near 41° S. A series of smaller segmented
basins occur in the fore-arc.

Andean magmatism is well developed in the fore-
land in two regions. The first is in the Payenia area
between ~35°S and 38°S where extensive volcanic
sequences cover the northern half of the Neuquén
Basin. These volcanic sequences, which can occur
more than 500 km east of the modern trench, consist
of Miocene andesitic/dacitic volcanic centres with arc
geochemical signatures, and Early Miocene and Late
Pliocene to Recent mafic alkaline flows. The second
region is between ~41° S and 44° S where Palaeogene
and Miocene andesitic to rhyolitic sequences, Eocene
alkaline basalts, and the extensive Late Oligocene to
Miocene mafic plateau flows associated with the Mese-
tas de Somun Cura and Canquel occur.

Chile Triple Junction and Austral Volcanic Zone Seg-
ment (47° to 56°S) Important changes occur south
of the Chile Triple Junction near ~47°S where the
Chile Ridge is colliding with the trench (Figure 7).
The modern volcanic arc disappears between ~47°S
and 49° S and resumes as the Austral Volcanic Zone
in response to subduction of the Antarctic Plate. The
high Andes at this latitude are dominantly compo-
sed of post-Triassic magmatic rocks with the prin-
cipal part of the Jurassic to Miocene Patagonian
Batholith forming the backbone of the Cordillera.
Late Palaeozoic/Early Mesozoic fore-arc accretionary
complexes occur in the fore-arc. The Patagonian Cor-
dillera reaches a maximum elevation of ~4000m
near ~47°S east of where the Chile Ridge is currently
colliding and decreases in elevation to the south. The

30000 km? Patagonian ice-field, the world’s third
largest, occurs at the higher elevations.

The importance of back-arc crustal shortening ab-
ruptly increases at ~47°S as does the amount of
Tertiary foreland sedimentary deposits. To the
south, Mesozoic normal faults have largely been
inverted by Tertiary compression whereas similar
age normal faults are preserved to the north. The
Patagonian region east of where the Chile Ridge has
collided is notable for Neogene fore-arc volcanism
(Taitao Ophiolite), abundant Late Neogene mafic
plateau flows east of where ridge collision occurred
at ~12 and 6 Ma, and widespread Pleistocene to
Recent mafic flows. Extensive Eocene mafic retro-
arc plateau lavas also occur in this area.

The southernmost part of Patagonia includes the
Jurassic to Tertiary Magallanes (austral) Basin whose
axis coincides with the Early Cretaceous Tortuga and
Sarmiento ophiolite complexes. The Andes of Tierra
de Fuego contain the Cretaceous metamorphic com-
plexe of the Cordillera Darwin. They include an east
to west trending fold—thrust belt cut by a major north-
west to south-east trending left-lateral fault system
that delimits the northern boundary of the Scotia
Plate. The SVZ Mount Cook volcanic centre also
occurs in this region.

Jurassic to Recent Evolution of the
Andean Chain

The evolution of the Andes that began with the
Mesozoic breakup of Pangaea can be divided into a
Late Triassic to Early Cretaceous stage dominated by
rifting processes and extensional arc systems, a Late
Cretaceous to Early Oligocene stage in which the
Andes evolved from an extensional dominated to a
compressional regime, and a latest Oligocene to
Recent stage in which most of the main Andean
range was uplifted.

Stage 1: Rifting and Extensional Arc Systems

The Late Triassic to Early Cretaceous stage began
with rifting associated with the breakup of Pangaea.
The geometries of the rifts that began all across west-
ern South America in the Triassic and Jurassic reflect
extensional directions, basement fabrics and old ter-
rane boundaries. The north-east to south-west rifting
en echelon pattern in the Northern Andes matches the
counterclockwise rotation associated with rifting
from the conjugate North America Yucatan Block.
North-west trending rifts in the rest of the Northern,
Central and Southern Andes are aligned with Gon-
dwana Palaeozoic sutures. The north-west trending
dextral shear pattern of rifts in Patagonia could have
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been influenced by clockwise rotation of the Atlantic
Peninsula initiating spreading of the Weddell Sea
between 175 and 155 Ma.

This rifting was well underway when a subduction
regime was diachronically established along the west-
ern margin of South America in the Early to Middle
Jurassic. The Jurassic to Early Cretaceous history of
this system is dominated by a complex series of fore-
arc, intra-arc, and retro-arc basins in which extension
was associated with subduction zone rollback and
oblique convergence. Middle Jurassic to Early Cret-
aceous thermal subsidence in the back-arc began at
different times in different places. The expansion of
marine sedimentation in the Early Cretaceous reflects
the thermal subsidence that followed this rifting and a
long-term rise in global sea-level.

In the Southern Andes, extensional faulting in the
Neuguen Basin was interrupted by inversion in the
Jurassic (Araucanian Event). This inversion was
followed by rifting along the east coast of northern
Argentina, Uruguay and Africa at about the same time
that the Late Jurassic magmatic arc in central Chile
migrated ~30-40km to the east and the Atacama
intra-arc strike-slip fault system became active. Exten-
sion reached a height in the Southern Andes with the
Late Jurassic formation of the oceanic Rocas Verdes
Basin in southernmost Patagonia that incorporates the
Sarmiento and Tortuga ophiolites. In the Northern
Andes, Jurassic extension precipitated thermal sag
that led to extensive shallow marine embayment
by the end of the middle of the Early Cretaceous
(Neocomian).

The Early Cretaceous (130-110Ma) marks the
opening of the South Atlantic Ocean off the shore of
Brazil and rapid westward drift of South America
relative to the underlying mantle. Active extension
was most pronounced in Bolivia, northern Argentina
and Chile as the central South Atlantic Ocean began
opening at ~130 Ma at the time of the eruption of
the Parana flood basalts in Brazil. Intracratonic
extension occurred in the southern Altiplano and in
the Salta Rift system and Pampean ranges where it
was associated with basaltic volcanism. To the west,
the Atacama intra-arc strike-slip fault system became
transtensional at ~132-125Ma and the Aptian
period (~121-112Ma) brought increased negative
trench rollback velocity causing the intra-arc and
back-arc extension that produced the marine sedi-
ment-filled aborted marginal basin in Peru associated
with Casma volcanism (after ~112 Ma), the Sierra de
Fraga low-angle detachment faults near 27° S, and the
aborted marginal basin linked with the eruption of
the extensive ~119-110Ma Veta Negra and rela-
ted volcanic groups in central and south central

Chile (29 to 33°S).

In the Southern Andes, intracratonic rifting had
essentially ceased by the Aptian as shown by the
terminal stages of the Rocas Verdes Basin in southern
Patagonia, a peak in the emplacement of the Patagon-
ian batholith, and the end of marine sedimentation in
the Neuquén Basin. In the Northern Andes, the pres-
ence of blueschist and high-pressure metamorphic
rocks (~130Ma) along the Romeral and Peltetec
faults can be associated with the obduction of small
island-arc systems to the Colombian Central Cordil-
lera and western side of the Ecuadorian Cordillera
Real. The Cretaceous (112-90 Ma) drowning of the
Barinas—Apure Basin can be attributed to thermal
subsidence.

Stage 2: Basin Inversion and Formation of the
Early Andes

The main compressional stage that built the Andes
began after 10 Ma as active spreading in the South
Atlantic accelerated the separation of South America
from Africa, and South America began to actively
override the trench. A series of compressional events
of variable intensity occurred all along the margin as
foreland basins responded to flexural loading. Com-
pressional events took place in the Late Cretaceous
near ~105-95 Ma (Mochica Phase), near 85-75 Ma
(Peruvian Phase), at the beginning of the Paleo-
cene near 65-50 Ma, and during the Eocene (Incaic
Phase). These are all times of changes in plate
convergence rates and directions along the margin.

Late Cretaceous compression in Peru and Bolivia
is marked by tectonic inversion in the Mochica Phase
at ~105 Ma. In Chile, the final phase of pluton em-
placement in the Coastal Cordillera took place at
106 Ma, after which the intra-arc Atacama Fault
system was largely abandoned. In Patagonia, the
Late Cretaceous (98-85Ma) marks the closure of
the Rocas Verde Basin a peak in production, of the
Patagonian Batholith, and the formation of the thrust-
loaded Magallanes foreland basin. An inversion at
~99 Ma marks the change from an extensional to a
foreland setting for the Neuquén Basin.

The Peruvian phase corresponds with the final em-
placement of the Late Cretaceous Coastal Batholith in
Peru and the end of marine sedimentation in the large
back-arc marine basin to the east in Peru and Bolivia.
In Chile, a new arc and fault system was established at
~86 Ma in what is now the Central Valley, some
50km east of the old Atacama system. The proto-
Cordillera de Domeyko was uplifted at this time. In
the Northern Andes, Late Cretaceous closure of
an ocean basin led to accretion of the Cretaceous
oceanic Pifion—-Dagua Terrane to the Colombian and
Ecuadorian Western Cordilleras between ~80 and
60 Ma (Calima Orogeny). The collision is generally
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associated with an east-dipping subduction zone
along the continental margin. The progressive south-
ward drowning of the basin to the east that had been
occurring through the Cretaceous ended in associ-
ation with the deformation and uplift of the Central
and Eastern Cordillera. Partial obduction of the
Caribbean Plate at ~85-80Ma caused the Latest
Cretaceous to Early Eocene Caribbean orogeny and
the southward migration of the Venezuelan fore-deep.

By the Palaeogene, marine deposition had ended
everywhere but the northernmost Andes and the
large basins in Patagonia; uplift had built a barrier
to Pacific marine ingressions; and Andean detritus
was being spread into foreland basins. In central
Chile, the Paleocene was characterized by explosive
silicic calderas. Progressive Palaeogene to Eocene
southward collision of the Aluk—Farallon Ridge with
the trench leading to a gap (slab window) between
the subducting plates has been suggested to explain a
pattern of arc volcanism at ~56—50 Ma near ~37°S,
bimodal arc volcanism near 40° S, paucity of arc mag-
matism south of ~43°S and widespread basaltic
volcanism further south.

Middle to Late Eocene deformation (47-32 Ma,
Incaic Orogeny) occurred during a phase of fast
oblique convergence. Compression produced the
fold—thrust belts of the Western Cordillera of Peru,
deformation associated with contractional and strike-
slip faulting along the Cordillera de Domeyko in
northern Chile, and the west-directed thrusting that
resulted in uplift of the Bolivian Eastern Cordillera.
This deformation, along with back-arc magmatism
and deformation in the Zongo-San—-Gaban Zone on
the Altiplano/Eastern Cordillera, has been related to
southward migration of a shallow subduction zone as
well as to a more normal convergence direction here
than to the north or south. These events were
followed by a relative Oligocene magmatic lull
along most of the Andean margin during a period of
slow plate convergence.

Stage 3: Formation of the Modern Andes
(~27-0 Ma)

The Neogene history of the Andes begins with the
breakup of the Farallon Plate into the Nazca and
Cocos Plates at ~28-26 Ma. This event is linked to
the change in convergence direction and increase in
relative convergence velocity that led to the major
uplift of the Andes that culminated in the Late Mio-
cene and Pliocene. Although the continuity of Mio-
cene deformational phases in the broad Quechua
Orogeny associated with this uplift has been widely
debated, there is some agreement that general
margin-wide changes occurred at ~19-16 Ma and
8—4 Ma. The formation of major Neogene Cu and

Au deposits during this period correlates with periods
of shallowing and steepening subduction zones, mi-
grating arc fronts, and crustal thickening.

Events in the Central Andes can be related with
shallowing and steepening of the subducting Nazca
Plate. Shallowing beneath the Chilean flat slab can
be correlated with Miocene uplift and cessation of
arc volcanism in the Main Cordillera, Late Miocene
thrusting in the Argentine Precordillera, Late Mio-
cene to Pliocene uplift of the Sierras Pampeanas,
and Pliocene termination of volcanism across the
region. Deformational and magmatic events associ-
ated with shallowing of the subducting slab under the
Peruvian flat slab region are superimposed on older
Palaeogene features. Steepening of a formerly shallow
subduction zone beneath the Central Altiplano-Puna
Segment can be correlated with a Late Oligocene to
Early Miocene magmatic gap associated with wide-
spread compressional deformation that was followed
by large volume Late Miocene to Pliocene ignimbrite
eruptions. The large eruptions can be explained by
hydrated mantle melts from above the slab intruding
the crust and causing massive melting. The progres-
sive westward narrowing of the magmatic arc fits with
steepening of the subducting slab. Ductile deform-
ation of the hot crust can explain Miocene plateau
uplift as the thrust front migrated eastward into the
Subandean belt. Magmatic and geophysical
data support delamination of a thickened crustal
root beneath the Altiplano-northern Puna during
this time. The southern Puna and Altiplano regions
were in transitional positions between the steepening
and shallowing segments of the subducting slab. The
presence of Late Pliocene ignimbrites and mafic
magmas, a relatively thin crust and mantle litho-
sphere, a high average elevation, and a change in
Late Miocene/Pliocene faulting patterns in the south-
ern Puna have been related to Pliocene delamination
of a dense, thickened crustal root.

The Neogene magmatic and deformational his-
tory of the Southern Volcanic Zone region can be
tied to eastward migration of the Neogene arc front
at ~20-16 Ma north of 36°S, and again at ~8—4 Ma
north of ~34.5°S. The back-arc andesitic/dacitic
centres and large retro-arc volcanic fields in the Puye-
nia region may be due to melting of hydrated mantle
that formed as the result of transient Miocene shal-
lowing of the subducting Nazca Plate. The Neogene
evolution of the Andes south of 47° S can be tied to the
northward propagation of the Chile Triple Point as
segments of the Chile spreading centre collided pro-
gressively northward with the Chile Ridge. The effects
of ridge collision include uplift and compressional
deformation in the fore-arc and arc region before
collision, emplacement of fore-arc lavas, eruption of
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Late Miocene to Recent plateau lavas above the gap
(slab window) that opened between the trailing edge
of the Nazca and the leading edge of the Antarctic
Plate, and eruption of arc magmas generated by
melting of the hot young subducting plate. The pres-
ence of Paleocene to Recent Patagonian mafic back-
arc magmatism at different times and different places
(Payenia, Somun Cura region, and east of where the
Chile Ridge has collided) attests to the readiness of
the Patagonian mantle to melt given provocation.

Most of the present configuration of the Northern
Andes is also due to Neogene tectonics. The Miocene
opening of the Gulf of Guayaquil in Ecuador due to
strike-slip motion on the Pujili-Cauca and Peltetec—
Romeral faults led to the generation of pull-apart
coastal and intermontane basins. The Late Miocene
collision of the Carnegie Ridge against the coast of
Ecuador resulted in compressional inversion of exten-
sional structures and subsequent strike-slip displace-
ment of the Northern Andes. The accretion of the
Choco Terrane, which includes the Panama-Baudo
Block, starting at ~13-12 Ma, caused deformation
and uplift of the Colombian Eastern Cordillera and
the Mérida Andes. The most intense phases of deform-
ation in the Venezuelan Andes and the Maracaibo
Block are linked to Caribbean oblique convergence
and underthrusting in the last 10 My. The present
convergence vectors of the Nazca and Caribbean
plates and ongoing collision of the Panama-Baudo
Arc have generated a state of intracontinental com-
pressional stress partitioned into reverse and strike-
slip faulting.

Concluding Remarks

This short synthesis presents the state of knowledge
of the nature of the Andean mountain range. What is
presented here should be viewed only as one stage in
the understanding of the evolving picture of this mag-
nificent and complex range which is a natural labora-
tory for investigating the origin and evolution of
continental mountain belts and the formation and
destruction of continental crust.
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Introduction

Antarctica has not always been the cold, isolated,
polar continent that it is today, with all but a minor
fraction covered by ice. Throughout geological time,
Antarctica has amalgamated and combined with
other continental fragments and has rifted to form
new ocean seaways. For a period of nearly 300 mil-
lion years (My), during much of the Phanerozoic,
from 450 to 180 million years ago (Ma), Antarctica
formed the keystone of the Gondwana supercontin-
ent (Figure 1A). Prior to Gondwana, Antarctica may
have formed part of a supercontinent called Rodinia
(Figure 1B), whereby East Antarctica was joined to
the western side of North America; this possibility has
been developed within the framework of the South-
west US-East Antarctic (SWEAT) connection hypoth-
esis. Today, Antarctica is isolated in a south polar
position and, with the exception of one small seg-
ment, is completely surrounded by spreading ridges.
Consequently, the continent has low seismicity and
few active volcanoes.

The continent (Figure 2) is divided physiographic-
ally by the Transantarctic Mountains, one of Earth’s
major mountain ranges. These mountains, which
extend for some 3500 km across the continent be-
tween the Ross and Weddell seas, are typically 100
to 200 km wide and reach elevations locally in excess
of 4500 m. This spectacular topographic feature de-
fines a fundamental lithospheric boundary that has
profound crustal anisotrophy due to repeated cycles
of tectonism, and marks a boundary between two
regions, East and West Antarctica, with quite dif-
ferent geological histories. The main continental fea-
tures are shown in Figure 3A and the main geological
events are summarized in Figure 3B. East Antarctica
is the old crystalline core of the continent (East Ant-
arctic Shield) and is largely covered by the 4-km-thick
East Antarctic ice-sheet. With the exception of the
central Gamburtsev Mountains, a high sub glacial
mountain range of unknown origin, East Antarctica
has a subdued topography. West Antarctica, on the
other hand, has a horst and graben topography,
with the spectacular Ellsworth Mountains hosting
the highest mountain in Antarctica, Mt Vinson
(4820 m). A high Andean mountain chain occupies
the spine of the Antarctic Peninsula.

The East Antarctic Shield

The East Antarctic Shield comprises a Precambrian
to Ordovician basement of igneous and sedimentary
rocks deformed and metamorphosed to varying
degrees and intruded by syn- to posttectonic granites.
This basement is locally overlain by undeformed Dev-
onian to Jurassic sediments (Beacon Supergroup) and
intruded by Jurassic tholeiitic plutonic and volcanic
rocks. Although much of the East Antarctic Shield is
covered by the thick East Antarctic ice-sheet, the
application of traditional and modern U/Pb zircon
and other dating techniques has shown that the shield
has a three-stage tectonic history, the details of which
are only just becoming evident. This history involves
the following events:

1. The stabilization of various Archaean to Palaeo-
proterozoic cratons (dating from 3.0 to 1.6 Ga).
These areas of ancient crust can be divided into
an extensive central craton, the Mawson Contin-
ent, inferred to occupy much of the continental
interior of the East Antarctic shield, and various
marginal cratons exposed along the coast. The mar-
ginal Archaean cratons are correlated with similar
cratons that rifted from Antarctica during the
Mesozoic breakup of Gondwana (for example, the
Kaapvaal-Zimbabwe Craton of southern Africa
and the Dharwar Craton of southern India). One
of these, the Napier Complex, contains the oldest
rock, dated at 3930 + 10 My, currently known from
Antarctica.

2. The development of three high-grade Late
Mesoproterozoic to Early Neoproterozoic mobile
belts. These were previously assumed to form
one single Grenville-age orogen around the coast-
line of East Antarctica, but now appear to represent
distinct crustal fragments juxtaposed in the Cam-
brian. One of these belts, according to the SWEAT
hypothesis, constituted a piercing point, linking
North America and East Antarctica in the Rodinia
Supercontinent between 1100 and 750 Ma.

3. Two Late Neoproterozoic to Cambrian ‘Pan-
African’ mobile belts that rework, truncate, and
offset the preceding mobile belts, indicating
that the East Antarctic segment of Gondwana
underwent significant reorganization during the
assembly of Gondwana at the Precambrian—
Cambrian boundary. One of these belts is a
continuation of the East African Orogen and de-
veloped during closure of the Mozambique Ocean
and the ultimate amalgamation of Gondwana.
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Figure 1 (A) A proposed Rodinia Supercontinent linking East Antarctica and North America, 1000 Ma, according to the ‘SWEAT’
hypothesis. (B) Antarctica within Gondwana 260 Ma (courtesy of R Livermore, British Antarctic Survey).
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Figure 2 Subglacial topographic map of Antarctica. BSB, Byrd Subglacial Basin; EM, Ellsworth Mountains; JM, Jones Mountains;
PM, Pensacola Mountains; NVL, North Victoria Land; Tl, Thurston Island.
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abbreviations as in (A).

(A) Simplified geological map of Antarctica. AP, Antarctic Peninsula; EWM, Ellsworth—-Whitmore Mountains; HN, Haag
Nunataks; MBL, Marie Byrd Land; Tl, Thurston Island; WARS, West Antarctic Rift System. (B) Summary of the main geological events
within the different crustal segments of Antarctica. E, East; W, West; EAS, East Antarctic Shield; TAM, Transantarctic Mountains; other
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It is unclear as to what extent the other belt in-
volved ocean closure or regional-scale transcurrent
tectonics.

It is not known if the centre of the East Antarctic
Shield is a single Palaeoproterozoic craton (Mawson
Continent), as commonly assumed, or whether it is
cut by Grenville-age or pan-African mobile belts,
which would require modification of the boundaries
of the Mawson Continent. This uncertainty means
that the various terranes exposed on the coast can be
joined in any number of ways and it follows that
current models for Phanerozoic tectonics in East Ant-
arctica and for global tectonics, given the crucial lo-
cation of Antarctica in proposed supercontinents, will
remain poorly constrained until some understanding
of the continental structure beneath the ice-cap is
achieved.

The Transantarctic Mountains

Marking the boundary between East and West Ant-
arctica, the present-day intracratonic mountain chain
has undergone episodic uplift since the Early Cret-
aceous and has been modelled as a major rift shoul-
der. The unifying geological feature of the mountains
is a Middle Palaeozoic erosion surface (Kukri Pene-
plain) that separates gently tilted Devonian to Triassic
sedimentary rocks (Gondwana cover sequence) and
Jurassic continental tholeiites (Ferrar Supergroup)
from a Proterozoic to Early Palaeozoic orogenic belt
known as the Ross Orogen.

The Ross Orogen: The Palaeo-Pacific Margin
of Gondwana

The recently formulated SWEAT hypothesis linking
the North American Laurentian continent with East
Antarctica has provided a powerful tectonic frame-
work for interpreting the Late Proterozoic and Early
Palaeozoic siliciclastic turbidites and volcanic rocks
exposed along the Transantarctic Mountains as being
deposited in a rift margin setting following the se-
paration of Laurentia from Antarctica ~750 Ma.
Following the Beardmore folding event, carbonates
were deposited along the margin in Early Cambrian
times. Outboard of the Early Cambrian limestone,
Middle Cambrian carbonates, sedimentary rocks,
and a bimodal volcanic sequence formed. The margin
was subsequently transformed to an active Early
Palaeozoic orogenic setting following the initiation
of subduction of newly created proto-Pacific oceanic
lithosphere beneath the rifted margin. Active deform-
ation, volcanism, metamorphism, and emplacement
of subduction-related igneous rocks (the Granite
Harbour Intrusives) occurred along the mountain

front from about 520 to 480 Ma. Large volumes of
molasse sediment were shed into fore-arc marginal
basins in the Middle Cambrian and Ordovician, pri-
marily by erosion of volcanic rocks of the early Ross
magmatic arc. The fore-arc deposits were intruded by
late orogenic plutons as the locus of magmatism
shifted offshore. Deposition of individual molasse
sequences continued until 490-485 Ma. Three exotic
terranes were emplaced along the North Victoria
Land margin during the late stage of the Ross
Orogeny.

Gondwana Cover Sequences: A Stable Continent

Unconformably overlying the Ross Orogen in
the Transantarctic Mountains and in the once-
neighbouring Gondwana continents is a flat-lying
cover sequence up to 2.5 km thick. Known in Antarc-
tica as the Beacon Supergroup, this represents a period
of tectonic stability within the Gondwana continent
that spans the Devonian to the Triassic. It is capped
by basalt flows and is intruded by thick dolerite dykes
and sills of Middle Jurassic age (~180 My old) in
the Ferrar province, a large igneous province that
heralded the breakup of Gondwana (Figure 4).

There are four phases of sedimentation within the
Beacon Supergroup and its scattered equivalents
around the periphery of the East Antarctic shield:
the Devonian strata, Permo-Carboniferous glacial de-
posits, Permian sediments, and Triassic cross-bedded
sandstones and mudstones. The Devonian strata,
which were deposited on an extensive undulating
surface known as the Kukri Peneplain, are largely
mature quartzose sandstones with red and green silt-
stones deposited by a mix of shallow marine and
alluvial sedimentation during warm and semiarid cli-
matic conditions. Some of the strata contain fossil fish
and characteristic trace fossils. The Permo-Carbon-
iferous glacial deposits derive from Late Carbonifer-
ous times, when a thick ice-sheet covered a large part
of Gondwana, including Antarctica, depositing a
thick diamictite unit. The diamictite deposited from
the continental ice-sheet ranges from 5 to 50 m thick
and records at least four advance and retreat cycles.
A thick glacial section in the northern part of the
Ellsworth Mountains is considered to be glacial
marine in origin. Glacial striae and associated fea-
tures have been measured and provide a relatively
simple picture of ice flow away from the central
Transantarctic Mountains.

Permian sediments, the most widely distributed
Beacon strata, are cross-bedded fine- to medium-
grained sandstones, shale, and coal, the products of
meandering braided rivers. Coal beds average about
1 m thick but range up to 10 m. The finer overbank
deposits commonly contain the famous glossopterid
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Figure 4 Middle Jurassic mafic sills related to the initial breakup of Gondwana, emplaced within a Triassic sedimentary sequence
within the Theron Mountains, which are located in the Transantarctic Mountains.

leaves and fossilized stems and roots of the now-
extinct glossopterid tree. The rapid and virtually
complete disappearance of Late Palaeozoic ice is
recorded in the earliest Permian strata. The Glossop-
teris leaves, dropped from the widespread woody
deciduous tree or shrub, indicate a cool and wet
rather than cold climate.

Following the end-Permian extinction event and
the disappearance of the Glossopteris flora, the
Triassic cross-bedded sandstones and mudstones
were deposited by low-sinuosity rivers on a north-
west-sloping plain. The reversal in palaeoslope is
attributed to uplift associated with a Late Permian—
Early Triassic Gondwanian folding that deformed
the Cape Fold Belt and also the Permian and older
strata of the Ellsworth and Pensacola mountains
in Antarctica. The climate was mild and arid with
a varied reptilian and amphibian fauna, and a
flora characterized by the fossil fern known as
Dicroidium.

Beacon sedimentation culminated in the Early
Jurassic with explosive rhyolitic volcanism and vol-
canic debris flows, and wultimately by basaltic
flows and associated intrusive rocks of the Ferrar
Supergroup.

West Antarctica: A Collage of
Crustal Blocks

The basin and range topography of West Antarctica
can be used to delineate five physiographically de-
fined crustal blocks (Figure 3) that have distinctive
geological features and that may have existed as

distinct microplates during the Mesozoic breakup of
Gondwana.

Haag Nunataks: Part of the East Antarctic Shield

This small crustal block is situated between the south-
ern tip of the Antarctic Peninsula and the Ellsworth
Mountains. It is formed entirely of Proterozoic base-
ment amphibolites and orthogneiss of Grenvillian
ages (dating to between 1176 and 1003 Ma). Al-
though the gneisses are exposed only on three small
nunataks, aeromagnetic surveys show the full extent
of the block and suggest that similar Proterozoic
basement may underlie part of the Weddell Sea em-
bayment region. Isotopic studies also suggest that this
basement may be present beneath the neighbouring
Antarctic Peninsula region. The gneisses correlate
with Proterozoic basement gneisses within the East
Antarctic Shield and may represent a fragment of the
East Antarctic Shield displaced during the breakup of
Gondwana.

Ellsworth Whitmore Mountains: A Displaced
Fragment of the Gondwanian Fold Belt

The Ellsworth Mountains form a 415-km-long NNE-
SSW-trending mountain range that contains the
highest mountain in Antarctica. The mountains are
situated along the northern periphery of the crustal
block of the Ellsworth—Whitmore Mountains, which
represents part of a displaced terrane once situated
along the palaeo-Pacific margin of Gondwana, prior
to supercontinent breakup, adjacent to South Africa
and the Weddell Sea coast of East Antarctica. It was
assembled in its present position by Late Cretaceous
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times, following the Middle to Late Jurassic breakup
of Gondwana. Some 13 km of sedimentary succession
are exposed within the Ellsworth Mountains, repre-
senting a continuous Middle Cambrian to Permian
succession that was deformed during the Late Per-
mian to Early Triassic Gondwanian folding. Such a
complete succession is unusual in Antarctica and is
part of the Gondwana cover sequence that has simi-
larities to the Transantarctic Mountains, including
the Pensacola Mountains. The Early Palaeozoic suc-
cession of the Ellsworth Mountains comprises the
Heritage Group (Early to Late Cambrian) and
the Crashsite Group (Late Cambrian to Devonian).
The Heritage Group is composed of clastic sediment-
ary and volcanic rocks that make up half the entire
stratigraphic thickness within the Ellsworth Moun-
tains. The volcanic rocks formed in a mid-Cambrian
continental rift environment with mid-ocean ridge-
type basalts erupted near the rift axis. The Heritage
Group is overlain by 3000m of quartzites of the
Crashsite Group, Permo-Carboniferous glacial dia-
mictites of the Whiteout conglomerate, and the Per-
mian Polar Star Formation. Middle Jurassic granites
related to the Gondwana breakup intrude the Ells-
worth Mountain succession in scattered nunataks
throughout the remainder of the Ellsworth-Whitmore
Mountains crustal block.

Thurston Island: Pacific Margin Magmatic Arc

The Thurston Island block, which includes Thurston
Island on the adjacent Eights Coast and Jones Moun-
tains, records Pacific margin magmatism from
Carboniferous to late Cretaceous times. The igneous
rocks form a uniform calc-alkaline suite typical of
subduction settings. On Thurston Island, the ob-
servable history began with Late Carboniferous
(~300Ma) emplacement of granitic protoliths of
orthogneiss. Cumulate gabbros were emplaced soon
after gneiss formation, followed by diorites that have
Triassic ages. In the nearby Jones Mountains, the
oldest exposed rock is a muscovite-bearing granite
with an Early Jurassic age of 198 My. The subsequent
evolution of the Thurston Island area was dominated
by Late Jurassic and Early Cretaceous bimodal suites.
Between 100 and 90 Ma, volcanism in the Jones
Mountains became predominantly silicic prior to
cessation of subduction along this part of the margin
by collision or interaction of a spreading ridge with
the trench. In the Jones Mountains, the basement
rocks are unconformably overlain by postsubduction
Miocene alkalic basalts.

Marie Byrd Land: Pacific Margin Magmatic Arc

Small scattered exposures throughout the coastal
parts of Marie Byrd Land suggest that the block

may contain two geological provinces or superter-
ranes. In the western part, the oldest Palaeozoic
rocks are a thick uniform sequence of folded sand-
stone-dominated quartzose turbidites of the Swanson
Formation. In the eastern part, the older basement
rocks include biotite paragneiss, calc-silicate gneiss,
marble, amphibolite, and granitic orthogneiss with
protolith ages of 504 My. In western Marie Byrd
Land, the Swanson Formation was intruded by
the Devonian—Carboniferous Ford Granodiorite and
Cretaceous granitoids, whereas in eastern Marie Byrd
Land, magmatic rocks are predominantly Permian
and Cretaceous in age, indicating a long-lived mag-
matic history for Marie Byrd Land. The Cretaceous
magmatic rocks include mafic dyke suites and an-
orogenic silicic rocks, including syenites and per-
alkaline granites that record an important change in
the tectonic regime, from a subducting to an exten-
sional margin, prior to separation of New Zealand
from Marie Byrd Land and seafloor spreading from
84 Ma.

The Antarctic Peninsula: Long-Lived
Andean-Type Margin

The Antarctic Peninsula is a long-lived magmatic arc
built at least in part on continental crust with a record
of magmatism and metamorphism that stretches back
at least to Cambrian times. Pre-Mesozoic rocks are
only sparsely exposed and include orthogneisses with
protolith ages dating to ~450-550 Ma, paragneisses
that form the basement to Triassic granitoids no older
than Late Cambrian, and a few small granitic bodies
~400My old. Locally, the basement underwent
metamorphism, migmatization, and granite emplace-
ment during Carboniferous (~325 Ma) and Permian
(~260 Ma) times.

The Mesozoic geology of the Antarctic Peninsula
has traditionally been interpreted in terms of a near-
complete arc/trench system with Mesozoic accretion
subduction complexes on the western Pacific margin
of the Peninsula, a central magmatic arc active from
240 to 10 Ma (represented by the Antarctic Peninsula
Batholith), and thick back-arc and retro-arc basin
sequences on the eastern Weddell Sea side. The polar-
ity of the system is consistent with east-directed
subduction of proto-Pacific Ocean floor. However,
the discovery of major ductile shear zones along the
spine of the peninsula has led to the identification of
separate domains and the possibility of the collision
and accretion of separate terranes along the margin.
Triassic and Early Jurassic plutons were emplaced
along the palaeo-Pacific margin of Gondwana prior
to the breakup of the supercontinent. The earliest
plutons were peraluminous granites with S-type
characteristics. By 205 Ma, metaluminous, type-I
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granitoids were emplaced. Magmatism associated
with the Jurassic breakup of Gondwana is repre-
sented by extensive silicic volcanism and associated
subvolcanic plutonism that is part of the large Gon-
dwana wide volcanic igneous province. Cretaceous
and younger plutons were emplaced as a result of
east-directed subduction of proto-Pacific ocean crust
ranging in composition from gabbro to granodiorite,
with a peak of activity between 125 and 100 Ma. The
Tertiary part of the batholith is restricted to the west
coast of the northern Antarctic Peninsula, signifying
a major westward jump in the locus of the arc.
With the exception of one small segment, sub-
duction and its associated magmatism ceased in the

Antarctic Peninsula between ~50Ma and the pre-
sent day, following a series of northward-younging
(northward-facing) ridge trench collisions.

Gondwana Breakup: The Isolation of
Antarctica

Four main episodes in the disintegration of the
Gondwana continent led eventually to the isolation
of Antarctica, to the development of the circumpolar
current, and to an Antarctic continent covered in ice
(Figure 5). The initial rifting stage started in Early
Jurassic times (180 Ma) and led to formation of a sea-
way between West Gondwana (South America and

Figure 5 Snapshots of the distribution of the continents at (A) 150, (B)130, (C) 100, and (D) 35Ma during the breakup of Gondwana,
leading to the development of the circumpolar current and the polar isolation of Antarctica. Courtesy of Roy Livermore, British

Antarctic Survey.
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Africa) and East Gondwana (Antarctica, Australia,
India, and New Zealand), and to seafloor spreading
in the Somali, Mozambique, and possibly Weddell
Sea basins. The second stage occurred in Early Cret-
aceous times (~130 Ma) when this two-plate system
was replaced by three plates, with South America
separating from an African-Indian plate, and the
African-Indian plate separating from Antarctica. In
Late Cretaceous times (90-100 Ma), New Zealand
and South America started to separate from Antarc-
tica until finally, approximately 32 Ma, the breakup
of that once large continent was complete, when the
tip of South America separated from the Antarctic
Peninsula by opening of the Drake Passage, allowing
the formation of the circumpolar current and thermal
isolation of Antarctica.

The West Antarctic Rift System

Although the final isolation of Antarctica did not
occur until opening of the Drake Passage ~32 Ma, a
rift system formed within West Antarctica during
Tertiary times. The rift system extends over a largely
ice-covered area extending 3000 x 750 km, from the
Ross Sea to the Bellinghausen Sea, comparable in area
to the Basin and Range and the East African rift
systems. A spectacular rift shoulder scarp, along
which peaks reach 4 to 5km maximum elevation,
extends from northern Victoria Land to the Ellsworth
Mountains. The rift shoulder has a maximum pre-
sent-day physiographical relief of 7km in the Ells-
worth Mountains-Byrd Subglacial Basin area. The
Transantarctic Mountains part of the rift shoulder
has been rising episodically since Late Cretaceous
times. The rift system is characterized by bimodal,
mainly basaltic alkali volcanic rocks ranging in age
from Oligocene or earlier to the present day. The
large Cenozoic volcanic centres in Marie Byrd Land
have been related to a mantle plume. Sedimentary
basins within the rift system in the Ross Sea embay-
ment contain several kilometres of Tertiary sediments
that preserve a record of climate change from a green-
house environment to an ice-covered world. There
are 18 large central vent volcanoes in Marie Byrd
Land that rise to elevations between 2000 and
4200 m above sea-level.

Antarctic Climate History: The Past
100 Million Years

The large-scale palaecogeography of the Antarctic
region varied little from Late Cretaceous to Eocene
times (~35Ma), with the Antarctic continent still
connected to South America and Australia and in a
polar position. The West Antarctic rift system had

begun to develop in the Late Mesozoic, with uplift
in the Paleocene (45-50 Ma) as the Transantarctic
Mountains began to rise and steadily erode. The
earliest evidence of glaciers forming on the Antarctic
continent comes as sand grains in fine-grained upper-
most Lower Eocene and younger deep-sea sediments
from the South Pacific, with isolated sand grains in-
terpreted to record ice-rafting events centred on 51,
48, and 41 Ma. In the Ross Sea area, close to the
Transantarctic Mountains, glaciers were calving at
sea-level during the Eocene, becoming more extensive
and spreading in earliest to Late Oligocene (~25 Ma),
this being characterized by a number of thin till sheets
separated by thin mudstone intervals. One of the
mudstones contains a Notofagus leaf, which, along
with contemporaneous beech palynomorphs, indi-
cates a cool temperate climate on land during
interglacial episodes, with many episodes of temper-
ate ice-sheet growth and collapse. There was progres-
sive disappearance of the Notofagus-dominated flora
by the Late Oligocene (~24 Ma).

By the Early Miocene (~15 Ma), the Antarctic was
completely isolated; there was development of the
vigorous circumpolar currents and the present topog-
raphy of the continent was in place. There was a large
increase in ice cover beginning around 15Ma. The
majority view now is that since the Middle Miocene,
Antarctic temperatures have persisted close to the
present levels and that the East Antarctic ice-sheet
has been a semipermanent feature during the past
15My. This view is supported by work on well-
preserved ice-desert landforms and deposits in moun-
tains at the head of the Dry Valleys. These are dated
from fresh volcanic ash deposits ranging between 4
and 15My old, indicating that mean annual tem-
peratures have been no more than 3°C above
present at any time in the Pliocene. These and the
geomorphic data suggest an enduring polar ice-sheet
since Middle Miocene times. However, an alternative
view of the post-Middle Miocene behaviour of the
East Antarctic ice-sheet was presented as a conse-
quence of finding a diverse biota of diatoms, sponge
spicules, radiolarians, palynomorphs, and fora-
minifera in glacial diamictites or till deposits (the
Sirius Group) at a number of locations high in the
Transantarctic Mountains. These biota include
Pliocene-age marine diatoms that may have been de-
posited in seas in the East Antarctic interior, subse-
quently to be glacially eroded and transported to their
present sites by an enlarged East Antarctic ice-sheet.
Although the transport processes and the depositional
setting for the tills are well established, the origin of
the age-diagnostic microfossils found in them has
been in dispute. It is likely that some of the Pliocene-
age diagnostic diatoms were deposited from the
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atmosphere and thus cannot be used to date the asso-
ciated deposit. The Sirius Group also includes terres-
trial sequences that record many advances and
retreats of inland ice through the Transantarctic
Mountains. The uppermost strata include a shrubby
vegetation that indicates a mean annual temperature
20° warmer than the present-day mean. Because the
flora cover a long time range, the precise age of these
deposits is not known.

The cyclical pattern of ice-volume change through
the Quaternary is well established from the deep-sea
isotopic records and is inferred from ice-core studies
representing the past 400000 years; the ice cores
were taken from near the middle of the East Antarc-
tic ice-sheet at Vostok Station. The data show a cyc-
lical advance and retreat at 100 000-year intervals
and that temperatures in the Antarctic interior,
which were the same as present-day temperatures
during the last interglacial, fell episodically to about
10° cooler during the Last Glacial Maximum,
then rose rapidly to Holocene temperatures around
10000 years ago.

See Also

Africa: Pan-African Orogeny; North African Phanerozoic;
Rift Valley. Andes. Argentina. Australia: Proterozoic;
Phanerozoic; Tasman Orogenic Belt. Brazil. Gondwana-
land and Gondwana. Indian Subcontinent. New Zea-
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Introduction

Arabia consists of two main geological features:
the Arabian shield and the Arabian shelf. Charles
Doughty, who in 1888 produced the first geological

map of Arabia, wrote “the Geology of the Peninsula
of the Arabs consists of a stack of plutonic rock,
whereupon lie sandstones, and upon the sand-rocks
limestones. There are besides great land-breadths of
lava and spent volcanoes”. These two sentences en-
capsulate the geology of Arabia, and indeed of the
whole of the southern shoreline of Palaeo-Tethys,
from the modern Atlantic Ocean to the Arabian Gulf.

The Arabian shield is a Precambrian complex of
igneous and metamorphic rocks that occupies roughly
one-third of the western part of the Arabian Peninsula.
The Arabian shield is a continuation of the adjacent
African shield from which it is separated by the Red
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Sea rift (see Africa: Rift Valley). The rocks in West
Arabia, Yemen, Aden, and Oman are dated as Precam-
brian by radioisotopic dating and by the presence of
Cambrian fossils in sediments above. Radiometric
dates show that the Arabian shield was involved in
the Pan-African Orogeny (see Africa: Pan-African Or-
ogeny). The shield crops out along the east coast of the
Red Sea rift, south to Yemen, and extend eastward
into central Arabia with varied degrees of exposures.

The Arabian shield dips eastwards beneath some
6000 m of sedimentary rocks of Infracambrian to
Recent age. These rocks crop out as belts surrounding
the shield that dip gently east and north-east into the
subsurface before they crop out again in Oman,
United Arab Emirates, and Iran, mostly during the
Mesozoic time that brought to surface the famous
ophiolites of Oman. The geological formations
are generally well exposed, due to a lack of vegeta-
tion, and can be traced along their outcrops for
hundreds of kilometres. Geologists from Charles
Doughty to the present day have noted that the uni-
form stratigraphy of Arabia can be traced westwards
across North Africa to the Atlantic Ocean time (see
Africa: North African Phanerozoic). This uniformity
is most marked in the Lower Palaeozoic, and de-
grades thereafter through time.

Subsequent to the work of Doughty, geological
mapping and fieldwork in Arabia in the 1930s was
tied to oil exploration and covered more than
1300000 km?. Figure 1 is the first published geo-
logical column of Arabia compiled by Powers and
Ramirez in 1963.

During the early days of Aramco, geologists identi-
fied, measured, and mapped nearly 6000 m of sedi-
ments ranging in age from presumed Infracambrian
to Recent. The main rock units have been identi-
fied and mapped since 1966 by Aramco and the US
Geological Survey (USGS). Through the years much
additional work has been performed by Saudi Ara-
mco, USGS, and Bureau de Recherches Geologiques
et Minieres (BRGM). Some formation names have
changed and some new ones have been introduced
in Arabia and the Gulf states, the result being a
wealth of information both from outcrops and from
the subsurface that has affected our knowledge of
the formations, their contacts, ages, and nomenclat-
ures; however, the original stratigraphic framework
remains largely intact. This may be seen by com-
paring Figure 1 with Figure 2, which is the strati-
graphic column for Saudi Arabia, recently produced
by Aramco.

In central Arabia, the Palaeozoic and Mesozoic
rocks crop out as curved belts bordering the Arabian
shield, dominated by parallel west-facing escarpments
capped by resistant limestone. In eastern Arabia the

older sediments are mostly covered by a gently dip-
ping belt of low relief Tertiary and younger deposits
that include the Rub al Khali and north-eastern
Arabia (Nafud) of Quaternary sands.

In north-western Arabia some 2000m of largely
lower Palaeozoic sandstone is exposed. The lower
units of this Palaeozoic sandstone can be correlated
into Jordan and across the Arabo-Nubian shield into
North Africa. To the east lies a basin of Upper Cret-
aceous to Tertiary sediments. Volcanic rocks of Ter-
tiary to Recent age cover substantial parts of the
shield and adjacent cover. These result from deep
crustal tension associated with the development of
the Red Sea rift system.

The Stratigraphy of Arabia and
the Gulf

The geological section above the Precambrian base-
ment Arabia falls into eight major divisions separated
by unconformities (Figures 1 and 2). These may be
summarized as follows from base to top:

1. Infracambrian and Lower Palaeozoic clastic rocks
(Cambrian through Lower Devonian);

2. Carboniferous, Permian, and Triassic carbonate/
clastic rocks (Upper Permian through Upper
Triassic);

3. Lower and Middle Jurassic clastic and carbonate
rocks (Toarcian to Callovian?);

4. Upper Jurassic and early Lower Cretaceous car-
bonate rocks (Callovian through Valanginian);

5. Late Lower Cretaceous clastic rocks (Hauterivian
through Aptian);

6. Middle Cretaceous clastic rocks (Cenomanian
through Turonian?);

7. Upper Cretaceous to Eocene carbonate rocks
(Campanian through Lutetian); and

8. Neogene clastic rocks (Miocene and Pliocene).

Infracambrian and Lower Palaeozoic Clastic Rocks
(Cambrian through Lower Devonian)

Above the igneous and metamorphic basement of the
Arabo-Nubian shield the Infracambrian cover con-
sists of sandstone, carbonates, shale, and salts. The
Infracambrian shows the oldest fossils. The Infracam-
brian Hugf Group of Oman contains potential petrol-
eum source rocks. The Hugf Group includes the
Mahara, Khufal, Shuram, Buah, and Ara Salt forma-
tions, ranging in age from Precambrian to Lower
Cambrian. The evaporites are usually referred to as
the Hormoz Salts, and have formed many diapiric
structures in Oman and throughout the Gulf, many
of which are petroliferous. In central Arabia the
Precambrian shield is overlain by the Infracambrian
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Figure 1 The first geological column of Saudi Arabia, compiled by RW Powers and LF Ramirez in 1963. After Powers et al. (1966).



ARABIA AND THE GULF 143

dpgeud| gSoll GEOLOGICAL STRATIGRAPHIC COLUMN OF SAUDI ARABIA
Saudi Aramco
P
E|E | stanparo SAUDI ARABIAN | tecrrvoi [cHronosTRAT| sOUREE T
fle taces. | STRATIGRAPHY | INTERVAL INTERVAL | 2% |
5 [
L FORMATION [MEMBER
6 - PIACENZIAN
<] _ZaNcLEAN DIBDIBBA %
®
T
> | |5] rorronan by ] "
w S HOFUF
Z | 8| SERRAVALIAN AN e
o |z TAnERTAR— 15
« (215 G i
x5 BURDIGALIAN
3 HADRUKH 20
= “| aquitanian
z|e 25
£|5[ cnarmian
SEE 30
=% RUPELIAN
o|=
E| prinsonian Lo 35
- war D T
BARTONIAN -
5 DAMMAM | """ [Emmm 40
£ hiveotina
© (815 | wrenan -
| P 50
wi g] vemestan s
i 1 uMm ER 55
L tHANETIAN PRt RA
-
SELANDIAN
[EyT— 60
G Vi
65
MAASTRICHTIAN
70
75
CAMPANIAN ARUMA
80
SANTONIAN e 1 85
co i Han
& [ p— 90
e prerell
° [ (ANIA} 95
CENOMANIAN na
w | Anmani |- -
8 100
WASIA mauopuo [T
2 e =
AL SAFANIYA =
<
cuarin o o
= Ve Ae Lncaniordy
e ns
o APTIAN SHU’AIRA
= « 120
- o BIYADH = -
E HAUTERIVIAN BUWAIB s 130
.- uin Ve Uromivomsty
- VAL J 135
T TR =
YAMAMA
140
SuLary 145
VOLGIAN TITHONIAN ,"ml o
- T 150
< ea (a0
HANIFA 155
OXFORDIAN HatIE
TUWAIQ HADRIYA
= MOUNTAIN 160
;- .
2 [ ioe: B = 165
< PICTIV =
o« Kisgaedd
b DHRUMA 170
=
5 Lower
75
180

Figure 2 Modern geological stratigraphic column of Saudi Arabia. After Qahtani et al. (2004).

Continued



144 ARABIA AND THE GULF

Figure 2 Continued

20!
gl g
22

23

25
26

27

32

34
35
36
37
38
39
40
41

424

44
o

46
47

51
52i

55

(NON-DEPOSITIONAL /ERCSIONAL HIATUS)

TOARCIA
o ] MARRAT
@
@ |7 RSy
|| ruEnssacHiAN.
o | .
L3 -
2
=
o RHAETIAN
_ g A
u S
o |<
w urree
=y 1
] Lower
«
GISs:
L SUDAIR
2 TATARIAN
= KHUFF = = —
Z s KAZANIAN 0
< | |__KUNGURIAN
= ARTINSKIAN
=z |+
i
o %] sakmaman UNAYZAH
w = IAWE
o
WAPADH
»
Sl
o + | wasce- "HERCYNIAN" OROGENY
= s WESTFHALR (EROSIONAL HIATUS
& e CHPCSSPOSE SISO
w HAMURIAN
Z BERWATH
© VISEAN
<
(¥}
wl  FAMENNIAN
! JUBAH
FRASNIAN
Z -
< GIVETIAN
% Lower
z Z
° EIFELIAN = [aveave
& {FIYADH}
JAUF
w EMSIAN
oz Iy
<
o S P
{PRAGIAN)
TAWIL
= [ LupLOVIAN
DA HP BB
= tnanawad
= QALIEAH
x ausatia
sl AsHGILLIAN e T
I caranocian s
QASIM  [EAIAN
: HANADIK
>
3
= sanie
= SAQ
i \iSGi
5 [ oos [ ==
TENAN BOTOMIAN
NEMAKIT-
DALDYNIAN

ARABIAN PLATFORM
REGIONAL CYCLE CHART

Coordinated by #MSSDIA. Matolel Al-Gohiani)|

o i

Esmgme s

[

195

200

205

220

230

240

250

260

270

280

290

300

310

320

For updates comoct A, Motole Al Goktani X 4360 874 6351)

ETwmmn

e
e,
[E=Erect

[e—

v Shatarst o1 . 2008




ARABIA AND THE GULF 145

Jubailah Group, whose biostratigraphy is poorly
known, but can be correlated with Huqf Group of
Oman. The Lower Palaeozoic rocks are mainly
quartz, sandstone, and shale, with some thin carbon-
ate beds in the upper part. They range in age from
Cambrian to Lower Devonian. These include the Saq,
Tabauk, Tawil, and Jauf formations. Some of these old
names have been replaced by newer names. For
example, the Tabuk has been replaced by the Qasim.
Additional formations have been added, such as
the Kahfah and Juba. The ‘old’ Wajid Sandstone
(Figure 1) in south-western Arabia has been divided
into four new formations. The Cambro-Ordovician
Saq and Qasim formations can be correlated with
the Haima Group in Oman, which includes the
Amin, Andam, Ghudun, and Safiq formations. In
Jordan the Saq Sandstone can be divided into four
units: the Sig, Quweira, Ram, and Um Sahm. The Siq
is probably equivalent to the Yatib Formation of the
BRGM in central Arabia. The Burj Formation of
Jordan (Middle Cambrian carbonates and shale)
was introduced to the Aramco chart in 1992, and
Laboun suggested that it be renamed the Farwan
Formation in al-Jauf near Jordan. The Burj carbon-
ates overlie the Siq or Yatib in north-western Saudi
Arabia. The Saq Sandstone is of mainly fluvial origin,
though the presence of Cruziana tracks in abandoned
shale channels towards the top suggest marine influ-
ence. The Saq Formation has two members, the Resha
and the Sajir.

The Saq Formation is uncomfortably overlain by
the Middle Ordovician Qasim Formation of sand-
stone with alternating Shale members. These include
the Hanadir Shale, the Kahfah Sandstone, the Raan
Shale, and the Qawarah Sandstone. The shales con-
tain rare graptolites, of great biostratigraphic signifi-
cance, and the sandstones locally contain abundant
burrows variously termed ‘Tigillites’, ‘Sabellarifex’,
and ‘Scolithos’, which are indicative of intertidal
conditions.

The Qasim is unconformably overlain by the Zarga
and Sarah formations of Late Ordovician and Early
Silurian ages; these two formations are famous for
their glacial features. The Mid- to Late Silurian age
Qalibah Formation follows with its two members,
Sharwrah and Qusaiba. Formerly the Qalibah was
called the Tayyarat Formation developed by BRGM
studies. The Qusaiba Shale is the main source rock for
the Palaeozoic gas in the Jauf (Devonian), Unayzah
(Permian), and Khuff (Late Permian—Early Triassic)
reservoirs.

Sedimentological studies reveal that this Lower
Palaeozoic sequence resulted from deposition on al-
luvial braid plains that passed down-slope into inter-
tidal and shallow marine shelves, which in turn

passed into basinal mud. Graptolites in the latter can
be used to demonstrate the diachronous progradation
of these facies across the Arabian shield. These events
were coeval with similar progradational episodes
northwards across the Saharan shelf.

The Tawil Formation (Late Silurian and Early Dev-
onian) unconformably overlies the Sharwrah member
of the Qalibah Formation. This sandstone is very
different from other Palaeozoic sandstones because
it contains an abundance of heavy minerals. These
give a spiky character to the spectral gamma ray log,
which aids subsurface correlation because the Palaeo-
zoic sands commonly lack palynomorphs that can be
used for age dating. The Tawil Formation is conform-
ably overlain by the Jauf Formation. The Jauf Forma-
tion is remarkably different in character from where it
crops out in the north to where it is found in the
subsurface of eastern Arabia. Where it crops out
near the town of Jauf it is mostly marine limestone,
whereas in the subsurface in eastern Arabia it consists
of deltaic sandstone. The Jauf Formation is one of the
main Palaeozoic gas reservoirs in Arabia. In the Jauf
Formation reservoir drilling problems are usually en-
countered due to considerable amounts of permeabil-
ity-inhibiting illite. The palynology of the Jauf
Formation is more useful for environmental than for
stratigraphic analysis (Figures 1 and 2).

The Jauf Formation is overlain by the Jubah For-
mation. This consists of Middle Devonian to Lower
Carboniferous cross-bedded sandstone that used to
be considered part of the Jauf Formation, but is now
separated from it. It is unconformably overlain by the
Wasia Formation in the Sakaka area of northern
Saudi Arabia. The Jubah Formation can be correlated
with the Sakaka Sandstone, whose age was contro-
versial, having once been considered Cretaceous, and
equivalent to the Wasia Formation.

The Wajid Sandstone of south-western Arabia
has been divided into five members: the Dibsiyah
(Cambrian, equivalent to Saq), the Sanamah (Late
Ordovician, equivalent to Sarah/Zarga), the Silurian
Qusaiba, the Khusyyayn (Devonian—Carboniferous,
equivalent to Tawil, Jauf, Jubah, and Berwath) and
the Juwayl (Permo-Carboniferous) equivalent to
Unayzah and its units. The lower parts of Unayzah
has recently been interpreted by Aramco as the
equivalent of the Juwayl or Wajid Sandstone and to
the Al Khlata Formation of Oman.

Carboniferous, Permian, and Triassic Carbonate/
Clastic Rocks (Upper Permian through Upper
Triassic)

Lower Palaeozoic strata are succeeded by some
1000 m of interbedded carbonate and clastic sedi-
ment of Upper Permian to Triassic ages, with some
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basal Permo-Carboniferous rocks. The old strati-
graphic terminology included the Berwath (Carbon-
iferous), Khuff, Sudair, Jilh, and Manjur Formations.
Of these, only the Berwath has been renamed (Figures
1 and 2). The Unayzah Formation was introduced to
include the Pre-Khuff clastics. The new formation
includes the clastics below the Khuff together with
the basal Khuff clastics. The Unayzah is one of main
sweet gas reservoirs in the Palaeozoic rocks of Arabia.
It is divided into the A, B, and C reservoirs. The age of
this formation is still ill-defined. Currently it is be-
lieved to span the Carboniferous/Early Permian to
Late Permian, usually referred as a Post-Hercynian
orogeny event. Many intervals of the Unayzah reser-
voirs, however, differ from each other and from the
lower unit (the Unayzah C). This is more cemented
than the overlying B and A units, suggesting a very
wide gap in age within the Hercynian period. This
in turn led geologists to generate other nomenclatures
to separate these sections. The Unayzah rocks
are mostly alternating red beds with three sandstone
reservoirs. Several depositional environments have
been suggested for the Unayzah Formation. These in-
clude eolian dunes, meandering streams, incised
valleys, deltas and parabolic and coastal plain de-
posits, and variations of the above. The Berwath For-
mation, however, is only known in the subsurface, and
it has been suggested that the name be discarded. The
Berwath rocks are similar to those of the Unayzah
Formation. The Unayzah Formation in Saudi Arabia
can be correlated with the Gharif and Al Khlata
(Houshi group) in Oman and Faragan in Iran, while
the Unayzah upper reservoirs (partly A and B) can be
correlated with the Gharif Formation and the Unayzah
C with the Al Khlata Formation. Debates on the no-
menclature and correlation of the stratigraphic units of
the Unayzah Formation continue. The Unayzah is one
of the main Palaeozoic sweet gas reservoirs in Arabia.

The shallow marine sabkha carbonates and evap-
orites of the Khuff Formation unconformably overly
the Unayzah Formation. The sequence starts with a
basal shallow marine clastic unit. The Khuff reser-
voirs hold large volumes of gas in both Saudi and
the Gulf states. The Khuff gas is usually sour due to
its sulphur content, which increases northwards
with increasing anhydrite. The Khuff reservoirs
are normally dolomitized, with lenses of limestone.
The reservoirs are heterogeneous, even though the
main units are correlatable for long distances. The
formation has undergone extensive diagenesis, in-
cluding leaching, anhydrite cementation, and dissol-
ution, that made it very hard to predict reservoir
character. The Khuff Formation is equivalent to
the Akhdar Formation of Oman. In the subsurface
the Khuff has been divided into seven members: Khuff
A, Khuff B, Khuff C, Khuff D, Khuff E, Northern

Sandstone/Evaporate Member, and Southern Sand-
stone/Shale Member.

The Khuff Formation is overlain with local uncon-
formities by the Sudair shale. This marks a change
to a more restricted depositional environment from
sabkha evaporites to terrestrial red beds. The Sudair
Shale is followed by the Jilh Formation, which consists
of interbedded sandstone, shale, limestone, anhydrite,
and salt. It is often overpressured and hazardous to
drill through. The formation has few oil shows in
Arabia. The Jilh Formation is conformably overlain
by the Minjur Formation (Upper Triassic), which con-
sists mainly of sandstone and shale and is a very good
aquifer for central Arabia. These rocks correlate with
the lower part of the Sahtan unit in Oman.

Lower and Middle Jurassic Clastic/Carbonate
Rocks (Toarcian to Callovian?)

Jurassic rocks are mainly marine shale interbed-
ded with carbonates in central Arabia, grading to
sandstone in northern and southern areas. These
include the Marrat, Dhruma, and Tuwaiq Mountain
Formations (Figures 1 and 2). The Marrat Formation
unconformably overlies the Minjur Formation. The
Jurassic system in central Arabia is dominated by the
Tuwaiq Mountains escarpment in the outcrop with
coral heads. Marrat and Dhruma are exposed in
lower relief structures, marked by the red and
green shales that alternate with resistant caps of yel-
lowish limestone. These formations contain few oil
reservoirs in Arabia.

The Lower and Upper Jurassic formation names
have remained unchanged in Saudi Arabia, but other
names have been introduced in other Gulf countries.
For example, the Marrat Formation in Kuwait carries
the same name, but the Tuwaiq Mountain Formation
has been replaced by the Sargelo Formation.

Upper Jurassic and Early Lower Cretaceous
Carbonate Rocks (Callovian through Valanginian)

The Upper Jurassic to Lower Cretaceous rocks are
mostly cyclic carbonate sands and evaporites that
close several stages of the Jurassic. These include
the most important oil-bearing Arab formation in
Arabia. The formation names are largely unchanged
from the earliest days of research (Figures 1 and 2).
The upper parts of the Tuwaiq Mountain Formation
consist of mainly carbonate grainstone and pack-
stone with corals and stromatoporoids, followed by
the Hanifa Formation, which is composed of carbon-
ate mudstone, wackestone, and grainstone. The
Hanifa is the main source rock of the Jurassic oil of
Arabia. This is overlain by the Jubaila Formation,
which is composed of mainly mudstone and wacke-
to packstone; the famous Arab D reservoir can extend
to include the upper parts of the Jubaila.
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The Jubaila is succeeded by the Arab Formation
(Figures 1 and 2), the most famous oil reservoir in
Arabia, especially the Arab D unit. The Arab Forma-
tion includes four members A, B, C, and D, each of
which consists of a carbonate reservoir with an anhyd-
rite cap rock. The reservoirs include alternating ooidal,
skeletal, and peloidal grainstone, wackestone, and
packstone containing Cladocropsis, stromatoporoids,
and foraminiferans. They also include some mudstone.
The facies indicate shallowing upward sequences from
high-energy shoal, through intertidal flat, to supratidal
sabkha (salt marsh) and subaqeous anhydrites (see
Sedimentary Environments: Carbonate Shorelines
and Shelves). The Arab D Member of the Arab Forma-
tion contains most of the oil reserves of the Ghawar
Field, the largest oil field in the world, more than
250 km long and 50 km wide.

The Arab Formation is well known in the subsur-
face by cores and logs, but the outcrop is poorly
known from small hilly exposures that show signs of
anhydrite karst terrain near Riyadh (see Sedimentary
Processes: Karst and Palaeokarst). The Arab Forma-
tion extends into the Gulf states with minor modifica-
tions. For example, in Qatar, it is divided into the
Fahahil and Qatar formations. The Arab Formation
extends into Abu Dhabi where the amount of anhyd-
rite increases offshore. Major facies changes of the
Arab Formation occur in Kuwait where the Jubaila
and Arab formations of the Gotnia Basin are largely
evaporites.

The Jurassic rocks of Yemen are very different
yet again, consisting of sandstone and shale with
minor carbonates. The Naifa and Hajar formations
(Kimmeridgian-Tithonian) are similar to the Arab
Formation further north.

In Saudi the Arab Formation is overlain by the
Hith Formation, which consists mainly of anhydrite
with minor carbonate reservoirs and crops out at
Dahl Al-Hith in the Al-Kharj area near Riyadh; else-
where it has generated karst terrane. The Hith is
overlain by the Early Cretaceous Sulaiy Formation,
which is composed of fossiliferous chalky limestone
with wackestone and packstone, and is overlain
in turn by the Yamama Formation (Berriasian-
Valanginian) composed of bioclastic and pelletal
grainstone, wacke to grainstone and mudstone
(Figures 1 and 2).

Late Lower Cretaceous Clastic Rocks (Hauterivian
through Aptian)

The Late Cretaceous marks a change from predomin-
antly carbonate to terrigenous sedimentation. The
sequence commences with the Buwaib Formation,
which is a thin basal carbonate composed of mainly
bioclastic grainstone and packstone that pass up into
sandstone, overlain by sandstone and shale of the

Biyadh Formation. This is truncated by an uncon-
formity between the Aptian and Cenomanian stages.
In Kuwait, however, the Buwaib and Biyadh Forma-
tions are grouped together as the Zubair Formation,
while in Abu Dhabi and Oman the Yamama, Buwaib,
and parts of the Biyadh Formations are termed the
Lekhwair Formation. The Biyadh Formation is over-
lain by the Shu’aiba Formation (Aptian). This does
not crop out at the surface, and like most formations,
thickens eastwards from the shield to the shelf. The
Shuaiba Formation contains many rudist ‘reefs’ which
are important oil fields, such as the Shaybah field in
the Rub Al-Khali (empty quarter) of Arabia and the
Bu Hasa field in the United Arab Emirates (see Sedi-
mentary Environments: Reefs (‘Build-Ups’)).

Middle Cretaceous Clastic Rocks
(Cenomanian through Turonian?)

The Shuiaba Formation is overlain by deltaic
sandstone and shale of the Albian-Turonian Wasia
Formation (Figures 1 and 2). This crops out occasion-
ally as low-lying hills. The Wasia Formation includes
the Ahmadi, Moudoud, Khafji, and Safaniyah
members in the northern parts of Arabia. The Safa-
niyah and Khafji members contain huge oil reservoirs
in northern Saudi Arabia and Kuwait. In some of the
Gulf states the Wasia Formation and its constituent
members have been raised to group and formation
status, respectively. In Kuwait its equivalent is the
Burgan Formation. In Oman its equivalent is the Nahr
Umr Formation, a predominantly shaley unit that
serves as a source rock and seal to the underlying
Shuaiba reservoirs.

Upper Cretaceous to Eocene Carbonate Rocks
(Campanian through Lutetian)

Wasia sedimentation culminated in an important
regional unconformity of Turonian age, overlain by
some 500m of limestone of the Aruma Formation
(Figures 1 and 2) that crops out in an escarpment
extending northwards from Arabia into Iraq. The
Aruma Formation ranges in age from Turonian to
Danian, and is composed mainly of carbonate rocks
with some shale towards the base and increasing
amounts of sand towards the north. It is equivalent
to the Figa Formation in Oman.

The Aruma Formation is overlain unconformably
by the Um er Radhuma Formation (Selandian—
Ypresian), which is a highly porous and permeable
dolomitic carbonate and an important aquifer in east-
ern Arabia. This formation is overlain by the Ypresian
Rus Formation, which consists of interbedded marls,
chalky limestone, gypsum, and anhydrite with quartz
geodes. The gypsum and anhydrite usually dissolve to
form collapse breccias that create drilling problems
and also increase the salinity of adjacent aquifers. The
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Rus Formation is overlain by the Dammam Forma-
tion, whose type locality is the famous Dammam
Dome, on which was drilled the first well to dis-
cover oil in Saudi Arabia. This was Dammam well
7, which found oil in the Jurassic Arab Formation
in 1933. The Dammam Formation consists of a
number of members that include shale and carbon-
ates, are locally reefal, and serve as local aquifers.
The formation is truncated by an Eocene-Miocene
unconformity.

Neogene Clastic Rocks (Miocene
through Pliocene)

Sediments of Neogene age (Miocene-Pliocene) in-
clude the Hadrukh, Dam, Hofuf, Kharj, and Dibdibah
formations (Figures 1 and 2). These comprise alter-
nating limestone, chalky limestone, marly sandstone,
gravel, and gypsum. The upper part consists of about
200-600 m of nonmarine marly sand and sandy lime-
stone that crop out across the Rub Al-Khali (Empty
Quarter) and northeastern Arabia. The Tertiary in
Oman is represented by the Hadhramout and Fars
groups.

All of the sediment above is locally covered by
unconsolidated Quaternary sand and gravel, which
is the major contributor to the Rub Al-Khali sand in
southern Arabia, an area of about 600 km?. These
include both eolian dunes in the sand seas and vast
plains of fluvial sand and gravel.

The Structural Geology of Arabia and
the Gulf

As mentioned in the Introduction, Arabia consists of
two main structural elements, the Precambrian shield
of igneous and metamorphic rocks in the west, and the
shelf whose sediment thickens eastwards towards the
great mobile belt of the Taurus, Zagros, and Oman
Mountains. The Arabian Plate (Figure 3) extends
from the eastern Mediterranean to the greater part
of Arabia (Arabian shield, Arabian platform, and
Arabian Gulf), and the western Zagros Thrust
Zone—an area enclosed by latitudes 13° and 38°N
and longitudes 35° and 60° E. The natural boundaries
of the Arabian Plate are most easily defined to the
north and north-east, where the Taurus Mountains
pass eastwards into the Zagros Fold Belt, which
passes in turn eastwards into the Makran ranges.
The structures of the Zagros can be traced into the
northern Oman Mountains. The region is bounded to
the south by the Owen Fracture Zone in the Indian
Ocean and the Gulf of Aden Rift, and to the west by
the rift system of the Red Sea and the Gulf of Aqaba
and Dead Sea.

The area of the Arabian Plate is more than
3000000 km?. Geologically nearly one-third of the
area is composed of Neoproterozoic igneous and
metamorphic rocks of the Arabian shield, of which,
by far, the greatest part lies within western Saudi
Arabia with minor inliers in Yemen. This shield was
formed by the accretion of a series of Precambrian
volcanic island arcs that can be traced into north-east
Africa. The Arabian shield represents a fragment of
Gondwana that separated as a result of the Phaner-
ozoic tectonic events that were involved with the
demise of the Palaeo-Tethys Ocean. Prior to breakup,
Gondwana was an important source of widespread
clastic sedimentation in the Palaeozoic (from
Cambrian to Mid-Permian) and its spread over the
platform/interior homocline. The main structural
elements of the Arabian Plate are shown in Figure 4.

Sedimentary rocks were deposited over the Arabian
Plate from Late Precambrian to Late Cenozoic as a
result of a series of major tectonic phases. These began
with an intracratonic phase (Late Precambrian to
Mid-Permian), followed by a passive margin phase
(Mesozoic), and concluded with an active margin
phase (Cenozoic). During the Palaeozoic era much of
the Arabian Plate lay south of the tropics, and was
affected by glaciation in the Late Proterozoic, in the
Late Ordovician and in the Carboniferous—Permian.
It was dominated by the deposition of clastics, but
interrupted by episodes of warm-water carbonate de-
position in the Middle Cambrian, the Devonian, and
the Upper Permian.

In contrast, during the Late Permian to the Holo-
cene the area lay in subtropical and equatorial lati-
tudes and was dominated by carbonate deposition.

The Arabian Plate experienced a number of events,
including the rifting and sea-floor spreading of the
Red Sea and Gulf of Aden, collision along the Zagros
and Bitlis sutures, subduction along the Makran zone,
and transform movement along the Dead Sea and
Owen-Sheba fault zones. The Makran and Zagros
convergence zones separate the Arabian Plate from
the microplates of interior Iran.

The main structural elements in the Arabian plat-
form contain several inherited, mechanically weak
trends. These include:

1. North-trending highs as exemplified by the En
Nala (Gh