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Preface 

 

 
Thanks to scientific and technological advances in many parallel fields, medical 
procedures are rapidly evolving towards solutions which are less invasive and more 
effective. In the previous decades, information processing in diagnostic imaging 
provided many solutions to physicians in particular within radiology, neurology, 
cardiology, nuclear medicine and radiation therapy departments. In the last  
decade, progress in computer technology, imaging and mechatronics has allowed  
computer-assisted intervention (CAI) systems and solutions to penetrate the 
intervention and operating rooms. 

CAI’s major challenge in the beginning of the twenty-first century is real-time 
processing, analysis and visualization of large amount of heterogeneous, static and 
dynamic patient data, and understanding of surgery for designing intelligent operating 
rooms and developing advanced training tools. Excellent scientists, engineers and 
physicians have created many advanced research groups around the world and are 
starting to provide innovative, breakthrough solutions. Information Processing in 
Computer-Assisted Interventions (IPCAI) aims at gathering the best work in this field 
and allowing authors to present and discuss it in detail. IPCAI wishes to select and 
present the highlights of research in CAI and aims at distinguishing itself for the 
quality of the presented papers and the excitement and depth of the discussions they 
generate. 

How Is IPCAI Positioned Related to Other Conferences in This Area ? 
Medical Image Computing and Computer-Assisted Intervention (MICCAI) has 

established itself as both a society and an annual event where a set of selected paper 
in both fields of medical image computing (MIC) and are presented. MICCAI often 
gathers around 1,000 participants presenting mostly MIC, but also CAI papers. The 
Computer Assisted Radiology and Surgery (CARS) series of conferences, on the 
other hand, focus mostly on the CAI community. It gathers a large number of 
interested scientists and engineers in this field. It bases itself mostly on long abstract 
submissions and aims at gathering a large number of players and at creating a place of 
encounter for academic and industrial researchers in this field. IPCAI considers itself 
as a complementary event to both MICCAI and CARS, filling an existing gap. 

IPCAI 2010: The Review Process 
This year, there were 40 full paper submissions (40% from North America, 39% 

from Europe and 21% from Asia). Four editors managed the assignment of the 
anonymous submissions to the reviewers. There were 61 reviewers: 85% of the papers 
had 3 reviewers, 10% had 2 reviewers, and 5% had 4 reviewers. Additionally, each 
editor reviewed the papers he had in charge. Reviewers were asked to provide 
detailed, journal-quality reviews. After the review phase, 16 papers were initially 
selected according to a weighted score only. A threshold of 3 on 4 was used. Papers 
out of the scope of the conference were rejected automatically. The editors asked the 
authors of ‘conditionally accepted’ papers to revise their manuscript according to 
reviewers’ and editor’s suggestions. A final version was then submitted. These final 
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versions were reviewed by the editors only. They checked whether the reviewers’ 
suggestions were taken into account. All the authors integrated the reviewers’ 
suggestions and improved the manuscript accordingly. The final distinction between 
oral presentation and short oral plus poster was made according to the average scores 
given by the anonymous reviewers.  

IPCAI: It Is Your Conference 
We want to thank all authors who submitted to IPCAI for their effort in submitting 

high-quality long papers. We also want to thank the reviewers for providing detailed 
high-quality reviews, very helpful for the authors, whether their papers were accepted 
or not. Both authors and reviewers contributed to the quality of the conference.  

IPCAI 2010: The Idea 
IPCAI aims at being extremely selective in order to present only the highlights in 

CAI. Co-located with the CARS conference, IPCAI 2010 presented the first in a 
series of events to be organized in the upcoming years. We hope that IPCAI keeps its 
promises and offers its participants and the CAI community a series of strong and 
innovative contributions. We also aim at creating a friendly and constructive 
atmosphere to share ideas and concepts for enhancing research and innovations in this 
area. 

 
 

June 2010 Nassir Navab 
Pierre Jannin 
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Tim Kröger, Heinz-Otto Peitgen, and Tobias Preusser

Early Clinical Evaluation of a Computer Assisted Planning System for
Deep Brain Surgeries: 1 Year of Clinical Assistance . . . . . . . . . . . . . . . . . . . 190

Pierre-François D’Haese, Rui Li, Srivatsan Pallavaram,
Todd Shanks, Peter Zahos, Joseph Neimat, Peter Konrad, and
Benoit M. Dawant

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201



Visualization and Planning of Neurosurgical

Interventions with Straight Access

Nikhil V. Navkar1, Nikolaos V. Tsekos1, Jason R. Stafford2,
Jeffrey S. Weinberg2, and Zhigang Deng1

1 University of Houston, Department of Computer Science, Houston, TX
2 University of Texas, MD Anderson Cancer Center, Houston, TX

{ntsekos,zdeng}@cs.uh.edu

Abstract. Image-guided neurosurgical interventional procedures utilize
medical imaging techniques to identify the most appropriate path for ac-
cessing a targeted structure. Often, preoperative planning entails the use
of multi-contrast or multi-modal imaging for assessing different aspects
of patient’s pathophysiology related to the procedure. Comprehensive vi-
sualization and manipulation of such large volume of three-dimensional
anatomical information is a major challenge. In this work we propose
a technique for simple and efficient visualization of the region of inter-
vention for neurosurgical procedures. It is done through the generation
of access maps on the surface of the patient’s skin, which assists a neu-
rosurgeon in selecting the most appropriate path of access by avoiding
vital structures and minimizing potential trauma to healthy tissue. Our
preliminary evaluation showed that this technique is effective as well as
easy to use for planning neurosurgical interventions such as biopsies, deep
brain stimulation, ablation of brain lesions.

1 Introduction

Currently, we witness the rapid evolution of minimally invasive surgeries and
image guided interventions that can lead to improved and cost effective pa-
tient treatments. It is becoming apparent that sustaining and expanding this
paradigm shift would require new computational methodology that could assist
surgeons in planning these procedures. A major challenge at either the preoper-
ative or the intraoperative stage of an image guided procedure is visualization,
comprehension and manipulation of a large volume of three-dimensional (3D)
anatomical data.

Most often, 3D models of the brain tissue are generated after segmentation
and rendering of the different anatomies. The operator may use those models
for manual or computer-assisted selection of appropriate paths to access the tar-
geted anatomy/structure. When a straight tool such as a biopsy needle or an
applicator is used, the interventional task maybe approached as a two-point ac-
cess practice, i.e. the point representing the entrance and the target. Since the
target location is well known from the original inspection of images, it would be

N. Navab and P. Jannin (Eds.): IPCAI 2010, LNCS 6135, pp. 1–11, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



2 N.V. Navkar et al.

helpful to visualize the outer surface of the patient by incorporating information
about the underlying tissue. In this work we present a preliminary technique
to such a visualization allowing for quantitative or semi-quantitative compari-
son among various points of entrance for neurosurgical procedures that require
straight access. The main contribution of our work is the generation of access
maps on the surface of patient’s head which provide a neurosurgeon with plethora
of meaningful information about the anatomy of the region of intervention and
safety of selected insertion paths. In addition, our preliminary evaluation re-
sults showed that our method was intuitive and easy to use for neurosurgeons,
which makes our technique clinically applicable. Meanwhile, the approach can
be used in conjunction with existing visualization techniques to further improve
the preoperative planning process.

A large volume of work in the field of neurosurgical planning is primarily
focused on the development of computational methods to process and visualize
multi-modality 3D data sets and generate 3D models of the brain (e.g. [10,13,11,
12]). The models are generated by using either multi volumetric or iso-surface
rendering methods. Although, these approaches have been proved efficient in
generating realistic and highly accurate 3D representations of the anatomy of
the brain, they do not provide the extra quantitative information (apart from
visualization) which would help neurosurgeons in making decisions during pre-
operative planning.

For neurosurgical interventions, many studies have introduced approaches for
path planning [7,9,5,8,6]. Lee et al. [7] and Nowinsky et al. [5] have incorporated
the use of brain atlases for improving stereotactic neurosurgery. Although such
an approach may allow for high fidelity tissue classification, it requires manual
selection of the entry points. Bourbakis et al. [8] proposed another approach for
3D visualization pertinent to image guided brain surgery based on replicating
surgeon behavior and decision-making. This approach requires user input to set
appropriate parameters for calculating insertion points. Fujii et al. [9] proposed
an automatic neurosurgical path-searching algorithm that requires assigning im-
portance values to the cutting and touching of different tissues based on anatom-
ical knowledge and the experience of neurosurgeons, which might not be very
intuitive. This approach also incorporates blood vessels into the path searching
algorithm by assigning them a cost value. For this part, it extracts a centerline
for the vessels and then assumes a cylindrical shape that may not be close to
the real anatomy. The algorithm finds a curvilinear path, which is not suited for
straight-access interventions by current interventional tools. Most closely related
to our work is that of Brunenberg et al. [6] which automatically calculates the
possible trajectories for implantation of electrodes to selected targets for deep
brain simulation. This algorithm calculates safe paths automatically without
significant user input. However, it requires segmenting the insertion path at reg-
ular intervals. The distance from each point at given regular intervals to every
point on the vessels needs to be calculated. This is time consuming. In our work,
we use a mesh-based representation of the anatomical structures that does not
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require segmenting the path; the minimum distance of the path to any point on
the vessel is then directly computed and visualized.

2 Materials and Methods

2.1 Generation of Access Maps

In a generalized approach, the performance of a minimally invasive intervention
with a straight tubular tool can be viewed as defining two points in a 3D space:
the point of insertion of the tool and the targeted structure. Those two points
define a path of insertion. Tomographic modalities, such as MRI or CT, offer
3D imaging thereby providing the means of such stereotactic approach. Since
the target is a well-defined point in space (selected by inspecting the images),
the problem of path planning is to select an entry point on the skin of the
patient’s head. We hypothesize that, by projecting the underlying brain tissue
on the skin, it is possible to have a simple and intuitive selection of access paths.
Since the preparatory stage of our approach (as discussed in section 2.2) renders
anatomical structures with a mesh, without the loss of generality, the task of path
planning is to find a vertex which is most suitable for incision. We assume that
Ms = (Vs,Fs) is a mesh that corresponds to the reconstructed skin on patient’s
head with vertices Vs and faces Fs. The insertion vertex v, where v ∈ Vs, is
selected such that a line drawn from this vertex to a target point t, where t ∈ R3,
defines a safe insertion path. In our approach, to achieve a high efficiency in the
manual portion of planning, i.e. when the point of entrance is selected by the
neurosurgeon, all the computationally intensive parts will be performed during
the preparatory phase. Every vertex in the mesh Ms corresponds to a possible
incision point on the surface of the patient’s head.

In order to find a set of vertices Vsafe ⊂ Vs that corresponds to safe incision
points, our approach entails the generation of three access maps on the surface
of the patient’s head that can be used by the neurosurgeon to select an optimal
path of insertion. These access maps, individually or in accord, provide an intu-
itive visualization of the region of intervention. The generation of these maps is
described in more details in the follow-up paragraphs.

Direct Impact Map: The first map in our path-planning approach generates
the projection of vital brain structures. The vertices on the skin surface whose
path trajectory passes directly through the vital tissue should be considered
unsafe and discarded. We start by considering all the vertices as safe incision
points, thus initializing Vsafe = V. Vital tissues are represented in form of a
triangular mesh Mv = (Vv,Fv), with Vv vertices and Fv faces. A line segment
is drawn from the target point t to each vertex v, where v ∈ Vs. If the line
segment intersects any triangular face f , where f ∈ Fv, the corresponding vertex
is treated unsafe and removed from Vsafe. Thus, at the end of this step Vsafe

consists of only those vertices, which guarantees that the path drawn from them
never hits the vital tissue.
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Proximity Map: The above direct impact map ensures that the trajectory
of the pre-planned path will not intersect the vital tissue. There are situations
when the direct impact map may not be sufficient and additional information or
processing may be needed. One such situation is when for a particular path the
interventional tool passes very close to a region of the vital tissue without directly
impacting it. In such a case, even a minute deviation from the pre-planned path
could result in a serious damage to the vital tissue. Another challenge is that
the different interventional tools have different diameters or thickness. The direct
impact map does not take into account the thickness of the tool; thereby only
using the direct impact map may bring the tool to very close proximity and even
puncture the vital tissue. To address this issue, we incorporate a safe 3D buffer
region that encloses the vital structures.

For every vertex v ∈ Vsafe on the skin surface, we try to compute the prox-
imity for the vertex as:

PR(v) = arg min
eij∈Ev

(fv,t(vi, vj)) (1)

where Ev correspond to set of edges of the mesh Mv . eij is the edge between
vertices vi ∈ Vv and vj ∈ Vv. If there exist a line which intersects and is or-
thogonal to the line segments with end points < vi,vj > and < v, t >, function
fv,t() returns the minimum distance between these two line segments. Otherwise
we check, if there exists any orthogonal projection from vertex vi or vj on the
trajectory of the path defined by the line segment with end points v and t,
function fv,t() returns min(di, dj) where di or dj is the shortest distance of the
vertex vi or vj from the line segment.

For a path with the starting point at vertex v, PR(v) is the minimum distance
between the vital tissue and the line segment representing the trajectory of the
insertion path. It ensures that if any insertion is made through vertex v there
will not be any vital structure at least at a distance PR(v) from the insertion
path. Thus, a safe buffer region can be created around the vital structures by
removing those vertices from the set Vsafe whose PR(v) falls below a given
threshold PRT .

The same concept is used for considering the thickness of surgical instruments.
If we consider a cylinder with radius equal to PR(v) and central axis aligned
along the path trajectory starting from vertex v to target t, there won’t be any
vital structure in the vicinity of the cylinder. Thus, it is safe to insert a surgical
instrument at v whose thickness is less than PR(v).

Path Length Map: The above two maps ensure that the interventional tool
maintains a minimum distance PR(v) from the vital structures. An additional
concern in an intervention might be the depth of traversed tissue; in general,
the shorter the distance, the less the risk of trauma even to non-vital structures.
Therefore, we introduce a third map that shows the traversed length from the
target to the skin. This map is generated by calculating the path length PL(v),
of the target from each vertex v ∈ Vsafe. Those vertices are excluded from Vsafe

for whom the value of PL(v) is greater than a given threshold PLT .
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Fig. 1. Illustrates the generation of the access maps. In case of ‘Normalized value of
Proximity Map’ the red color corresponds to insertion points whose access path is closer
to the vital structure. In ‘Normalized value of Path Length Map’ red color corresponds
to shorter distances of the target from the surface.

The process of generating the above access maps is schematically illustrated
in Fig. 1. For the sake of a clear explanation, we assign blood vessels as one of
the vital anatomical structures. The preprocessed data consist of the patient’s
head surface, blood vessels and the target point registered together. The steps
involved in data preprocessing are explained in details in section 2.2. A suitable
set of insertion points Vsafe can be found on the patient’s head for a given
neurosurgical interventional procedure by setting the values of the two thresholds
PRT and PLT for the normalized value of the proximity map and the path length
map, respectively. The final set of insertion points is given as:

Vsafe = {v|v ∈ Vs}
− {v ∈ Vs which directly intersect vessels}
− {v|v ∈ Vs , PR(v) < PRT }
− {v|v ∈ Vs , PL(v) > PLT }

2.2 Data Preprocessing

We tested this approach using MRI data. A high resolution T2 weighted 3D spin-
echo multislice set and a time-of-ight (TOF) MRA of the same subject was used
for extracting the surface of the head and the brain vasculature, respectively.
The extracted brain vasculature is assigned as the vital tissue in this work.

The multi-contrast MR data were subjected to a three-step pre-processing
to be used in the planning and visualization algorithms. The first step entails
segmentation of the MRA and T2-weighted images. Specifically, to segment the
blood vessels from the MRA, we used a region-oriented segmentation techniques
of thresholding and region growing [1]. In the original TOF images, the vessels
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appear brighter relative to the surrounding tissue. First, we applied thresholding
and then a connectivity filter based on region growing by selecting the base of the
vessel as the seed point. Subsequently, the outer surface of the head was extracted
from the T2-weighed MR images by applying a threshold to segment the region
outside the head (like a negative mold) and then applying an inversion filter to
get the inside region. Segmentation of the head surface stopped just above the
nose and ears. In the second step, we used the marching cube algorithm [3] to
construct 3D iso-surfaces that surround the high intensity pixels of the segmented
images (e.g. vessels from the MRA). The resulting 3D model of the skin and the
vessels is represented in form of a triangular mesh. Since the mesh generated by
the marching cube algorithm also includes noise in the form of surface artifacts,
we first applied the Laplace+HC mesh smoothing algorithm [4] followed by a low
pass filter [2]. To avoid possible excess smoothing that may cause shrinkage of the
mesh, the number of iteration steps for both algorithms was carefully chosen to
ensure no or minimal volume shrinkage. The final step involves the co-registration
of the two 3D models. This was straightforward in our studies, since we used the
inherent coordinate system of the MR scanner that is shared among all the image
sets and there was no patient’s head motion during MR scans. At the end of the
pre-processing step, we had two 3D models of the angiograms from the MRA and
the skin surface from the T2-weighted images. The data-preprocessing step may
led to formation of mesh with non uniform sample density of triangles. In such a
case, isotropic remeshing algorithms could be used. Secondly, to ensure fine-scale
discretization of the head surface, the resultant mesh could be further subdivided
as per the requirement of the interventional procedure. Those data along with
the target point were then used as input to the path planning approach detailed
in section 2.1.

3 Results

This proposed method was applied to test cases representing a wide range of
target morphologies, i.e. the positions of the target points were selected as per
the requirements of given surgical procedures. Below we describe and discuss
two specific cases to illustrate its performance for different proximities of the
target relative to a vital anatomy (e.g., blood vessel).

Test Case 1: In the first case, the target was positioned in the cerebrum region
of the brain. A maximum threshold of 40.26 mm for path length and minimum
threshold of 4.00 mm for the distance from blood vessels were specified. The
minimum value of the path length from the head surface to the target point is
37.21mm. Three insertion points namely IP1, IP2, IP3 were selected (as shown
in Figure 2) on the outer surface of the head. Among all the insertion points,
point IP1 is the closest to the target from the surface at a distance 37.99 mm.
Although an insertion made through that point would have shorter path length,
the path of insertion of the interventional tool passes directly through the blood
vessel. Therefore a path might be shorter but not safe. The insertion path from
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Point IP2 (positioned at the boundary of the proximity map) to the target
although being at the safe distance of 4.00 mm, the interventional tool need to
travel a long distance of 59.64 mm. For the given threshold value, IP3 is the
optimal point with a minimum distance of 4.74 mm from the insertion path and
a path length of 39.67 mm.

Test Case 2: In the second test case, the target was positioned very close to
the vessel. Path length threshold is set to a value of 34.93mm. Threshold for a
minimum distance of the insertion path from the vessel is set to 1.48 mm. The
minimum value of the path length from the head surface to the target point
is 34.37 mm. In the right of figure 2, the blood vessel that is very close to the
target, has a broader proximity map, compared to other blood vessels. In spite
of the vessel being very close to the target, the buffer region ensures that the
interventional tool maintains a minimum distance from the vessel and is still
able to hit the target. In this test case, IP1 is the optimal insertion point.

Fig. 2. Test Cases: test case 1 (left) and test case 2 (right). Top figures shows 3D
model of patient’s head illuminated with access maps and selected insertion points.
The bottom figure shows the morphology of the area relative to MR images.
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Fig. 3. Shows the effectiveness of the access maps (in conjunction as well as individual)
for different neurosurgical interventional procedure.

Preliminary Evaluation: To evaluate the effectiveness of our approach, we
performed a preliminary evaluation by collecting feedback from neurosurgeons.
As suggested by Brunenberg et al. [6], we also invited three neurosurgeons for
our preliminary evaluation. The three neurosurgeons were asked to rate the effec-
tiveness of the access maps for different neurosurgical interventional procedures
on a scale of 1 to 5 where 1 stands for ‘not very effective’ and 5 for ‘extremely
effective’. Figure 3 shows the means and the standard deviations of the effective-
ness in the form of a bar graph. The results (in figure 3) show that neurosurgical
procedures such as stereotactic biopsy, laser ablation of tumors, and deep brain
stimulation(DBS) could be planned more effectively with the help of our access
maps. Also, the given approach is relatively easy to be used by a neurosurgeon
in an interventional suite as it only requires tuning the two parameters (PRT

and PLT ) for a given vital structure as per the neurosurgical procedure.
In all neurosurgical procedures, the path length map may not be as effective

as other access maps. This mainly dues to the following two reasons. First,
the path length can be adequately determined manually during preoperative
planning. Second, it is not necessary that the path traversed by an intervention
tool should be the shortest. In case of the endoscopic procedure, the target is
usually large (comparing to the single point used in the approach) and the entry
points are standardized. Therefore, image guidance is not as helpful as that in
other stereotactic procedures. As a result, the access maps tend to be ineffective
in planning these kinds of procedures.

Most of the neurosurgical interventions are planned by analyzing the 3D data
of brain images in sagittal, coronal and transverse planes. The neurosurgeon fi-
nalizes the path by inspecting the image slices perpendicular to the bird’s-eye
view along the insertion path and looking for any abnormalities. Image guidance
systems (such as from BrainLab and Radionics) are used for the purpose of pre-
operative planning. The survey also included questions regarding the integration
of the proposed approach with existing systems. If the proposed visualization
technique is used in conjunction with the existing systems, it would provide
improvement in terms of time required for trajectory planning as it has the po-
tential to make the process less fiddly. However, the access maps do not provide
any improvements in terms of accuracy or precision of how the interventional
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tool would follow the pre-planned path. The accuracy solely depends upon the
kind of stereotactic frame system used during the time of intervention.

4 Discussion

In the current test cases, we limited the vital tissue to blood vessels only. Al-
though blood vessels are vital structures, other important anatomical structures
need to be considered, depending on specific neurosurgical procedures and the
targeted areas. Considering other soft tissues and neuronal pathways would fur-
ther improve the work. The work of [14, 16] shows the use of brain atlases for
path calculation. Incorporating information derived from different atlases and
surgeon experience level [15] would help in better risk assessment. We plan to
expand this work by incorporating data from other modalities including func-
tional Magnetic Resonance Imaging (fMRI) and Diffusion Tensor Imaging (DTI)
and thus extend our classification component depicting the neural and metabolic
activities of the brain. However, as this is a feasibility study, this limitation does
not affect the generality of our method. Another limitation of the current work
is the inclusion of only healthy volunteers, and as a consequence, we used virtual
targeted tissues and artificial thresholds. In the future we will expand the work
to include cases of patients.

The current work assumes that the brain tissue is rigid; we did not consider
any possible tissue shifting when the patient is transferred from the imaging to
the surgical suite, or to the procedure (i.e. intra-operative changes). As it may
be appreciated, even a slight shift of a deeply seated brain structure during the
incision or the advancement of the interventional tool may result in the damage
of the vital tissue or missing the target. Apart from brain shift, registration
errors could occur. The possible reasons of the registration errors could be either
slipping of the fiducial markers or the displacement caused by patients’ baggy
skin. Some of the neurosurgical needles tend to bent as they penetrate into the
tissue layer. In the future, we plan to expand and investigate appropriate safety
margins to account for such deformations.

5 Conclusion

In this work, we present a method for visualizing and planning a neurosurgical
intervention with straight access. The basic concept of our approach is the gen-
eration of various access maps on the surface of the skin of the patient’s head.
These access maps can guide a neurosurgeon in selecting an entrance point for
accessing a specific targeted anatomical structure inside brain. The basis for
generating these maps is the classification of tissue from images of different con-
trast suitable for tissue identification, segmentation and eventual classification.
With the help of the direct impact map, impingement of the interventional tool
on a vital anatomical structure can be avoided. Subsequently, with the help of
the proximity map, the trajectory of a straight line of access from the incision
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point to the target can maintain a minimum distance from the vital structures,
thereby creates a safe buffer region.

While this method was implemented using brain MRI and neurosurgical in-
terventional paradigms, it might be applicable to other anatomical areas and
other imaging modalities. Our preliminary user study results showed that our
approach is effective and visually intuitive for neurosurgeons. Moreover, the con-
cept of projecting vital information on the surface of the skin was proved efficient
for alleviating the challenge associated with the visualization, understanding and
manipulation of 3D medical data sets. Such kind of visualization is a critical fac-
tor in the interventional suite to reduce the workload and increase accuracy.
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Abstract. It has been shown that white light exposure during retinal
microsurgeries is detrimental to patients. To address this problem, we
present a novel device and image processing tool, which can be used
to significantly reduce the amount of phototoxicity induced in the eye.
Our device alternates between illuminating the retina using white and
limited spectrum light, while a fully automated image processing algo-
rithm produces a synthetic white light video by colorizing non-white light
images. We show qualitatively and quantitatively that our system can
provide reliable images using far less toxic light when compared to tra-
ditional systems. In addition, the method proposed in this paper may
be adapted to other clinical applications in order to give surgeons more
flexibility when visualizing areas of interest.

1 Introduction

Retinal microsurgery is one of the most demanding types of surgery. The diffi-
culty stems from the microscopic dimensions of tissue planes and blood vessels
in the eye, the delicate nature of the neurosensory retina and the poor recovery
of retinal function after injury. Many micron-scale maneuvers are physically not
possible for many retinal surgeons due to inability to visualize the tissue planes,
tremor, or insufficient dexterity. To safely perform these maneuvers, microscopes
are required to view the retina. A central issue for the surgeon is the compromise
between adequate illumination of retinal structures, and the risk of iatrogenic
phototoxicity either from the operating microscope or endoilluminators, which
are fiber-optic light sources that are placed into the vitreous cavity to provide
adequate illumination of the retina during delicate maneuvers.

Retinal phototoxicity from an operating microscope was first reported in 1983
in patients who had undergone cataract surgery with intraocular lens implan-
tation [1]. Retinal phototoxicity is now a well recognized potential complication
of any intraocular surgical procedure, and the frequency is reported to occur
from 7% to 28% of patients undergoing cataract surgery [2, 3]. As a result, the
International Commission on Non-Ionizing Radiation Protection (ICNIRP) now
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provides safety guidelines for illumination of the fundus in both phakic and apha-
kic subjects [4]. Blue wavelength and ultraviolet light induce the greatest degree
of retinal injury. In fact, in [5] it was found that commercially available light
sources for endoillumination exceeded the ICNIRP guidelines for retinal damage
by visible light within 3 minutes, and in 9 of 10 sources, the safe exposure time
was exceeded in less than 1 minute. In vitrectomy for macular hole repair, up to
7% of the patients have been reported to have experienced visually significant
phototoxicity [6–8].

Phototoxicity can be either thermal or photochemical in nature from excessive
ultraviolet (UV) or blue light toxicity. Ham et al. showed the action spectrum
or relative risk of UV or blue light toxicity when the retina was exposed to var-
ious wavelengths of light [9]. The action spectrum was then used to create a
relative risk of phototoxicity associated with a given wavelength of light. The
current state of the art endoillumination systems have taken advantage of these
data. The new systems are significantly brighter and when compared to earlier
systems, they appear to be safer. Previously, halogen light sources containing
significant blue wavelength light have been replaced by xenon and mercury il-
lumination systems, with reduced blue wavelengths. The risk, while reduced, is
still significant for intraocular surgery. Given the advancing age of the popula-
tion and increasing prevalence of retinal diseases, further improvements aimed
at reducing iatrogenic retinal phototoxicity would be a welcome addition.

To address this issue, we present a novel visualization system that can be used
to significantly reduce the emission of highly toxic wavelengths over existing sys-
tems. While changing the spectral composition of the illumination toward longer
wavelengths could help reduce phototoxicity, we have created a new device which
cyclicly illuminates the retina using white and less damaging non-white light,
allowing for maximal phototoxicity reduction. Consequently, images provided by
this device are either fully colored or monochromatic.

To avoid visually straining any potential user (i.e. surgeon) this device is used
together with an image recoloring scheme. Computer colorization schemes have
existed since the 70’s [10] and have since been further developed [11, 12]. In
general, however, such systems rely on a user to pre-select regions of the image
that correspond to specific colors, making them ill-suited for this application.
More recently, a time series analysis was proposed to model the retinal image
scene [13]. This methods however relies on having all visual cues (e.g. color and
texture) available at all times to maintain an accurate retina model. To our
knowledge, no previous work has focused on fusing images taken under varying
spectrum illumination to form continuous and coherent image sequences.

Therefore, in order to facilitate the use of this device for surgical procedures,
we have developed a fully automated algorithm for colorizing non-white light
images, so that they appear fully colored. Our method is simple and requires
little parameter tuning making it easy to use. We have experimentally shown
that our method provides a quantitative and qualitative improvement in coloring
accuracy over naive recoloring schemes.
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(a)

(b)

Fig. 1. (a) System overview and (b) example light source control signals

The remainder of this article is as follows: in section 2 we present the system
overview and our device. In section 3 our colorization algorithm is presented.
Section 4 details in depth experiments on our system, while we discuss some of
the pit-falls of our system and future works in section 5.

2 Light Source

Figure 1(a) shows an overview of the system. Visualization of the retina occurs
via a 3D LCD display, which accepts a video feed from high-resolution cameras
mounted on a surgical microscope. Illumination is provided using high power
LEDs in RGB configuration, and may be delivered either through a fiber-optic
probe or through a surgical microscope. A control box, housing an embedded
microcontroller and LED driver electronics, controls illumination activity via in-
dependent pulse-width modulation (PWM) of each LED channel. A serial com-
mand interface between the control box and a PC provides user-level control of
the light source from a GUI application. The control box also sources a trigger
signal to the cameras for synchronizing illumination activity with the shutter
periods of the cameras.

The system reduces white light exposure by two means. Firstly, illumination is
deactivated during the shutter closed period of each camera frame. For a typical
shutter period of 18 milliseconds and a frame rate of 30 frames per second, the
light exposure time is reduced by 50%. Secondly, rather than illuminating every
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frame with white light, some frames are rendered under limited spectrum light
having low toxic potential, such as red or infrared light. The result is a video feed
interleaving full-color frames, when white light is active, with limited-spectrum
(red) frames, when low toxicity light is active. Thus, the exposure period of
highly toxic wavelengths is reduced by a further fraction equal to the repeat
rate of white light images in the frame sequence. Figure 1(b) shows control
signals from the light source controller for generating a sequence of alternating
full color and monochrome images.

3 Image Recoloring

From the device described above, white and red light images are cyclicly pro-
duced at a fixed rate. Naturally, emitting fewer white light images allows for lower
levels of phototoxicity for the patient. However, reducing the number of white
light images increases the difficulty of the procedure for the surgeon. Hence, a
method which restricts the number of white light images used, and still provides
a typical view for the surgeon, is required. Ultimately, it is necessary to produce
an accurate colored image of the retina at any given time, irrespective of which
illumination was used.

To provide a coherent colored image sequence, we present two methods: a
naive (section 3.1) and an active scene rendering (section 3.2) approach. Due to
the lack of previous work on this particular topic, we treat the naive approach
as a baseline algorithm. This algorithm is simple and only useful in cases with
high fractions of white light. In section 4.1 we compare both methods on image
sequences where ground truth is available, thus demonstrating improvements
produced by non-naive methods.

At each discrete time step, t, we denote the type of illumination the device is
triggering as Lt, where Lt = 1 when white light is used, and Lt = 0 for non-white
light. Associated with each illumination, It = {Rt, Gt, Bt} is the corresponding
RGB image acquired. The rate at which white light illuminates the retina is then
defined as φ =

∑ t
i=1 Li

t .
In order to perform recoloring, it is necessary to correctly account for the

color of the non-white illuminant. We define the color space of the acquired
images as the usual RGB color space denoted by S ⊂ R(3). Following [14], we
define a separate color space S′ ⊂ R(3) such that the color of the non-white
illuminant is (1,0,0). We relate S and S′ by a linear transformation F of the
form F = sR, where s is a scale factor and R is a rotation. Then for any RGB
value p ∈ S, we can compute p′ ∈ S′ as p′ = Fp. The optimal F can be computed
by first acquiring a non-white illuminated image, finding the largest principal
component, x, and subsequently constructing two orthogonal components y and
z as in [14]. R is constructed from these components. The scale s can then be
computed by comparing a while light and non-white light image under the (color)
rotation R.

Since our non-white illuminant is largely red, in the remainder of the paper
we will continue to refer to the non-white image as the “red” image and the two
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orthogonal components as green and blue with the understanding that these are,
in general, not the raw color values from the camera.

We denote It as the final fully colored image rendered by our system. As the
device sequentially provides us with images, we will maintain a color model for
the retina, M = {mG, mB}, where mB and mG are the green and blue color
models (represented in the form of images), respectively. Such a color model will
be maintained over time, and we thus denote Mt as the color model at time t.
In order to have a color model at any given time, t, let I1 be a white light image.

3.1 Naive Approach

Perhaps the simplest method to create and maintain a colored image model, M,
is to assume that images do not significantly change over time. In other words,
a strong continuity in the appearance in color from It to It+δt is assumed.

The corresponding algorithm is simple: if Lt = 1, then the model Mt is
updated, Mt = {Gt, Bt} and It = It. Otherwise, Lt = 0 and we let It =
(Rt, mG, mB). Following such a procedures ensures that all It are fully colored
images. Figures 2(a) and 2(b) show an example It and It, respectively. Notice
that continuity is violated, as the tool has been displaced since the last white-
light image received, thus causing “ghosting” effects.

(a) (b)

Fig. 2. (a) Example of a non-white light image from our device and (b) the image
rendered by the naive algorithm. Notice that simply using the G and B channels from
the last white frame does not generate good color images. This is particularly the case
when there is motion in the scene.

3.2 Active Scene Rendering Approach

A natural extension of the naive approach is to infer the motion observed in the
image sequence and correct the associated artifacts. We present our novel color
fusing algorithm: Active Scene Rendering (ASR). Here the idea is to estimate
the different forms of motion which appear in the scene and take this information
into account when rendering the colored images.

Here, it is still assumed that a strong temporal correlation between adjacent
images is present. Furthermore, it is stipulated that a transformation, T , from
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image It to It+1 can be inferred. Intuitively, T can be regarded as the motion,
induced by the surgeon, which the eye undergoes during a procedure. Notice that
this transformation only accounts for the eye motion and not the tool motion.
Hence, to further reduce colorization errors (as those in figure 2(b)), we model
the tool and its motion as well. The idea is to first detect the pose of the tool
to obtain a 2D segmentation and then use this information to recolor the image
correctly. We now describe how the estimation of the transformation T and the
2D tool segmentation are performed.

Image Stabilization. As previously mentioned, the surgeon is free to manipu-
late the eye. To compensate for this motion, a simple translation model for the
motion of the retina is assumed. Although it has been shown that wide angle
retinal image deformation is best modeled with a quadratic deformation [15],
small motion can be approximated with pure translation when under high mag-
nification. To estimate the translation we first extract SIFT features [16] (It is
treated as a gray scale image for any value of Lt), find correspondences and then
apply the robust ASKC method [17] to find the translation that best explains the
correspondences. This permits us to find a transformation regardless of whether
the tool is present in the image or not. Note that in order to present coherent
image sequences, images are cropped by removing border regions.

Tool Detection. Given that the most consistent clue for the tool is its constant
and known 3D shape, we use the framework proposed in [18] for simultaneous
segmentation and pose estimation which exploits this information. This frame-
work requires, as input, the 3D shape (represented as voxel occupancies) and
color probability distribution (represented as a mixture of Gaussians) of the
tool, and the color probability distribution for each background pixel (repre-
sented as a single Gaussian). The output of the framework is a segmentation of
the tool in each frame, and also an estimate of the 3D pose of the tool in the 3D
coordinate system of the camera, for each frame. The estimated 3D pose in one
frame is used to initialize the segmentation and pose estimation in the following
frame. Using this method guarantees finding the globally optimal 3D pose and
segmentation in a computationally efficient manner.

The algorithm for ASR is similar to that of section 3.1. At t = 1, we let
I1 = I1 and set M1 = {G1, B1}. I1 is then treated as the initial frame of
reference, such that subsequent images are stabilized with regards to I1. That
is, for every new image It, we compute the transformation Tt from It to I1. Then,
using Tt, we translate It and compute a rectified image, Ĩt. When Lt = 1, we set
Mt = {B̃t, G̃t} and It = Ĩt.

If Lt = 0 (figure 3(a)), the 2D segmentation of the tool is determined (figure
3(b)). To do this, Mt and the known color model of the tool are used to ini-
tialize the detection process described above. Once the segmentation has been
computed, this region is rendered using the tool color model. The rest of the
image is rendered as It = (R̃t, mG, mB) (figure 3(c)).
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(a) (b) (c)

Fig. 3. (a) Example non-white light image from our device, (b) segmented tool, and
(c) rendered image by ASR. Here, the tool is correctly estimated and image regions
are updated in a coherent manner.

4 Experimentation

We now show how our system performs on phantom image sequences. A quanti-
tative comparison of both methods is described in section 4.1, where it is shown
that ASR surpasses the naive approach in a setting where ground truth is known.
This is shown by measuring the error for different values of φ. Qualitative results
of our system on image sequences are then provided in section 4.2.

4.1 Validation with Ground Truth

To validate both approaches described in section 3 we recorded two image se-
quences of membrane peeling on embryonic eggs using only white light. Doing
so allows us to synthetically generate limited-spectrum images at any rate φ,
by using only the red band of white light images. Hence, we know that the
transformation F (see section 3) is known to be F = I. As detailed in [19, 20],
this phantom setup provides a similar environment to in-vivo settings. Image se-
quences consist of 500 images, acquired at 20 frames per second using the system
described in section 2.

Using this data, 5 image sequences are generated where φ = {1/2, 1/4, 1/8,
1/16, 1/32}. For each sequence, both naive and ASR colorization approaches are
evaluated. Since the ground truth – the original recorded white light images
– is always available, an error can be computed for each frame generated by
either approach. In the following experiments the L2 (or mean squared error)
norm is chosen to measure the error between the ground truth and the rendered
images. In addition, we also compute the error using the Bounded Variation
(BV) norm, which has been used to quantify image quality during denoising
tasks [21]. This provides us with a measure of image quality, taking into account
both photometric and rectification errors.

Figure 4(a) shows the L2 norm error when varying φ for both methods. Figure
4(b) shows a similar result for the BV norm. In general, one can observe that
as φ decreases, the error rate increases. This is expected as the assumption
of similarity between frames, discussed in section 3.1, is increasingly violated.
Naturally, the naive approach suffers greatly when φ is small, as the true color
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(a) (b)

Fig. 4. Evaluation of the proposed methods when varying the fraction of available
white-light images, φ. The average error per pixel ((a) L2 norm (b) BV norm) is
computed on image sequences where ground truth is known. Both error metrics indicate
that ASR (dashed line) provides accuracy gains over the naive approach (solid line).

Fig. 5. (top row) Example image sequence from the device (φ = 1/2) and corresponding
rendered sequence using ASR (bottom row)

may differ greatly from the last observed color. ASR however suffers significantly
less from small φ values, as it is able to maintain a more accurate color model.

4.2 Egg Peeling

Having observed that ASR provides a better way to model retinal-type scenes,
we set up our system to record and display images for different values of φ. We
record several image sequences in a similar setup as in section 4.1 and show the
resulting recolored sequence. Note that the color mapping transformation F is
assumed to have R = I, and a uniform scaling factor (determined empirically).

In figure 5 we show a typical image sequence (φ = 1/2), of a chorioallatonic
membrane peel from an 11 day old chicken embryo. The resulting recolored im-
ages rendered by our system are shown. The entire image sequence and recolored
images can be viewed in a video included in the supplementary materials. The
video shows four similar peeling sequences where each row corresponds to a dif-
ferent φ value (1/2,1/4,1/8,1/16). The first column shows the images provided by
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the device, while the second and third columns show how the naive and model ap-
proach, respectively, render the sequence. Since the device is being used to obtain
these image sequences, no ground truth is available for quantitative comparison.

Notice that in general the model approach renders a more coherent image than
the naive approach. This is particularly true at smaller φ values, concurring with
the results of section 4.1.

5 Discussion and Conclusion

In this paper we have presented a novel system that can be used to reduce toxic
light exposure in retinal microsurgeries. The system consists of a new lighting
device which reduces emission of highly toxic wavelengths. In addition we have
developed a novel algorithm that can be used with this device in order to render
a fully colored image sequence to the user, thus avoiding visual discomfort. We
have shown qualitatively and quantitatively that our method provides superior
rendering over naive approaches. Even at low φ rates (e.g. 1/8 or 1/16), we
showed that maintaining high color fidelity is possible, allowing for low levels of
phototoxicity.

However, most retinal surgeries involve changing the structure of the retina,
and hence the color of the retina (as described in [13]). As seen in our image
sequences, regions of the retina which are altered by the surgeon cannot be
recolored correctly until a new white light image is provided. Hence a potential
improvement of this method would involve a dynamic φ, which could change as
a function of the activity in the image sequence.

Another natural future direction of this work would consist in understanding
the effect of using such a system and phototoxicity levels observed in live tissue.
Determining the exact relationship would allow for a quantitative evaluation in
toxicity reduction; something which currently can not be determined.

Although phototoxicity reduction in retinal surgery provided the motivating
focus for this paper, our technical approach to the problem is potentially more
broadly applicable. We have developed methods for actively controlling the illu-
mination spectrum in video microscopy and endoscopy and for fusing the result-
ing image sequences to form continuous and coherent image sequences. These
methods are applicable in many clinical applications, including neurosurgery and
cancer surgery. For example, changing the illumination spectrum can be used
to improve tissue contrast or discrimination or the depth of penetration of light
into tissue structures. The methods proposed in this paper may be adapted to
such cases while still giving the surgeon more options on the actual visualization.
Exploring these options will be another direction for future work.
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Abstract. We propose an iterative refinement framework that improves the 
accuracy of intraoperative intensity-based 2D/3D registration. The method 
optimizes both the extrinsic camera parameters and the object pose. The 
algorithm estimates the transformation between the fiducials and the patient 
intraoperatively using a small number of X-ray images. The proposed algorithm 
was validated in an experiment using a cadaveric phantom, in which the true 
registration was acquired from CT data. The results of 50 registration trials with 
randomized initial conditions on a pair of X-ray C-arm images taken at 32° 
angular separation showed that the iterative refinement process improved the 
translational error by 0.32 mm and the rotational error by 0.61 degrees when 
compared to the 2D/3D registration without iteration. This tool has the potential 
to allow routine use of image guided therapy by computing registration 
parameters using only two X-ray images. 

Keywords: Intensity-based 2D/3D registration, Image-guided therapy. 

1   Introduction 

In an image-guided surgery system using external tracking devices, the process of 
patient registration involves calculating a transformation that maps preoperative 
datasets to the patient’s physical anatomy. Point-based registration is performed using 
corresponding points between the preoperative data and the surface of target patient 
anatomy. This broadly adopted registration method is used in most commercial 
navigation systems. The intraoperative workflow for point-based registration is well 
established and registration error properties such as fiducial localization error (FLE), 
fiducial registration error (FRE) and target registration error (TRE) are extensively 
analyzed (e.g., [1]). Point-based methods, however, have a major disadvantage: they 
require physical contact with multiple points over the target anatomy using a 
navigated instrument. Consequently, the surgeon often needs to create a larger 
exposure than required for navigation-free minimally invasive surgery. Also, due to 
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Fig. 1. An application scenario in orthopedic surgical navigation system 

the time involved in performing the registration, this procedure is usually conducted 
once at the beginning of the surgery, and the tracker reference body is carefully 
handled until the end of the surgery to avoid losing the registration. Ideally, the 
registration process should be fast enough to repeat several times during the surgery 
just before each procedure which requires the navigation. 

In order to overcome the shortcomings of point-based registration (invasiveness and 
processing time), image-based registration has been investigated [2]. In image-based 
registration, intraoperative X-ray images and a 2D/3D registration technique are used 
for deriving patient position. The method has been often used for radiation therapy, 
usually with a fixed X-ray device capable of accurate control of the detector position 
[3]. Image-based registration has also been employed for orthopaedic procedures 
(e.g., [4]), because it requires less time and no additional surgical exposure compared 
to the point-based method. The tradeoff, however, is increased radiation exposure.  

One of the difficulties precluding routine use of image-based registration during 
image-guided therapies is its relatively low accuracy and uncertain robustness. Most 
clinically available C-arm devices lack the position information for the acquired 
images, which is crucial for an accurate 2D/3D registration, due to poor physical 
stability of the large supported masses and no motion encoding. The pose estimation of 
the C-arm detector is a key technical challenge. Some researchers proposed attaching 
optical tracking fiducials on the detector itself [5]; however, this approach has several 
drawbacks in real clinical settings such as maintaining the line-of-sight of the optical 
tracker, remaining within the field of view of the tracker, and synchronizing the C-arm 
and tracker (due to the inherent physical instability of the C-arm). Our approach uses 
instead a previously developed fiducial [6] that is visible within the field of view and 
contains optical markers. Knowing the unique geometry of the fiducial, it is possible to 
resolve the 3D position of that fiducial relative to the detector from a 2D projection 
image. However, image distortion and background clutter adversely affect the 
registration 
accuracy in this 
approach. While 
some of these 
issues are 
mitigated by 
using lighter-
weight and 
distortion-free 
flat-panel detec- 
tors, recovery of 
the C-arm pose 
and the patient 
pose still applies 
and can benefit 
from an iterative 
method for 
registration. 
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In this paper, we 
propose an iterative 
refinement framework for 
image-based registration 
that recovers the geometric 
transformations between 
the C-arm detector, images 
and CT coordinates while 
compensating for the error 
induced by image 
distortion and background 
clutter associated with 
intraoperative X-ray 
imaging. The motivation 
of this paper is to allow 
routine use of image-based 
2D/3D registration in image-guided therapy, and to avoid the time-consuming point-
based registration methods that require larger surgical exposures. In order to improve 
the accuracy and the stability of the image-based registration process given image 
distortion and background clutter, we propose a framework in which the C-arm pose 
estimation and object pose estimation are iteratively updated. 

2   Materials and Methods 

2.1   An Application Scenario in Orthopedic Surgical Navigation System 

A case-study scenario of our X-ray image-based registration algorithm is shown in 
Fig.1. The schematic shows an orthopedic surgical navigation system for delivering a 
planned amount of bone cement to the proximal femur, as a proposed method for 
reducing the risk of fracture in osteoporotic bones. Prior to the surgery, calibration of 
the intrinsic camera parameters and distortion correction are performed on a 
conventional C-arm using a calibrated phantom proposed by Sadowsky et al. [7]. A 
fiducial structure [6] is then attached to the patient using a bone screw. Next, between 
two to five X-ray images are taken from various directions. Using the preoperative 
CT data and the known geometry of the fiducial, the transformation between the 
tracking fiducial and the patient anatomy is computed. The transformation is then 
used to determine the pose of the surgical tools (e.g. needle, drill, etc.) relative to the 
patient as seen by an optical tracker. 

2.2   Problem Description 

The main problem in X-ray image-based registration is described in Fig. 2. Several  
X-ray source images (for simplicity, we consider 2 images, I1 and I2) are used to 
compute the transformation between patient and fiducial, Ff,p. (Note that we use the 
convention Fa,b to describe a transformation from coordinate system a to coordinate 
system b throughout this paper). The registration process is divided into two parts:  
C-arm detector pose estimation and patient pose estimation. The following sections 
describe each of the two steps respectively. 

 

Fig. 2. Problem description of the X-ray image-based fiducial 
registration 
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Fig. 3. C-arm detector pose estimation method. a) original fluoroscope image. b) projection 
image of the CAD model. c), d) magnified image of the fiducial. e) plot of the similarity score 
while displacing the object in x, y, and z direction. 

2.3   C-arm Detector Pose Estimation 

The six DOF transformation between the C-arm detector and the fiducial is computed 
from a 2D projection image using the custom hybrid fiducial that includes radio 
opaque features. The method for computing the transformation from segmented 
features (bead points, lines and ellipses) was described previously [6]. In clinical 
settings, however, due to severe background clutter, the segmentation of features is 
not always possible. The contributing factors to the background clutter and image 
noise may include patient anatomy, surgical tools and so on. Therefore we use an 
alternative approach to estimate the C-arm pose, eliminating the need for the 
segmentation process. In this approach, shown in Fig.3, first the pose is roughly 
estimated manually by point correspondence of the beads on the fiducial. Then a 
projected image of the CAD model of the fiducial is created based on the roughly 
estimated pose. A similarity score, mutual information [8], between the generated 
image and the intraoperative X-ray image is computed. A non-linear optimization 
method, the Nelder-Mead Downhill Simplex Algorithm [9], is applied to find the pose 
that yields the maximum similarity score per each image (I1 and I2). The pose is then 
used as an initial guess for our iterative framework. 

2.4   Patient Pose Estimation Using Intensity-Based 2D/3D Registration 
Algorithm 

The pose of the patient with respect to the fiducial is estimated using intensity-based 
2D/3D registration, and is described in detail in our previously published work  
[10-11]. The 2D/3D registration algorithm makes use of a computationally fast DRR 
(Digitally Reconstructed Radiograph) created from CT data. To achieve this, the CT 
data is represented as a tetrahedral mesh model. Given any arbitrary source and 
detector location, a simulated radiograph is produced using the line integral of 
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intensities. Our objective is to vary the pose parameters to maximize the similarity 
score between the DRRs and X-ray projection images. In the DRR generation step, 
the projection of the X-ray tracking fiducial is merged in the DRR in order to create 
an image similar to the target image (Fig. 4 p2). The similarity measure maximization 
process is described as: 

 

where S(I1, I2) denotes a similarity score, which could be implemented as any type of 
similarity score. As described in 2.5, we implemented gradient information. 
DRR+(Ff,p,Ff,Ii) denotes the DRR image created from the CT data and the X-ray 
fiducial transformed into the CT coordinate system using Ff,p. The DRR projection is 
in the coordinate system of the ith image, which is the same as the C-arm detector 
position, with respect to the fiducial coordinate system of Ff,Ii. 

2.5   Similarity Measure 

Gradient information (defined in [12]) was used as a similarity measure in our 
algorithm (Fig. 4). First, the gradient vector is computed for each sample point in each 
image using a Gaussian gradient filter with kernel of scale σ. Section 4 discusses the 
determination of the proper σ value. The angle α and weighting function w between 
the gradient vectors is defined as: 

where ∇I(i,j) 
denotes the 
gradient vec- 
tor of the 
pixel located 
at (i,j) in 
image I. In 
order to take 
into account 
strong gra- 
dients that 
appear in both 
images, the 
weighting 
function is 
multiplied by 
the minimum of the gradient magnitudes. Summation of the resulting product is 
defined as a gradient information GI(I1,I2). 
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Fig. 4. Computation of the gradient-based similarity measure that is used as a 
cost function for the optimization 
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2.6   Iterative 
Refinement 
Framework 

Both C-arm and 
patient pose estima- 
tion algorithms 
suffer from the error 
induced by C-arm 
intrinsic parameter 
estimation error, 
incomplete distortion 
correction and 
background clutter in 
the images. These 
errors are most 
severe in the axis 
perpendicular to the image plane as the similarity score does not change significantly 
when the object is moved in this direction. 
This is shown in Fig. 3(e) where the maximum of the z-displacement similarity score 
is not as distinct as that of the x- and y- displacement. Because of this limitation, the 
optimization process is less stable and may converge incorrectly to a local maximum. 
If the C-arm pose estimation includes error, the patient pose estimation algorithm 
becomes less accurate and vice versa. In order to overcome this issue, we developed 
an iterative refinement framework as shown in Fig. 5. In the iterative framework, both 
the C-arm pose and the patient pose are refined with respect to the fiducial. Note that 
the intrinsic parameters were assumed constant throughout the procedure. Given the 
estimated transformation between the fiducial and patient, (Ff,p) in equation (1), the  
C-arm pose for each image is refined using both patient anatomy and fiducial 
information as the following. 

where the parameters are the same as in (1).
pfF ,

ˆ  is computed by (1) and inserted into 

(3) as a dependent variable in order to compute a refined registration 
iIfF ,
 denoted as 

iIfF ,
ˆ . The two optimization processes (1) and (3) are iteratively repeated (Fig. 6). The 

intuition behind this iterative approach is that incorrectly estimated camera 
parameters can be adjusted by using the patient itself as a fiducial.  

2.7   Experiment 

We have evaluated our method on images acquired from a cadaveric specimen. The 
X-ray tracking fiducial was fixed to the femur bone using a bone screw (Fig. 7). CT 
data was acquired with a spatial resolution of 0.835× 0.835 × 0.3mm. We defined a 
local coordinate system for the femur bone at the center of the femoral head by fitting 
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Fig. 5. Workflow of the proposed iterative refinement approach 
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Fig. 6. Proposed iterative refinement process. C-Arm detector pose estimation and patient 
position estimation are iterated in order to improve the accuracy of registration between fiducial 
coordinates and CT coordinates (Ff,p). 

 

Fig. 7. Cadaver phantom used for the validation experiment. (a) specimen, (b)(c) Volume 
rendering and Maximum Intensity Projection images of CT data. 

a sphere to a manually segmented femur surface model. Two X-ray images were 
acquired from two different directions (Fig. 8) with an angle of 32 degrees between 
the normal vectors of the two images. This relatively small angular separation 
between images is sub-optimal for registration accuracy, but is typical of the practical 
constraints often encountered intraoperatively. The ground truth registration was 
obtained by applying rigid-body point-based registration [13] to nine beads on the 
FTRAC. Fifty registration trials were performed using fifty different initial guesses in 
order to simulate the operator dependent error during the manual process. The initial 
guesses were obtained by concatenating randomly selected transformations with 
uniform and independently distributed translations within ±10 mm and within ±10° of 
the ground truth registration. The average error between the transformation estimated 
by the proposed algorithm and the ground truth registration was computed relative to 
the coordinate system of the image plane associated with the first image. The 
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rotational part 
of the error 
was first 
computed as 
the arithmetic 
mean of the 
rotations 
represented as 
unit quarter- 
nions, then 
converted 
into Euler 
angle repre- 
sentation to 
give an intuit- 
tive sense on the direction of rotation. While this estimate of the mean rotation using a 
unit quaternion ignores the fact that rotations belong to a nonlinear manifold, it was 
shown previously that a linear approximation of a set of unit quaternions that spans a 
small area on the four-dimensional sphere is adequate [14].  

3   Results 

The average errors and their standard deviations along each axis for 50 registration 
trials are shown in Table 1. We compared the results using a conventional approach to 
the proposed iterative method after five iterations. The directions of each axis are 
 

 

Fig. 9. Exemplar result of the iterative refinement process. Red line indicates the edge of the 
DRR which was generated based on the femur position estimated at the previous iteration step. 

 

Fig. 8. C-Arm images captured for validation experiment 
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Table 1. Results of the 50 registration trials using randomly selected initial guess within ±10 
mm translation and within ±10° rotation 

  X Y Z X-Y plane 
Translation (mm) Without iteration 1.18±0.74 1.73±1.04 3.50±2.07 2.09±0.87 

 After 5 iterations 0.97±0.62 1.80±1.02 3.06±1.74 2.05±0.89 
Rotation (deg) Without iteration 1.72±2.13 2.19±3.38 1.04±2.06  

 After 5 iterations 1.36±1.82 1.77±2.65 1.00±1.99  

 
shown in Fig. 8(lower-left). The iterative approach improved errors for all parameters 
except Ty, and decreased the Euclidean translation error from 4.1 to 3.7mm. The 
translational error along the Z-axis, which is perpendicular to the image plane, 
improved 0.43mm after 5 iterations. As noted, the greatest errors are usually observed 
along the Z-axis. Table 1 shows that the standard deviations of the error were reduced 
in all axes, implying increased stability in the presence of an error in the initial guess. 
Fig. 9 shows an example of the iteration process. The outline of the DRR images, 
shown in red, was created based on the C-arm pose. Each outline was created using its 
prior iteration step. In the figure, the outlines are overlaid onto the original C-arm 
images. The results clearly show that the DRR approached to the correct registration, 
as the iterations continued. 

4   Discussion and Conclusions 

This paper has presented an iterative refinement framework for intensity-based 2D/3D 
registration without external tracking of the C-arm pose. Because of the cost, 
technical difficulties, and insufficient accuracy associated with tracking the pose of 
the imaging device, intensity-based 2D/3D registration is not commonly used in 
commercial surgical navigation systems. By using the image information for tracking 
the device, and by improving the accuracy and robustness of the registration 
technique, the proposed method increases the potential to use intensity-based 2D/3D 
registration routinely in image-guided therapy. 

The method combines two different optimization problems: C-arm pose estimation 
and patient pose estimation. The experimental results show the iterative approach 
improves the registration accuracy along the Z-axis (normal to the image plane), 
which is important to accurately resolve tool position in three-dimensional space. 
Note that maximizing the similarity measure along the Z-axis was found to be most 
problematic because the global maximum is not clearly defined (see Fig. 3(e)). The 
actual amount of error also depends on experimental conditions including tissue 
quality and on the relatively narrow difference in the viewing angle of the acquired 
images. The images acquired in this experiment were not optimized to show the best 
performance of the proposed algorithm. Additional experiments to expand this initial 
result are planned. The key contribution of this paper is the demonstration of a novel 
iterative framework for reducing geometric uncertainties resulting from imperfect  
C-arm calibration and patient registration errors. Our framework utilizes the patient 
CT information not only for estimating the patient pose but also for improving the  
C-arm pose estimation by using the patient as a type of reference fiducial. 
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Fig. 10. Comparison of the similarity measure between different sigma values for Gaussian 
gradient filtering. (upper row: gradient image w computed by (2) was used as a cost function. 
lower row: Plot of the cost function, summation of the intensities of the upper row images.) 

The use of a statistics-based similarity measure without considering spatial 
information results in an ill-defined metric that can contain local maxima in the 
presence of significant background clutter [12]. Therefore, instead of the mutual 
information which is widely used in intensity-based 3D/3D and 2D/3D registration, 
we used the gradient information as the similarity measure. 

The scale of the kernel (σ) in the Gaussian filter has a great influence on the 
similarity measure computation described in 2.4. In order to have information about 
the preferable σ value in our application, we tested three different σ values. In this 
analysis, we first generated the DRR using the femur pose derived from the ground 
truth registration. We then translated the femur position from -30 to +30 mm along 
the X and Y directions. The gradient information between the DRR and the original 
C-arm image was computed for each pose and plotted (Fig. 10). For convergence to 
the global maximum, the cost function should be smooth and have a sharp peak at the 
center. Based on the results, we used σ=2.0 for our experiments. 

The experiment described here used a C-arm device with a conventional X-ray 
image-intensifier, which is ubiquitous in the current operating theater. Flat-panel 
detector systems are emerging in operating rooms and have the advantage of less 
image distortion and high image contrast. Our iterative registration approach is still 
applicable and expected to be beneficial with these devices by resolving the 
ambiguity due to the errors related to the DRR generation process, C-arm intrinsic 
parameter calibration, and optimization of a cost function with inherent local minima. 
Although the cadaver experiment showed sufficient accuracy and robustness of the 
proposed method, we note that the movement of the fiducial with respect to the target 
organ after capturing the C-arm image may introduce additional errors in the actual 
surgery when compared to the cadaver experiments. Thus the framework would 
further the potential for performing minimally invasive registration using a small 
number of X-ray images (e.g. two to five images) during the routine image-guided 
orthopedic surgery. We believe that the methods reported here can apply to broader 
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applications of image-guided therapy including plastic surgery, neurosurgery, and 
dentistry and so on. 

We have demonstrated a unique approach for intensity-based registration that 
improves the accuracy compared to conventional 2D/3D registration through iterative 
optimization. We plan to perform additional cadaveric studies in order to investigate 
the effects of the number of images and different angular separation. These additional 
studies will produce a more comprehensive analysis of the robustness of the reported 
method for intensity-based 2D/3D registration. 
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Abstract. The segmentation of the surgical workflow might be helpful for 
providing context-sensitive user interfaces, or generating automatic report. Our 
approach focused on the automatic recognition of surgical phases by 
microscope image classification. Our workflow, including images features 
extraction, image database labelisation, Principal Component Analysis (PCA) 
transformation and 10-fold cross-validation studies was performed on a specific 
type of neurosurgical intervention, the pituitary surgery. Six phases were 
defined by an expert for this type of intervention. We thus assessed machine 
learning algorithms along with the data dimension reduction. We finally kept 40 
features from the PCA and found a best correct classification rate of the surgical 
phases of 82% with the multiclass Support Vector Machine. 

Keywords: Surgical phase, digital microscope, neurosurgery, feature extraction. 

1   Introduction 

With the increased number of technological tools incorporate in the OR, the need for 
new computer-assisted systems has emerged [1]. Moreover, surgeons have to deal 
with adverse events during operations, coming from the patient itself but also from 
the operation management. The idea is to limit and be aware of these difficulties, and 
to better handle risks situations as well as to relieve surgeon’s responsibilities. The 
purpose of recent works is not to substitute medical staff in the OR but to increase 
medical safety and support decision making. One solution is to assist surgeries 
through the understanding of operating room activities, which could be introduce in 
current surgical management systems. It could be useful for OR management 
optimization, providing context-sensitive user interfaces or generating automatic 
reports. Thus, surgical workflow recovery as well as surgical process modelling has 
gained much interest during the past decade. 

Neumuth et al. [2] defined Surgical Process (SP) as a set of one or more linked 
procedures or activities that realize a surgical objective. Surgical Process Models 
(SPMs) are simply defined by models of surgical interventions. A detailed SPM may 
help in understanding the procedure by giving specific information of the intervention 
course. Applications of SPMs are the evaluation of surgeons (training and learning), 
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system comparison, procedures documentations and surgical feedbacks. As Jannin et 
al. [3] mentioned, the modeling must address behavioral, anatomical, pathological 
aspects and surgical instruments. They also defined surgical workflow, which relates 
to the performance of a SP with support of a workflow management system.  

Teams have understood the necessity of real-time information extraction for the 
creation of complex surgeries models. The difference in the level of granularity for 
the extraction process allows deriving complementary numeric models for workflow 
recovery. Thus, data extraction is performed either from a human sight or from sensor 
devices. In this context, different methods have been recently used for data 
acquisition: patient specific procedures description [2-4], interview of the surgeons 
[5], sensor-based methods [6-16], using fixed protocols created by expert surgeons 
[17], or combination between them [18]. 

Within sensor-based approaches, Padoy et al. [6] segmented the surgical workflow 
into phases based on temporal synchronization of multidimensional state vectors, 
using Dynamic Time Warping (DTW) and Hidden Markov Models (HMMs). These 
algorithms permit to recognize patterns and extract knowledge. Signals recorded were 
binary vectors indicating the instrument presence.  

At a lower level, the force/torque signals of the laparoscopic instruments recorded 
during a suturing task can be learned with HMMs [7]. Close to this work, Lin et al. 
[8] also trained HMMs to automatically segment motion data during a suturing task 
perform with the Da Vinci robot. With the same robot, Voros and Hager [9] used 
kinematic and visual features to classify tool/tissue interactions in real-time. Their 
work was a first step towards intelligent intraoperative surgical system. Recent work 
of Ahmadi et al. [10] used accelerometers placed on the operator along with motif 
discovery technique to identify alphabets of surgical activity. Models of gestures 
relied on tools only and motions may not be well segmented with rare movements. 

Using others data extraction techniques, Bhatia et al. [11] analyzed OR global view 
videos for better management, whereas Xiao et al. [12] implemented a system that 
record patient vital signs in order to situate the intervention process. James et al. [13] 
installed an eye-gaze tracking system on the surgeon combined with visual features to 
detect one important phase. Nara et al. [14] introduced an ultrasonic location aware 
system that continuously tracks 3-D positions of the surgical staff. Results on 
identifying key surgical events were presented. For the construction of a context-
aware system, Speidel et al. [15] used laparoscopic videos to create a situation 
recognition process. In their work, they focused on risk situation for surgical 
assistance. Finally, Sanchez-Gonzales et al. [16] extracted useful information from 
videos such as 3D map to help surgeons performing operating techniques.  

Our project is based on the extraction of information from digital microscope 
videos. It permits not only to avoid the installation of supplementary materials in the 
OR, but also to have a source of information that has not to be controlled by human. 
Computer vision techniques bring processing algorithms to transform images and 
videos into a new representation that can be further used for machine learning 
techniques (supervised or non-supervised classification). We decided in a first phase 
to use image from videos (called frames) in a static way without taking into account 
the motion. The problem is thus reduced to an image classification problem. Even 
with this restriction, technical possibilities remain very large. We focused on the 
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automatic recognition of surgical phases and validated our methodology with a 
specific type of neurosurgical interventions.  

2   Materials and Methods 

We evaluated our algorithm on pituitary adenoma surgeries [19]. It's tumors that 
occur in the pituitary gland and which are representing around ten percent of all intra-
cranial tumour removals. Neurosurgeons mostly use a direct transnasal approach, 
where an incision is made in the back wall of the nose. Rarely, a craniotomy is 
required. In this work all surgeries were performed according to the first approach.  

2.1   Data 

Our project is currently composed of 16 entire pituitary surgeries (mean time of 
surgeries: 50min), all performed in Rennes by three expert surgeons. Videos were 
recorded using the surgical microscope OPMI Pentero (Carl Zeiss). The initial video 
resolution was 768 x 576 pixels at 33 frames per second. Recordings were obtained 
from nasal incision until compress installation (corresponding to the microscope use). 
From these videos, we randomly extracted 400 images which were supposed to 
correctly represent the six phases of an usual pituitary surgery. These phases, which 
were validated by an expert surgeon, are: nasal incision, nose retractors installation, 
access to the tumor along with tumor removal, column of nose replacement, suturing 
and nose compress installation (Fig. 1). Each image of the database was manually 
labeled with its corresponding surgical phase.  

 

Fig. 1. Example of typical digital microscope images for the six phases: 1) nasal incision, 2) 
nose retractors installation, 3) access to the tumor along with tumor removal, 4) column of nose 
replacement, 5) suturing, 6) nose compress installation 

2.2   Feature Extraction 

We defined for each image a feature vector that represented a signature. Images 
signatures are composed of three main information that usually describe an image: the 
color, the texture and the form.  
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The color has been extracted with two complementary spaces [20]: RGB space (3 x 
16 bins) along with Hue (30 bins) and Saturation (32 bins) from HSV space. 

The texture has been extracted with the co-occurrence matrix along with Haralick 
descriptors [21]. The co-occurrence matrix is used to describe the patterns of 

neighboring pixels in an image I at a given distance. Mathematically, the matrix C is 

defined over an image n x m and an offset: 
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Four such matrices are needed for different orientations (horizontal, vertical and  
two diagonal directions). A kind of invariance was achieved by taking into account 
the four matrices. Haralick descriptors were then used by computing the contrast, the 
correlation, the angular second moment, the variance of the sum of squares, the 
moment of the inverse difference, the sum average, the sum variance, the sum 
entropy, the difference of variance, the difference of entropy, and the maximum 
correlation coefficient of the co-occurrence matrix. 

The form was represented with spatial moments [22], which describe the spatial 

distribution of values. For a grayscale image the moments ji,M are calculated by:  
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The 10 first moments were included in the signatures. 
We then computed the Discrete Cosine Transform (DCT) [23] coefficients 

pqB that reflect the compact energy of different frequencies. DCT is calculated by: 
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The pqB coefficients of upper left corner represent visual information of lower 

intensities, whereas the higher frequency information is gathered at right lower corner 
of the block. Most of the energy is located in the low frequency area, that's why we 
took the 25 features of the upper left corner.  

Each signature was finally composed of 185 complementary features.  

2.3   Data Reduction 

Original frames were first downsampled by a factor of 8 with a 5-by-5 Gaussian 
kernel (internal studies have shown that until this downsampling rate, it had no impact 
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on the classification process). After features extraction, we performed a statistical 
normalization. On each feature value we subtracted the mean and divided by the 
variance. After normalization, data closely followed a normal distribution (mean=0 
and standard deviation=1) and were more easily used for data variations comparisons. 

In order to decrease the data dimension, and knowing that too many features can 
decrease the correct classification rate, we also performed a Principal Component 
Analysis (PCA) [24]. PCA is a statistical method used to decrease the data dimension 
while retaining as much as possible of the variation present in the data set to process 
the data faster and effective. Fig. 3 shows the extracted cumulative variance. 

2.4   Cross-Validation 

With the image data-base we are now able to train models by using machine learning 
techniques. We performed a study to find the most appropriate algorithm. We tested 
multiclass Support Vector Machine (SVM), K-Nearest Neighbors (KNN), Neural 
Networks (NN), decision tree and Linear Discriminant Analysis (LDA).   

The goal of SVM is to find the optimal hyperplane that separates the data into two 
categories. The multiclass SVMs [25] extends it into a K-class problem, by 
constructing K binary linear SVMs. The KNN algorithm (used with the Euclidean 
distance) is the simplest method for classification. Each point in the space is assigned 
to the class C if it is the most frequent class label among the k-nearest training 
samples. NN [26] are non-linear statistical methods based on biological neural 
networks. They are often used to model complex relationships between inputs and 
outputs. We used it in a supervised way with a back-propagation neural network. The 
decision tree is a quick classification algorithm where each internal node tests an 
attribute. It is specially used when data are noised and classes are discrete. Finally, the 
LDA is based on a Fisher analysis. It is a linear combination of features that best 
separate two or more classes. 

Algorithms were evaluated with a random 10-fold cross-validation study [27]. The 
data-set was divided into 10 random subsets. Nine were used for training while the 
prediction is made on the 10th subset. This procedure was repeated 10 times and 
correct classification rates were averaged. In addition, the cross-validation study 
allows computing the sensitivity and the specificity. The specificity is defined by: 

FP+TN

TN
=Spe  and the sensitivity is defined by 

FN+TP

TP
=Sen , where FP is 

False Positive, TP is True Positive, FN is false Negative and TN is True Negative. 
The cross-validation was computed for each algorithm but also for each number of 

principal components used in order to keep the best classification algorithm and to 
decide how many principal components we had to take.  

3   Results 

Fig. 2 shows the cross-validation study. Multiclass SVMs and LDA give best results. 
For both algorithms the correct classification rate increase until 40 principal 
components and then LDA decreases while SVMs stays at a higher recognition rate.  
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From 30 principal components, correct classification rates of the NN and KNN are 
almost unchanging, but their best scores are significantly lower than for SVM and 
LDA. Finally, the decision tree gives the worst results compare to other classifiers. 

 

Fig. 2. Correct classification rate of the surgical phases with five different algorithms, 
according to the number of principal components 

 
We decided to keep 40 principal components, which represent 91.5% of the energy 

of all the data set (Fig. 3). With these features we obtained accurate statistical results:  

Table 1. Correct classification rate (accuracy), sensitivity and specificity of classification 
algorithms. Image signatures are composed of the 40 first principal components 

Algorithms Accuracy Sensitivity Specificity 
Multiclass SVMs 82.2% 78.7% 98.1% 
KNN 74.7% 66.0% 95.4% 
Neural Network 71.3% 65.1% 92.8% 
Decision tree 66.2% 52.3% 94.0% 
LDA 81.5% 77.0% 97.6% 

 
We can see from Tab. 1 that specificity is always upper than sensitivity for all 

algorithms. Not surprisingly, multiclass SVMs obtained best sensitivity (78.7%) and 
specificity (98.1%) whereas the decision tree shows its limits (specificity: 52.3%).  

The computation time of the classification process of one image (feature extraction 
+ data transformation + classification) was less than 0.5s. We didn't take into account 
the computation time of the learning database, considering that it was done off-line. 
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Fig. 3. Cumulative variance of the Principal Component Analysis 

4   Discussion 

Our global workflow, including image database labelisation, features extraction, PCA, 
and cross-validation studies make possible the extraction of discriminant image 
features for each phase. After experiments, we finally kept 40 principal components 
for a best correct classification rate of the surgical phases of 82% with SVMs. 

4.1   Images Database 

The performance is strongly linked to the diversity and the power of discrimination of 
the database. We can easily imagine that accuracy may sorely decrease if images are 
not efficiently representing all phases or all scene possibilities within phases. 

There are other limitations to this type of study. The image database may not be 
adaptable to other neurosurgery departments, due to the difference of materials and 
equipment in each department. For instance, the color of surgical tissue in Rennes 
may be different elsewhere and the corresponding features would completely affect 
the training process. The solution would be to train specific image databases for each 
department which would be well adapted to the surgical environment. The idea would 
also be to have several databases for each type of procedure with specific phases. For 
other departments and/or surgeries, discriminant images features may differ, which 
would require adapting the feature extraction process by launching identical studies. 
Other factors of variability within the data-set can affect the recognition. For instance, 
differences can be found in the way that surgeons are working or in patient specific 
surgery. Ideally, one database should be created for each department, associated with 
each type of surgery and each surgeon. 
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4.2   Explanation of Classification Errors 

We decided to fuse the initial possible phases “access to the tumor” and “tumor 
removal” because for this type of surgical procedure it's currently hard to distinguish 
them only with image features. The transition between both is not clearly defined due 
to similar tools and same microscope zooms used while performing these tasks.  

The correct classification rate includes the results of the cross-validation study for 
the six phases. From these results, we noticed frequent confusions mainly between 
phase n°3 and n°4, and also between n°1 and n°5. These errors are explained by the 
very close image features of these phases. Same microscope zooms, along with 
similar colors and same surgical instruments make the recognition task very difficult. 
One solution of this issue would be to integrate one other signal: the surgery time. 
This information would for instance permit to correctly recognize an image originally 
identified as part of phase n°5 or part of phase n°1. On the other hand it would still be 
hard to separate consecutive phases. 

4.3   Classification Algorithms 

In this study (Fig. 2), multiclass SVMs and LDA gave the best correct classification 
rates. SVMs have been used in a linear way and are known to have good 
generalization properties that permit to outperform classical algorithms. LDA, used as 
a classifier, is like many others optimal when the features have a normal distribution 
(true in our case after normalization). On the opposite, the decision tree, NN and 
KNN gave worse results. Decision trees are often instable, especially with small 
changes in the training samples. Our data-set was probably too variable (in color, 
texture...) and not enough discriminant to train accurate models with decision trees. 
While KNN is generally outperformed by other classifiers, it may be well interesting 
because of its simplicity and flexibility. Nevertheless, our results showed that it was 
not suitable for our data-set. Concerning NNs, it was quite surprising regarding their 
capabilities to improve their performances when the amount of data increases. Non-
linear algorithms are generally more suitable for complex systems, which is not the 
case here. On the opposite, linear ones are more straightforward and easy to use, that's 
why it seems that they are more adaptable for our system.  

The correct classification rates for SVMs, KNN and NN are almost constant until 
185 features, whereas accuracy of the decision tree and especially LDA decrease. 
This is due to the high dimension of inputs which usually decreases results of 
classifiers. It's also the reason why we only kept 40 features for images signatures. If 
PCA would not have been performed, we would only have obtained an accuracy of 
78% (with KNN), which demonstrated the usefulness of this step in our workflow. 

According to Tab. 1, most of the difference between classifiers is made by 
sensitivities, which are lower than specificities. A high specificity is due to the 
absence of FP (image belonging to phase x not identified as part of phase x), whereas 
a low sensitivity is due to a high FN rate (image not belonging to phase x identified as 
part of phase x). Thus the challenge in the future would be to increase FN rates.  

In presence of unexpected events, such as bleeding or brutal microscope move, the 
specificity sensibly decreases and thus affects global accuracy. Such situations, as 
being unpredictable, are a high limitation to the classification from static images only. 
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One solution of this issue, not implemented yet, would be to detect such images 
(containing features that are very different from the others, and therefore easily 
detectable) and to take into account the recognized phase of the precedent image. 

4.4   Applications 

The idea is to assist surgeries through the understanding of operating room activities. 
This work could be integrated in an intelligent architecture that extracts microscope 
images and transform it in a decision making process. The purpose would be to bring 
a plus-value to the OR management (as in [10]) and to the surgery (as in [14]). For 
now, even with a low on-line computation time (< 0.5s), the best obtained correct 
classification rate is certainly not accurate enough to be included in such systems. For 
intra-operative clinical applications, accuracy must definitively be higher than our 
results before establishing on-line surgical phases detection. 

However, with the present methodology, the system could be introduced in the 
surgical routine as an help for post-operative indexation of videos. Surgical videos are 
very useful for learning and teaching purposes, but surgeons often don't use them 
because of the huge amount of surgical videos, the lack of data organization and 
storage. The created video data-base would contain relevant surgical phases of each 
procedure for easy browsing. Moreover, we could imagine the creation of post-
operative reports, automatically pre-filled by recognized events that will have to be 
further completed by surgeons themselves. For such clinical applications, even with 
few errors, the automatic indexation would be relevant, as there is no need of perfect 
detection and it has no impact on the surgery itself.  

We deliberately remain at a high level of granularity with the recognition of global 
phases. The recognition of lower level information, such as surgical gestures, is very 
difficult (almost impossible) only with images. Other computer vision techniques 
(such as tracking) or specific video processing methods (such as spatio-temporal 
features extraction) will have to be inserted and mixed for dynamic information 
extraction.  

5   Conclusion 

With this large labeled images database, we are now able to recognize surgical phases 
of every unknown image, by computing his signature and then simulating with 
machine learning techniques. We have validated our methodology with a specific type 
of neurosurgery, but it can easily be extended to other type of interventions. With this 
recognition process, it's a first step toward the construction of a context-aware 
surgical system. Currently this work could be used for post-operative video 
indexation as a help for surgeons. Image features will have to be mixed with other 
type of information to generate a more robust and accurate recognition system. Other 
methods usually used by the computer vision community (segmentation, tracking) 
could also be integrated in future works in order to bring complementary features. 
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Abstract. Motivation: In prostate brachytherapy, intra-operative dosimetry 
optimization can be achieved through reconstruction of the implanted seeds 
from multiple C-arm fluoroscopy images. This process requires tracking of the 
C-arm poses. Methodology: We compute the pose of the C-arm relative to a 
stationary radiographic fiducial of known geometry. The fiducial was precisely 
fabricated. We register the 2D fluoroscopy image of the fiducial to a projected 
digitally reconstructed radiograph of the fiducial. The novelty of this approach 
is using image intensity alone without prior segmentation of the fluoroscopy 
image. Experiments and Results: Ground truth pose was established for each  
C-arm image using a published and clinically tested segmentation-based 
method. Using 111 clinical C-arm images and ±10° and ±10 mm random 
perturbation around the ground-truth pose, the average rotation and translation 
errors were 0.62° (std=0.31°) and 0.73 mm (std= 0.55mm), respectively. 
Conclusion: Fully automated segmentation-free C-arm pose estimation was 
found to be clinically adequate on human patient data. 

1   Introduction 

Prostate cancer is the second most common cancer in men, diagnosed in 250,000 new 
patients each year in North America [1]. Brachytherapy is a definitive treatment of 
early stage prostate cancer, chosen by over 50,000 men each year with excellent long-
term disease-free survival [2]. The procedure entails permanent implantation of small 
radioactive isotope capsules (a.k.a. seeds) into the prostate to kill the cancer with 
radiation. Success hinges on precise placement of the implants to provide the needed 
dose distribution. Unfortunately, primarily due to tissue motion, organ deformation, 
and needle deflection, implants never turn out to be as planned. Dynamic dosimetry 
optimization during the procedure would allow the physician to account for deviations 
from the plan and thus tailor the dose to cancer without harming surrounding healthy 
tissues. This requires localization of the prostate and the implanted seeds; a much 
coveted function that is not available today [3]. Prostate brachytherapy is performed 
with transrectal ultrasound guidance that provides adequate real-time visualization of 
the prostate but not of the implanted seeds. At the same time, C-arm fluoroscopy is 
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widely used for visual assessment and 3D reconstruction of the implanted seeds 
(Figure 1, left), but it cannot show the prostate and other relevant structures. Fusion of 
these two complementary modalities would enable dynamic dosimetry. A variety of 
fluoroscopic implant reconstruction and fusion techniques have been investigated  
[4-7]. These methods share one common requirement: the relative poses of the 
fluoroscopy images must be known prior to reconstruction. 

Pose recovery on C-arm machines is a major technical problem that presently does 
not have a clinically practical solution in many areas of application. The relative 
poses of fluoroscopy images are determined in one of following three ways: (i) 
electronic joint encoders, (ii) optical or electromagnetic tracker, and (iii) radiographic 
fiducials. Fully encoded C-arms are very expensive and thus virtually non-existent in 
brachytherapy. External trackers are also impractical for various reasons and also add 
costs. Optical tracking1,2 requires line of sight which imparts alterations in clinical 
setup and workflow. Electromagnetic tracking3 overcomes these issues, but it is 
susceptible to field distortion from metal objects, such as the C-arm itself, and thus 
compromise on accuracy. Several researchers have explored fiducial-based 
radiographic tracking [8-11]. In an effort of making fiducials better integrated in the 
clinical setup, compact fiducials have been explored. Unfortunately, decreasing the 
size of the fiducial fixture also decreases tracking accuracy. In fiducial structures 
made up of beads, the typical number of beads was between 6 and 28. With these 
structures, researchers achieved 1-3 mm translation accuracy and 1°–2° orientation 
accuracy in tracking the C-arm [9-11]. Accuracy was primarily governed by bead 
configuration [9] and implementation [10] choices. In all, the best accuracy that bead-
shape fiducials can achieve is about 1 mm error in translation and 1° error in rotation. 

For prostate brachytherapy Jain et al. developed a fluoroscope tracking (FTRAC) 
fiducial [12] and validated the device clinically [7]. In addition to spherical beads, 
they used straight lines and ellipses that are invariant to projection, in that they project 
as straight lines and ellipses (Figure 1, center). Such parametric curves segment 
accurately and constrain the optimization during pose recovery, allowing for a mean 
accuracy of 0.56 ± 0.33mm in translations and 0.33°± 0.21° in rotations [12]. The 
FTRAC design has small dimensions (3x3x5cm), no special proximity requirements 
to the anatomy, and is relatively inexpensive. They mounted the FTRAC fiducial over 
the seed insertion needle template using a mechanical connector (Figure 1, right) [7]. 
After semi-automatic segmentation of the FTRAC fiducial in all C-arm images, the 
implanted seeds were reconstructed in 3D, registered with transrectal ultrasound space 
and sent back to the treatment planning system for dosimetric evaluation.  In this 
process, the single point of failure is segmentation of the FTRAC. Sequential semi-
automated segmentation of different features of the FTRAC was found to be fragile in 
actual field practice [7].   

In essence, Jain et al. computed a registration between the 3D geometrical model 
of their tracking fiducial and its 2D projection pre-segmented in the C-arm image: i.e. 
they performed a 2D/3D registration. Prior work in 2D/3D registration algorithms can 
be divided into two major categories: feature-based and intensity-based methods. The 

                                                           
1 VectorVision® Navigation System, “Brainlab, Inc., Heimstetten, Germany.  
2 StealtStation®, Medtronic Surgical Navigation Technologies, Louisville, CO, USA. 
3 OEC 9800 FluoroTrak™, GE Healthcare, Waukesha, WI, USA. 
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former, such as [15-17], use distance between corresponding point pairs or surfaces as 
a measure to be optimized. Establishing point correspondences and minimizing the 
distance between them is alternated and repeated iteratively until convergence. 
Consequently, prior segmentation of the image data is required. Many researchers in 
computer vision have tried to recover pose based on point features. For calibrated 
cameras the so called five-point algorithm has been used extensively [18]. This 
method can cope with planar scenes, but in case of more than five points it computes 
multiple solutions. Minimal solvers are of importance for algorithms like random 
consensus sampling [19] to establish unknown correspondences between the features 
across images. Intensity-based methods compare the 2D image with a digitally 
reconstructed radiograph (DRR) created from the 3D volume. One can compare the 
imprints of anatomical structures obtained from either gradient information or voxel 
intensity [20-22]. 

We propose computing the relative pose of C-arm images by the registration of 
fluoroscopy image to a radiographic fiducial, without segmentation, with an accuracy 
that is sufficient for subsequent reconstruction of brachytherapy seeds. While all 
computational components used have been previously described by others, this should 
not belie the investment of creative effort required for devising a clinically practical 
approach and testable embodiment. We present methodology, implementation, and 
performance analysis on clinical patient data. 

 

 

Fig. 1. Left: Prostate brachytherapy setup using transrectal ultrasound imaging to visualize the 
prostate and C-arm fluoroscopy to assess seed positions. Center: Sketch of the FTRAC 
fluoroscope tracking fiducial. Right: The fiducial is mounted and affixed to the needle insertion 
template during the procedure. 

2   Methodology 

2.1   Hypothesis 

Our hypothesis is that the C-arm pose can be recovered adequately using a 2D/3D 
intensity-based registration algorithm between the fiducial’s C-arm image and the 
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fiducial’s known geometrical model. For proving the concept, we used the 
aforementioned FTRAC fiducial introduced by Jain et al. [12] (Figure 1, right). The 
proposed 2D/3D registration scheme, depicted in Figure 2, follows several steps. (1) 
Calibrate the C-arm explicitly or assume a sufficiently accurate model of it. (2) Filter 
the fluoroscopy image to simultaneously enhance FTRAC features and to suppress 
neighboring structures. (3) Take an initial guess for pose of the C-arm relative to 
FTRAC. (4) Compute a DRR of the FTRAC. (5) Apply blurring operator on the 
lines/features in the DRR. (6) Run 2D/3D optimization to compute the pose using a 
normalized cross correlation metric and an Evolution Strategy with Covariance 
Matrix Adaptation (CMA-ES) optimizer. Adjust the C-arm pose and step back to (4) 
until convergence is achieved or failure to converge is detected. 

2.2   C-arm Image Filtering 

C-arm images are characterized by a low signal-to-noise ratio inducing image artifacts 
such as motion blur (i.e. object are blurred or smeared along the direction of relative 
motion). A three-step filter is used to diminish the negative effects of artifacts. All 
filter parameter definitions are listed in Table 1 and explained below. 

2.2.1   Morphological Filtering 
Morphological filtering is applied in grayscale to suppress the background of the  
C-arm image and enhance the FTRAC features. The structuring element chosen was in 
the shape of a disk of small radius, since the ball bearing and ellipse perimeter making 
up the FTRAC can be modeled as disk elements of small size. The morphological 
operator has only one filter parameter, which is the size of the structuring element. 

2.2.2   Homomorphic Filtering  
A homomorphic filter is used to de-noise the C-arm image. It sharpens features and 
flattens lighting variations in the image. The illumination component of an image is 
generally characterized by slow spatial variation while the reflectance component of 
an image tends to vary abruptly. These characteristics lead to associating the low 
frequencies of the Fourier transform of the natural log of an image with illumination 
and high frequencies with reflectance. Kovesi [23] provides excellent insights to the 
use of homomorphic filter. Even though these assumptions are approximation at best, 
a good deal of control can be gained over the illumination and reflectance components 
with a homomorphic filter. For the homomorphic filter to be effective, it needs to 
affect the low- and high-frequency components of the Fourier transform differently. 
To compress the dynamic range of an image, the low frequency components need to 
be attenuated to some degree. At the same time, in order to enhance the contrast, the 
high frequency components of the Fourier transform needs to be magnified. Thus 
Butterworth low and high pass filters are implemented and the image histograms are 
truncated accordingly. 

2.2.3   Complex Shock Filtering 
Gilboa et al. [24] have developed a filter coupling shock and linear diffusion in the 
discrete domain. The shock filter’s main properties are the following: (i) shocks 
develop at inflection points (i.e. second derivative zero-crossings), (ii) local extrema 



 C-arm Tracking by Intensity-Based Registration 49 

remain unchanged in time, (iii) the scheme is total variation preserving, (iv)  the 
steady state (weak) solution is piece-wise constant, and finally (v) the process 
approximates deconvolution. Unfortunately, noise in the blurred signal will also be 
enhanced. Robustness to noise can be improved by convolving the signal’s second 
derivative with a Laplacian of Gaussian filter. This, however, is generally not 
sufficient to overcome the noise problem entirely, because convolving the signal with 
a Gaussian of moderate width in many cases will not cancel the inflection points 
produced by noise [24].  In order to alleviate this problem, a more complex approach 
is suggested: smoother parts are denoised while edges are enhanced and sharpened. 
The complex shock filter is hereby given by: ܫ௧ୀି ߨ2 arctan ቆܽ݉ܫ ൬ߠܫ൰ቇ |ܫ׏| ൅ ఎఎܫߣ ൅ కక (1)ܫሚߣ

where a is a parameter that controls the sharpness of the slope, λ = reiθ is a complex 
scalar, ߣሚ ݅s a real scalar, ξ is the direction perpendicular to the gradient and η is the 
direction of the gradient. In this way the inflection points are not of equal weight 
anymore; regions near edges with a large magnitude of second derivative near the 
zero crossing will be sharpened much faster than relatively smooth regions [24].  

Table 1. Three step filter parameter definitions and assigned values, (parameter units in 
parenthesis) 

Filter Definitions Value 
I. Morphology filter 

 
- Structuring element size (radius in pixels) 

 
II. Homomorphic filter 
 

 
 
2 

- boost ratio of high frequency relative to low frequency 
- cutoff frequency of the filter 
- order for low and high pass Butterworth filters 
- truncation of the lower end of the image histogram 
- truncation of the higher end of the image histogram 
 

2 
0.05 
3 
5 
0.01 

 
III. Complex Shock Filter 

 

 

- number of iteration 
- time step size 
- grid step size 
- magnitude of the complex diffusion in the gradient direction 
- amount of diffusion in the level set direction 
- slope of the arctangent 
- phase angle of the complex term (in radians) 

 

10 
1 
0.1 
0.1 
0.5 
0.3 
π/1000 

2.3   Single-View Registration 

We apply 2D/3D registration considering the DRR as the moving image and the C-arm 
image as the fixed image. We used MATLAB R2008a for implementation purposes. 
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As we only use one C-arm image at a time, to estimate the pose for that image, we 
termed this single-view registration, explained by the flowchart in Figure 2.  

Metric: We implemented the normalized cross correlation metric that considers all 
pixel values in the images during registration. Fixed image pixels and their positions 
are mapped to the moving image. The correlation is normalized by the 
autocorrelations of both the fixed and moving images. The normalized cross 
correlation metric minimizes a cost function and the registration parameters will be 
optimal when minimum cost is reached.  

 

Fig. 2. C-arm pose recovery algorithm flowchart. (1) C-arm image is filtered by the 3-step filter 
to enhance FTRAC features while suppressing background structures. (2) FTRAC projected as 
a binary DRR image at a specified C-arm pose. (3) A normalized cross correlation metric 
computed. (4) CMA-ES optimizer computes new pose, process steps back to (2), until 
convergence or failure to convergence. 

Transform: As the FTRAC is a rigid mechanical structure, rigid registration suffices. 
We implemented a transformation of six parameters, with three for Euler angles and 
three for translation. 

Initial Guess: In the operating room, we have a consistently good initial guess for the 
registration. Standard patient positioning allows for aligning the main axes of the 
FTRAC, transrectal ultrasound and C-arm, enabling us to compute a gross registration 
in the anterior-posterior pose of the C-arm. Additional C-arm images are acquired 
according to a set protocol at 15° increments. 

DRR Generation: The FTRAC fiducial is projected on a two dimensional binary 
image and blurred using a Gaussian filter. The filter parameters that need to be 

 

Step 1: The C-arm image is preprocessed using a 3-step filter.
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considered during implementation are the kernel size, kernel, and the sigma (σ) used 
for the Gaussian kernel.  

Optimizer: The CMA-ES is an evolutionary algorithm for difficult non-linear non-
convex optimization problems in continuous domain. In contrast to quasi-Newton 
methods, the CMA-ES does not use or approximate gradients and does not even 
presume or require their existence. This makes the method applicable to non-smooth 
and even non-continuous problems, as well as to multimodal and/or noisy problems 
[25]. The CMA-ES has several invariance properties. Two of them, inherited from the 
plain evolution strategy, are (i) invariance to order preserving (i.e. strictly monotonic) 
transformations of the objective function value and (ii) invariance to angle preserving 
(rigid) transformations of the search space (including rotation, reflection, and 
translation), if the initial search point is transformed accordingly. The CMA-ES does 
not require a tedious parameter tuning for its application. With the exception of 
population size, tuning of the internal parameters is not left to the user [25].  

3   Results and Discussion 

3.1   Registration Evaluation  

We recall the primary objective of this work: provide an estimation of the C-arm 
fluoroscope poses for subsequent brachytherapy implant reconstruction. The implant 
reconstruction of Jain et al. requires curtailing the pose estimation error to ±4° in 
rotation and to ±2 mm in lateral translation [13]. In 2D/3D registration, the cost 
metric usually has difficulties with properly “driving” the depth component of the 
pose. In C-arm reconstruction, however, the exact same effect is working for our 
advantage, because the reconstruction metric is similarly insensitive to the depth 
component of the C-arm pose. Jain et al. found that “reconstruction error is 
insensitive to miscalibration in origin and focal length errors of up to 50 mm”, 
inferring that even large depth errors are permissible if all image poses shift together 
[14]. What follows is that if the prostate is kept near the isocenter, projection and 
reconstruction are both insensitive to depth. 

The registration error was evaluated against the C-arm pose obtained from ground 
truth (i.e. average errors of 0.56mm and 0.33º obtained by the FTRAC fiducial). In 
this paper, the values for mean registration error and standard deviations were 
calculated as the difference obtained from the ground truth and the registration, 
respectively. Capture range was defined as the range within which the algorithm is 
more likely to converge to the correct optimum. We applied random misalignment of 
maximum ±10 mm translation and ±10 degree rotation to ground truth obtained by 
segmenting the FTRAC and recovering pose. This capture range, especially for 
rotation, is larger than the error of the initial guess one can achieve clinically. We set 
the number of iterations for the optimizer to 30 and the population size at 65, resulting 
in 98.5% algorithm convergence. Using a total of 13 patient datasets, we performed 
the registration 25 times for each of the 111 clinical C-arm patient images, acquired 
under ethics board approval. 
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3.2   Results  

The filter parameters were determined empirically by using a subsample of 10 C-arm 
images, with varying initial contrast, and fine-tuning the values so that the FTRAC 
features are always enhanced with respect to their neighborhood. Values for the 
proposed 3-Step filter are listed in Table 1. For the DRR binary image Gaussian 
smoothing, the sigma value was set to σ=1.5 pixels.  

The performance of our proposed filter is presented in Figure 3. First, we observe 
that image contrast differs between patients. However, the chosen filter parameters 
improved the robustness and performance of our proposed filter; the pelvic bone and 
other neighboring structures were suppressed successfully while both the FTRAC 
fiducial and implanted seeds were enhanced. The filtered C-arm image was given as 
input to our intensity-based registration algorithm.   

Five of the six degrees of freedom parameters were consistently below 0.5 mm and 
1º. Using 111 clinical C-arm images and ±10° and ±10 mm random perturbation, the 
average rotation and translation errors were 0.62° (std=0.31°) and 0.73 mm (std= 
0.55mm), respectively. As expected, the single view registration process did not 
recover the depth robustly (Tz parameter), yet on average the value is below clinical 
requirement of 2 mm.  

Table 2. Final single-view registration results for 111 C-arm images 

±10 mm and ±10° perturbation 

Tx 
(mm) 

Ty 
(mm) 

Tz 
(mm) 

Rotations 
(degree) 

0.14±0.08 0.11±0.16 1.9±1.4 0.6±0.3 

3.3   Discussion 

Of the 2775 trials, only 36 showed failure in registration convergence. Approximately 
half of the failures were due to the FTRAC fiducial being positioned near the black 
circular mask of the C-arm images (Figure 3, right), meaning that some features such 
as the top ball bearings and part of the top ellipse were not visible in the image. Also, 
since we started the registration from random initial guess, some runs were launched 
from an initial guess that projected the FTRAC outside the fluoroscopy image into the 
black mask where there was no feature guide the optimization into the image.  We did 
not rerun registration with new initial guess since the purpose of the study was to 
show the true viability and robustness of our registration algorithm in a single run. 
Nevertheless, we expect the reported results in Table 2 to improve with restarting the 
registration process and/or with launching from an initial guess that projects the 
FTRAC within the C-arm image. 

For the un-optimized MATLAB prototype implementation, a typical registration took 
about 170 seconds per image with Intel Core2, 2.4 GHz, dual-core computer.  Figure 4 
shows images after registration of binary FTRAC and C-arm images. A useful byproduct 
of our registration scheme is implicit and automatic segmentation of the radiographic 
fiducial, allowing the clinical user to visually approve the result of registration. 
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Fig. 3. C-arm image filtering. Here, three sample clinical images from three different patients 
with varying contrast. The morphology, homomorphic and shock filters smooth the image and 
enhance both the implanted seeds and FTRAC features while suppressing neighboring 
structures. 

 

Fig. 4. Sample results before and after registration. With respect to original FTRAC size, initial 
perturbations had the same scale (left), smaller scale (center), and larger scale (right).  The final 
overlay shows accurate superposition of the FTRAC fiducials. We note the 1 cm error in 
translations as initial perturbation for the left image. 

Follow-up work will focus on adaptive filtering to compensate for varying C-arm 
image quality. Ideally, adaptive filter will analyze the image histograms and select 
optimal filter parameters accordingly. As of now, the parameters were empirically 
chosen and were found to be adequately robust in processing all available images. In 
order to test this approach prospectively in clinical trial, running time must be reduced 
below 1 minute per pose.  As C-arm images are acquired by a well-defined protocol, 
we always know in which area of the C-arm the fiducial will appear, which in turn 
enables us to crop the C-arm image and thus reduce computation time. Additional 
speedup will be obtained from recoding the registration in C++. 
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4   Conclusion 

In summary, we presented the first report of C-arm pose recovery by intensity-based 
registration of projected images of a geometrical model of a fluoroscope tracking 
fiducial and its C-arm images.  Fluoroscopy images were pre-treated with a three-step 
filter that was found to be robust to varying image quality experienced in 111 C-arm 
images from 13 patients. Retrospective analysis of patient data showed clinically 
sufficient accuracy. 
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Abstract. The Camera Augmented Mobile C-arm (CamC) system that
augments a regular mobile C-arm by a video camera provides an overlay
image of X-ray and video. This technology is expected to reduce radia-
tion exposure during surgery without introducing major changes to the
standard surgical workflow. Whereas many experiments were conducted
to evaluate the technical characteristics of the CamC system, its clinical
performance has not been investigated in detail. In this work, a workflow
based method is proposed and applied to evaluate the clinical impact of
the CamC system by comparing its performance with a conventional sys-
tem, i.e. standard mobile C-arm. Interlocking of intramedullary nails on
animal cadaver is chosen as a simulated clinical model for the evalua-
tion study. Analyzing single workflow steps not only reveals individual
strengths and weaknesses related to each step, but also allows surgeons
and developers to be involved intuitively to evaluate and have an insight
into the clinical impact of the system. The results from a total of 20 pair
cases, i.e. 40 procedures, performed by 5 surgeons show that it takes sig-
nificantly less radiation exposure whereas operation time for the whole
interlocking procedure and quality of the drilling result are similar, using
the CamC system compared to using the standard mobile C-arm. More-
over, the workflow based evaluation reveals in which surgical steps the
CamC system has its main impact.

1 Introduction

Many image guided surgery (IGS) systems have been introduced in the last
decades, e.g. systems using external camera tracking for navigation or augmented
reality visualization. All of them provide various promising solutions to either
simplify surgery or improve patient treatment. However, very few IGS systems
have succeeded to become clinically accepted and even a small number of them
were integrated into daily clinical routine. Development of novel IGS systems
involves a long and complicated process from the initial idea until their ac-
ceptance and use for clinical applications. This process includes the phases of
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clinical problem investigation and analysis, problem modeling, system and algo-
rithm design, system implementation and verification, and finally evaluating the
system in terms of its clinical outcome. The practicability, efficiency and clinical
suitability of a system are mostly confirmed within the clinical evaluation phase.

The assessment of IGS systems has been discussed in detail by Jannin and
Korb [1]. They proposed an assessment framework with six levels ranging from
technical system properties to social and legal impacts. These six levels are
classified according to the progress of the clinical acceptance.

Mobile C-arms are a common tool to acquire X-ray images in the operating
room during trauma and orthopedic surgery. The Camera Augmented Mobile
C-arm (CamC) system that augments a regular mobile C-arm by a video camera
was proposed by Navab et al. [2] for X-ray and video image overlay (see figure
1). Thanks to the mirror construction and one time calibration of the device,
the acquired X-ray images are co-registered with the video images without any
further calibration or registration during the intervention. This technology is
expected to reduce radiation exposure during surgery without introducing ma-
jor changes to the standard surgical workflow. Many works were conducted to
quantify and qualify the CamC system regarding to the overlay accuracy [3] and
absorbed and scattered radiation of the mirror [4], which can be categorized into
the level of technical system properties and reliability [1]. The clinical perfor-
mance of the CamC system has not yet been investigated in detail. Traub et
al. [5] performed a reference based assessment, comparing the workflow when
using the CamC system to the one of using CT for vertebroplasty on a simu-
lated procedure using five spine phantoms. This interesting initial study involved
only one surgeon and a very small number of samples, and could therefore not
show significant results. It however showed that one way of estimating clinical
impacts of the CamC system on trauma and orthopedic surgery is to evaluate
it in a simulated clinical scenario. Interlocking of intramedullary nails has been
recognized as a challenging surgical task, for which several ingenious methods
and devices were developed, e.g. miniature robot based guide positioning [6] and
optical tracking with using two non-constrained X-ray images [7]. Suhm et al.
peformed a clinical comparison study of interlocking using a surgical navigation
system versus a standard C-arm system [8]. In this work, our objective is not
to compare the robotics or external tracking based interlocking solution to that
of using the CamC system for guidance. Here we focus on the evaluation of the
CamC system versus conventional C-arm solutions. This surgical procedure was
chosen because of its various different tasks that allow a good workflow oriented
evaluation of the new image-guided surgery. In this paper, a proposed workflow
and reference based evaluation method is applied to evaluate the CamC system
and to predict some of its possible clinical impacts. Carrying out an animal ca-
daver study, we compare the interlocking of intramedullary nails using the CamC
system vs. a standard C-arm in order to evaluate and predict the clinical impact
of this new IGS alternative. Five surgeons participated in this study. The results
are presented and discussed in sections 3.5 and 4.
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Fig. 1. Thanks to a joint construction and calibration, the CamC system register the
X-ray image (left) onto the video image (middle) to provide an X-ray and video image
overlay (right)

2 Surgical Workflow Based Evaluation for Image Guided
Surgery Systems

In order to evaluate the clinical performance of a new IGS system and easily
identify its advantages and disadvantages, we propose a workflow based compar-
ison of the new system with a reference, i.e. conventional method. Assessment
criteria, like patient outcome and radiation dose, are defined to compare the new
method to the reference method. Instead of using only criteria for the whole pro-
cedure our workflow based method differentiates between single workflow steps.
This has several advantages. Novel systems may introduce changes to the overall
workflow or change the strategy within a single workflow step. While a system
might have advantages in some steps of the procedure, it might also have dis-
advantages in other steps. Therefore, sometimes we may need to combine the
functions of the novel solution and the traditional solution for the best result.
A workflow based evaluation allows analyzing these aspects in more detail. Also
the advantages and problems can be identified more clearly when estimating the
impact on single steps instead of only investigating the impact on the whole
procedure. For systems that can be used in different procedures it is usually not
possible to deduce the possible impact on other procedures from the results of
one procedure. Using a workflow based assessment it is easier to generalize re-
sults for single workflow steps that are common to several procedures. Moreover,
workflow analysis plays a role of a connection between technical researchers and
surgeons. This provides a way to involve surgeons intuitively to evaluate impacts
of the system.

The workflow based assessment evaluation consists of the following steps:

a. Initial formulation of assessment objective. It includes a description
of the motivation, the system, surgical context, assessment level and a hy-
pothesis of the anticipated result [1].

b. Modeling the workflows of the reference and the IGS based proce-
dure. First the workflow of the conventional method is modeled. Depending
on the assessment objective and level a suitable workflow model has to be
chosen. This can range from simple models, consisting only of few subse-
quent workflow steps, to more detailed methods [9]. Based on the reference
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workflow and the anticipated use of the IGS, the new workflow is designed.
This is done jointly by surgeons and technical researchers which facilitates a
common understanding of technical and medical advantages and challenges.
In this step, the hypothesis might be refined for each workflow step.

c. Definition of evaluation criteria for each workflow step. Based on
the assessment objective, evaluation criteria for comparing the new system
to the conventional one are first defined for each workflow step. In order
to quantify the comparison, measurement parameters must be chosen, such
that they represent the evaluation criteria. Then, measures of statistics are
defined, e.g. mean value or standard deviation, and hypotheses for these
measures are made.

d. Experiments and acquisition of measurement parameters. A pro-
tocol for recording the measurement parameters must be established. This
can be data done using e.g. video or live observations [10] or data that is
captured from medical devices. When introducing a novel system, it often
cannot be used on real patients. So the procedure can be performed in a
simulated setup. To avoid a bias, also the conventional system has to be
used in the simulated setup.

e. Comparison of values from reference and IGS based procedure.
A statistical comparison of the measured parameters is performed for each
workflow step in order to obtain quantitative results.

3 Animal Cadaver Study of Interlocking of
Intramedullary Nails: CamC vs. Mobile C-arm

Intramedullary nailing is a common surgical operation method that can be used
mostly in fracture reduction of the tibial and femoral shaft. After implanting
successfully a nail into the medullary canal, the nail must be fixed inside the
bone by inserting locking screws through locking holes in the nail in order to
avoid unwanted rotation and movement of the bone. This procedure is called
interlocking of intramedullary nails and is performed in a minimally invasive
way. Thus, intra-operative X-ray images are required for targeting and drilling
the locking holes through the patient’s skin. Currently, the clinical procedure
for interlocking is generally performed with using mobile C-arms that can offer
continuous intra-operative guidance based on a huge amount of X-ray images.
Furthermore, interlocking of intramedullary nails involves various common sur-
gical tasks, e.g. X-ray positioning, targeting, instrument alignment, and drilling.
Therefore, interlocking is chosen in order to evaluate the clinical impact of the
CamC system. The study design was approved by the veterinary public health
office at the institution of our medical partners.

3.1 Assessment Objective

We evaluate the system at the level of surgical strategy and performance and
we expect a reduction of x-ray images. Motivation, system and clinical context
have been discussed above and in section 1.
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3.2 Surgical Workflow for Interlocking of Intramedullary Nails

In this evaluation study, a single interlocking procedure starts after successfully
implanting the long nail into the medullary canal, and ends in successfully insert-
ing one locking screw. Based on the principle of the workflow-based evaluation
presented in section 2, the workflow of interlocking is constructed manually in
a close collaboration between scientists, engineers and surgeons. All the steps
in the workflow are fundamental surgical tasks, and some of them, e.g. X-ray
positioning, skin incision, and drilling, are also necessary steps in other surgical
procedures. Thus, the results of the workflow-based evaluation for each single
step of interlocking become very valuable and meaningful for understanding
clinical impacts of the CamC system beyond this particular study. The general
workflow for using CamC and normal C-arm is the same and includes seven
steps:

i. X-ray positioning. Position the C-arm from outside of the operation field
into the operation workspace. It ends after the C-arm is moved to the desired
position confirmed by an X-ray image showing the desired operation area.

ii. Adjustment of hole. Turn the nail until the locking hole appears as a
circle in the X-ray image in order to allow for orthogonal drilling.

iii. Skin incision. Find the incision position and cut the skin. The correct
incision position is confirmed by an X-ray image when using the standard
mobile C-arm, or by the X-ray and video image overlay when using the
CamC system.

iv. Center punch. Align the sharp tip of a nail to the target hole. Then, form
a small dimple on the bone surface in which the tip of the drill will fit with
the help of a hammer.

v. Alignment of the tip of the drill. Align the tip of the drill to the target
hole. It ends after one X-ray image shows that the projection of the tip is
located inside the circle of the target hole.

vi. Drilling. Drill the bone and the drill bit must pass through the locking hole
of the nail. It ends after a successful drilling is confirmed by an X-ray image.

vii. Locking screw insertion. Insert a locking screw into the hole. One X-ray
image is required to confirm the success of locking screw insertion, which
indicates the end of the procedure for interlocking.

3.3 Evaluation Criteria

Modern trauma and orthopedic surgical procedures use X-ray images during
surgery as intervention guidance, especially in minimally invasive surgery. This
increases radiation exposure for both patient and surgical team. Radiation ex-
posure should be reduced as much as possible, since the effects of exposure to
radiation have been reported to increase the risk of fatal cancer [11,12] and
genetic defects [13]. As demonstrated in the work of [3], employing the X-ray
and video image overlays from the CamC system as image guidance has huge
potential to reduce radiation exposure compared to just using a conventional
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mobile C-arm. Thus, the first evaluation criterion is to compare the amount
of applied radiation exposure using the CamC system to the standard mobile
C-arm. Through the whole comparison study, we fix the tube voltage and radi-
ation time to a setting we found was ideal for imaging the cow bone structures
in order to produce constant radiation doses for each shot on the level of the
x-ray tube. The number of X-ray shots can therefore be used to compare the
radiation exposure. It is claimed that employing the CamC system for interven-
tional procedures does not complicate the surgical procedure compared to using
the standard mobile [3]. Thus, we record the parameters of operation time and
quality of drilling.

The authors hypothesized that it takes less number of X-ray shots by using
the CamC system than using the standard C-arm for the whole procedure, par-
ticularly in step 1, 3, and 6. We also expect both systems to have similar results
with regard to operation time and drilling quality for the whole procedure.

3.4 Materials and Experiments

In this pre-clinical study, we use forelegs of cow cadavers (see figure 2), all of
which have similar shape and size. We use the same medical instruments, e.g.
long nail, locking screw and drill, as used in real surgeries. In the experiments,
the cow leg is placed on a carbon table that is designed for medical experiments
on animals. Different from the situation of real patients, our cow forelegs are
too short to be held by operation assistants. Thus, we fix them roughly to a
30× 15cm2 wooden board to make the cow leg more stable (see figure 2), while
not being totally fixed. So, some minor movements of the cow leg during our
study are inevitable, which sometimes requires surgeons to hold it by themselves.
This setup of leg is very close to the real clinical situation.

Fig. 2. The experimental setup for interlocking of intramedullary nails on a cow bone
is shown in the left image. The right image demonstrates the system configuration for
the procedure using the CamC system. In the system configuration for the procedure
using the standard mobile C-arm, the CamC monitor is turned off.
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The CamC system used in our study is built by attaching a video camera
and mirror construction, covered by a X-ray source housing, to a mobile C-arm.
The proposed one time calibration of [2] is used to calibrate the CamC system.
An LCD monitor mounted on the top of the C-arm cart displays the live video
overlaid by the X-ray image, and a touch screen monitor mounted on the side
of the C-arm cart provides a user interface (see figure 2).

If the cow leg moves away from the initial position where the X-ray image
was acquired, X-ray and video image overlay have a misalignment. For this
reason, a visual square marker tracking method [14] is employed to track square
markers that are rigidly attached to the cow leg surface. For visually informing
surgeons about misalignments, the initial positions of markers are drawn as green
quadrilaterals and their positions in the current video image are drawn as red
quadrilaterals in the video images. Moreover, a gradient color bar is shown on
the right side of the video images, whose length indicates the pixel-difference
between the marker’s initial and current positions (see figure 3).

For the interlocking procedure by using the standard C-arm, we employ the
CamC system as a standard C-arm with the same setup except for turning off
the CamC monitor of the X-ray and video image overlay (see figure 2), in order
to reduce the bias from handling different C-arm systems.

Participated surgeons are selected such that they cover all following three
groups, young surgeons with less than 20 surgical cases, experienced surgeons
with 20-100 surgical cases, and expert surgeons with more than 100 surgical
cases. Five surgeons participate in the study, i.e. two young surgeons, one expe-
rienced surgeon, and two expert surgeons. The study covers 20 pair cases (i.e. 40
procedures), 10 performed by expert, 6 by intermediate and 4 by young surgeons.
Each pair carried out by the same surgeon consists of one interlocking using the
CamC system and one using the standard C-arm system. The sequence of two
procedures within one pair is randomized by coin flipping. The inserted nail has
two distal locking holes inside the cow bone, and both of which are used for one
pair experiment. One cow bone can be used for two pairs, since the nail is turned
to another side of the bone for the interlocking of the second pair.

All parameters are recorded by a team of medical and technical participants
by observing the experiments, which is verified by video recording. The quality
of drilling through the holes in the nail is assessed by the surgeon as ”successful
without interference with the nail” given 1 point, ”successful with slight inter-
ference with the nail” given 2 points, ”successful with severe interference with
the nail” (in this case the drill gets jammed and a correction of drilling angle has
to be performed) given 3 points or ”failure” given 5 points. The drilling quality
level is determined as a consensus reached by participating surgeons directly
after each drilling. In [8], the authors have employed a similar criterion to assess
the quality of drilling in interlocking of intramedullary nails.

3.5 Results and Comparison

In order to obtain statistical results with regard to the number of X-ray shots, op-
eration time and drilling quality, we calculate their mean and standard deviation
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(a) Xray Positioning (b) Skin Incision (c) Center Punch (d) Drill

Fig. 3. The CamC system provides X-ray and video image overlays, which can give
intuitive advanced optics-Xray image guidance for many surgical tasks, e.g. X-ray posi-
tioning (a), skin incision (b), instrument alignment in center punch (c), and axis control
of drilling (d)

(STD). Moreover, we apply paired t-test to find out the level of significant dif-
ference, i.e. p-value, for all three evaluation parameters between the two groups
of CamC and C-arm, i.e. interlocking procedures performed by using the CamC
system and using the standard mobile C-arm. Table 1 shows the mean, STD,
and p-value of the number of X-ray shots and operation time for the whole in-
terlocking procedure, as well as for each surgical step, in the two groups. The
results of drilling quality are 1.80±0.70 for the CamC group and 2.20±0.77 for
the C-arm group.

For the whole interlocking procedure, significantly less X-ray shots are needed
in the CamC group compared to the C-arm group (p < 0.0001). The CamC group
needs longer operation time, while demonstrating better drilling quality in our
study. However, there are no significant differences in operation time (p = 0.55)
and drilling quality (p = 0.12) between these two groups.

In the step of X-ray positioning, The CamC group performs better with sig-
nificantly less X-ray shots (p = 0.028). The reason is that the live video with an
overlaid X-ray image circle (like an aiming circle) provides an intuitive video-
based guidance for moving C-arm to the desired position (see figure 3(a)). The
CamC group takes significantly less X-ray shots (p < 0.0001) and significantly
less operation time (p = 0.026) than the C-arm group in the step of skin in-
cision, since surgeons can quickly find the target place for skin incision using
the guidance of the video with an aligned X-ray image (see figure 3(b)). In the
step of center punch, the number of required X-ray shots is significantly smaller
in the CamC group than in the C-arm group (p = 0.0066), since surgeons can
identify the location for center punch based on the guidance of overlay (see fig-
ure 3(c)). For aligning the tip of the drill, a smaller number of X-ray shots is
needed, which, however, does not reach a level of significance (p = 0.069). In the
step of drilling, the overlay of X-ray and video image can support the control
of drilling axis (see figure 3(d)), and thus the CamC group needs significantly
smaller number of X-ray shots (p = 0.028) than the C-arm group. Operation
time seems to be the same (p = 0.98). The steps of adjustment of hole and
screw insertion do not provide any signs of significant differences between the
two groups.
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Table 1. The mean, standard deviation (STD), and p-value of the number of X-ray
shots and operation time (seconds) for the whole interlocking procedure, as well as for
each surgical step, in CamC group and C-arm

X-ray posi-
tioning

Adjustment
of hole

Skin inci-
sion

Center
punch

Alignment
of the tip
of the drill

Drilling Locking
screw
insertion

Overall

The number of X-ray shots (mean±STD)
CamC Group 1.05 2.65 0.05 2.15 1.65 1.30 1 9.85

±0.22 ±1.09 ±0.22 ±1.50 ±1.27 ±0.73 ±0 ±3.10
C-arm Group 1.45 2.80 2.65 4.05 2.20 2.90 1 17.05

±0.76 ±1.40 ±1.09 ±2.28 ±1.47 ±2.90 ±0 ±4.61
p-value 0.028 0.65 <0.0001 0.0066 0.069 0.028 1.00 <0.0001

Operation time (mean±STD)
CamC Group 21.95 23.70 19.30 55.15 26.55 161.00 59.65 367.30
(seconds) ±5.93 ±18.88 ±5.58 ±22.02 ±19.01 ±115.40 ±54.25 ±173.70
C-arm Group 25.05 19.35 28.75 52.30 22.85 160.40 39.75 348.45
(seconds) ±9.90 ±10.73 ±10.78 ±26.19 ±9.77 ±91.28 ±17.34 ±114.07
p-value 0.17 0.40 0.0026 0.73 0.27 0.98 0.05 0.55

In our study, the CamC group has smaller STD values for the number of X-ray
shots in the whole procedure, as well as in each surgical step, than the C-arm
group, whereas for operation time, the CamC group has smaller STD values in
step 1 and step 3, but larger STD values in other steps and the whole procedure.

4 Discussion and Conclusion

The technical characteristics of the CamC system, e.g. overlay accuracy, have
already been well studied. In this work, the proposed workflow based method
was applied to evaluate the clinical impact of the CamC system for Interlocking
of intramedullary nails. We compared the performance of the CamC system with
the standard mobile C-arm. Interlocking of intramedullary nails on cow forelegs
was chosen as a simulated clinical model for our evaluation study. This study
covered a total of 40 procedures and involved 5 surgeons with three different
skill levels.

Surgeons performed surgical tasks more confidently when using an X-ray im-
age augmented by a live video than a pure X-ray image. This reduced the number
of unnecessary X-ray shots that depends on the experience and skill of the sur-
geon. This point was confirmed by all participating surgeons. The CamC group
not only required less radiation exposure, but also showed relatively low varia-
tions, i.e. smaller STD, in number of taken X-ray shots. From our point of view,
this could be a sign of enhanced reliability and stability on the surgeon’s side.
The last step of screw insertion took much longer in the CamC group than in the
C-arm group. The reason is that the surgeons tend to check the overlay image
to find the hole to put the screw in, although they could definitely find it even
faster without any image based guidance, since the hole is visible and easy to
feel. This point was agreed by all participating surgeons. Due to the learning
curve of the new system, the variation of operation time is higher in the CamC
group than in the C-arm group for the whole procedure. The cow leg moved
quite often in the steps of center punch and drilling. This resulted in a misalign-
ment of X-ray and video image. Informing surgeons about such a misalignment is
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compulsory, especially for real surgery. In our approach, we employed the visual
marker tracking in order to visually inform surgeons about any misalignment
in the overlay image. As the visual markers were attached on the skin surface
and skin sometimes has a minor movement relative to the bone, there could be
misinterpretations of the image alignment. However, this did not introduce any
major problem during the study due to the fact that this movement was very
small and skin generally moves back to its original position.

The results of our evaluation study show that the CamC group required sig-
nificantly less radiation exposure but needed similar operation time, and also
achieved a similar drilling quality for the whole interlocking procedure compared
to the C-arm group. The workflow based evaluation reveals that the CamC sys-
tem has its main positive impact in the steps of X-ray positioning, skin incision,
center punch, and drilling. Due to the fact that X-ray positioning and skin in-
cision are the necessary steps in many other surgical procedures, our results are
also valuable and useful for predicting the clinical impact of the CamC system
beyond this particular application. We are planning to use our proposed work-
flow based method to also evaluate the clinical performance of the CamC system
on real patients in the near future.
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Abstract. Novel tools for existing robotic surgical systems present opportunities 
for exploring improved techniques in minimally invasive surgery. Specifically, 
intraoperative ultrasonography is a tool that is being used with increased 
frequency, yet has limitations with existing laparoscopic systems. The purpose of 
this study was to develop and to evaluate a new ultrasound system with the da 
Vinci® Surgical System (Intuitive Surgical Inc., Sunnyvale CA) for laparoscopic 
visualization. The system consists of a prototype dexterous laparoscopic 
ultrasound instrument for use with the da Vinci surgical system, an integrated 
image display, and navigation tools. The system was evaluated by surgeons 
during pertinent activities, including phantom lesion detection and needle biopsy 
tasks, as well as in vivo porcine visualization and manipulation tasks. The 
system was found to be highly dexterous, clinically desirable, and advantageous 
over traditional laparoscopic systems. This device promises to improve 
performance of complex minimally-invasive surgical procedures.  

1   Introduction 

Systems such as Intuitive Surgical’s da Vinci® combine high dexterity telerobotic 
control of laparoscopic instruments and high fidelity 3D visualization to give 
surgeons the ability to manipulate patients’ anatomy in a minimally-invasive manner 
while still preserving many of the advantages of open surgery, including natural hand-
eye coordination and improved visual appreciation of the surgical field.  In many 
cases, these systems have been shown to enable surgeons to achieve outcomes 
equivalent to or better than those of open surgery while still gaining the low morbidity 
and other advantages of minimally-invasive surgery (MIS) [1, 2]. Although such 
systems are widely deployed, opportunities exist to improve their capabilities in order 
to further expand clinical utility and patient safety.  In recent years, a number of 
research groups—including our own—have begun to explore means for more fully 
exploiting the potential of computers to augment or extend surgeons’ capabilities for 
MIS.  These efforts have included preoperative image registration  [3, 4], haptic 
feedback or palpation capabilities [5, 6], “virtual fixtures” to improve accuracy or 
safety of surgical maneuvers [7-9], and software “toolkits” or environments to 
promote system integration [10]. 

Intraoperative ultrasonography (IOUS) is a valuable tool in a wide variety of surgical 
procedures, including hepatobiliary, urologic, gynecologic, and gastrointestinal surgery. 
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Unlike other modalities of imaging, IOUS provides easily attained real-time anatomical 
information for operative assessment, staging, and real-time guidance for biopsy and 
ablative procedures. IOUS is being increasingly used with minimally invasive 
procedures as well. With the loss of tactile information, laparoscopic IOUS provides 
particular advantages when evaluating solid organs such as the liver or kidney. While 
the minimally-invasive approach of IOUS offers significant advantages over open 
ultrasound, constraints exist that limit its efficacy and utility. These include lack of 
probe mobility, flexibility, maneuverability, and image co-viewing with the endoscopic 
video. The da Vinci platform provides a unique opportunity to develop a useful image-
guidance tool for minimally-invasive surgery, yet offer the advantages of dexterity and 
image quality that could otherwise only be achieved with open surgical approaches.  

This paper reports the development of a high dexterity robotic laparoscopic 
ultrasound (RLUS) tool for the da Vinci and its integration into our open-source 
research software environment, together with initial user experiments.  Tasks were 
created and evaluated based on clinically relevant procedures, including liver 
scanning and staging, lesion detection, and biopsy. 

Hepatic (liver) surgery was the focusing application for this work. Liver cancer 
surgery is being performed with increasing frequency.  Primary liver cancer is the 
fifth most common malignancy worldwide, accounting for over 500,000 new cases 
per year [11].  Secondary or metastatic cancer to the liver, originating in the colon, 
pancreas, breast, lung, among others, is also extremely common.  IOUS is a critical 
component of all liver surgery, used for staging, planning resection, and guiding 
tumor biopsy and ablation [12]. It is the most accurate method for detecting liver 
metastases, with accuracy rates above 90 percent [13].  Currently, resection of liver 
tumors is most commonly performed using open or laparoscopic surgery, with IOUS 
performed by the direct placement of the ultrasound probe on the liver surface. Liver 
biopsies and tumor ablations are commonly performed using transcutaneous 
ultrasound guidance to guide percutaneous needle placement.  Although percutaneous 
approaches have potential advantages of lower morbidity compared to open or 
laparoscopic surgery, there are also advantages for performing biopsy or ablation in 
an open laparotomy or laparoscopic environment. Placing the ultrasound probe 
directly on the liver provides improved imaging compared to transcutaneous 
ultrasound. Moreover,  it allows advanced techniques such as elastography to be 
employed [14, 15], further improving the surgeon’s ability to locate and target 
structures within this solid organ.  Surgical approaches also permit the identification 
of both hepatic and extrahepatic disease that may not be seen on preoperative 
imaging, as well as providing better access to difficult-to-reach tumors.   In the case 
of multiple tumors, surgical resection can be combined with ablation.  Finally, some 
studies have suggested that operative surgical ablation may result in  better outcomes 
compared to percutaneous ablation [16].   

Several investigators have active programs in robotically-assisted ultrasonography. 
Fenster, et al. have reported  using tracked and robotically-manipulated 2D US probes 
to produce 3D US images [17].  Several groups have described ultrasound targeting 
for robotically-assisted needle placement procedures [17-21] while others have 
developed robotically-manipulated extracorporeal ultrasound systems [22-26]. None 
of these systems involve laparoscopic ultrasound (LUS) or integrate US into an 
interventional procedure. Dupont et al. have reported work using 3D ultrasound to 
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help guide robotically-manipulated endoscopic instruments, and one experimental 
system for remote LUS probe manipulation [18] was reported part of a 1998 EU 
telemedicine initiative. The use of a da Vinci robot to manipulate drop-in ultrasound 
probes has also been reported (e.g., [19]).  Many groups have reported use of 
navigational tracking devices for extracorporeal and laparoscopic ultrasound. 

In earlier work [20], we reported on preliminary efforts to produce an integrated 
IOUS imaging capability for the da Vinci, in which we used a simple rigid (i.e., non-
articulated) IOUS tool that could be attached to one of the da Vinci’s instrument 
interfaces and manipulated under control of the surgeon’s master manipulator.  
Although experience with this tool was encouraging, it had many limitations.  In 
particular, the lack of a “wrist” made it extremely difficult (in come cases, 
impossible) for the surgeon to obtain the view desired, especially for tasks such as 
placing a biopsy needle or ablation probe.  Even simply accommodating the probe to 
the external surface of the organ was difficult to achieve.  For these reasons, we 
undertook development of the more advanced system reported here, in which a 
wristed (i.e., articulated) IOUS tool is manipulated by the surgeon much as any other 
da Vinci instrument.  Our main goals in this study were: i) to demonstrate that such a 
tool could be integrated and that it could be used effectively by surgeons; and ii) to 
obtain further feedback to guide further development. 

2   Materials and Methods 

2.1   System Overview 

The schematic shown in Figure 1 illustrates the integration of a prototype articulated 
RLUS instrument, as well as enhanced image visualization capabilities, with the da 
Vinci surgical robot. The purpose of this system is to allow the surgeon to manipulate 
a laparoscopic ultrasound probe directly from the da Vinci’s surgical console, just as 
he/she would manipulate a surgical instrument, while observing ultrasound images 
and associated guidance information within the stereo display of the console. 

 

 

Fig. 1. A high-level system schematic illustrating the use of the Surgical Assistant Workstation 
(SAW) for video processing, 3-D user interface, and display within the da Vinci console. SAW 
is an open-source medical robotics software framework. 
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The ultrasound probe, user interface and visualization components are integrated 
by means of the Surgical Assistant Workstation (SAW) [10]. The SAW is an open-
source software framework that has been developed to support medical robotics 
research. The remainder of this section describes the design and specifications of the 
RLUS instrument, as well as methods for the visualizing ultrasound images and other 
guidance information.  

2.2   Ultrasound Instrument Design 

A prototype da Vinci laparoscopic ultrasound instrument was developed based on the 
5mm EndoWrist instrument architecture, but scaled to a diameter of 10mm in order to 
accommodate an off-the-shelf linear laparoscopic transducer (Gore Tetrad, Colorado, 
U.S.A.). The 5mm wrist is based on a cable-driven multi-link snake architecture 
that—when scaled to 10mm—is able to accommodate the coaxial cable bundle that is 
routed through the center of the instrument shaft from the transducer to the system 
cable interface at the rear of the instrument (shown in Figure 2b). 

 

 

Fig. 2. (a) A hand-held laparoscopic ultrasound probe (Aloka UST-5536-7.5). (b) The 
prototype da Vinci ultrasound instrument. (c) The ultrasound instrument manipulated by a da 
Vinci robotic manipulator. 

The linear transducer contains 128 elements, has a total array length of 46mm, and 
operates at a center frequency of 7.5MHz. In terms of geometry and imaging 
performance, the RLUS instrument is similar to standard hand-held laparoscopic 
probes that are in use today, such as the Aloka UST-5536-7.5 shown in Figure 2a 
(Aloka America, Connecticut, U.S.A.). 

The articulated wrist allows for a range of motion of ±80º in both pitch and yaw 
angles, thus giving the surgeon six-degree-of-freedom control of the probe, from the 
master tool manipulators of the surgical console.  

2.3   Image Visualization and User Interface 

An open-source software framework has been used to display ultrasound images, 
probe status and guidance information in the stereo display of the da Vinci surgical 
console. B-Mode ultrasound images can be displayed in a variety of ways, including: 
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1 A split screen display mode in which the surgeon sees the endoscopic and 
ultrasound views side by side (Figure 3a). 

2 A picture-in-picture display mode that insets the ultrasound image into the 
endoscopic view (Figure 3b). In this configuration, the surgeon is able to select 
the position and size of the inset image by manipulating the master tool 
manipulators within the console—this is a user interface feature that is 
provided by a 3D user interface module implemented within the software 
library. 

3 A “flashlight” display mode in which the ultrasound image is overlaid onto a 
three dimensional representation of the imaging plane in the stereo view of the 
console. The effect of this mode is to display the ultrasound image in the plane 
in which it is physically acquired by the transducer, such that the image is co-
located with the view of the tissue that is being imaged in the surgical field.  
This third display mode is illustrated in Figure 3c. Issues of automatic 
calibration and image-probe registration were addressed in our prior work with 
a non-articulated probe [20].  

 

 

Fig. 3. (a) A split-screen display that shows the endoscopic view and the ultrasound image 
adjacent to one another in the surgical console. (b) A picture-in-picture view of the ultrasound 
image. (c) The ultrasound “flashlight” overlay. 

In addition to the image overlay, the system displays a graphical representation of 
the probe, imaging plane, and wrist configuration at the lower margin of the 
endoscopic view, as shown in Figure 4a. This graphical widget provides the user with 
cues for orienting the imaging plane of the probe, as well as for avoiding wrist range 
of motion limits, particularly when the ultrasound probe fills the field of view of the 
endoscope and the wrist is not visible. 

An interesting feature of the da Vinci probe is that its location and motion within 
the surgical field can be tracked by the robotic instrument manipulator. We have 
implemented two tools that take advantage of this spatial information. The first is a 
measurement tool that allows the user to measure point-to-point motions of the probe 
in order to estimate the perpendicular distance between two image planes. This can be 
used to estimate the out-of-plane width of a lesion without having to re-orient the 
probe. 
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A second tool allows the user to map the relative locations of features of interest 
within the surgical field, such as the locations of lesions or anatomical landmarks. The 
map shows the current location and orientation of the probe as a graphical “cursor”, as 
well as the locations of markers that have been dropped as “bread crumbs” during the 
course of a procedure. This is shown in Figure 4b. By moving the probe cursor to 
align with the markers, the user is able to return to and re-examine ultrasound views 
of interest. 

 

 

Fig. 4. (a) The graphical probe widget indicates the transducer and image plane orientation as 
well as wrist configuration. (b) A mapping tool indicates the current probe position and 
orientation (white cursor), as well as “bread crumbs” (green markers). 

2.4   User Studies 

A user study was conducted in order to evaluate the performance of the robotic 
ultrasound probe, as well as to compare its capabilities against a standard hand-held 
laparoscopic probe. This section describes these experiments and preliminary results.  

Each task discussed below was completed with both the robotic system described 
above, and a standard laparoscopic ultrasound instrument (Aloka UST-5536-7.5, as 
shown in Figure 2a). Surgeons experienced with laparoscopy and IOUS were 
recruited to participate in the user study, following protocol approval by the Johns 
Hopkins University Institutional Review Board. A total of ten subjects participated in 
the study; seven completed the 
full protocol, while three 
subjects completed only the 
lesion finding or biopsy tasks. 
All subjects’ results and 
questionnaire responses were 
used where appropriate. The 
subjects came from a wide 
variety of backgrounds and 
specialties, although we 
focused on subjects with some 
laparoscopic, robotic and 
ultrasound experience. Figure 5 
shows the experience of the 
subjects in each of these main 

Fig. 5. The experience levels of the 10 study subjects. 
Each subject reported their experience as the number of 
procedures they had performed in several relevant areas. 
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areas. All subjects were scored equally, despite their level of experience in a 
particular area. 

Specific tasks were designed based on surgical relevance and difficulty with 
traditional laparoscopic techniques. Both in vivo and ex vivo models were 
implemented, using the liver as the target organ for study. These tasks included: (1) 
liver surface manipulation and imaging volume capability, (2) detection and imaging 
quality of intrahepatic structures, (3) lesion detection and (4) needle biopsy guidance. 
The time to complete each task was recorded, in addition to other specific measures 
related to the successful completion. A short period of practice was allowed for each 
task. The task was explained in detail before beginning and all questions from the 
subjects were answered at this time. The order of the tasks was randomized in order to 
minimize learning effects. Upon completion of the tasks, a questionnaire was 
administered to each subject to query their satisfaction and clinical usefulness of the 
system.  The results from this survey are shown in Figure 6.  

The first two tasks mimic exploration of a solid organ, as might be done during the 
assessment of liver during hepatic surgery. First, the subjects were asked to scan of 
the anterior surface of an in vivo porcine liver, contacting as much of the liver surface 
and scanning as much of the liver volume as possible. Videos were recorded and 
blindly scored after completion, based on the amount of surface reached and the 
quality and consistency of the ultrasound image produced.  The subjects were then 
asked to identify and image specific structures within the liver: gallbladder, portal 
veins, hepatic veins, and the inferior vena cava. They were asked to capture US 
images in both transverse and sagittal planes. Video and still images were then blindly 
scored based on the quality of ultrasound images and the ability of the surgeon to 
manipulate the probe into the proper orientation. Each image was scored on a scale 
from 1-4, 4 being outstanding and 1 being poor. A total of 44 points were awarded for 
the in vivo tasks. Subjects were scored from 1-4 on their ability to scan as much of the 
liver surface as possible. Points were awarded based on the percentage of each liver 
lobe that was covered. Each of the eight images of the four anatomical features was 
worth up to 4 points and additional scores were given based on image quality and the 
subjects’ ability to manipulate the probe. 

The third task mimicked lesion detection in a solid organ. For this, phantoms were 
constructed from polyvinyl chloride (PVC) plastic, similar to material described in 
[21]. Both hyper- and hypo-echoic lesions were created using different proportions of 
an acoustic scattering material (glass microspheres). These phantoms measured 
approximately 20cm × 10cm × 5cm. Lesions varied in conspicuity (echogenicity), 
depth, and size (5-15mm diameter).  All lesions were spheroid in shape. Subjects 
were provided a phantom containing 1-8 lesions, the actual number being unknown to 
them. They were asked to identify and measure all lesions as accurately and rapidly as 
possible and declare when completed. The percentage of lesions correctly identified 
was recorded and scored, as well as the overall measurement accuracy (in estimating 
lesion volume). The score for this task was a combination of the percentage of lesions 
found within the phantom, the total percent volume error in the measurement of the 
lesions, and the subjects’ confidence that they had found all of the possible lesions. 
Each of these scoring metrics was given a total of 12 points, so that the maximum 
score achievable in this task was 36 points.  
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The fourth task determined the capability of the subject to perform accurate 
ultrasound-guided needle core biopsy using the RLUS system.  For these studies, 
phantoms were created from ex vivo bovine liver. Target 1cm lesions were made 
using fast-setting dental alginate polymer and inserted at least 3cm within the liver 
parenchyma. The alginate material polymerizes as a semi-firm material similar in 
consistency to human liver and can be biopsied using a needle core biopsy device. In 
addition, the polymerized material is white in color, enabling easy identification of a 
successful biopsy. The liver phantom was placed within an opaque torso model and 
subjects were allowed to practice and shown the location and US appearance of the 
target. They were then asked to robotically guide the biopsy needle to the target lesion 
using the RLUS system. The biopsy device was stabilized and deployed by an 
assistant from the outside when told by the subject. The success of the task was 
determined by the presence of the white polymer material in the extracted biopsy 
core. The number of times the subject punctured the surface of the liver was recorded.  
This is important in a clinical environment where excessive bleeding and tissue 
damage can be caused by repeated punctures through the surface of the organ. An 
overall score was determined as a combination of the positive biopsies, the number of 
liver punctures and the time that was required to acquire the biopsy, yielding a 
maximum possible score of 36 points for this task.  

Average and standard deviation for each task was calculated and scoring scale was 
used to in order to provide each section of the task a weighted point value.  All points 
are combined in order to produce a final score for each subject.  In order to gain 
insight into each task that was completed, each mean and standard deviation are 
displayed independently and grouped by task. 

Scores for each task were determined either by the evaluation of video, by 
comparing the values reported by the subject with known values and configurations of 
a phantom, or by visual confirmation. These scores were then summed for each task 
and summed for the entire experiment. These results are shown as percents of the 
maximum score in Table 1. 

The robotic portion of this experiment also incorporated the image visualizations 
and user interfaced discussed in the previous section.  To simplify the experiments 
and avoid confusing the subjects, the interface additions were displayed when it was 
believed to be most useful to the subjects. The graphical representation of the 
ultrasound tool, as seen in Figure 3a and Figure 4 was used during all tasks. The 
mapping tool (Figure 4) and the measuring tool were used during the lesion finding 
task.  This allowed the subjects to determine if a lesion had been previously 
identified, and allowed an accurate measurement of out of plane motion.  

The user interface illustrated in Figure 3a was used to facilitate the study described 
in the remainder of this paper. Early surgeon feedback indicated some discomfort 
with the “flashlight” display mode shown in Figure 3c, primarily due to regions of 
interest within the surgical field being obscured from view by the ultrasound image 
overlay. Surgeons much preferred a split screen or picture-in-picture display, with the 
probe widget and mapping feature inset for guidance. A simple manual calibration of 
the ultrasound-to-image transform was used to render the probe widget, as this tool 
was intended to indicate approximate probe orientation and wrist configuration only. 
While only an approximate ultrasound image calibration was required to evaluate the 
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feasibility of the “flashlight” image overlay, one can implement a more accurate 
automatic calibration similar to that described in [20]. 

2.5   Results 

Although the study subjects came from varied backgrounds and had a wide range of 
experience levels, experience level did not correlate to a significant change in  
the final score of the subjects. Table 1 shows the mean and standard deviation of the 
scores for each of the tasks and subtasks. The scores are shown as a percentage of the 
total attainable point score. The mean combined score for in vivo tasks completed 
with the robotic instrument was 80.2% ± 7.3%.  

Table 1. Results from a selection of experiment tasks, as well as combined scores. All scores 
are shown as a percentage of the total possible points available, except in the case of the 
average number of punctures during biopsy. The weighting of each task represents the total 
possible points that are available for that particular task or subtask. Please note that not every 
subtask is listed in the table. 

Task da Vinci
Mean ±  [%] Weighting Scoring Method 

Lesions Found 72±16.4 12 Compared to known phantom

Lesion Volume Error 27.8±11.3 12 Compared to known phantom
lConfidence in Lesion Identification 72.5±15.3 12 Subject questionnaire

Overall Lesion Task Score 62.5±16.2 36 Weighted average of lesion scores

Positive Biopsy 50±35.6 12 Visual confirmation of pseudo

Average number of  Punctures 2.66±2.1 12 Scored from video

Overall Biopsy task Score 56.6±20.35 36 Weighted average of biopsy scores

Liver Surface exploration 84.5 ± 8.9 12 Expert evaluation

Anatomy Identification 76.2±14.4 24 Expert evaluation

Tool Manipulation 78.6 ± 9.4 4 Expert evaluation

Combined In vivo task score 80.2 ± 7.3 44 Weighted average of expert scores

Total Combined score 64.0 ± 13.1 116 Weighted average of all scores 
 

During the lesion finding task, each subject was presented with a phantom that 
included anywhere from 1 – 8 lesions. The average percentage of the number of 
lesions found with the da Vinci ultrasound instrument was 72%. The total error for 
this task was relatively low at about 30% and the overall score of this task was 62.5%. 

The biopsy task presented the greatest challenge to all subjects and the results are 
shown in Table 1. Most of the subjects had very little experience in this area, and this 
was the most difficult of the 3 tasks. Out of a total of 3 biopsy attempts, the subjects 
were successful in, on average, 50% of the attempts with the robotic tools. A positive 
biopsy was verified visually by examining the core of tissue from the biopsy needle. 
The maximum number of punctures varied widely, from a maximum of 10 in one case 
to a minimum of a single puncture. There was no obvious correlation between the 
number of punctures and a successful outcome. All the subjects were combined and 
the mean and standard deviation are reported in Table 1.  
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Fig. 6. The results from the subjective questionnaire, which asked subjects to agree or disagree 
with several statements, and compare the robotic ultrasound instrument against their experience 
with traditional hand-held laparoscopic probes. 

A selection of results from the subjective questionnaires is presented in Figure 6. 
The subjective questions allowed us to assess how the subjects felt about the tasks and 
tools and compare there experiences during the study to their experiences with 
traditional handheld laparoscopic ultrasound tools. Most notable among the responses 
was to the question: “Which instrument did you find most useful over all?” In this 
case, 9 of the 10 subjects replied that the robotic instrument was most useful. The one 
subject that replied that they felt both tools were equally useful was only able to 
complete the lesion finding task. Every subject also disagreed that the robotic tool 
was a hindrance to their freedom of motion.   

Many of the subjects expressed their enthusiasm for the user interface additions. 
They appreciated the additional information that was provided to them, even if they 
did not take full advantage of that information. The measurement tool and the 
mapping tool were used extensively by the subjects during the lesion identification 
task. This interface was used to help with lesion dimension measurements, and to 
avoid measuring the same lesion multiple times. The probe representation (Figure 4a) 
was most beneficial during the in vivo anatomy identification and the simulated 
biopsy. In both of these tasks, it was necessary to know, with some accuracy, in which 
direction the US beam was facing.  In the first case, it was used to determine to the 
location of liver structures, and in the second case to align the imaging plane with the 
incoming needle.  

3   Discussion 

The robotic laparoscopic ultrasound system presented here has the potential to 
overcome many of the limitations found with our current technologies. We have 
shown that high-quality operative ultrasound imaging can be achieved using the 
minimally-invasive da Vinci robotic platform. These studies demonstrate the RLUS 
probe to be capable of covering a large amount of the liver surface, generating 
imaging comparable to that of open IOUS. The high level of dexterity and image 
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quality documented in these studies validate the potential usefulness of our RLUS 
system for improving the performance of complex surgical tasks though a minimally 
invasive approach. Interestingly, we found that the additional features that were 
integrated into the system markedly contributed to user satisfaction. These included a 
variety of image display options (e.g., split-screen, picture-in-picture, flashlight 
overlay), measurement tools, probe status widget, and a landmark mapping capability.  

The subjects were able to complete all the tasks to a satisfactory level, and their 
overall performance indicates that the system provides an effective environment for 
IOUS even in its current prototypical state. Qualitatively, the subjects’ feedback, as 
drawn from responses to the study questionnaire, was very positive, both with respect 
to the effectiveness of the articulated da Vinci IOUS tool and in comparison with 
traditional hand-held articulated laparoscopic probe. A detailed quantitative 
comparison  of surgeon performance between the da Vinci IOUS tool and a hand-held 
probe is beyond the scope of this paper, and will be taken in future work. Despite the 
small sample size and the need for rigorous statistical analyses, however, preliminary 
indications are that performance with the da Vinci IOUS tool is at least comparable to 
that with traditional instruments.  Further, one  significant advantage of the integrated 
da Vinci approach is that the surgeon has much better interactive control over the 
probe to obtain the image that he or she wants while doing the surgery, rather than 
having to coordinate with an assistant to control the imaging at the patient side. 

The experience of the subjects participating in this study varied widely, from those 
who had almost no robotic experience to those who were very experienced robotic 
surgeons. Their experience with porcine anatomy and the general use of laparoscopic 
ultrasound also varied significantly. Nevertheless, the results of the subjective 
questionnaire are interesting when subject experience is taken into consideration. 
Whereas most subjects had more traditional laparoscopic experience than robotic, 
they were still likely to agree that they were better able to position the probe, and that 
they were more confident and less fatigued when using the robotic ultrasound 
instrument. In all cases, the subjects agreed that they believed their performance 
would improve with additional training time. 

4   Conclusions and Future Work 

This paper has reported the development and initial user evaluation of a dexterous 
laparoscopic ultrasound tool and supporting augmented reality software for the da 
Vinci surgical robot. This combination provides surgeons with an effective and 
natural means of using intraoperative LUS, providing much of the “feel” of open 
intraoperative ultrasound imaging within a da Vinci telerobotic environment.  Our 
main goals in developing this system were to gain experience with an articulated 
IOUS tool for the da Vinci, to determine whether such a system could indeed provide 
an effective IOUS capability for a surgeon, and to obtain feedback for future study. 
Our initial experiences with the system are encouraging, and the response from 
surgeon users has been positive.  The qualitative feedback from our very small 
preliminary study indicates that the system offers significant advantages in probe 
positioning and confidence in finding tumors, compared to subjects’ experience with 
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traditional freehand articulated LUS probes.  A careful statistical analysis of relative 
quantitative task performance measures is planned for future work. 

Although our initial phantom and in vivo studies used liver surgery as a focusing 
application, the system is readily applicable to other surgical procedures, including 
kidney and prostate surgery, pancreatectomy, and gynecologic procedures.  One near-
term target is laparoscopic partial nephrectomies.  Concurrently, we are beginning to 
explore enhancements to our software environment to further exploit the potential of 
da Vinci LUS.  Topics include: incorporation of “virtual fixtures” to assist surgeons in 
acquiring LUS images and 3-D volumes; palpation behaviors for assisting in 
acquisition of LUS elastography images; registration of LUS B-mode and 
elastography images to preoperative cross-sectional imaging and surgical plans; 3D 
augmented reality displays of this information within the da Vinci console; and 
improved tools and software virtual fixtures for assisting in LUS-guided biopsies and 
other needle placement procedures. Further study of the user interface and display 
methods illustrated in Figure 3 would also be interesting. In particular, a follow-on 
comparative study of the ultrasound image display modes, using the same tasks 
described in the present study, may provide guidance for further taking advantage of 
the robotic system for enhanced image guidance and navigation. 

Application of IOUS to the da Vinci system provides many additional benefits 
above and beyond that of even open surgical imaging. The high quality stereo 
endoscopic visualization and control of secondary grasping and manipulating tools 
provided with robot further improves IOUS. Moreover, integration of IOUS into this 
robotic platform will allow for future improvements in the system, including robot-
assisted integrated tool guidance and image registration. In order to continue 
expanding the indications and improving outcomes of robotic surgery, development 
of image-guidance tools such as these are important. Systems such as these will allow 
for expanded use of minimally invasive techniques for complex surgical procedures 
not otherwise amenable to this approach. Moreover, developments such as these have 
the potential to improve patient safety and reduce health care costs through more cost-
effective use of robotic systems. 
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Abstract. Colonoscopy is a minimally invasive endoscopic procedure to
survey, diagnose and treat possible disease in the colon. Clinicians are
trained to manipulate a colonoscope while minimizing the force exerted
on the colon walls to reduce the danger of luminal perforation and dis-
comfort to the patient. Here, we propose and evaluate a metric, called
Global Isotropy Index (GII), to quantify the expertise of the clinician.
The colonoscope is modeled as a continuum robot with multiple bend-
ing sections. The Jacobian operator, which relates the proximal forces
applied by the clinician to the distal forces, provides a basis to compute
the GII. Experimental results in a colon model (CM-1, Olympus, Tokyo,
Japan) are shown to compare the efficacy of this metric in characteriz-
ing operator performance compared to standard metrics such as elapsed
time, path length, and kinematics factors. The GII values for experts are
significantly different from those of novices; our initial studies show that
it can be as much as 1.45 times greater for the experts.

1 Introduction

Historically, the performance of gastroenterologists, surgeons, and related practi-
tioners has been assessed subjectively by senior physicians in both training and
operating environments. Increasing concern regarding poor surgical dexterity
[1] and the broader use of minimally invasive interventions promoted efforts to
better characterize operator performance [2] and improve the effectiveness and
efficacy of training [3]. Electronic instrument tracking systems provide precise
measures of instrument position and movement, enabling the characterization
of performance in a range of venues, including task trainers [4], electronically
simulated work environments [5],[6], animal models, and robotic systems [7]. An-
alytical approaches, such as task partitioning [8], kinematics analysis [9], off-line
“data mining” to train hidden Markov models [10] or support vector machines
[11], and many others have been developed. These techniques may now be used
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to measure the potential value of new interventional systems, for example de-
termining the value of augmented reality displays to assist an endoscopist or
surgeon in performing procedures [12],[13] and to elucidate features which are
most “helpful” to guide the development of system capabilities. These activities
may be best advanced by use of broadly accepted and widely applicable per-
formance measures, which, in practice, should be simple to compute and both
sensitive and robust.

We consider here the development of a composite metric to better differenti-
ate classes of operators; that is, to separate “novice” from “experienced” from
“expert” classes. This will enable training to proceed with more confidence, and
also characterize the possible benefits of proposed enhancements of the infor-
mation presented to the operator during the procedure. In this paper, we have
utilized the Global Isotropy Index (GII) to quantify the expertise of the opera-
tor. GII was first proposed in [14] to quantify the isotropy of a robot’s Jacobian
based on which a globally optimum architecture for a planar haptic interface has
been designed. In [15], a 3-DOF twin pantograph has been designed to ensure
static force isotropy by optimizing the GII. A variation of GII has also been em-
ployed to analyze the isotropy of a wheeled omnidirectional mobile robot [16]. In
[17], GII has been employed to evaluate the optimal port of insertion of surgical
tools for performing minimally invasive coronary artery bypass graft surgery. In
[18], the optimal transseptal puncture location for performing left atrial catheter
ablation has been evaluated by optimizing the GII. To the best of the authors’
knowledge, this is the first paper to employ the GII to quantify the surgical skill
involved in manipulating a highly flexible surgical instrument.

2 Modeling of Colonoscope

The colonoscope is assumed to be comprised of infinitesimal rigid links along
a backbone curve. The backbone curve is defined in terms of the Frenet-Serret
frame, which is represented in the parametric form, x̄ = x̄(s, t), where s is the
parameter which represents the curve length and t is the time. The Frenet-Serret

Fig. 1. Model for the Colonoscope
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frame is defined at each point σ(s, t) along the backbone curve and consists of
the tangent t̄(s, t), normal n̄(s, t) and binormal b̄(s, t) vector at point σ(s, t), as
shown in Figure 1. At any point σ along the curve x̄(s, t), the local frame 0Φ(σ, t)
can be defined with respect to the local frame as 0Φ(0) as

0Φ(σ, t) =

⎡
⎣

cos(σς) cos(στ) − sin(σς) cos(σς) sin(στ)
sin(σς) cos(στ) cos(σς) sin(σς) sin(στ)

− sin(στ) 0 cos(στ)

⎤
⎦ (1)

where ς is the curvature and τ is the torsion of the scope. The position vector
p̄(σ, t) of a point σ on the curve relative to the origin p̄(0) can be computed by
integrating infinitesimal curve lengths along the tangent vector. In other words,
0p̄(σ), which represents the position of a point σ on the curve as viewed in the
base frame 0Φ(0) is given by

0p̄(σ, t) =
∫ σ

0

0Φ(η, t)dη (2)

where êx = [1 0 0]T . Each segment of the colonoscope can be considered to
consist of two rotational joints and a prismatic joint. The joint angle vector
can be written as θ̄ = [0 ς τ ]t and the translational vector can be written as
d̄ = [lx 0 0]t The linear 0v(σ) and rotational velocity 0ω(σ) for a joint in the
local Frenet-Serret frame with respect to the base frame can be written in a
compact form as

[
0v(σ)
0ω(σ)

]
=

∫ σ

0

[
σΦ(ν, t) [(p(ν, t) − p(σ, t))×]Φ(ν, t)

0 Φ(ν, t)

]
Ā

⎡
⎣

ḋ
ς̇
τ̇

⎤
⎦ dν (3)

where

Ā =

⎡
⎣

1 0 0 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

⎤
⎦

T

and[a×] �

⎡
⎣

0 −az ay

az 0 −ax

−ay ax 0

⎤
⎦ (4)

Using the standard robotics terminology, the Jacobian operator can be defined
as

J (σ, t) =
∫ σ

0

[
σΦ(ν, t) [p(ν, t) − p(σ, t)×]Φ(ν, t)

0 Φ(ν, t)

]
Ā(.)dν (5)

The colonoscope is considered to consist of three segments, defined in practice
by four electromagnetic sensors placed along the colonoscope, which measure
the position and orientation of their points of attachment. From (2), we can
estimate the position of the colonoscope with respect to the base coordinates for
a given configuration of the scope. However, for each segment of the scope, we
assume that the consecutive sensors represent the base and end-effector coordi-
nates of the segment and solve the inverse kinematics problem to evaluate the
configuration q = (s, ς, τ) of the scope.

We solve the inverse kinematics problem to determine the configuration of
the scope for a given set of base and end-effector coordinates. The problem
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is formulated as a dynamical problem requiring only the computation of the
forward kinematics, as determined by (2). Let us represent the solution of the
inverse kinematics problem as q̂(t) corresponding to a trajectory x̂(t) which
satisfies the forward kinematics given by (2). Let e(t) represent the error between
the desired Cartesian position x̂(t) and the actual Cartesian position obtained
from the state variable q of the iteration algorithm. The error dynamics can be
written as

ė(t) = ˙̂x(t) − ẋ(t) = ˙̂x(t) − J q̇ (6)

We choose a purely proportional control law to solve for q̇ as given by

q̇ = αJ T e (7)

It has been shown [19] that by choosing a control law as given by (7), the error
e is bounded and can be made small with an appropriate choice of α, with the
added benefit of less computational complexity. The algorithm consists of the
following steps:

– Choose the initial value of q0.
Begin Loop:

– From forward kinematics, compute the Cartesian position xk for
corresponding joint variable qk

– Calculate the error vector ek = ‖x̂ − xk‖
– If ek < tol(= 1e−12), exit loop
– Calculate qk+1 = qk + αJ T ek

– Go to Begin Loop
End Loop

– Inverse kinematics solution is qn

3 Global Isotropy Index

The Jacobian matrix relates the end-effector frame forces f to the corresponding
joint torques τ , as given by the following equations

τ = J T f (8)

Condition number κ of the Jacobian J can be considered as the error amplifi-
cation factor from the joint space to the Cartesian space. Taking the norm on
both sides of (8), we obtain

‖δτ‖
‖τ‖ ≤ ‖J−T ‖‖J T ‖‖δf‖‖f‖ (9)

Since ‖J T ‖ is equal to ‖J ‖, the condition number κ is, therefore, defined as [20]

κ(J) = ‖J−1‖‖J ‖ =
σ(J(q))
σ(J(q))

(10)
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where σ and σ represent the maximum and minimum singular values of J . In
[14], [15] the Global Isotropy Index (GII) has been proposed to define the force
isotropy throughout the workspace. The GII is used in this paper to define a
global metric for evaluating the expertise of the clinician in actuating the distal
end of the scope from the proximal end. The GII is defined as

GII =
min
t0≤T

σ(Jt0)

max
t1≤T

σ(Jt1)
(11)

where T is the duration of the procedure, t0 and t1 are two instants during
the procedure. GII is a global variable which determines the isotropy or the
uniformity of the force transmitted to the distal end from the proximal end.
Since the goal of colonoscopy is to uniformly transmit forces to the distal end of
the scope, GII is also a metric to define the expertise in manipulating the distal
end of the scope while minimizing the amount of flexing caused due to excessive
curvature in the scope.

4 Experimental Methods

The experimental setup, shown in Figure 2, consists of a colon model (CM-1,
Olympus, Tokyo, Japan), which closely mimics the human colon and includes the
ascending, descending and transverse colon. The model is loosely tethered to the
back support, thereby allowing it to flex and stretch, as observed in an actual
procedure. The entire model is draped with a cloth to prevent the user from
observing the location of the scope tip inside the model. A pediatric colonoscope
(PCF-Q180AL, Olympus, Tokyo, Japan) is mounted with four electromagnetic
6-DOF position sensors (Microbird sensors from Ascension Technologies Inc.
(ATI), Burlington, VT). The sensors are placed at 0cm, 10cm, 30cm and 55cm
from the distal end. Sensor 1 and sensor 2 are placed to record the angulation
of the distal end of the scope in 2-DOF about the y and z -axis. The position
of sensors 3 and 4 are chosen such that these sensors are approximately in the

Fig. 2. (a) Colon model and colonoscope showing the position of sensor 1, 2 and 3.
Sensor 4 is out of the field. (b) Inner view of the model showing a realistic modeling
of the human colon.
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Fig. 3. Trajectory of the four electromagnetic sensors

recto-sigmoid junction when the distal end of the scope is in the traverse colon
region, thereby allowing for the detection of flexing and looping of the scope. The
ATI electromagnetic system is interfaced to an Intel Quad Core 2GHz computer
with 4GB RAM. The position readings are logged at a sampling rate of 67 Hz
using MATLAB Simulink.

Four attending endoscopists who have performed more than 2000 colono-
scopies and 9 gastroenterology fellows (3 first-year, 3 second-year, 3 third-year)
who have performed less than 500 colonoscopies were selected to perform a
colonoscopy. Kinematics data consisting of the position and orientation of the
four sensors, and time were recorded from the instant of insertion of the scope
into the anus to the instant when the terminal ileum was intubated.

5 Experimental Results

Thirteen GI endoscopists performed colonoscopy in the colon model. The time
taken to reach the terminal ileum from the anus ranged from 82 seconds to 1065
seconds. The position measurements from the four electromagnetic sensors were
logged continuously, as shown in Figure 3. From the position measurements of
the four sensors, the velocity and acceleration were calculated as the first and
second order time-derivatives of the position measurements, as shown for Sen-
sor 1 in Figure 4. These are denoted as Vel. and Accel. respectively in Table
1. In addition, the path lengths traversed by the four sensors were calculated
by integrating the differential position measurements of the sensors over time



New Kinematic Metric for Quantifying Surgical Skill 87

Fig. 4. Sensor 1 measurements: (a),(b),(c) represent the position trajectories in x, y
and z directions respectively. (d),(e),(f) represent the velocity trajectories in x, y and
z directions respectively. (g),(h),(i) represent the acceleration trajectories in x, y and
z directions respectively.

(denoted as Pathlen in Table 1). A parameter called “flexing”, computed as the
difference in the path length of sensor 4 and sensor 2, has also been derived
for different users. The rationale for calculating this parameter is that due to
flexing of the scope, sensor 4, which is closer to the proximal end of the scope
traverses a longer path than sensor 2, which is closer to the distal end. From
the orientation measurements of sensor 1 and sensor 2, the angulation of the
distal end of the scope is calculated in 2-DOF (denoted as Ang.Y and Ang.Z in
Table 1), as shown in Figure 5 (a). In addition, the roll of the scope is calculated
by measuring the roll of the local frame of the sensor at any time point with
respect to the initial frame of reference (denoted Roll in Table 1), as shown in
Figure 5 (b).

At every time point, the position readings of the four sensors are also input to
the continuum robot module, which calculates the configuration (s, ς, τ) of the
three segments of the colonoscope using the four sensor readings, as described
in Sections 2 and 3. Based on the configuration of the scope, the Jacobian of the
scope and the minimum and maximum singular values are evaluated at each time
point. A search algorithm obtains the minimum and maximum singular values
of the Jacobian for the duration of the experiment, based on which the GII is
calculated. The experimental results are shown in Table 1. The table shows the
median of the metric values for each category of users. Also the table shows the
variance of the GII, represented as GII Var.
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Fig. 5. (a) Graph showing the angulation of the distal end of the scope (b) Graph
showing the roll of the four sensors

Table 1. Metrics for evaluating clinician’s performance

Time Pathlen Flexing Av.Vel. Av.Accel. Av.Ang.Y Av.Ang.Z Av.Roll GII GII Var.
sec m m mm/sec mm/sec2 degrees degrees rev. ×10−4 ×10−7

1st Yr 715.4 10.92 5.33 0.83 0.65 39.7 95.7 0.21 3.45 0.30
2nd Yr 288.2 7.56 3.17 0.98 0.91 44.4 105.8 0.26 4.41 2.08

3rd Yr 274.9 5.16 1.53 1.15 0.63 40.5 96.8 0.16 4.60 0.32
Expert 150.1 3.31 1.75 1.29 0.99 42.0 95.3 0.22 5.01 2.03

6 Discussion

We conclude from Table 1 that the time taken for completion of the procedure is
far less for an expert clinician than for the fellows. In addition, the average path
length of the four sensors for the expert group is less compared with that of the
first, second and third year fellows. We note that typically the length of the scope
inserted into the colon model when the distal end reaches the terminal illeum
is approximately 1m. The average path length traversed is much larger since
the scope is repeatedly inserted and retracted to advance the scope forward. An
expert clinician, therefore, appears to minimize the amount of back-and-forth
motion of the scope and advances the distal end with relative ease as compared
to the fellows. It can also be observed that the average velocity of the four
sensors is greater for the expert group as compared to novices. However, none of
the simple kinematics parameters (other than GII) shows a significant difference
among the four groups of users.

We recognize that path length and time are not ideal kinematics parameters
since in an actual colonoscopy procedure, the operator could take time or move
the scope locally to study a particular feature or lesion. That is, path length
and time are not only a function of the expertise of the clinician but also of the
complexity of the procedure.

GII is an indication of isotropy or uniformity of control of the forces on the
distal end of the colonoscope. GII shows a clear variation among the four groups
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of users. The median value of GII for the expert group is nearly a factor of 1.45
greater than that of novices. From (11), it can be seen that a larger value of GII
implies that the minimum singular values of the Jacobian are further away from
0, implying that the scope is away from a singular configuration. This results in
greater forces transmitted to the distal end of the scope, resulting in smoother
insertion of the scope into the colon. In turn, this also results in higher velocities
of the distal end, as validated by the kinematics data.

7 Conclusion

We have utilized the GII, which has been developed in the robotics literature
to design isotropic robots, to quantify the skill of a clinician. We have shown
that the use of position and orientation trackers can provide useful informa-
tion on the performance of a colonoscope operator of a range of skills. However,
simple kinematics parameters do not distinguish the performance of operators
of varying skill levels. We have modeled the colonoscope as three segments of
continuum robots and derived the Jacobian operator. By computing the mini-
mum and maximum singular values of the Jacobian throughout the duration of
the procedure, we have derived the GII. The GII provides a robust metric for
characterizing operator skill. The GII for an expert clinician is measured to be
nearly 1.45 times that of a first year fellow. This implies that the expert clini-
cian maneuvers the colonoscope so that the force transmitted to the distal end
is more uniform and results in minimal flexing while advancing the tip smoothly
into the colon. Further work is underway in validating the results of this work
in human colonoscopy.
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Abstract. In this paper we present a real-time intra-operative recon-
struction system for laparoscopic surgery. The system builds upon a sur-
gical robot for laparoscopy that has previously been developed by us.
Such a system is valuable for surgeons, who can get a three dimensional
visualization of the scene online, without having to postprocess data. We
gain a significant speed increase over existing such systems by carefully
parallelizing tasks and using the GPU for computationally expensive sub-
tasks, making real-time reconstruction and visualization possible. Our
implementation is also robust with respect to outliers and can poten-
tially be extended to be used with non-robotic surgery. We demonstrate
the performance of our system on ex-vivo samples and compare it to
alternative implementations.

1 Introduction

Minimally invasive surgery (MIS) has become an important tool in surgery, as
it greatly reduces the risks for the patient and leads to faster over-all recovery.
In MIS, the surgeon operates through small incisions only, where a view into
the body is provided through an endoscope. We are specifically dealing with
laparoscopy, which is MIS in the abdominal. Nowadays, such images are usually
taken by a video camera mounted on the endoscope and are then displayed on a
separate screen. Robot assisted surgery (RAS) has also become more and more
popular in this field, where today Intuitive Surgery is dominating the market
with their Da Vinci system.

The downside of MIS is that it requires a lot of training from the surgeon.
This is mainly caused by the indirect interaction and feedback, with the surgical
instruments and the video camera being the surgeons hands and eyes. A great
part of the problem is caused by the unusual vision that an endoscope provides.
Firstly, the perception of three dimensional structure is greatly reduced because
the image is displayed on a screen. Secondly, the surgeon usually only sees a
small part of the body cavity, which makes it harder to navigate.

N. Navab and P. Jannin (Eds.): IPCAI 2010, LNCS 6135, pp. 91–101, 2010.
c© Springer-Verlag Berlin Heidelberg 2010
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For the former problem, stereo endoscopes have been introduced but have not
become widely accepted. The reason for that is that the only reasonable way to
display stereoscopic video is by using goggles, which isolate the surgeon from his
surroundings.

The computer vision community has actively worked on solutions for these
problems, notably by Koppel et al. [6,7] and Wengert [13]. The early work of
Koppel et al. concentrates on estimating camera pose to correct the image orien-
tation. To achieve this, only a small number (around 20) of features are tracked
using a window search tracker. Full window search is relatively slow, so they use
FFT to speed it up. They also describe how to create novel views by fitting a low
order polynomial to these points. Wengert’s work consists of an intra-operative
system for 3D reconstruction relying on camera pose estimates from an external
optical tracker. His system works at 2–8 frames per second for a resolution of
384x288 pixels, depending on the number of features1. The near real-time speed
is achieved by using SURF features[2] and the efficient selection of candidate
matches in the feature matching stage. He already noted that off-loading work
to a graphics processor could yield a great speed up.

In recent years, graphics processors (GPUs) have become more and more
powerful and at the same time more and more versatile. Graphics processors
feature a large number of processor cores running with shared memory. They
have virtually no caches when compared to general purpose processors, and the
memory latency is instead hidden by the strong parallelism. In earlier GPUs,
some of these processors could only perform special tasks, but in modern unified
shader architectures, all these processors can share the same workload.

We use the GPU to gain a significant performance increase over previous
implementations. This allows us to process the image stream at video-rate, i.e.
at 25 frames per second. To the best of our knowledge, our system is the only
such system achieving real-time performance. We have implemented an affine
feature drift prevention mechanism in Cg, Nvidia’s shader language, as feature
drift severly impacts the quality of the reconstruction. We use GPU and CPU in
a multi-threaded fashion, so that GPU and CPU work can actually be done in
parallel and very efficiently be pipelined (see Figure 1), allowing us to—whenever
necessary—spend more computation time per frame at the expense of increased
latency. We have also implemented a proper way to deal with outlying points
in the bundle adjustment step, as outlying points tend to still occur even in the
presence of drift prevention, e.g. through moving highlights on otherwise uniform
surfaces.

2 Methods

We start by giving an overview of the individual units of our system. After an
image from the video stream is captured with a frame grabber, we correct for
lens distortion, which tends to be quite large in endoscopes. This simplifies the
1 For example, a scene with on average 251 features resulted in a frame rate of 4.5

frames per second.
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subsequent tracking and 3D reconstruction which assume that local image patch
deformations are approximately affine. As this sampling step can be efficiently
performed on the GPU, its cost is negligible. From the undistorted image, we
extract image patches and subsequently track them. We have used our own surgi-
cal robot to move the endoscope. From this robot, we constantly obtain position
estimates. With the information from the new image frame, we triangulate new
points where this is possible and refine existing points non-linearly. In the end,
we create a triangle mesh from these points for visualization. We project the cur-
rent video frame onto that mesh to texture it, very much like a video beamer.
In the following subsections we will give more detailed information on some of
these steps.

Undistort
image

Extract and
track features

Undistort
image

Extract and
track features

Capture
image

Capture
image

Triangulation and Bundle adjustmentTriangulation and Bundle adjustment

GPU

CPU Thread 1

CPU Thread 2

Fig. 1. Overview of the reconstruction part with data dependencies. GPU and CPU
processing can be pipelined efficiently to increase throughput.

2.1 Image Undistortion

Typical endoscopic images show a fairly large amount of image distortion. Be-
cause this interferes with the remaining processing steps, the very first thing we
do is to undistort these images on the GPU. Our distortion model consists of
all three of radial distortion, tangential distortion and thin prism distortion. Let
xd = (xd, yd)T be a point in the distorted input image and xu = (xu, yu)T be the
corresponding point in the undistorted image, then the relation between these
is commonly modeled as

xd = xu + δradial(xu) + δtangential(xu) + δprism(xu) (1)

δradial(xu) = (k1‖xu‖2 + k2‖xu‖4 + k3‖xu‖6)xu (2)

δtangential(xu) =
(

2t1xuyu + t2(3x2
u + y2

u)
t1(x2

u + 3 ∗ y2
u) + 2t2xuyu

)
(3)

δprism(xu) = p‖xu‖2 (4)

Here, ki, ti and p are the distortion parameters which have to be estimated in
advance.
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2.2 Feature Extraction and Tracking

For feature tracking we use the classic Lucas-Kanade tracking method based on
Shi and Tomasi’s interest point detector (KLT)[12]. This has turned out to be
robust with respect to the relatively high image noise, and can also be computed
very efficiently. Shi and Tomasi define key points as points which are reliably
trackable, i.e. in whose neighborhood there is considerable gradient variation. If
Ω(x) denotes a small window around the point x in the image I, then key points
are extracted at local minima of the smaller eigenvalue of

∑
z∈Ω(x)

(∇I|z)T ∇I|z

In contrast to e.g. SURF[2] or SIFT[9] features which come with discriminative
descriptors, KLT features cannot reliably be redetected once they are lost, as the
Shi and Tomasi detector has relatively low repeatability and the descriptors (the
local image patches) are not invariant to any geometric or photometric changes.

However, when camera poses are externally measured, a feature loss can be
dealt with by simply starting with a new set of tracks, assuming that the external
camera pose correctly aligns the two otherwise independent reconstructions. It
is also worth noting that in that case the matching cost is typically quadratic
and thus rather costly. If the only goal is to collect tracks to build a 3D model,
KLT features promise to be faster and most robust, as has also been shown for
example in [5].

We have chosen to perform both feature tracking and interest point detection
on the GPU, as prior experiments with a CPU based implementation on top of
OpenCV have shown that these steps are the most time consuming. Tracking
naturally lends itself to parallelization because all points can be tracked inde-
pendently. This fits modern GPUs perfectly, because they are designed for data
parallelism, where the same task has to be performed on multiple data. As one
of the most time consuming steps is the accumulation of gradients over a local
window, a GPU implementation further benefits from the GPU’s texture units,
which are designed for image sampling tasks. We have implemented a GPU al-
gorithm of the drift-resistant KLT tracker from Zinsser et al.[15], based on the
GPU tracker by Zach[14]. We refer to the respective authors for a more detailed
discussion of the GPU KLT implementation.

Feature drift not only occurs in very long sequences, but also during lighting
changes, especially in the presence of specularities, which are quite common in
endoscopic surgery. The tracking method of Zinsser et al. continuously estimates
an affinely distorted registration of the feature’s very first image patch and the
patch in the current image, and discards tracks if the difference becomes too
large, thus avoiding feature drift. To this end, they use an affine lighting model
such that if I(x) are the points in the first patch and J(x) are those in the most
recent patch an iterative update

argmin
ΔA,Δb,α,β

∑
x

(αI(ΔAx + Δb) + β − J(x))2
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is found. ΔA and Δb are small updates to an estimated affine distortion Ax+b
of the patch and α and β are used to adjust for intensity changes. The resulting
linear least squares problem is solved by a Gauss-Newton iteration. We have
implemented the above algorithm in the Cg shader language, taking care of the
data layout to benefit from the GPU SIMD instructions.

2.3 Bundle Adjustment

While the robot provides the vision system with pose estimates, it is not stiff
enough for these estimates to be correct. The problem is magnified by the rel-
atively large leverage from the endoscope, in that small angular errors in the
robot readings can have a huge impact on the camera position. Furthermore,
initially point positions are chosen so as to minimize errors in the views that
contribute to their creation. If the point track continues, errors in additional
views will not be taken into account. Therefore, it is usually advisable to opti-
mize both structure and motion through bundle adjustment. We employ local
bundle adjustment, which has proven to be useful in online problems [10,4]. In
local bundle adjustment, only a small subset of the most recent views is opti-
mized after every iteration. This reduces the problem size considerably and thus
allows to find a solution in real-time.

If additive zero-mean Gaussian noise is assumed on the image position mea-
surements, then the solution that minimizes the sum of squared image errors is
the maximum likelihood estimate. However, in real settings this assumption is
usually violated, as features can drift or jump even when using drift-resistant
trackers, and single outlying measurement can have arbitrary influence on the es-
timate. We found it necessary to deal with outliers, as ignoring them resulted in
substantial pose estimation errors and inferior structure estimates. A commonly
chosen approach is to remove outliers prior to running the bundle adjustment.
However, besides being inherently arbitrary because of thresholding, this also
suffers from outlier masking problems if the initial estimate is too far from the
optimum. Similar to [4], we chose to re-weight the individual image errors such
that their squared norm follows a more robust error measure, i.e. for a set of
3D points Xi with corresponding image measurements xi,j we solve the least
squares problem

min
∑
i,j

∥∥∥∥
√

ρ (‖xi,j − Πj(Xi)‖2)
xi,j − Πj(Xi)
‖xi,j − Πj(Xi)‖

∥∥∥∥
2

(5)

which is equivalent to minimizing
∑
i,j

ρ
(‖xi,j − Πj(Xi)‖2

)
(6)

Here, Πj(Xi) denotes the projection of the i-th 3D point into the j-th image. We
actually use two different functions ρ, the first is the Cauchy distribution likeli-
hood, the second is Tukey’s bi-weight function. The Cauchy distribution looks
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similar to the Gaussian distribution at first glance, but its tail is heavier, so
that gross outliers do not have as large an influence. Tukey’s bi-weight function
features a so-called re-descending influence function, i.e. the influence of gross
outliers is actually approaching zero. It is highly efficient at Gaussian distribu-
tions but, because it completely ignores outliers above a certain threshold, it
actually does not lead to a unique solution and its performance heavily depends
on the initial estimate. Therefore we first use the Cauchy likelihood to converge
to a better guess and only then use the bi-weight function. The remaining prob-
lem is that of finding a good scale of the data, i.e. a good outlier threshold. We
use the median absolute deviation, which is a highly robust scale estimator.

We have added the robustness functionality and some speed improvements to
the SBA package by Lourakis [8] which we use in our system.

2.4 Experiments

In order to evaluate how our system performs, we have done experiments with
an apple for the sake of simplicity, and have furthermore conducted experiments
on both an ex-vivo uterus and a skull.

We have used a Storz laser laparoscope on the Storz telecam SL pal system
for the apple sequences, and the same endoscope in conjunction with Storz HD
equipment for the other two sequences. However, in all cases only half frame PAL
resolution of 384 × 288 pixels was recorded with a generic PAL video grabber
from S-Video inputs in order to avoid interlacing.

The apple experiments were run in our lab on an Intel Q9300 2.5GHz equipped
with a GeForce 8800 GTS graphics board. For the other experiments, we used
an Intel core i7 2.8GHz with a GeForce 8800 GTX card.

In order to compare the performance of alternative tracking methods, we
have recorded video data together with pose estimates. These were replayed
afterwards so that all algorithms ran on the exact same data.

3 Results

Figure 4 shows reconstructions of a skull as well as an ex-vivo uterus. The skull
has also been scanned in a structured light scanner to obtain high quality 3D
reconstructions that our results can be compared to. To this end, we created a
point cloud model from the points that were reconstructed during the course of
the whole sequence. We then manually aligned the unstructured point cloud ob-
tained from our system to the structured light scan and found the best similarity
transform of the point cloud model by the iterative closest point method (ICP).
We have recorded the root mean square residual errors as a measure of goodness
of these fits and thereby of the reconstructions that our system created. The
results can be found in Figure 6(b).

For evaluation, we have replaced the GPU tracker in our system by a number
of other tracking methods. We have used the same GPU tracker, but without
the drift detection and correction as well as the OpenCV KLT implementation
with and without drift correction.
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(a) skull reconstruction (b) skull reconstruction

Fig. 2. Results of our system on a sequence of the base of a skull. The pyramids indicate
camera position, green pyramids signify refined poses.

We attempted to compare the tracker with SIFT or SURF by mimicking a
“tracker” that would only match the strongest keypoints from image to image.
However, the resulting tracker failed to produce any reasonable results in our
test setup. Timing and accuracy results of these alternative implementations are
given in Figure 6. It is also interesting to look at the number of inlying recon-
structed points at the end of the sequences in Figure 3. The affine drift correction
increases the number of inliers for both GPU and CPU implementations. The
relatively high number of inliers in the OpenCV implementation is due to our
not restricting the proximity of newly detected features to existing ones in the
OpenCV implementation. The GPU tracker prevents clustered feature points.

Algorithm Uterus Sequence Skull Sequence

GPU 7865 4945
GPU drift corr. 8658 5138
OpenCV 17542 7309
OpenCV drift corr. 21894 16217

Fig. 3. Number of inliers after reconstruction of the complete sequence

We have also artificially increased the image size to 768x576 by upsampling the
image. The system still only dropped 120 of 1770 frames, achieving a framerate
of on average 23–24 frames per second at full PAL resolution. However, we
performed the upsampling on the graphics card so this number does not account
for the larger data transfer that would normally occur.

4 Discussion

The timing results presented in the previous section show that while the GPU
implementations are indeed faster, with multi-core processors the gap has be-
come relatively small. The question might arise whether a GPU implementation
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(a) uterus reconstruction (b) uterus video frame

Fig. 4. Results of our system on a sequence of an ex-vivo uterus. The pyramids indicate
camera position, green pyramids signify refined poses. Meshing artifacts can be seen
near the ground in the uterus.

is beneficial, given that the CPU implementations do not perform much worse.
However, it is important to notice that the tracking algorithms in the CPU im-
plementations are also parallelized and made use of all available processor cores,
leaving no further computing power to other processes. To us, using the GPU
for highly parallelizable tasks seems very attractive as it leaves the general pur-
pose CPU free for other purposes. Also, we could not further investigate how
the runtime increases with increasing image sizes or increasing feature count and
whether or not there is a significant constant overhead.

The KLT tracking performance was generally good. As can be seen in the
results section, adding the drift correction step increased the number of inliers
and decreased the residual error at the same time, leading to larger reconstruc-
tions with smaller errors. There is of course a certain trade-off between this
improvement and the additional run-time cost one has to pay, but that has to
be considered in the actual case at hand individually. It needs to be noted that
we have implemented the drift correction in OpenCV ourselves and have tried
to support as many border cases as the original OpenCV tracking code. Because
of that, our implementation sacrifices speed for generality, so timings for that
method have to be interpreted with some care.

We have not tried to evaluate a full SIFT or SURF based reconstruction
method, as this would necessarily have quite a different design. Matching only
temporally close, strong features was unsuccessful, so a feature database com-
prising a large part of the system’s history would have to be built. However, as
the size of that database increases, the number of candidate matches becomes
larger and matching therefore takes more time.

Wengert used SURF features, but basically degraded the matching to a simple
tracking by imposing strong geometric constraints on the position of candidate
matches. This is however not general enough and will only work for triangu-
lated features whose 3D positions are already known. Wengert extends this to
two and three-view cases using epipolar constraints and trifocal point transfer.
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Fig. 5. Experimental timing results

(a) The structured light scan of the
skull with aligned point cloud

Algorithm ICP error

GPU 4.790656
GPU drift corr. 2.204764
OpenCV 5.516799
OpenCV drift corr. 1.961356

(b) Residual RMS ICP errors in mm

Fig. 6. The high quality skull model used for evaluation and ICP registration errors

But the worst case number of fundamental matrices that need to be consid-
ered is quadratic in the number of views. Likewise, it is our understanding that
trifocal point transfer amounts to a simple triangulation method that strongly
underestimates errors in one of the two views.

Under these circumstances, KLT achieves a far higher match count. However,
when it is necessary to do pose estimation as in hand-held laparoscopic surgery
without any external tracking, SURF or similar features are needed for the case
that all tracks are lost, for example due to blood or water in front of the lens.
Wengert’s system offers the advantage of the theoretical capability to be used
for pose estimation, although the speed would suffer tremendously.

We feel that in these circumstances it is better to only add a few landmark
SURF features that are sufficient to estimate the pose but use KLT tracking on
many more features for structure estimation. This way, real-time performance
can be maintained while the pose can be re-established after feature loss.

Also, currently we have to build the triangle mesh in a separate step, as
the construction thereof takes too much time for integration into the system.
We currently use the alpha shape reconstruction suggested by Wengert, and
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have taken the implementation from CGAL[1]. However, on its own the time
required for meshing is negligible and can thus be done intra-operatively as
well. All meshes were created in significantly less than one second. Although the
triangle mesh creation needs time, mapping the current video image to it as a live
texture is fast and is integrated into the processing loop. It seems interesting to
experiment with point-based visualization methods (textured splatting) in order
to achieve better live visualization than displaying the point cloud.

At the current stage, the 3D visualizations seem to be a promising addition to
the information provided to the surgeon, while measurements based on it should
be treated with care.

5 Conclusion and Future Work

We have demonstrated a real-time intra-operative 3D reconstruction system that
can provide the surgeon with additional three-dimensional information for ap-
proximately rigid structures. We are convinced that the results concerning both
timing and reconstruction quality are satisfactory for the target application.
While we could not test our robotic system during real surgery, we have good
reason to believe that performance will be similar.

We are planning to use the extracted 3D information for robot guidance, for
example to keep a fixed distance to the surface for laser ablation, or to detect
and avoid collisions. We hope to further improve the reconstruction quality sig-
nificantly by using higher definition video, but because of hardware limitations
in the grabber device, no such videos were taken for our tests. Earlier exper-
iments on higher resolution material lead us to think that structure estimates
will greatly benefit from that. Finally we would like to extend the work beyond
rigid structures by using the presented method to create a model for tracking
non-rigid deformations, similar to e.g. [11].
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Abstract. The once-promising computed tomography (CT) lung cancer 
screening appears to result in high false positive rates. To tackle the common 
difficulties in diagnosing small lung cancer at an early stage, we developed a 
minimally invasive multimodality image-guided (MIMIG) interventional 
system for early detection and treatment of peripheral lung cancer. The system 
consists of new CT image segmentation for surgical planning, intervention 
guidance for targeting, and molecular imaging for diagnosis. Using advanced 
image segmentation technique the pulmonary vessels, airways, as well as 
nodules can be better visualized for surgical planning. These segmented results 
are then transformed onto the intra-procedural CT for interventional guidance 
using electromagnetic (EM) tracking. Diagnosis can be achieved at microscopic 
resolution using a fiber-optic microendoscopy. The system can also be used for 
fine needle aspiration biopsy to improve the accuracy and efficiency. 
Confirmed cancer could then be treated on-the-spot using radio-frequency 
ablation (RFA). The experiments on rabbits with VX2 lung cancer model show 
both accuracy and efficiency in localization and detecting lung cancer, as well 
as promising molecular imaging tumor detection.  

Keywords: image-guided intervention, peripheral lung cancer, image 
computing, molecular imaging. 

1   Introduction 

Lung cancer is the most common cause of cancer-related death in men and women. 
The American Cancer Society estimated over 210,000 new lung cancers and about 
160,000 deaths from lung cancer for the United States in 2007. Deaths from lung 
cancer in the nation outnumbered the cumulative deaths from colon, breast, and 
prostate cancers. Peripheral lung cancer constitutes more than half of all lung cancer 
cases. However, computed tomography (CT) diagnosis is known to result in high 
false positive rates to confirm malignancy [1] (most studies reported false positive 
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rates between 10% and 20% [2]). It is believed that the key to improving long term 
survival rate of patients with lung cancer is early detection, accurate localization and 
diagnosis, and novel therapies [1, 3].  The Mayo Clinic experience shows that when 
high risk individuals are screened for lung cancer with CT, the likelihood that they 
undergo a thoracic resection for lung cancer is increased by 10-fold [4]. To tackle the 
common difficulties in identifying small lung lesions (<1.5cm) at an early stage, an 
image-guided therapy approach is most promising.   

In this paper, we introduce a minimally invasive multimodality image-guided 
(MIMIG) intervention system for early detection of peripheral lung cancer. The 
approach relies on initial pre-procedural CT imaging to locate small lesions. From the 
pre-procedural scan, pulmonary vessels, airways, as well as nodules can be segmented 
for better visualization during surgical planning, which can be transformed to intra-
procedural scan using deformable registration for guiding the intervention. 
Electromagnetic (EM) tracking is embedded in the system to visualize the probe 
location in 3D CT, so physicians can efficiently perform the intervention by referring 
to the feedback from the visualization. After successfully targeting the lesion, fiber-
optic molecular imaging is used for diagnosis through microendoscopy, and the 
confirmed malignant tumor can be treated immediately using radio-frequency ablation 
(RFA). MIMIG can also be used for fine needle aspiration biopsy to improve the 
accuracy and efficiency. 

The proposed MIMIG system consists of the following components: 1) an 
electromagnetic (EM) tracking device for real-time tracking of the needle introducer; 
2) coherent software for real-time localization and visualization of multiple devices 
being tracked on the intra-procedural CT images; 3) a fiber-optic microendoscope for 
fluorescence molecular imaging diagnosis and a radio-frequency ablation needle for 
localized therapy. New image computing modules are incorporated in the system  
for improved visualization and accuracy, and modular design of the functions in the 
Philips PMS Informatics Infrastructure (PII). PII is a commercial software 
development environment for the development, integration, deployment, monitoring 
and support of inter- and intra-enterprise healthcare solutions that deliver clinical 
functionality to the point of need, allowing us to implement these new functions 
conveniently through dynamic-link libraries. We hypothesize that MIMIG will allow 
us to accurately and efficiently detect small peripheral lung cancer and treat it at an 
earlier stage on-the-spot. In the experiments, the MIMIG system and the molecular 
imaging module have been validated using eight rabbit models, and the results show 
accuracy and efficiency in localization and detecting lung cancer. 

2   The MIMIG System 

2.1   System Overview 

The MIMIG lung intervention system consists of one workstation for computing and 
visualization, an electromagnetic (EM) tracking system for localizing the position of 
the needle, a microendoscopy imaging system, and a needle-based treatment device 
such as radiofrequency ablation probe. The intervention and diagnosis is performed in 
the CT room. In this paper, we introduce and validate the MIMIG system using the 
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lung intervention experiments for live rabbits. Although MIMIG has been embedded 
with a molecular imaging system, it can also be applied to other applications such as 
image-guided biopsy and ablation for improving the accuracy and efficiency.  

A. System hardware 
In addition to the MIMIG workstation developed based on the PII platform, we adopt 
the NDI Aurora EM tracking system and the Valleylab Cool-tip ablation system for 
tracking the interventional probe and performing lung cancer treatment if necessary. 
CellVizio 660 fiber-optic microendoscopy system is utilized to capture the molecular 
images, and for this purpose the IntegriSense 680 fluorescent contrast agent is used to 
label αvβ3 integrin expressed in malignant cancer cells. During the past two years, we 
setup all the hardware and developed the software modules to complete a functional 
prototype system, and tested it on live rabbits. In another parallel study [5], we 
confirmed that the subcutaneous A547 nude mice tumor highly expresses αvβ3 
integrin and labeled well with IntegriSense 680. This further supports the feasibility 
of applying MIMIG for lung cancer diagnosis.  

Fig. 1 shows some pictures of the MIMIG system. The portable MIMIG system  
(Fig. 1(a)) can be used in the CT room to help physicians accurately guide the probe 
to the target and to perform precise molecular imaging, fine-needle biopsy, as well as 
radiofrequency ablation. In our experiments, the MIMIG system and the molecular 
imaging module have been validated using rabbit models, and Fig. 1 (b) shows a 
rabbit experiment. The rabbit experiments not only validate the accuracy and 
efficiency for localization of lung cancer using MIMIG system but also show the 
feasibility for detecting lung cancer using molecular imaging. 

   

Fig. 1. System setting and interventional experiments. (a) The setting of the system; (b) rabbit 
intervention experiment; (c) picture of the probe; (d) the CellVizio system. 

B.  System workflow 
The workflow paradigm of the image-guided diagnosis and therapy system is 
implemented by using a modular multimodality image guidance platform. In this 
system, peripheral lung cancer diagnosis is accomplished based on morphologic and 
molecular imaging information obtained from different imaging modalities. Fig. 2 
illustrates the workflow of the MIMIG system. If the nodule size detected from CT is 
small, the MIMIG system will be used for further diagnosis or treatment. Traditional 

(b) 

(d) (c)(a)
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method will be used for larger nodules. The MIMIG system is used to confirm the 
initial diagnosis using real-time fiber-optic fluorescence molecular imaging and to 
guide the treatment for the small lesions. After injection of optical contrast agent (e.g., 
IntegriSense 680) the MIMIG system can guide accurately the interventional needle 
to the right location, and molecular imaging diagnosis can be accomplished by using 
CellVizio 660 system. Our rationale is that high sensitivity and specificity diagnosis 
can be achieved for small peripheral lung cancer through accurate intervention and 
molecular imaging. Compared to the previous systems which focus on precise 
targeting using EM tracking [6-10], MIMIG not only provides new image computing 
modules but also presents an on-the-spot treatment solution so that the confirmed 
malignant lesion can be treated onsite by using radiofrequency ablation. MIMIG 
significantly shortens the duration between diagnosis and treatment and reduces the 
healthcare cost involved in this procedure. 

 

Fig. 2. The workflow of image-guided diagnosis and treatment for peripheral lung cancer 

C.  System software 
The MIMIG software modules are constructed from the visual application builder of 
PII. PII enables one unified application development environment and provides 
implicit compatibility of shared components, which enables optimally tuned pre-
clinical or clinical workflow. By using standardized interfaces, information models 
and API’s, it provides the complete spectrum of applications between console and 
enterprise software, common schemas for configuration, preferences, and databases.  

Standard informatics infrastructure and applications have been implemented in the 
PII system. The informatics infrastructure utilized in MIMIG includes workflow 
design, DICOM protocol, data input/output, and data repository. The standard 
applications that MIMIG used include 2D/3D visualization and interaction with the 
current workflow and imaging data, human interface functions, multi-modality image 
fusion, EM tracking and molecular imaging data stream interface.  

Most importantly, PII allows extension of new components, thus our new image 
processing modules of the MIMIG system were implemented using based on this 
extendable feature. Fig. 3 illustrates how a new function is incorporated in the PII 
platform. For example, a new component in the new image segmentation can be first 
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constructed in the PII visual application builder using XML and C# languages. C# 
codes define the classes of the services that the segmentation component will provide, 
including data input, output, and functions. XML provides the properties of this 
component used by the PII visual application builder. Then the detailed 
implementation of the image segmentation function can be written either in C or C++ 
language and compiled as an external dynamic-link library (DLL). Finally the 
segmentation function can be easily called by using a program wrapper. In this way, 
any new functions can be easily embedded in the PII system, and used in the visual 
application builder to provide the flexibility of reconfiguring the MIMIG system.  

 
PII platform 

Visual Application Builder

New component Wrapper Image computing DLL 

 

Fig. 3. Illustration of adding a new component/function to PII platform 

Using PII platform we implement the real-time visualization and guidance 
functions for EM-based intervention tools. The major functions implemented include: 
1) automatic lung field and vessel segmentation, as well as the visualization for path 
planning from pre-procedural images; 2) saving and loading the segmentation results 
and path planning data for intra-procedural use; 3) registering the pre-procedural 
image, segmentation results and the path planning data onto the intra-procedural 
images for better visualization; 4) visualization of the segmentation results of vessels 
and nodules in both volumetric and surface meshes; 5) image guidance based on the 
EM-tracking and CT images to determine the location of the needle in the CT image 
in different views; 6) enabling multiple devices (needles) tracking from the EM 
system and visualize them in the PII MIMIG system; and 7) performing data fusion 
between microendoscopy and the CT image-based guidance system.  

2.2   Novel Software Modules and Features 

We developed novel image computing tools including segmentation [11], registration 
[12], and microendoscopy image sequence processing for MIMIG. The pre-
procedural images can be segmented for better visualization during surgical planning, 
and since fast segmentation is needed for intra-procedural images, the segmentation 
results will be transformed onto the intra-procedural images for visualization during 
the intervention. Using these tools fast and accurate image segmentation and 
registration algorithms are developed for better visualization during surgical planning 
and intervention, and alignment of pre-procedural and intra-procedural images; 
microendoscopy is used for lung cancer diagnosis, and cancerous lesions is treated 
on-the-spot using RFA. The software modules were implemented using C++ language 
as an external DLL and incorporated in to the PII platform. With properly designed 
software interface, they can also be embedded in other open-source platforms such as 
the Image-Guided Surgical Toolkit (IGSTK). 
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A. Lung field and blood vessel segmentation 
A lung field and pulmonary vessel segmentation tool is developed for MIMIG. First, the 
background and the cavity areas are automatically detected using 3D region growing; 
then, 3D morphological operations are performed to filter out the noise and fill the holes 
in the segmentation results; finally, a novel Vascularity-Oriented LEvel Set (VOLES) 
algorithm [11] is proposed for pulmonary vessel segmentation. The results show it 
outperforms traditional level set method on pulmonary vessel segmentation. Using 
manual points in twenty patients the results show that that VOLES obtained sensitivity 
rate of 96% and specificity rate of 97% for our datasets. 

B. Deformable registration of lung parenchyma 
The alignment of the pre-procedural lung CT images as well as the intra-procedural 
images is an important step to accurately guide and monitor the interventional 
procedure. We devised a robust joint serial image registration and segmentation 
method [12], wherein serial images are segmented based on the current temporal 
deformations so that the temporally corresponding tissues tend to be segmented into 
the same tissue type. Note that the simultaneous registration and segmentation 
framework had been studied in [13-15] for MR images. The advantage of our new 
algorithm is that no temporal smoothness about the deformation field is enforced so 
that our algorithm can tolerate larger or discontinuous temporal changes that often 
appear during image-guided therapy. Moreover, physical procedure models could also 
be incorporated to our algorithm to better handle the temporal changes of the serial 
images during intervention. The proposed algorithm has been applied to both 
simulated and real serial lung CT images and compared it with the free-form 
deformation (FFD) [16]. The dataset used in the experiments consists of anonymized 
serial lung CT images of lung cancer patients. The results show that the proposed 
algorithm yields more robust registration results and more stable longitudinal measures: 
the mean registration error is 0.9mm for image resolution 0.7×0.7×1.5mm3, and is 
4.1mm for images with resolution 0.81×0.81×5 mm3.  

C. Quantification of microendoscopy images 
To reliably detect tumor tissue with molecular labeling, we perform temporal motion 
correction and scene change detection across the image sequences: a smooth temporal 
motion model is used to estimate the shifting and small rotation of the image sequence, 
and a scene change signal is generated if the degree of matching between two consequent 
frames is low. For motion correction a novel fluorescence microendoscopy motion 
correction (FMMC) algorithm using both of normalized mutual information (NMI) and 
augmented unscented Kalman filter (AUKF) is developed. Using this method, the 
similarity between consequent frames after serial image registration is defined by NMI, 
and the longitudinal transformation across the serial images is also subject to the 
regularization of AUKF. In this way, we can obtain relatively longitudinally stable 
transformations to correct the motion along the video. To optimize the combined 
objective function of NMI and AUKF, an iterative optimization algorithm is designed, 
and the parameters are adjusted to the microendoscopy image sequence alignment.  
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3   Experiments and Results 

3.1   Materials  

The protocol has been revised and approved by the Comparative Medicine Program at 
our institute, and all the procedures were carried in our facilities. The lung tumor 
models were created using females White New Zealand Rabbits, the animals had 
weights of 2.2kg±200g. The initial VX2 tumor cell line was provided by the 
department of comparative medicine at MD Anderson. In order to propagate this cell 
line in our facility a tumor cell suspension was first inoculated in the limb of one 
rabbit, a tumor with a diameter around 20mm was noticeable after two weeks. From 
this tumor two cell suspensions were prepared, one for limb inoculation and the other 
one for lung inoculation. For this procedure the rabbits were anesthetized with general 
anesthesia, and the hair of the thoracic was shaved completely. The lung inoculation 
was performed under fluoroscopy guidance. Once a region of the lung was selected an 
18G Chiba needle was introduced in the rabbit chest. In order to simulate a peripheral 
lung tumor the needle was placed at the base of the right lung and the depth of the 
needle was continuously assessed with different fluoroscopy views of the C-arm at 0, 
45 and 90 degrees. Once the needle was in the desire location and adequate depth the 
VX2 cell suspension was injected. Five minutes later new fluoroscopic images of the 
rabbit chest were taken for pneumothorax assessment. No animal developed 
pneumothorax in our experiments. The VX2 tumor size was assessed with weekly CT 
until a desired size of ~15mm was attained.  

On the day of the image-guided diagnosis experiment the rabbit was anesthetized 
with general anesthesia and taken to the CT facility. A pre-procedural CT scan with 
breath holding was performed. The data was then transferred to the MIMIG system 
using the build in DCMTK tool. This CT scan was used for image segmentation, 
tumor identification and surgical planning. After placing five or six active fiducials 
near the chest of rabbit, the coordinates of the fiducials in the EM-tacking space and 
the CT image space were registered using affine transformation. During intervention 
real-time tracking data including the location and orientation of the intervention 
devices were precisely measured by the EM sensors and mapped onto the CT image 
space in real-time. For the guidance, the user-friendly visualization interface was 
used.  

Fig. 4 (a) shows the interface for surgical planning where the target point is 
manually selected as the center of the tumor, and the entry point indicates the location 
for puncturing the needle. For the surgical planning the pre-procedural CT volume has 
been segmented using our advanced lung volume segmentation algorithm and the 
lung lesions were labeled and visualized in both volumetric and surface meshes. A 
surgical planning interface has been provided for the operator to interactively create a 
path for the needle insertion. The orthogonal viewer (simultaneous axial, sagittal, and 
coronal view) provided a clear perspective about the depth, and direction of the 
needle should be used for reaching the tumor. Before puncturing the needle, we 
confirmed the needle tracking accuracy and location at the point of entry and ensured 
the line traced between the point of entry (skin) and the target (tumor) was planned 
according to the orthogonal viewer. This must be consistent in all the views displayed 
on the screen. A small (3mm) incision was made at the skin level for the needle. 
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Before the puncture the animal was breath hold again, avoiding any movement from 
the chest. Fig. 4 (b) shows the interface indicating that the needle tip had reached the 
target. Once the tumor (target) was reached we proceed to needle fixation, preventing 
movement due to the CT gantry of respiratory movements that may displace the 
needle from the target location. A post-procedural scan with breath holding was 
performed to verify the needle location.  

  
(a)                                                                            (b)  

Fig. 4. Visualization design. (a) Visualization of surgical planning; (b) screen shot of image 
guidance during the rabbit experiments. 

3.2   Performance Evaluation  

To evaluate the accuracy of the needle intervention, we calculated the distance 
between the manually selected needled tip from the confirmation CT and the target 
point obtained during surgical planning. Since the rabbit might move from the pre 
procedural to post-procedural scan, a global image registration was performed 
afterwards. Fig. 5 (a) shows a screen cut of the tumor and the arrow points to the 
target point in the pre-procedural CT. Fig. 5 (b) gives the corresponding slice, and the 
arrow points to the needle tip in the confirmation CT. Fig. 5 (c) shows the registered 
image. After these steps, the distance between these two points can be calculated. The 
result can be translated as the needle puncture accuracy.  

(a)                                             (b)                                              (c)  

Fig. 5. An example of the intervention results. (a) The CT image with the tumor illustrated by 
the arrow before the puncture; (b) The confirmation CT after the puncture, and the arrow points 
indicates the needle tip; (c) The registered CT image of (b) to (a). 
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We did the experiments in eight rabbits, and they were numbered in the experiment 
time sequence. The first three experiments were performed without breath holding, 
while the later five were breath holding (by removing the ventilator) cases. We used 
distance between the target point in the pre-CT and the needle tip location in the 
confirmation CT (after global image registration using the FSL FLIRT program [17]) 
as the accuracy. Table 1 lists all the results. Overall the average distance without 
breath holding was 11mm, and the average error for the later five experiments with 
breath holding was 3.5mm, which means the lung movement caused by the breathing 
would impact the accuracy of intervention. After using the breath holding procedure, 
the accuracy of puncturing could be improved up to 70%.  

Table 1. Accuracy of intervention experiments 

Rabbit Resolution (mm) Accuracy (mm) 
1 (0.27,0.27,1.20) 12.45 
2 (0.26,0.26,1.20) 10.68 
3 (0.29,0.29,1.20) 10.32 
4 (0.28,0.28,1.20) 2.93 
5 (0.23,0.23,1.20) 4.90 
6 (0.28,0.28,1.20) 4.84 
7 (0.28,0.28,1.20) 1.25 
8 (0.25,0.25,1.20) 3.67 

3.3   Quantitative Molecular Imaging Analysis  

For validating the effectiveness of the microendoscopic procedure, we collected thirty 
microendoscopy video clips from the six rabbits’ lung tumor to test the precision of 
our system. Fig. 6 shows the fluorescence microendoscopy images captured during 
our preliminary studies in the rabbit experiments. The motion of the image sequences  
 

 

Fig. 6. Examples of the optical imaging of the rabbit experiments. Top: Four frames from the 
video. Bottom: histogram of images within a sliding time window (1 sec). 

has been corrected, and the intensities are color-coded for better visualization. The 
histogram of the images within a one-second sliding window at each timepoint is 
shown in the second row. The first two frames show the molecular imaging results 



 A Minimally Invasive Multimodality Image-Guided (MIMIG)  111 

within the tumor and the next two gives the picture at the boundary of the tumor. 
From the histograms we can see that the intensity distributions of the images within a 
temporal sliding window are different within and outside the tumor, and there is a 
significant different contrast or distribution difference between images with non-
labeled tissue and αvβ3-labeled tissue, where the histograms’ peak value of non-
labeled tissue images is around 500, and that of αvβ3-labeled tissue images is around 
1500. Hence these histograms could be classified into two different groups with 
threshold value 1000 in order to determine whether the molecular imaging generates a 
positive response. We plan to establish the diagnostic criteria and extensively validate 
them in the lung cancer patient experiments. 

3.4   Discussion  

The advantage of MIMIG is that it could provide a convenient, efficient and accurate 
interventional tool for possible on-the-spot diagnosis and treatment, and it will gain 
more diagnostic power if a contrast agent is approved by FDA for human use in the 
future. Currently, the fine needle aspiration biopsy guided by MIMIG can be used to 
diagnose cancer for human, where the radiofrequency ablation can also be applied for 
confirmed cancerous cases. We plan to validate the MIMIG system in biopsy and 
RFA of peripheral lung cancer patients and to evaluate the clinical outcomes by 
comparing the group using MIMIG and the traditional repetitive CT-guided 
procedures. 

Respiratory motion is always important especially for lung applications. In this 
system we use breath holding strategy to minimize the motion or image changes 
during intervention. We are currently working on an improved deformable image 
registration tool that not only models the temporal respiratory motion but also 
estimate the image according to the movement of the fiducials and respiratory belt. 
This motion also affects the stability of the microendoscopy imaging. In addition to 
the motion correction functions reported in this paper, the future work also focuses on 
modeling the intensity variations in molecular imaging caused by such motion. 

4   Conclusion 

In this paper, a MIMIG intervention system is designed for lung tumor intervention 
and molecular imaging diagnosis. After successfully targeting the tumor, molecular 
imaging can be used for onsite diagnosis, which could be followed by radio-frequency 
ablation treatment. The benefit of a 3D image-guided platform system relies in the 
design and planning of the needle trajectory for puncture using an orthogonal viewer 
(simultaneous axial, sagittal, and coronal view), which provides a clear perspective 
about the depth and the direction of the needle for reaching the tumor. The pilot study 
on eight rabbits showed the feasibility of on-the-spot intervention and tumor 
diagnosis. In the future work, we will evaluate the MIMIG system using lung cancer 
patient intervention experiments. 
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Abstract. Tracked intra-operative ultrasound can be registered to
real-time synthetic ultrasound derived from a motion model to align
pre-operative images with a patient’s anatomy during an intervention.
Furthermore, synchronisation of the motion model with the patient’s
breathing can be achieved by comparing diaphragm motion obtained
from the tracked ultrasound, with that obtained from the synthetic ul-
trasound. The purpose of this study was to assess the effects of spatial
misalignment between the tracked and synthetic ultrasound images on
synchronisation accuracy. Deformable image registration of 4-D volun-
teer MR data was used to build realistic subject-specific liver motion
models. Displacements predicted by the motion model were applied to
acoustic parameter maps obtained from segmented breath-hold MR vol-
umes, and dynamic B-mode ultrasound images were simulated using a
fast ultrasound propagation method. To prevent synchronisation errors
due to breathing variations between motion model acquisition and inter-
ventional ultrasound imaging from influencing the results, we simulated
both the synthetic and the tracked ultrasound using a single motion
model. Spatial misalignments of up to ±2 cm between the tracked and
synthetic ultrasound resulted in a maximum motion model breathing
phase error of approx. 3 %, indicating that respiratory synchronisation
of a motion model using tracked ultrasound is relatively insensitive to
spatial misalignments.

Keywords: dynamic ultrasound, motion models, synchronisation, breath-
ing, image guidance.

1 Introduction

Minimally- and non-invasive liver interventions, such as radio-frequency ablation
and high-intensity focused ultrasound, rely on accurate image guidance to com-
pensate for intra-operative respiratory motion. Over the past few years, several
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methods for quantifying organ motion using 4-D CT or MR based motion models
have been presented [1–4]. Such models can be used in combination with intra-
operative imaging, such as B-mode ultrasound, to spatially align pre-operative
images to the patient’s anatomy during an intervention [5–8], allowing for a more
accurate treatment of a target region.

Apart from spatial registration, accurate real-time temporal synchronisation
of a motion model with the patient’s breathing is equally important [4, 9]. To
achieve this, a surrogate breathing signal needs to be available during inter-
vention, for example by tracking skin markers [1] or using a navigator to track
diaphragm motion [2, 4, 10].

The purpose of this study was to assess the effects on synchronisation accu-
racy of a pre-operative motion model with a subject’s breathing due to spatial
misalignment between tracked interventional ultrasound and real-time synthetic
ultrasound derived from the motion model. Deformable image registration of
free-breathing volunteer MR data was used to build a subject-specific liver mo-
tion model as a function of breathing phase. To obtain acoustic parameter maps,
breath-hold MR volumes were segmented into liver, blood, lung, and ribs. The
maps were deformed by applying the displacements predicted by the motion
model, and a fast ultrasound propagation simulation was used to compute dy-
namic B-mode ultrasound images. One such simulated ultrasound sequence was
used to represent the tracked ultrasound, while a second sequence, computed
at a slightly different location to simulate spatial misalignment, represented the
real-time synthetic ultrasound. A navigator window was positioned at the di-
aphragm in both simulated sequences, from which surrogate breathing signals
and a motion model phase error were computed.

2 Materials and Methods

We propose the following scenario for synchronising a motion model to a sub-
ject’s breathing during an intervention (Fig. 1). Prior to intervention, real-time

Fig. 1. Scenario for synchronising a motion model to a subject’s breathing. Note that
in this study both the tracked and synthetic ultrasound were simulated using a single
motion model.

MR images are acquired and deformable image registration is used to obtain
a motion model. High-resolution breath-hold MR images are segmented into
different tissue types to allow the computation of simulated ultrasound images.

During intervention, tracked dynamic B-mode ultrasound images of the mov-
ing diaphragm are continuously acquired. Using the tracking information, these
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images can be aligned spatially with the motion model co-ordinate system. A
fast ultrasound simulation technique produces a synthetic dynamic B-mode se-
quence at the tracked location of the real ultrasound. These can be registered to
the tracked ultrasound to improve spatial alignment between the motion model
and the subject [5, 8]. Furthermore, by placing navigator windows at the moving
diaphragm in both the tracked and synthetic ultrasound sequences, two breath-
ing signals can be obtained, which may be used to synchronise the motion model
with the breathing.

In this paper, assuming this scenario,we computed a synchronisation errormea-
sure due to spatial misalignment between the tracked and synthetic ultrasound.
Instead of using real tracked ultrasound, we simulated it using the motion model in
the same way as was done for the synthetic ultrasound. This prevented introducing
additional synchronisation errors due to variations in a subject’s breathing which
may occur between motion model acquisition and interventional ultrasound imag-
ing, and which are of potentially larger magnitude than the synchronisation errors
due to misalignment. Furthermore, the breathing signal obtained from the simu-
lated tracked ultrasound acts as a “ground-truth”, which would not be available if
real tracked ultrasound would have been used. The following sections present the
different parts of our computations in more detail.

2.1 MR Data Acquisition

Data were acquired for three healthy volunteers using a 1.5 T cylindrical bore
Philips Achieva MR scanner at Guy’s Hospital, London. A fast 3-D T1-weighted
gradient echo sequence (THRIVE) was used to obtain high-resolution scans dur-
ing breath-hold, and 4-D (3-D+time) real-time scans during free breathing. Par-
allel imaging with a 32-channel coil array using a SENSE acceleration factor
of 8 resulted in scan times of approx. 16 seconds per breath-hold volume, and
1 second per real-time volume, respectively. A respiratory signal, obtained from
a pneumatic bellow placed around the chest of each volunteer, was recorded
during all scans.

The breath-hold scans were acquired at exhale with a voxel size of 1.4 ×
1.4 × 1.7 mm3 and a field-of-view of 400 × 400 × 270 mm3 covering the whole
abdomen. To reduce the time needed for a single real-time scan, the sequence
parameters were modified to decrease the spatial resolution to 1.5×1.5×4 mm3,
while keeping a similar FOV. A total of Nacq = 40 volumes were acquired over
approx. 10 breathing cycles.

2.2 Deformable Registration of Real-Time Free Breathing Scans

To obtain a measure of breathing induced displacements throughout the liver, the
real-time MR scans were registered using a non-rigid fluid registration method
[11]. This method solves the time-dependent Navier-Lamé equations for a com-
pressible viscous fluid resulting in a diffeomorphic transformation between source
and target images. The registration is driven by image-derived forces and em-
ploys a full multi-grid scheme [11].
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First, the real-time volume with a breathing phase closest to exhale was man-
ually selected and used as the source (i.e reference) volume. This scan was reg-
istered to all other target volumes, resulting in a set of Nacq displacement fields
for each volunteer.

To assess the registration accuracy, corresponding anatomical landmarks, in-
cluding vessel bifurcations and points on the diaphragm, were picked manually
in each volume, resulting in a set of Nacq points for each location. Landmark
points were identified for each volunteer at five different locations distributed
throughout the liver. The mean target registration error (TRE), defined as the
mean of the Euclidean distance between each landmark point in the reference
volume and corresponding points in the other volumes, was computed before
and after registration.

2.3 Motion Model Breathing Phase from Respiratory Bellow Signal

To fit a motion-model to the registration results, the tissue displacement at each
voxel must be known as a function of the breathing cycle. Since we would like to
represent an average breathing cycle by sorting the sparse real-time data, and
the amplitude of the bellow signal may vary across breathing cycles (see Fig. 2),
we used the breathing phase instead [1, 12].

To compute the breathing phase from the bellow signal, it was first convolved
with a Gaussian to obtain a signal with clearly defined minima at times tmin

i , and
maxima at times tmax

i , i = 1, ..., Nmax. The minima were assigned a breathing
phase of zero, while the phase of each maximum was set to the average phase
over all maxima, φ̄max, calculated using

φ̄max =
1

Nmax

Nmax∑

i=1

tmax
i − tmin

i

tmin
i+1 − tmin

i

, (1)

where Nmax is the total number of maxima. The breathing phase corresponding
to each real-time scan, φj , was linearly interpolated as a function of its acquisi-
tion time tj , using

φj =

⎧
⎨

⎩

(
tj−tmin

i

tmax
i −tmin

i

)
φ̄max for tmin

i ≤ tj < tmax
i

φ̄max +
(

tj−tmax
i

tmin
i+1−tmax

i

)
(1 − φ̄max) for tmax

i ≤ tj < tmin
i+1

, (2)

with i = 1, ..., Nmax and j = 1, ..., Nacq.

2.4 Motion Model

With the method outlined in the previous section, each real-time scan was as-
signed a respiratory phase φi, which, together with the deformable registration
results, gave a set of tissue displacements at each voxel location r, denoted by

ui(r) ≡ u(r, φi) , with i = 1, . . . , Nacq . (3)
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Fig. 2. Signal from a respiratory bellow (left) as a function of acquisition index il-
lustrating variations in breathing amplitude. Open circles indicate the real-time MR
acquisitions, whereas triangles indicate minima and maxima. B-spline fit to displace-
ment data (right) as a function of phase at a single location in the liver. Open circles
indicate the B-spline control points (i.e. the motion model coefficients).

To interpolate these displacement data, we used a 1-D cyclic homogeneous cubic
B-spline with four control points as a fitting function, given by

û(r, φ) =
k=4∑

k=1

fk(φ)βk(r) , (4)

where fk(φ) are the B-spline basis functions, and βk(r) are the control point
values (i.e. the motion model coefficients) at each location r and for each spatial
direction x, y, and z. This particular fitting function was chosen because previous
work had shown it to give the best approximation to the registration results [13].

By substituting equation (3) into (4), we obtain a set of Nacq equations for
the known displacements ui, given by

⎡

⎢⎢⎢⎣

u1(r)
u2(r)

...
uNacq(r)

⎤

⎥⎥⎥⎦ =

⎡

⎢⎢⎢⎣

f1(φ1) f2(φ1) f3(φ1) f4(φ1)
f1(φ2) f2(φ2) f3(φ2) f4(φ2)

...
...

...
...

f1(φNacq) f2(φNacq) f3(φNacq) f4(φNacq)

⎤

⎥⎥⎥⎦

⎡

⎢⎢⎣

β1(r)
β2(r)
β3(r)
β4(r)

⎤

⎥⎥⎦ . (5)

From this over-determined system of linear equations, the unknown motion
model coefficients βk were found by computing the Moore-Penrose pseudo-
inverse of the basis functions matrix fk(φi) using singular value decomposition.
Note that, since the basis functions are independent of r, this inverse needs to
be computed only once [3].

With the motion model coefficients known, equation (4) allows the computa-
tion of an approximate model displacement û as a function of phase for every
voxel location (Figure 2). Using the corresponding anatomical landmark points
mentioned above, the mean target model error (TME), defined as the mean of
the Euclidean distance between each landmark point in the reference volume
and the corresponding locations predicted by the motion model for the other
volumes, was computed for all volunteers.
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2.5 Simulating Ultrasound Scan Lines

Synthetic ultrasound images were simulated using a fast propagation model sim-
ilar to others described in the literature [5–8]. We assigned local impedance and
absorption coefficients to different tissue types segmented from the breath-hold
MR scan similar to [8], rather than using a conversion from CT Hounsfield units
as in [5, 7].

Assuming a plane longitudinal acoustic wave propagating along a ray, and
considering perpendicular reflection at a tissue interface i where the acoustic
impedance changes from Zi−1 to Zi, the ratio of reflected to incident intensity,
r⊥i , is given by

r⊥i =
(

Zi − Zi−1

Zi + Zi−1

)2

, (6)

with i = 1, . . . , N , and boundary condition r⊥1 = 0. Using a Lambertian reflection
model, the intensity reflection ratio at an oblique interface can be written as

ri = |x̂ · n̂i|r⊥i =
|x̂ · ∇Zi|
‖∇Zi‖ r⊥i , (7)

with x̂ a unit vector along the ray direction, and n̂i the unit normal at the
i-th interface. In practice, the inner product term is obtained by computing the
gradient of the impedance, as indicated by the right-most term.

The ratio of transmitted to incident intensity up to the i-th interface is com-
puted by tracing along each ray using

ti =
j=i∏

j=1

(
1 − r⊥j

)
, (8)

whereas the ratio of absorbed to incident intensity can be written as

Ai =
j=i∏

j=1

exp (−0.1 ln(10)αjΔx) , (9)

with Δx the distance between successive sampling points along the ray, and the
local absorption coefficient αi has the units of dB cm−1. Combining equations
(7), (8) and (9), the reflected intensity from the i-th interface, received at the
transducer, is given by

Irefl
i = I0 t2i A2

i ri , (10)

where the transmission and absorption terms are squared since the ultrasound
wave is assumed to travel along the same path twice. The effects of finite beam
width in the elevational direction were simulated by convolving Ir along the
beam direction with a Gaussian, while the effects of multiple active transducer
elements was taken into account by convolving Ir perpendicular to the beam
direction with a 1-D triangular window function [6, 8, 14].

To obtain realistic speckle patterns representative of liver parenchyma, we ap-
plied a texture quilting technique using real ultrasound images as input [15, 16],
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as a computationally efficient alternative to performing extensive scattering sim-
ulations [6]. Inverse log-compression was applied to the texture map, resulting
in a texture intensity Itext, which was blended with the reflected intensity (10)
using

Itot = w Irefl + (1 − w) t2 A2 Itext , (11)

with blending weight w. The final log-compressed ultrasound scan line image
was computed from

IUS = log(1 + aItot)/ log(1 + a) , (12)

where a is the log-compression factor.

Fig. 3. Example of log-compressed simulated transmission, absorption, reflection, and
final ultrasound B-mode image (left-to-right)

2.6 Simulating Dynamic B-Mode Ultrasound

To obtain 3-D impedance and absorption maps for the different tissues, we used
semiautomatic methods to segment the breath-hold MR scan into liver, blood
vessels, lung and ribs. The vessels were segmented using a Hessian-based multi-
scale filter [17]. Literature values for impedance and absorption coefficients were
assigned to the segmented regions [18] (see Table 1), and Gaussian distributed
noise was added to introduce small spatial inhomogeneities within regions of
single tissue type.

Table 1. Acoustic impedance Z (in 106kg s−1m−2) and absorption coefficient α (in
dB cm−1) for tissue types considered in this study [18]

liver blood lung ribs

Z 1.65 1.61 0.50 7.8
α 0.94 0.18 12.0 20.0

To simulate a dynamic B-mode ultrasound sequence, we defined a sector-
shaped region representing an ultrasound image at a location in the breath-hold
MR volume (Fig. 4). The apical edge of this sector, representing the curvilinear
ultrasound transducer face, was placed on the skin surface below the rib cage
with the sector axis pointing upwards at an angle such that the liver, diaphragm,
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and part of the right lung were in view (Fig. 4). Please note that probe induced
liver deformations were not taken into account.

Values for motion model B-spline control point coefficients β were obtained
at regularly spaced points across the sector using linear interpolation. Displace-
ments of these points were computed using equation (4) resulting in a warped
sector point-set. The impedance and absorption coefficients were linearly inter-
polated across the warped sector, and equation (12) was used to simulate a
B-mode sector scan (Fig. 3). By varying the breathing phase and repeating the
simulation, a dynamic sequence of B-mode scans was obtained.
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Fig. 4. Virtual ultrasound sector positioned inside the MR breath-hold volume (left),
the resulting simulated B-mode image showing the diaphragm navigator window (cen-
tre), and the corresponding 1-D profile (right)

By combining a physics-based ultrasound propagation model with the texture
maps our simulated ultrasound images contain sufficient characteristics of real
ultrasound images, allowing acquisition of a breathing signal from the moving
diaphragm, as explained in the next section.

2.7 Ultrasound Diaphragm Navigator Breathing Signal

Surrogate breathing signals were extracted from the simulated dynamic B-mode
sequences by positioning a narrow navigator window at the diaphragm location
[10] (see Fig. 4, centre image). By integrating across this navigator and com-
puting the maximum of the resulting 1D profile (Fig. 4, right), a diaphragm
navigator breathing signal s was obtained, which was normalised. This was done
for both the tracked ultrasound and the synthetic ultrasound, resulting in the
normalised signals st and ss, respectively.

2.8 Synchronisation Accuracy: Motion Model Phase Error

The known relation φ(ss) between the synthetic signal ss and the motion model
phase φ can be used to instantiate the motion model during an intervention using
the signal st from the tracked ultrasound. In practice, spatial misalignments
between the tracked and synthetic ultrasound result in differences between the
signals st and ss, leading to small errors in the phase φ at which the motion model
is instantiated (Fig. 5). Since, in this study, we used a simulation to represent the
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tracked ultrasound, the “ground-truth” relation φ(st) is also known. This allows
quantifying the synchronisation accuracy by the following phase error metric:

Δφ = φ(st) − φ(ss) . (13)

3 Results and Discussion

Numerical results for the target registration and target model error are given
in Table 2. The mean liver displacement of 4.6 ± 3.8 mm before correction was
reduced to 2.5± 1.7 mm when applying the motion model, which is comparable
to the real-time MR scan voxel size (1.5 mm in plane, 4 mm out of plane).

Table 2. Mean, standard deviation, and maximum displacement in mm of the corre-
sponding anatomical landmarks (second column). For each volunteer five landmarks
at different locations throughout the liver were used. Residual displacements after reg-
istration correction (TRE, third column), and after motion model correction (TME),
are given in the third and fourth columns, respectively.

displacement TRE TME
volunteer mean σ max mean σ max mean σ max

1 4.7 3.3 16.3 2.2 1.1 6.0 2.4 1.3 7.7
2 4.6 4.3 17.4 2.3 1.6 7.2 2.6 1.9 10.2
3 4.4 3.7 20.9 2.1 1.4 12.4 2.4 1.7 14.6

all 4.6 3.8 20.9 2.2 1.4 12.4 2.5 1.7 14.6

Deformable registration of a single real-time scan took around 30 minutes
on a standard PC. To speed up the non-rigid registrations we are preparing
to use a GPU accelerated registration method [19], and initial tests showed a
computation time of approx. 60 seconds per registration.

The time needed to calculate the motion model coefficients β(r) across the
complete volume by inverting equation (5) was approx. 2 minutes. Reslicing and
interpolating the coefficients and simulating a single ultrasound image took of
the order of a few seconds. Since we would eventually like to use our technique
in clinical applications, real-time simulation of the synthetic ultrasound will be
required, which can potentially be achieved using GPU techniques [6, 7].

Fig. 5 shows plots of the navigator signals and resulting phase error (13) due to
translations along the superior-inferior axis of ±2 cm of the tracked ultrasound
with respect to the synthetic ultrasound, which represents an estimate of the
upper limit of misalignment one may expect at the start of a treatment. The
resulting maximum phase error was approx. 3 %, which indicates that the phase
error is rather insensitive to alignment inaccuracies. This could potentially also
be of importance for applications where the location of a diaphragm navigator
used during pre-operative imaging is different from the location used during
intervention [4].

Finally, comparing the tracked ultrasound signal directly to the bellow sig-
nal could be an alternative and more direct way for synchronising the motion
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Fig. 5. Navigator signals (left panel) for the tracked (solid line) and synthetic ultra-
sound for misalignments in the superior-inferior direction of +2 cm (dashed line) and
−2 cm (dotted line). Corresponding phase error Δφ (right panel) as a function of motion
model input phase φ.

model to a subject’s breathing. However, since these signals would potentially
capture different breathing modes, like chest and abdominal breathing, a larger
synchronisation error may result.

4 Conclusion

We presented a method for building a realistic liver motion model from MR scans
obtained during breath-hold and real-time breathing. Applying the motion model
to the segmented breath-hold volume, and using a fast ultrasound propagation
model, dynamic B-mode sequences were simulated. A surrogate breathing signal
was then computed by positioning a navigator window across the diaphragm,
from which a motion model phase error, due to spatial misalignment between
tracked ultrasound and synthetic ultrasound, was obtained. We found that for
spatial misalignments of ±2 cm, the maximum phase error was approx. 3 %,
indicating that synchronising a motion model to a subject’s breathing is rather
insensitive to inaccuracies in tracked ultrasound localisation.
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Abstract. The recent availability of three-dimensional (3D) transesophageal 
echocardiography (TEE) provides cardiologists with real-time 3D imaging of 
cardiac anatomy. X-ray fluoroscopy is the conventional modalilty that is used 
for guiding many cardiac interventions. Increasingly this is now supported 
using intra-procedure 3D TEE imaging. We hypothesize that the real-time co-
registration and visualization of 3D TEE and X-ray fluoroscopy data will 
provide a powerful guidance tool for cardiologists. In this paper, we propose a 
novel, robust and efficient method for performing this registration. Our method 
consists of an image-based TEE probe localization algorithm and a calibration 
procedure. While the calibration needs to be done only once, the registration 
takes approximately 9.5 seconds to complete. The accuracy of our method was 
assessed by using both a crosswire phantom and a more realistic heart phantom. 
The target registration error for the heart phantom was less than 2mm. In 
addition, the accuracy and the clinical feasiblity of our method was evaluated in 
two cardiac electrophysiology procedures. The registration results showed in-
plane errors of 1.5 and 3mm. 

Keywords: Image registration, Cardiac intervention, Transesophageal 
echocardiography, X-ray fluoroscopy. 

1   Introduction 

Minimally-invasive cardiac interventions are carried out for the diagnosis and 
treatment of a broad range of cardiovascular diseases. These types of procedures are 
increasingly popular when compared to their more invasive counterparts because 
there is less morbidity to the patient with similar clinical outcomes of success. 
Examples of these procedures include those carried out for the repair of structural 
heart disease and cardiac electrophysiology (EP) procedures. The interventional 
devices, for example, catheters, are designed to be X-ray visible and can be seen 
throughout the part of their length that lies in the X-ray field of view (FOV). Two-
dimensional (2D) X-ray imaging has been a dominant imaging modality for cardiac 
interventions. Typically, imaging can be performed at high frame rates (up to 30 
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frames per second) and therefore the cardiac motion and the motion of interventional 
devices do not cause significant motion artifacts in the acquired images. However, the 
use of X-ray fluoroscopy alone is inadequate for the guidance of procedures that 
require soft-tissue information, for example, the treatment of structural heart disease 
[1]. In addition, exposing patients, especially pediatric patients with congenital 
defects, to ionizing radiation carries a significant risk. On-going research is actively 
seeking to reduce the use of, or even replace, X-ray fluoroscopy in cardiac 
interventional procedures, especially for pediatrics [2]. Pre-operatively acquired 
magnetic resonance imaging (MRI) and computer tomography (CT) have been used 
with X-ray fluoroscopy to improve the guidance of cardiac interventional procedures 
[3]. However, the use of pre-procedural MR and CT imaging will produce roadmap 
images that are static and do not update with the intra-procedural situation. Additional 
steps are required to compensate for intra-procedural deformations, for example, 
caused by respiratory motion of the heart [4]. In contrast to MRI and CT, three-
dimensional (3D) echocardiography is a real-time imaging modality that can be 
readily used in the catheter laboratory environment. It allows visualizing the exact 
cardiac pathomorphology and also the interventional devices and their surrounding 
structures. With recently emerging technologies such as 3D transesophageal 
echocardiography (TEE), the image quality and resolution of echocardiography has 
improved considerably. Recently, the clinical feasibility of 3D TEE was evaluated for 
guiding a variety of cardiac interventional procedures including atrial septal defect 
closure, patent foramen ovale closure, mitral valve / aortic valve repair and 
interventional EP procedures [5, 6]. The use of 3D TEE for guiding interventional 
procedures is on a rapid rise and this will be augmented by the introduction of smaller 
and higher quality transducers in the future. The miniaturization process is likely to 
lead to the availability of 3D trans-nasal probes that will remove the requirement for 
the use of general anaesthesia for prolonged procedures. 

The purpose of this study was to develop a technique to combine 3D TEE and X-
ray fluoroscopy images for the guidance of cardiac interventional procedures. A key 
step of our technique is the fast and robust image registration of 3D TEE and X-ray 
fluoroscopy data. The image registration of 3D ultrasound and X-ray fluoroscopy is 
challenging because of the lack of common information. Previously reported methods 
[7] rely on the use of additional tracking devices. However, the use of tracking 
systems has several disadvantages including the requirement of additional hardware, 
the requirement of modifications to the ultrasound probe, and, in the case of magnetic 
tracking systems, the sensitivity of these systems to metallic interference. Our method 
was built upon an image-based 2D-3D registration algorithm. It does not rely on 
tracking devices or modification to the TEE probe. Therefore, this method can be 
deployed easily to any cardiac catheterization laboratory. In the following sections, 
we will describe our method and validate its accuracy and robustness by using two 
different types of phantom. Its accuracy and clinical feasibility will also be evaluated 
in two patient studies.  

2   Method 

For our experiments we used a Philips iE33 ultrasound system with an X7-2t 3D TEE 
probe. X-ray imaging was performed using a Philips Allura Xper FD10 system. 
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2.1   Image Registration of 3D TEE and X-ray Fluoroscopy 

The objective of 3D TEE and X-ray fluoroscopy registration is to find a 
transformation matrix Tus_img→X-ray which transforms the TEE volume Ius from its own 
coordinate system to the X-ray coordinate system.  

The transformation matrix Tus_img→X-ray_img consists of two rigid body 
transformation matrices Tprobe, Tus_img→probe and a projection matrix Tproj: 

Tus_img→X-ray_img = TprojTprobeTus_img→probe (1)

While Tprobe defines the 3D position of the ultrasound probe in X-ray space, 
Tus_img→probe transforms the 3D ultrasound volume to the ultrasound probe space. Many 
of previously reported ultrasound image registration algorithms consisted of two 
steps: 1). Detect the 3D position of the ultrasound probe using optical or 
electromagnetic (EM) tracking devices; 2). Calibrate the ultrasound probe in the 
coordinate of the tracking device to calculate matrix Tus_img→probe. In this paper, we 
propose a method which does not use any additional tracking devices. Instead, an 
image-based localization algorithm was developed to estimate the 3D position of the 
TEE probe in X-ray space. A TEE calibration procedure was designed based on the 
probe localization algorithm.  

2.2   Localization of the TEE Probe  

Although the TEE probe is designed to be flexible (Fig.1a), its transducer is encapsulated 
in a rigid head. For simplicity, the rigid head of the TEE probe is referred to as “the TEE 
probe” in the following text. A Nano-CT scanner (http://www.skyscan.de) was used to 
reconstruct an ultra high resolution (0.2×0.2×0.2mm3) 3D volume of the TEE probe, 
which reveals its contours and the internal structures (Fig.1b). To determine the 3D 
position of the TEE probe in X-ray space, the Nano-CT volume was registered with one 
or more X-ray images using a 2D-3D image registration algorithm.  

  
            (a)  (b) 

Fig. 1. (a) Philips X7-2t 3D TEE probe was used in the experiments; (b) The ultra high 
resolution Nano-CT volume reveals the contours and the internal structures of the TEE probe 

2D-3D image registration has been intensively studied in the past years [8, 9]. 
Clinically it was used to register pre-operative CT or MR volume of bones, blood 
vessels and medical devices to intra-operative X-ray images. During a 2D-3D image 
registration process, the algorithm repeatedly repositions the 3D volume in space and 
compares its projection, called the digitally reconstructed radiograph (DRR), with the 
X-ray image(s). At each iteration, an image comparison metric is used to calculate the 
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similarity between the X-ray image(s) and the DRR. The three translation and three 
rotation parameters are changed according to the similarity measurement. The 
registration process continues until the similarity between the X-Ray image(s) and the 
DRR is maximized.   

In this study, we implemented an intensity based 2D-3D registration algorithm 
similar to the one described in [8]. In our implementation, gradient difference was 
used as the similarity measurement while the standard Powell algorithm was used as 
the optimizer. The speed of the original algorithm was relatively slow because the 
reconstruction of DRR is computationally expensive. It could take minutes to 
complete a registration. Our implementation overcomes this issue by taking the 
advantage of the latest GPU technology. The DRR reconstruction time was reduced to 
less than 10 milliseconds for each estimated position. By using a standard computer 
workstation equipped with an Intel Quad-Core CPU (2.66GHz), 4GB RAM and an 
NVIDIA GeForce GTX 280 graphic card, the overall registration time between the 
Nano-CT volume and two X-ray images (1024×1024 with 0.17×0.17 pixel resolution) 
is around 9.5 seconds..  

2.3   TEE Probe Calibration 

The purpose of the calibration is to find the transformation matrix Tus_img→probe, which 
transforms the TEE volume to the coordinate system of the TEE probe which is 
defined by the Nano-CT. A calibration phantom which consists of a 9-litre water tank 
and two thin metal strings was used to help the calculation of Tus_img→probe. Nine metal 
landmarks which were visible in both X-ray and ultrasound were placed on the 
strings. The TEE probe was rigidly fixed beneath the strings during data acquisition. 
X-ray images were acquired from left anterior oblique (LAO) 45°, right anterior 
oblique (RAO) 45° and posterior-anterior (PA) projections. Simultaneously an 
ultrasound volume was acquired in full volume mode, giving the maximal volume 
coverage possible with the TEE probe. The following steps were adopted to determine 
the 3D position of the TEE probe: 1) The Nano-CT volume was registered with X-ray 
images acquired from PA; 2) the registration result from step 1) was used to initialize 
the registration between the Nano-CT volume and the X-ray acquired from LAO 45°. 
In the second step, the optimization of the 2D-3D registration was constrained to the 
projection direction of the X-ray system. The 3D positions of the landmarks, Pphantom, 

X-ray can be reconstructed in X-ray space using a back projection algorithm from 
biplane X-ray images [10]. The third X-ray image was used to confirm the accuracy 
of the TEE probe localization and the landmark reconstruction.  

The 3D positions of the landmarks, Pphantom, us can also be identified manually from 
the ultrasound volume. Tus→X-ray, the transformation from Pphantom, us to Pphantom, X-ray was 
calculated by using a landmark registration algorithm. By fitting the TEE probe 
position and Tus_img→X-ray into equation (1), the calibration matrix Tus_img→probe can be 
calculated. However, to minimize the calibration error, the error caused by the manual 
definition of the landmarks must be taken into account. Realistically, equation (1) 
should be rewritten as: 

ε = Tus_img→probePphantom,us - Tprobe
TTus→X-rayPphantom,us (2)
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To solve equation (2), the calibration procedures described above were repeated three 
times with different probe positions. A hill-climbing optimization algorithm was 
employed to find Tus_img→probe by minimizing error ε.  

2.4   Accuracy Assessment 

2.4.1   2D-3D Registration 
In this study, we examined how the error in the 2D-3D registration could affect the 
accuracy of the overall TEE and X-ray registration. For our evaluation, we introduced 
a gold standard registration matrix which was found by manually registering the 
Nano-CT volume of the TEE probe to two X-ray images acquired from different 
angles. The Nano-CT volume was then perturbed from the registration position by 
±∆δ mm / degree in all six degrees of freedom (DOF) to generate new starting 
positions. The 2D-3D registration algorithm was used to correct the misalignment. To 
examine the accuracy of the registration, the 8 corners of the Nano-CT volume were 
used as the landmarks to calculate the mean target registration error (mTRE) in 
comparison to the gold standard (equation 3). A number of landmarks were also 
selected within the ultrasound FOV with from 1cm to 10cm depth to calculate the 
registration error, mTREdepth. In this experiment, we examined different aspects of the 
registration algorithm, including the capture range, the robustness, the speed and  
the potential error for the target objects at different depths.  
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2.4.2   Phantom Data 
The calibration phantom was also used to validate the accuracy of our registration 
technique. Two TEE volumes that were not used in the calibration procedure were 
registered with the X-ray images. The TRE was the mean distance between the X-ray 
reconstructed landmarks and those defined on the TEE volumes.  

 

Fig. 2. The heart phantom experiment was performed in the catheter laboratory. The picture 
shows the experimental setup. 

The accuracy of our method was further evaluated using a realistic heart phantom 
(http://www.cirsinc.com, Fig.2). The heart phantom is compatible with MRI 
and ultrasound but its visibility in X-ray is poor. A two-step strategy was used to 
evaluate the accuracy of the TEE and X-ray registration using this phantom. In the 
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first step, a high resolution MR volume was acquired of the phantom and accurately 
transformed to the X-ray space using a landmark registration. More details about the 
landmark registration will be described below. In the second step, six TEE volumes 
were acquired from the heart phantom and transformed to X-ray space by using the 
proposed method. The MR volume which was transformed to X-ray space could 
therefore be used as a gold standard to evaluate the accuracy of the proposed method.  

To achieve an accurate MRI and X-ray registration, 9 X-ray and MRI visible 
markers (http://www.izimed.com/mri.shtml) were placed on the surface of the 
phantom. A high resolution MR volume (1.0x1.0x1.0mm3) of the heart phantom was 
acquired a day before the TEE and X-ray scans in the catheter laboratory. Between 
the MRI scan and the TEE scan, the heart phantom was carefully stored in order to 
avoid displacement of the markers. The 3D positions of the landmarks in MRI space 
and X-ray space were reconstructed from the MR volume and bi-plane X-ray images. 
The transformation between MRI space and X-ray space can be easily found by using 
the landmark registration. By transforming all the TEE volumes acquired from 
different probe positions and the MR volume to X-ray space, the TEE and X-ray 
registration error were assessed indirectly by calculating the mean distance between a 
set of landmarks identified from the TEE volume and the MRI surface.    

2.4.3   Clinical Cases 
We collected data from two cardiac EP procedures. Both of the patients had left atrial 
flutter and were under general anesthesia during the procedures. For the first patient, 
TEE and X-ray data were acquired after two deca-polar catheters were inserted into 
right atrium (RA), one forming a loop along the endocardial surface of RA and the 
other inserted in to the coronary sinus (CS). Both catheters were visible in the TEE 
volume. For the second patient, a transseptal puncture was performed to gain access 
to the left atrium (LA). TEE volumes were acquired after a lasso catheter and an 
ablation catheter were inserted into LA. The movement of the C-arm was limited by 
other equipment such as the life support system and the ultrasound scanner. X-ray 
images were acquired from PA and either RAO 30° or LAO 30° projections.  

For both cases, the TEE volumes were acquired at the default depth setting (12cm) 
in full volume mode (volume size: 224×208×201, voxel size: 0.66×0.67×0.60mm3). 
They were projected onto the X-ray images using the registration matrices. The 
accuracy of the TEE and X-ray registration were examined using the in-plane distance 
between the points defined on the catheter in the X-ray image and the center line of 
the same catheter in the TEE volume. This point-to-line distance (PTL) represents the 
in-plane registration error in our method.  

3   Experimental Results 

3.1   2D-3D Registration 

5099 starting positions were generated using the procedures described in 2.4.1. The 
Nano-CT volume was registered with two 1024×1024 X-ray images acquired from 
different C-arm positions during one of the clinical cases. The starting positions were 
distributed evenly in all six DOFs in a range of from 0 to 12mm in terms of mTRE. 
Fig.3 shows the registration results.  
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Fig. 3. 5099 new starting positions with mTRE range from 0-12mm were generated. The Y axis 
shows the end mTRE for each registration. Given that the mTRE threshold for successful 
registration is 2.5mm, the capture range for 95% success rate is 7.04mm and 9.05mm for 90% 
success rate. 

The two vertical lines indicated the capture range were 7.04mm and 9.05mm with 
success rate of 95% and 90% respectively given that the mTRE threshold for success 
registration was set to 2.5mm. For all the other experiments carried out in this study, 
the 2D-3D registration algorithm was initialized by a manual registration which 
aligned the Nano-CT volume to within the capture range of the registration algorithm.  

 

Fig. 4. Given a 2.5mm 2D-3D registration error, the columns showed the mean errors within 
the ultrasound FOV at different depths in terms of mTRE. While the maximum error could be 
up to 20mm, the dashed line shows the success rate (≤ 5mm) for the targets at different depths. 

The computational time of the 2D-3D registration depended on the starting 
position. For the 5099 registrations we did in this experiment, the mean computational 
time is 9.52 ± 4.23 seconds. 

For all the successful registrations, mTREdepth was calculated using the landmarks 
defined within the ultrasound FOV. The results are shown in Fig. 4. Potentially, a 
small 2D-3D registration error (mTRE≤2.5mm) can create an error of 5mm at 10cm 
depth and 2.6mm at 5cm depth. In reality, it is unlikely that the target object (TO) is 
located at the far end of the ultrasound FOV. Clinicians often position the TO at the 
center (5-6 cm depth) of the FOV for best visualization.      

For many cardiac interventional procedures, such as the treatment of atrial 
fibrillation, a sub-5mm clinical accuracy is sufficient for guidance. This is related to 
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the size of the smallest target structures, for example the pulmonary veins. Fig.4 
shows the success ((≤ 5mm) rate of the registration for targets at different depth given 
that less than 2.5mm mTRE was introduced by the 2D-3D registration. 

3.2   Calibration 

By using the calibration matrix, the last two volumes that were not involved in the 
calibration were transformed to the X-ray space and overlaid on the X-ray images 
(Fig.5). The mTREs were 4.6±1.1mm and 5.0±0.8mm respectively. The determination 
of the landmark positions from the TEE volume was difficult due to the noise and the 
shadowing effect of ultrasound. The mTREs show not only the registration error but 
also the subjective error in the determination of the landmark positions. 

    LAO 45°        RAO 45°

TEE volume 
of the strings 

Background 
X-ray image 

 

Fig. 5. The same TEE volumes acquired from the calibration phantom were overlaid onto the 
X-ray images acquired from LAO 45° and RAO 45°. The ultrasound volumes were clipped and 
thresholded to remove noise and other irrelevant structures for a better visualization. 

3.3   Heart Phantom 

Fig.6 shows the three image planes (X-Y, X-Z and Y-Z) of two TEE volumes which 
were transformed to the X-ray space. This mis-alignment between the two TEE 
volumes indicates the error produced by the TEE and X-ray registration. Fig.7 shows 
the composite TEE volume registered with the MR volume in X-ray space. 

 

   
X-Y X-Z Y-Z 

Fig. 6. By transforming the TEE volumes acquired from different probe position to the X-ray 
space, an ultrasound to ultrasound registration was effectively achieved. The three images 
show the three different image planes of two TEE volumes in X-ray space. The green image 
volume was acquired from probe position 1 while the red volume was acquired from probe 
position 2. 
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The endocardial surfaces of the heart phantom including left ventricle (LV), right 
ventricle (RV), left atrium (LA) and right atrium (RA) were reconstructed from the 
MR volume by using a manual segmentation tool. A total of 16 to 66 points were 
defined manually along the endocardial border from the TEE volumes. Both the MR 
surfaces and the TEE points were transformed to X-ray space. The point to surface 
distance which represents the registration error between TEE and MRI data is 
summarized in table 1. 

           
                           X-Y               X-Z                      Y-Z 

Fig. 7. The result of the registration between TEE (green) and MRI 

Table 1. The point-to-surface error represents the error in the registration of TEE and MRI. For 
LV and RV, the points were defined on all the six TEE volumes, 10 for each volume. For LA 
and RA, points were defined on the volumes where the LA and RA borders were clearly 
visible. 

 Num. of 
Points 

Mean Error 
(mm) 

STD 
(mm) 

Max. 
Error 

LV 66 2.0 1.5 4.7 
RV 60 1.9 1.2 4.9 
LA 22 1.5 0.8 2.8 
RA 16 2.0 1.4 4.4 

Overall 164 1.8 1.2 4.9 

3.4   Clinical Studies 

Fig. 8 shows the registration results of the patient data. To examine the accuracy of 
the registration, we choose the deca-polar catheter position in RV for the first patient 
and the lasso catheter for the second patient. The mean PTLs (n = 5) were 3.1±2.6 and 
1.5±1.6mm, respectively. 

At this stage, the data acquisition of TEE and X-ray were not synchronized. The 
end systolic phase was manually selected from the X-ray and TEE sequences to 
calculate the PTL. However, the catheter motion (caused by the cardiac motion) 
shown in the X-ray images was more considerable than that shown in the TEE 
volume. This is because the catheter motion shown in TEE was partly canceled by the 
motion of the TEE probe. At present, our 2D-3D registration algorithm is not fast 
enough to compensate the TEE probe motion in real-time. This error will be additive 
in the registration results. 
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                       (a)                   (b) 

Fig. 8. TEE volumes were registered with and overlaid onto the X-ray images. (a) For the first 
patient, the TEE volume shows a deca-polar catheter positioned in the right atrium. (b) For the 
second patient, a lasso catheter was inserted into the left atrium. For both patient data, the 
registration was successful as the catheters in the TEE volumes showed a good alignment with 
the background X-ray images. 

4   Discussion 

The results of both the phantom and clinical studies are encouraging in terms of the 
target registration accuracy achieved. The values of approximately 2mm achieved for 
the heart phantom and 1.5 and 3mm achieved for the clinical cases are well within the 
clinical accuracy requirement for most cardiac interventional procedures. The results 
for the calibration phantom study are less accurate at approximately 5mm. It is likely 
that is due to the errors associated with the manual localization of the markers in this 
phantom. Potentially the subjective errors can also reduce the accuracy of the 
calibration. However, those errors did not make a considerable impact in the 
registration result because they were partly compensated by the optimization 
algorithm adopted in our calibration procedure. 

At present, our 2D-3D registration algorithm takes around 9.5 second to localize the 
position of the TEE probe using two 1024×1024 X-ray image. Potentially, the 
registration time could be further reduced by incorporating more sophisticated 
implementations such as the multiple-resolution technique. By using an EM tracking 
system, it is possible to track the TEE probe in real-time. However our method has 
three advantages when compared with the method of EM tracking. Firstly, for our 
method, there is no need to modify the TEE probe. For EM tracking, a sensor coil must 
be added.. Secondly, the accuracy of the EM tracking system relies on a metal-free 
environment. With the presence of the moving X-ray C-arm and other medical devices, 
the reliability of the EM tracking system is questionable. Thirdly, the methodology 
presented for the co-registration of 3D TEE and X-ray fluoroscopy data is better suited 
for the routine clinical workflow. Finally, the calibration matrix created in our method 
is very stable. The validity of the calibration depends on the stability of the position of 
the tracking devices. In clinical environment, the EM field generator can be moved 
either intentionally or accidentally, invalidating the calibration matrix. Our calibration 
matrix is directly associated with the X-ray coordinate system. It will be valid and 
accurate unless a different TEE probe or X-ray system is introduced.  

The novelty of our method is that we employed an image-based 2D-3D registration 
algorithm to localize the TEE probe. The performance of the 2D-3D registration 



134 G. Gao et al. 

algorithm is usually data dependent. However, our task is more straightforward than 
previously reported studies. Firstly, the source object in our study is always the same. 
Secondly, the visibility and contrast of the TEE probe in the X-ray images is 
relatively constant and is unlikely to be affected by other objects because the density 
of the TEE probe is considerably higher than the soft tissues and the spine. The 
performance of our 2D-3D registration algorithm was carefully examined using a 
clinical data set. The authors acknowledged that the evaluation of a registration 
algorithm should involve multiple data sets. A more thorough study will be carried 
out when more clinical data become available. The other limitation of our study is that 
all processing is done off-line. However, the transition to real-time or near-real-time 
capability is relatively straightforward in this case, with all the required components 
already presents, including live data streaming from both X-ray and ultrasound 
systems. Our future work will focus on the implementation of the live functionality 
and also improvements in the visualization of the co-registered data. 

5   Conclusion 

In this study, we described a novel, efficient and fast TEE to X-ray fluoroscopy 
registration technique. The method was successfully evaluated in two phantom studies 
and two clinical cases. It is likely that such a co-registration and visualization technology 
is going to have a significant impact in the field of image-guided cardiac interventions. 
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Abstract. We describe a system dedicated to the analysis of the complex three-
dimensional anatomy and dynamics of an abnormal heart mitral valve using 
three-dimensional echocardiography to characterize the valve pathophysiology. 
This system is intended to aid cardiothoracic surgeons in conducting 
preoperative surgical planning and in understanding the outcome of “virtual” 
mitral valve repairs. This paper specifically addresses the analysis of three-
dimensional transesophageal echocardiographic imagery to recover the valve 
structure and predict the competency of a surgically modified valve by 
computing its closed state from an assumed open configuration. We report on a 
3D TEE structure recovery method and a mechanical modeling approach used 
for the valve modeling and simulation. 

Keywords: Mitral valvuloplasty, patient specific modeling, 3D echocardiography, 
preoperative surgical planning. 

1   Introduction 

This paper addresses the problem of exploiting 3D Transesophageal Echocardiographic 
data (3D TEE) to recover the structure of the mitral valve and surrounding left heart 
anatomy, and to model the valve pathophysiology. The tools we are designing can be 
applied in cardiothoracic surgery (to develop systems aiding in preoperative 
valvuloplasty planning), in cardiology (for performing diagnostics), and for education 
and training of ultrasonographers and anesthesiologists (often responsible for 
intraoperative TEE acquisition). The mitral valve is an essential structure which ensures 
unidirectional blood flow from the left atrium to the left ventricle. One of the essential 
issues in characterizing valve pathologies and planning surgical valve reconstruction is 
the ability to predict the outcome of a given valvuloplasty surgical procedure. There are 
many options for valvuloplasty including the addition of a ring, the resection of part of 
the valve leaflets, or modifications to the chordae tendinae.  

Valvuloplasty surgery involves cardiopulmonary bypass. A bypass procedure has 
associated risks which require that the surgeon make a decision within a relatively 
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bounded time frame, once he has gained access to the valve, regarding the course of 
the valvuloplasty. A preoperative planning process elucidating which valvuloplasty 
option is most likely to result in a successful outcome (i.e., a competent valve) would 
therefore be highly useful to the cardiothoracic surgeon. 

We describe our work with regard to segmentation, structure recovery and 
modeling, to address the goal of predicting the ability of a modified valve to be 
competent: the ability of the valve leaflets to coapt and thereby prevent any blood 
regurgitation from the left ventricle back into the left atrium, a condition potentially 
resulting in congestive heart failure.  We initiate our process with an open 3D valve 
structure at end diastole, which was derived by segmenting 3D TEE data and was 
edited by a physician to remove artifacts and reflect the planned surgical 
modifications. From the open valve structure, we then infer the configuration of the 
valve leaflets at or near the end of isovolumic contraction to characterize coaptation. 

Early heart modeling efforts can be traced back to the pioneering work by Peskin 
[3][4] in the ‘70s and ‘80s, that introduced the “immersed boundary” (IB) approach 
[5], which is still being refined and extended [6]. Yoganathan [1][7] reported Fluid 
Structure Interaction methods (FSI) extending IB to solve for the left-ventricle motion 
using 3D incompressible Navier-Stokes equations. [8] uses FSI for heart valve 
modeling. Watton [6] extended IB to simulate a polyurethane replacement valve 
placed in a cylindrical tube, subject to physiologic periodic fluid flow. Einstein [9] 
reported a coupled FSI mitral model immersed in a domain of Newtonian blood. This 
model had anterior and posterior leaflets but did not include other structures such as 
the left ventricle. Espino’s 2D modeling work [10] simulated the left ventricle-
generated blood flow by adding a non-anatomical inlet at the left ventricular apex. 
Other notable recent efforts and related projects include [13][14][15][16][17] and 
[18]. Most prior modeling work does not exploit patient specific anatomical data, with 
some recent exceptions that are focused on higher resolution medical imaging 
modalities such as MRI and CT [11][12]. Our approach differs from prior work, in 
that it incorporates patient-specific anatomical and dynamic information derived from 
3D TEE. 3D echocardiography has several shortcomings when compared to MRI and 

 

     

Fig. 1. A 3D TEE view of the mitral valve in the open position during diastole as seen from the 
atrium (left image) and a side view of the valve showing the anterior leaflet in front of the 
aortic valve (right image) 
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CT, including lower spatial resolution, and imaging artifacts including noise and 
obscuration. However, it has a number of advantages: it is non-ionizing, real-time, 
lower cost, it can be used pre- and intraoperatively, and allows interactive exploration. 

Our valve mechanical modeling is also novel and takes its inspiration from 
methods characterizing cloth and sail behavior [21][22][23][24]. Sections 2 and 3 
describe our approaches for structure recovery and modeling, while Sections 4 and 5 
report experimental results and conclude. 

2   Valve Segmentation 

TEE segmentation is employed to recover the valve’s static 3D structure that is then 
used in our mechanical modeling. We utilize an interactive user-in-the-loop approach 
that leverages two main automated methods to detect the valve leaflets and to find the 
boundaries of the heart’s atrial and ventricular cavities. 

A dynamic contour method is used to find the inner heart wall boundaries of the 
atrial and intraventricular cavities. This is complemented by a thin tissue detector that 
specifically finds the valve leaflets. The two methods are complementary, as the 
leaflets may not always be accurately segmented out by the dynamic contour 
approach, and the heart walls and valve annulus are generally not found by the thin 
tissue detector. The thin tissue detector models the local TEE intensity as Gaussian 
and then performs an analysis of the disparities of the eigenvalues associated with the 
intensity Hessian [25]. If one these eigenvalues is small when compared to the other 
two, this suggests the presence of a sheet or thin tissue structure. Another method we 
have used successfully to find thin tissues relies on morphological outlining.  

The dynamic contour method used to find the heart inner walls exploits a level set 
approach and is summarized as follows: At time t=0, a dynamic contour is manually 
initialized in the atrial and/or intraventricular cavities. This dynamic contour is then 
obtained at any subsequent time t by considering an evolving function . 

The dynamic contour is found as , the zero level set of , i.e. 

. In our application,  evolves under a driving 

force which is designed to expand the contour until it reaches the intensity boundaries 
marking the inner walls of the atrial and ventricular cavities. An inhibition function 
g(.), detailed later, stops the dynamic curve when it meets these walls boundaries. 

Our specification of the evolution equation of is inspired by the recent 

variational approach introduced by Li [19] that includes a penalty term  to 

evolve  so that, at all times, it closely approximates a signed distance function, a 

desirable feature for the determination of the zero level set . This penalty is 

expressed as 

 (1)

where  is the domain of . The time evolution equation is then expressed as 
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 (2)

where the r.h.s. denotes the Gâteaux derivative. The energy is defined as 

 (3)

and includes a model energy term that drives the contour’s evolution to the 

desired goals, with a balancing weight . The primary goal of is to 

expand or contract the contour by expanding or contracting its enclosed volume 
, while keeping this contour simple, which is done by constraining the 

boundary area . The term  is therefore specified as 

 (4)

where  and  are weights balancing the boundary area and volume terms. These 
terms are respectively expressed as 

 (5)

 (6)

where denotes the Dirac delta function, and  is the Heaviside function. 

The weight  is chosen here to be negative so that the contour expands. We note that 
these terms contain the inhibition function  mentioned earlier, that is designed to 

abate the motion of the dynamic boundary in places corresponding to the heart wall 
location. This location can be indicated by a change in intensity and the presence of 
an edge in the 3D TEE. If considering the presence of an edge, the function g can be 
designed as 

 (7)

where  is the gradient of the Gaussian-smoothed TEE intensity. This function 
represents a 'negative' of the gradient magnitude map, taking small values for high 
gradient magnitudes, and values close to 1 for small gradient magnitudes. 

This gradient-based definition of g(.) might be unsuitable for echocardiography 
images with limited contrast. However, we have found that transesophageal 
echocardiography imaging, which allows a direct ‘view’ into the left heart complex 
and specifically the mitral valve, often exhibits good contrast when compared to other 
ultrasound imaging or heart echocardiography approaches such as transthoracic 
echocardiography. Alternatively, a term emphasizing image intensity can be used for 
echocardiographic imagery with lesser contrast. In this case the inhibition function  
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g(.) is designed to measure the departure in intensity from the intensity of the heart 
wall cavity, expressed as 

 (8)

where ,  over the entire 

TEE cube, and are the mean and variance computed over the initial inner 

patch specified by the dynamic contour at time zero within the heart inner cavity. 
In sum, regrouping all terms together in Eq. (2), and using the Gâteaux derivative it 

can be shown that the evolution of is finally expressed as 

 (9)

where div denotes the divergence and the Laplacian operators. This equation 
specifies a time-update evolution equation which corresponds to a form of 

steepest descent. This equation is discretized to evolve the function so as to 

minimize the objective functional .  

3   Computation of the Closed Valve Configuration 

In contrast to other work concerned with computation of the valve dynamics or the 
left heart hemodynamics [2], this paper reports on work aiming to design a 
mechanical model of the valve specifically developed to infer the closed position of 
the valve (at or near the end of isovolumic contraction during systole) from open 
position (at end diastole) or vice versa. This is of particular interest in cases where 
one desires to answer the following question: given a hypothetical, patient specific, 
valve geometry modified to reflect the planned valvuloplasty, or given a surmised 
configuration of the chordae tendinae, or given the placement of a ring, does the novel 
valve geometry have the potential to come to a closed position where the leaflets may 
coapt? As argued earlier, this capability is useful for surgical planning. This capability 
is also of interest for diagnostics or as a way of generating additional data for image 
simulation and rendering for education and training purposes.  

The method we use for stationary modeling of the closed valve is inspired by 
shape-finding finite element approaches applied to fabric ([21] through [24]). We 
have chosen this approach because the valve leaflets are very thin structures made up 
of connective tissue with elastic properties (tensile, compressive and bending 
modulus) similar to some types of thin cloth and fabric. A related method was 
recently applied to model the shape of spinnaker sails for the Swiss team that won the 
2007 America’s Cup.  

The valve modeling is performed as follows.  A mesh is defined on the leaflets 
based on the segmentation results. At each node of the mesh we prescribe either 
displacements or forces. Forces modeled include those due to fluid pressure, gravity, 
linear elastic stress, collision with other portions of the mesh, and tethering of the 
valve to the chordae tendinae themselves attached to papillary muscles.  
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The specified initial configuration of the open mesh is used to specify the zero 
energy point for external (fluid, gravity, etc.), elastic, and tethering forces.  The 
zero energy point for the collision force is the configuration in which all facets of 
the mesh are not contacting (more specifically, further apart than a distance ). Our 
goal is to find the configuration of the valve system at closed position where all 
forces are at equilibrium. This steady state is found by solving an energy 
minimization problem where we seek a stationary point that corresponds to a 
minimum for the energy.  

For any given displacement of the nodes from the initial open configuration, and 
for each node i, we define the total energy of the displaced system as 

 (10)

along with the forces . We consider the following additive components for 

the energy 

 (11)

including: , the external energy, , the elastic energy, , the tethering energy, 
 the collision energy, and , the kinetic energy.  The kinetic energy is neglected 

here since we are interested in directly solving for the system state in closed position 
where the velocity is negligible. The other significant energy terms are specified next. 
 
External energy 
The external energy results from external forces exerted on the leaflets such as the 
intraventricular blood pressure forces and gravity. This energy is assumed to be due to 

a set of fields of constant force  such that 

 
(12)

where is the displacement of node i, and the index ݇ ranges over the external force 
fields to which the leaflets are subject, including gravity and blood intraventricular 
force field. Gravity is not considered here since this term is negligible when compared 
to the energy due to intraventricular pressure. Our external force direction is specified 
so as to be oriented toward a 3D line that goes through the two commissure points of 
the valve (the points at which the two leaflets join). 
 
Elastic energy 
The elastic energy is given by 
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where  is the strain vector determined from the fractional 

displacements of the nodes of the facet j [24] and is the 

stress vector of the facet j. Here, 

 (14)

is the elasticity matrix of the mesh, written in terms of Young’s modulus of elasticity, ܧ, and Poisson’s ratio, ߥ. Note that while, in general, a hyperelastic assumption is 
used and may more accurately model certain biological tissue properties, we feel that 
this is unnecessary in the case of the valve modeling due to the leaflets’ specific 
nature, i.e., very thin and flexible but highly inelastic. The small amount of leaflet 
stretching can be accurately modeled using a linear stress-strain relationship, while 
the primary mode of deformation is deflection of the leaflet.  We assume that energy 
associated with folding along the edges of the finite elements is small compared to 
energy due to external forces and hence elastic resistance to leaflet deflection can be 
neglected. 
 
Tethering energy 
The tethering energy is used to include the effects of the chordae tendinae whose 
function is to restrict the range of motion of the leaflets thereby preventing prolapse in 
healthy valves.  Since these chords are quasi-inextensible, this energy is specified as 

 (15)

Where  is the strength of the tethering force, ܘ௜ is the position of the displaced 
node i, ܙ௜ is the position of the point to which node i is tethered, ݎ௜ is the chord 
length, and ߩ is the scale of the range dependence of the force. Some of the nodes 
located at the leaflets’ rims are selected and subject to tethering forces to simulate 
attachment to the primary mitral chordae tendinae. Secondary and tertiary chordae 
effects can be neglected for this application although their configuration does impact 
the overall systolic pressure distribution and they should be considered for dynamic 
simulation. 
 
Collision energy 
The collision energy is given by considering a repulsive force between all nodes 
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where the facet point (resp. ) spans the region of the facet (resp. ) and 

 specifies a repulsive energy dependent on the distance  between the 

interacting facet points and is defined as   

 (17)

where  specifies the strength of the repulsive force. Defining the collision energy 
in such a fashion allows us to address self collision effects. The double summation is 
only considered between facets which are ‘close’ to each other, and we use an 
efficient tree-based range search to restrict the computational impact of this 
summation. This is an important consideration since the computation of the collision 
energy is a major factor contributing to total computational load. The range  
specifies the interacting node distance under which the collision force becomes active. 
Since the double integral term is evaluated by further discretizing points within the 
facet, this range should be set to a value that is of the order of the smallest distance 
between the mesh nodes. Therefore, at the final configuration, the remaining gap 
between colliding/coapting leaflets will be of the order of the mesh facet resolution. 
The mesh resolution can be tuned down to generate smaller gaps thereby trading 
slower convergence for finer precision. Since a planning tool is meant to allow the 
clinician to test various candidate solutions, a moderate mesh resolution that would 
still allow to answer the question of whether the leaflets have potential to coapt and 
the valve to be competent, should be sufficient. 

The variation of total potential energy is a function of 3N displacement coordinates 
where N is the number of free nodes. We define a plane including the valve annulus 
and all ‘top’ nodes on the other side of this plane are kept static during the 
optimization process. To find the closed position of the leaflets given the distributed 
forces and imposed displacements, we find the configuration which minimizes the 
total energy by using the BFGS (Broyden Fletcher Goldfarb Shanno) quasi-Newton 
optimization process implemented in the Matlab Optimization Toolbox. Additional 
constraints may be used to augment this model: one such possibility is to add a 
constraint to model the addition of a ring around the valve annulus to simulate the 
surgical insertion of a ring to render the valve more competent. 

4   Experiments 

Intra-operative real-time 3D TEE full volume data of mitral valves were obtained 
from several patients using an iE33 Philips console fitted with a Philips X2-T Live 3D 
TEE probe (Philips Medical Systems, Bothell, WA). The data was semi-automatically 
segmented using the method described in Section 2. Examples of segmentation of 2D 
TEE planes and full 3D TEE cubes are shown in Figure 2. The automated 
segmentation was followed by visual inspection and user-in-the-loop correction to 
edit out artifacts due to ultrasonic imaging, and to complete some anatomical 
structures missing because of obscuration or limitations of the TEE field of view. 
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User intervention is also used to modify the valve in a way that reflects a plausible 
surgical valvuloplasty. Figure 2 shows segmentation results obtained using the level 
set inner heart cavities segmentation, and the thin tissue leaflet detection, prior to user 
intervention. The thin tissue methods give satisfactory results and, as expected, tend 
to omit sections of the annulus that can be reconstructed through the level set method. 
The level set method tends to do better with the intraventricular and atrial walls, 
which can then be combined with the thin tissue method for a complete segmentation. 
We found results to be generally acceptable although some challenges still remain: it 
is often difficult to completely discern where the valve ends and the chordae start. 
However this is to be expected since the chords’ anatomy consists of an intricate 
extension of the valves’ extremities, and both structures are made up of similar types 
of tissue that are rich in collagen and elastin fibers. The segmented valve was 
converted to a mesh and, as a final processing step, a nearest neighbor mesh 
smoothing filter was applied. 

 

Fig. 2. 2D Examples of segmentation of the mitral valve and heart walls: using a morphology-
based thin tissue detection (top left); using a Hessian-based thin tissue detection (top  middle); 
using level sets (top right). 2D segmentation of a 3D TEE planar slice before and after user 
modifications (bottom left and middle); final 3D segmentation including valve and internal 
heart wall cavities with surface normals shown, after user modifications (bottom right). 

The segmented 3D mesh obtained at a frame corresponding to the open valve 
position was used to model and predict the configuration at end systole (Figures 3 and 
above). Figure 3 shows the initial and final computed configurations. The color coded  
surfaces show in blue and orange the facets corresponding to the anterior and posterior 
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Fig. 3. Initial open valve configuration from TEE segmentation (top) and closed configuration 
computed by mechanical modeling at near end systole (bottom) 

 

Fig. 4. Sequence of computed configurations taken at various intermediary iterations 

leaflets. As is seen from the various views, the collision computation worked 
correctly as there is no surface crossing. In this example, the valve geometry was 
deemed to be capable of coapting everywhere except in an area close to the 
commissure points where the leaflets are too short to contact. This illustrates the 
potential difficulty during segmentation in discerning where the valve ends and  
the chordae tendinae begin, which in turn may lead to the segmented leaflets to be 
shorter than they actually are. A sequence of intermediary configurations in Figure 4 
shows that although this model was developed to solve a stationary problem, the 
intermediary states give a plausible kinematic description of the leaflets’ motion. This 
is because the kinetic energy of the valve leaflets is probably negligible when 
compared to the other energy terms during closure, in particular the external energy 
due to intraventricular pressure. 

We performed experiments using several 3D TEE sequences taken from patients at 
JHU SOM. Validation was carried out by manual registration and comparison of (a) 
the closed valve configuration predicted at end systole from the segmented open valve 
captured at end diastole, with (b) the actual closed valve structure segmented at end 
systole (see Figure 5) and found an average difference of 4 to 5 mm. This is a 
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Fig. 5. Comparison of computed closed configuration (red) overlaid and registered with closed 
configuration segmented from 3D TEE (blue) acquired at end systole (side and top views). 
Close inspection reveals a good fit between the computed and actual configurations. We also 
inferred differences which are of the order of the errors made by the segmentation step, 
indicating good performance for the modeling step. 

promising result considering that the TEE resolution is of the order of 1 mm and 
segmentation has an average error of about 1 to 2 mm depending on the method used. 

5   Conclusions 

We proposed a novel patient-specific mitral valve surgical planning method to help 
characterize the competency of a virtually modified valve. The novelty of our 
approach is twofold: (a) we exploit prior structural information derived from 
segmentation of 3D TEE, and (b) we propose a novel valve leaflet modeling approach 
based on the modeling of cloth. Preliminary results are presented and show the 
promise of the approach. Future goals are to address certain limitations of the 
segmentation and modeling methods, augment the model by incorporating 
physiological blood pressure forces, and carry out further clinical validation.  
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Abstract. We have previously developed image-guided navigation sys-
tems for thoracic abdominal interventions utilizing a three dimensional
(3D) Cone-Beam CT (CBCT) image acquired at breath-hold. These sys-
tems required the physician to perform the intervention in a gated man-
ner, with actions performed at the same respiratory phase in which the
CBCT image was acquired. This approach is not always applicable, as
many patients find it hard to comply with the breath-hold requirement.
In addition the physician’s actions are limited to a specific respiratory
phase. To mitigate these deficiencies we have developed and implemented
a retrospectively gated acquisition protocol using a clinical C-arm based
system. The resulting 4D (3D+time) image is then used as input for the
navigation system. We evaluate our reconstruction approach using a com-
puter controlled anthropomorphic respiring phantom. The phantom is
respired using respiratory rates of 12, 15 and 20 breaths per minute, and
three amplitudes corresponding to shallow, normal, and deep breathing
patterns. We show that the gated images have a better contrast to noise
ratio and sharper edges than the images reconstructed without gating.
Thus we are able to acquire an intra-operative data set that potentially
provides better navigation accuracy, using 3D images at arbitrary points
in the respiratory cycle without requiring the patient to hold their breath
during image acquisition.

1 Introduction

The use of image-guided navigation systems has grown in the past decades, as
these systems enable minimally invasive interventions, reducing trauma to the
patient. To date, these systems have primarily been applied in procedures deal-
ing with rigid or semi-rigid anatomical structures such as those found in ortho-
pedics and neurosurgery. More recently, developers of image-guidance systems
have shifted their focus to thoracic-abdominal soft tissue interventions [1–3].
Commercial systems for soft tissue interventions have also started appearing on
the market. Examples of such systems are the PercuNav system from Traxtal
Inc., a Philips Heathcare Company, (Toronto Canada) and the iGuide CAPPA
system from Siemens AG Healthcare (Erlangen, Germany).

N. Navab and P. Jannin (Eds.): IPCAI 2010, LNCS 6135, pp. 147–156, 2010.
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These systems provide guidance based on a three dimensional (3D) image,
usually, diagnostic quality CT or MR. This requires that patients hold their
breath during image acquisition and that the intervention be carried out at
the same respiratory phase in which the image was acquired. As a result, the
intervention is performed in a gated manner, with actions limited to a specific
respiratory phase. Most often the end expiration phase is used as this is the
respiratory phase that has the best reproducibility [4].

Improvements in flat panel detector technology have led to the introduction
of interventional C-arm based Cone Beam CT (CBCT) systems that provide
reconstructions with sufficient soft tissue resolution for various interventional
procedures [5]. By replacing the use of diagnostic CT with C-arm based CBCT
the complexity of a procedure’s workflow is potentially reduced. Instead of ac-
quiring the CT images in a separate location and transferring the patient to the
interventional suite, both imaging and intervention are carried out in the same
location.

Based on our experience developing image-guidance systems that utilize either
CT or CBCT [3], we conclude that the current guidance approach is sub-optimal
for thoracic-abdominal interventions. In many cases, patients are not coopera-
tive and cannot hold their breath during image acquisition. This is often due
to sedation or their underlying medical condition. When this is not an issue,
subsequent breath-holds after image acquisition do not always correspond to the
same respiratory phase, reducing the guidance accuracy.

C-arm based CBCT systems can potentially be used to acquire 4D (3D+time)
images. The acquisition and use of a 4D CBCT image for navigation guidance
removes the requirement for breath-hold during image acquisition, and will po-
tentially improve navigation accuracy. Instead of an image corresponding to a
specific respiratory phase, the system uses images that reflect the position of
underlying anatomical structures throughout the respiratory cycle. We are cur-
rently pursuing this research with the aim of using 4D CBCT to guide radiofre-
quency ablation of large (>3cm) tumors in the liver.

A straightforward approach to 4D CBCT acquisition is gated reconstruction.
The acquired projection images are binned according to their respiratory phase
or amplitude after which 3D reconstructions are performed separately for each
bin [6]. This approach requires a dense spatio-temporal sampling. That is, each
bin must contain enough spatial information such that it does not trade motion
artifacts for reconstruction artifacts due to a sparse spatial sampling along the
gantry’s trajectory. When using clinical C-arm based systems, scan times are
most often less than 30s. These systems are designed for fast rotations, as the
intended image acquisition protocols assume patients hold their breath. This
results in a sparse spatial sampling if projection images are binned according to
a respiratory signal, leading to reconstruction artifacts. This is slightly less of
an issue for CBCT systems used in radiation therapy. These on-board systems
typically have rotation times longer than 1min.

A theoretical improvement over straightforward gating was presented in [7],
using a 3D motion compensated reconstruction approach. This approach assumes
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the availability of a pre-operative 4D motion model that is consistent with the
intra-operative respiratory motion. This approach was later successfully used
in the radiation therapy setting, with 1min CBCT gantry rotation and motion
models derived from 4D CT [8]. This approach is not applicable for most image-
guided interventions as no pre-operative motion model is available.

We next describe our proposed 4D CBCT reconstruction method using a
clinical C-arm system and its evaluation, using a computer controlled anthropo-
morphic respiring phantom.

2 Materials and Methods

In this work we use the Axiom Artis dFA (Siemens AG Healthcare, Erlangen,
Germany) clinical C-arm based CBCT system. We have previously shown, in
a simulation study, that a C-arm rotation of 80s using this system’s calibra-
tion parameters would yield a 4D gated reconstruction of sufficient quality [9].
Unfortunately, the system design is such that it cannot be slowed down. It is
optimized for fast rotations, with the longest possible rotation time being 25s.
This is insufficient for a gated reconstruction approach as the spatial sampling
associated with each respiratory phase is very sparse due to the limited number
of respiratory cycles sampled in 25s.

Given the acquisition properties of our system we adopted the reconstruction
approach proposed in [10] for reconstruction of gated cardiac images. In that
approach the C-arm performs multiple back and forth sweeps. In our case, the
C-arm performs five 25s sweeps. In each sweep 166 images are acquired uniformly
covering an orbit of 200o. In total, 830 images are acquired in 125s. This specific
choice of number of sweeps and number of images per sweep was based on the
maximal size of the hardware’s image buffer. It should be noted that the back and
forth motions are only approximately identical. We ignore these minor differences
during reconstruction and use the same C-arm parameters irrespective of the
direction of rotation.

After acquiring the projective images, they are retrospectively labeled with a
label in [−1, 1] using the amplitude of a respiratory signal obtained from the mo-
tion of a fiducial marker placed on the patient’s skin. The signal is estimated from
the fiducial’s location in the projection images and is thus implicitly synchro-
nized with image acquisition [11]. Unlike the standard hard binning approach
where each projection image is associated with one respiratory phase we use the
soft binning approach as described in [10]. That is, for every bin, defined by the
respiratory signal, we use all 166 C-arm poses. For each pose we select the pro-
jection image that is closest to the desired respiratory amplitude. This approach
strikes a balance between reducing reconstruction and motion artifacts. Finally,
each of the 3D images from the 4D CBCT image is obtained using the system’s
filtered backprojection reconstruction.

To evaluate our gated reconstruction approach we use a computer controlled
anthropomorphic respiring phantom. The phantom anatomy is based on the
visible human data. The thorax encloses two cavities that serve as artificial lungs



150 Z. Yaniv et al.

b

a

Fig. 1. Experimental setup (a) anthropomorphic respiring phantom and (b) computer
controlled pump. Insets show volume rendering from a CT scan of the phantom and
the foam liver placed inside the phantom’s abdomen.

and artificial organs are placed inside the abdominal cavity [12]. Respiratory
motion of the abdominal organs is induced by the motion of the diaphragm as
air is pumped into and removed from the lung cavities. Respiration rate and
volume are set using a computer controlled pump [13]. Given that our clinical
application is navigated liver RFA, we place a foam liver model with a simulated
tumor into the phantom’s abdomen. This is our object of interest. It should
be noted that the phantom only approximates respiratory motion and does not
mimic the attenuation coefficients of human tissue.

For evaluation nine data sets were acquired. These correspond to three res-
piratory rates slow, medium, and fast, 12, 15 and 20 breaths per minute, and
respiratory volumes representing shallow, normal and deep breathing. Figure 1
shows our experimental setup and a volume rendering of the phantom. In ad-
dition we acquired a CT scan (Siemens Somatom Sensation) and a CBCT scan
with the phantom at rest. These serve as a gold standard, the best possible image
quality obtained by these imaging systems.

The tumor was manually segmented in the 3D reconstructions. The segmen-
tation is used as input for our evaluation. We use two image quality measures
to evaluate reconstructions, Contrast to Noise Ratio (CNR) and the Gradient
Magnitude in an Annulus (GM-A) defined by the segmentation boundary. The
former assesses general image quality while the later reflects the influence of mo-
tion on the reconstruction. If the gating approach removes the blurring due to
motion then the CNR is expected to change slightly as it is measured across the
whole region of interest, tumor and surrounding tissue. The gradient magnitude
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Fig. 2. Axial, Sagittal, and Coronal reformatted images of the anthropomorphic phan-
tom with 3D annulus in which we compute the gradient magnitude

on the other hand is only evaluated at the border of the tumor and is expected
to be more sensitive to the removal of motion blurring. On the other hand if the
gating scheme introduces noise artifacts into the reconstruction then the CNR is
expected to be lower and the gradient magnitude is expected to be higher. As a
consequence these two quality values should be considered in conjunction, with
the ideal results reflecting both higher CNR and gradient magnitude. Finally
we also compare the estimated tumor size with and without gating to the size
estimated by the segmentation of the stationary CT data.

The CNR formula we use is defined in [14]:

CNR =
|μfg − μbg|√
(σ2

fg + σ2
bg)/2

In our case the simulated tumor inside the foam liver serves as our foreground.
The background is automatically defined by dilating the segmented tumor such
that the volume of the surrounding background is approximately equal to the
tumor volume.

Our second quality measure, GM-A, is defined by the segmentation boundary.
This quality measure allows us to evaluate the effect of our gated reconstruction
on motion artifacts, as these result in blurred object boundaries. To reduce the
dependency on accurate tumor segmentation we evaluate the gradient magnitude
in a 5mm annulus defined by the manual segmentation, as illustrated in Figure 2.

Finally, we compare the effect of our reconstruction approach on the estimated
tumor volume, with the ground truth tumor volume obtained from a CT of the
stationary phantom.

We compare the set of 3D images obtained from our 4D reconstruction ap-
proach to the standard 3D reconstruction. In our case we use the 166 projection
images acquired in the first sweep of our multi-sweep acquisition as input to the
standard 3D reconstruction approach. The input is thus similar to that acquired
using the current clinical acquisition method and a freely breathing patient,
without the need to perform a separate scan.
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Fig. 3. Sample respiratory signals estimated from the projection images. These corre-
spond, from left to right, to phantom respiration rates of 12, 15, and 20 breaths per
minute.

3 Results

When working with our computer controlled respiring phantom we first confirmed
that in all cases the respiratory signal obtained from the projection images was in-
deed consistent with the known respiratory pattern. This is illustrated in Figure 3.

We first visually evaluated our approach to generating a 4D CBCT data set by
selecting coronal and sagittal reformatted images from the same spatial location
of a 3D image created by our method and that created using the first C-arm
sweep. Figure 4 illustrates this qualitative evaluation. In all cases our method
was able to improve the visual quality of the data, primarily in the region of the
diaphragm.

(a) (b)

(c)

Fig. 4. Reformatted sagittal slices at the same spatial location (a) reconstruction from
stationary phantom (b) reconstruction from free breathing data and (c) three respira-
tory phases reconstructed from gated data. Improved image quality is clearly evident
next to the diaphragm (ellipse). The respiratory phases are visible with respect to the
line placed at the top of the diaphragm location in the first image.
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Fig. 5. Comparison of (a) contrast to noise ratio and (b) median gradient magnitude in
annulus, between reconstructions performed using the first sweep of the C-arm in our
multi-sweep approach and a gated sweep. Standard values used in plot construction,
box spans interquartile range, median marked inside box and maximal whisker length
is set to 1.5 times inter quartile range.

We then quantitatively evaluated the 3D image quality obtained by our
method and a 3D image obtained using the standard approach, ignoring the
phantom’s breathing. We start by assessing our ground truth data, a CBCT
acquisition of the stationary phantom. The CNR for our ground truth is 2.85
and the GM-A is 117.43.

Figure 5 summarizes the evaluation for both our image quality measures, CNR
and GM-A. The results show that the quality of the 3D images that comprise
the 4D image is higher than that of the 3D image reconstructed from data
that does not compensate for the respiratory motion. We also observed that for
shallow breathing our approach does not improve the results irrespective of the
respiratory rate but that for normal and deep breathing the results are improved
for all respiratory rates, as summarized in Table 1.

Finally, we compared the estimated tumor volumes to the ground truth vol-
ume obtained from a CT of the stationary phantom. In our case the ground truth
tumor volume is 10243.5mm3. The median (std) error for the free breathing
data was 262.10 (765.16)mm3 and for the gated data it was 208.60(118.66)mm3.

Table 1. Quantitative results from all nine data sets as a function of the respiratory
rate and volume for corresponding gated(free breathing) data sets (a) CNR values and
(b) median GM-A values

shallow normal deep

slow 2.23(2.55) 2.72(2.32) 2.14(2.01)
medium 2.74(2.72) 2.29(2.24) 2.13(1.78)
fast 2.10(2.44) 2.59(2.21) 1.97(1.92)

shallow normal deep

slow 134.33(119.60) 121.56(112.92) 84.14(68.47)
medium 123.27(123.83) 129.39(118.49) 120.45(106.88)
fast 127.44(123.53) 130.19(120.18) 136.15(111.96)

(a) (b)
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Fig. 6. Errors in tumor volume estimation as compared to a gold standard obtained
from a CT of the stationary phantom. Standard values used in plot construction, box
spans interquartile range, median marked inside box and maximal whisker length is
set to 1.5 times inter quartile range.

Figure 6 summarizes this evaluation. Based on these results we conclude that
our gating approach improves the volumetric estimation.

4 Discussion and Conclusion

We have presented a method for retrospective respiratory gating and 4D (3D+time)
image reconstruction using an intra-operative C-arm based CBCT system. The
proposed method was evaluated using a computer controlled anthropomorphic
respiring phantom. We have shown that the proposed approach is able to com-
pensate for the respiratory motion, producing a set of 3D images of improved
quality over that available when performing reconstruction that ignores respira-
tory motion. This study has also shown that 4D CBCT can be readily acquired
using currently deployed clinical systems without the need for any hardware
modifications.

The use of such a 4D data set will enable data acquisition without requir-
ing the patient to hold their breath during the process. In addition during the
intervention breath-holds at arbitrary respiratory phases are accommodated, po-
tentially improving targeting accuracy.

To date, the majority of phantom studies evaluating the effect of respiratory
motion have utilized linear stages onto which objects with sharp edges were
mounted (e.g. cubes, spheres). In this study we used an anthropomorphic respir-
ing phantom that mimics abdominal respiratory motion. Abdominal motion is
affected by the phantom’s diaphragm, moving an anatomically correct model of
the liver containing a tumor. This results in more realistic motion patterns.
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While the end result is closer to human respiratory motion, our study was only
conducted using uniform respiratory rates and amplitudes. As this study was an
initial evaluation of our proposed reconstruction approach, we did not evaluate
the effects of varying respiration rates and volumes during image acquisition.
This further evaluation is planned for the near future. It should be noted that
our phantom does not exhibit hysteresis and thus cannot fully mimic respiratory
motion.

While in most cases our approach improved image quality, for shallow breath-
ing it did reduce it, both for slow and fast respiratory rates. This is most likely
due to the minimal motion, approximately 1mm, exhibited by our object of in-
terest. It should be noted that in humans the motion magnitude is much larger,
closer to that obtained by our normal, approximately 5mm, and deep breathing,
approximately 10mm, motions.

Even with the improved image quality obtained by our method, it is still
slightly lower than the image quality obtained when the phantom was station-
ary. Finally, when compared to diagnostic CT the quality of the images of the
stationary phantom was considerably higher in CT with a CNR of 5.08 versus
a CNR of 2.85 in the CBCT image. Thus, while the capability of C-arm based
CBCT systems to differentiate between different materials has greatly improved
it is still not at the level of diagnostic CT.

In thoracic-abdominal interventions, a pre-operative CT is most often avail-
able. We are currently investigating the use of this CT in conjunction with the
intra-operative 4D CBCT. By registering the CT to each of the 3D images com-
prising the 4D CBCT image we will be able to provide 4D guidance with the
high image quality of diagnostic CT.

Acknowledgement. This work was funded by NIH/NIBIB grant R01EB007195.
The authors would like to thank Emmanuel Wilson for his help with the
experiments.
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Abstract. In the field of computer assisted orthopedic surgery (CAOS)
the anterior pelvic plane (APP) is a common concept to determine the
pelvic orientation by digitizing distinct pelvic landmarks. As percuta-
neous palpation is - especially for obese patients - known to be error-
prone, B-mode ultrasound (US) imaging could provide an alternative
means. Several concepts of using ultrasound imaging to determine the
APP landmarks have been introduced. In this paper we present a novel
technique, which uses local patch statistical shape models (SSMs) and
a hierarchical speed of sound compensation strategy for an accurate de-
termination of the APP. These patches are independently matched and
instantiated with respect to associated point clouds derived from the ac-
quired ultrasound images. Potential inaccuracies due to the assumption
of a constant speed of sound are compensated by an extended recon-
struction scheme. We validated our method with in-vitro studies using
a plastic bone covered with a soft-tissue simulation phantom and with a
preliminary cadaver trial.

1 Introduction

Accurate acetabular cup placement in total hip arthroplasty (THA) procedures
is very important for the clinical outcome [1, 2]. Misaligned cup prostheses could
lead to a reduced range of motion, impingement or dislocation [3–5]. Computer
assistance therefore potentially provides a means to support this critical step [6].
In navigated THAs, the APP is typically used as a reference plane to measure
the correct cup orientation [7]. This plane is constructed using two landmarks
from the bilateral anterior superior iliac spines (ASISs) and a landmark from the
pubis symphysis region. These landmarks are usually digitized intra-operatively
using a tracked pointer. In order to reduce the invasiveness, these landmarks are
acquired percutaneously. This may result - especially for obese patients - in a
certain inaccuracy, subsequently increasing the probability of cup misalignment
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[8, 9]. A minor failure in detecting these landmarks can lead to an increased
error in placing the cup implant [10].

In contrast, ultrasound imaging provides a non-invasive way to visualize sub-
cutaneous bony structures. The use of calibrated B-mode ultrasound has been
proposed by several groups for detecting landmarks [8, 11, 12] or for recon-
structing patient-specific 3D models of the pelvis using SSMs [13–15]. The main
challenge of achieving an accurate 3D reconstruction is imposed by a proper
alignment of the sparse US-derived point data with the mean pelvis model. Only
a close alignment to the target points can guarantee the success of the instanti-
ation. While in [13, 15] the pelvis model was manually aligned, Foroughi et al.
[14] used rigid registration. Another source of error occurs due to the deviation
of speed of sound in the human body from the one assumed in the calibration
procedure. According to Barratt et al. [16], the correct depth estimation could
be biased by up to 5% due to variations in speed of sound. However, none of the
existing approaches accounts for this depth localization problem.

In this paper, we propose a new method for reconstruction of the pelvic orien-
tation based on point clouds segmented from tracked ultrasound images. Instead
of directly matching a SSM of the complete pelvis, we constructed local patch-
SSMs, which are independently matched to corresponding US-derived points.
Moreover, we developed a hierarchical optimization scheme, which compensates
for the speed of sound difference. We evaluated our approach with in-vitro stud-
ies using a soft-tissue simulation phantom attached to a plastic bone and with
a preliminary cadaver trial.

2 Materials and Methods

2.1 Patch-SSM Construction

Computed tomography datasets of 20 different patients (average age: 61.9 years,
mixed gender) were semi-automatically segmented using the software tool Amira
(Visage Imaging, Richmond, Australia). The extracted pelvis surface models
were then rigidly aligned in a common coordinate system based on their oriented
bounding box. In order to establish dense correspondences between these train-
ing models, a non-rigid registration scheme was applied. One instance, whose
size was closest to the average training model size, was selected as the reference.
The other (floating) surface instances were then rigidly registered in an affine
sense to the reference instance. For the subsequent non-rigid registration step, all
surface instances were converted to bit-volumes. The floating instance volumes
were then deformed with respect to the reference volume using diffeomorphic
demons algorithm [17]. This method computes the displacement field between
a reference and a floating image to optimally align both images. Therefore, the
displacement fields between the reference volume and each floating instance vol-
ume are computed, describing the non-rigid relation between the datasets. The
overall correspondences between the available training instances could then be
determined by deforming the reference instance based on the computed displace-
ment fields.
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Fig. 1. Pelvic mean model with selected region patches

The patches were generated from the average pelvis model, computed from
the aligned surface instances. The selection of the patches was performed by tak-
ing the prospective application into consideration. In this case we were mainly
interested to reconstruct the APP. Therefore, following three regions were inter-
actively defined, as shown in Fig. 1:

o Iliac spine, left: Anterior superior iliac spine (ASIS) + Anterior inferior iliac
spine (AIIS)

o Pubis symphysis
o Iliac spine, right: Anterior superior iliac spine + Anterior inferior iliac spine

As the correspondences between all the training instances have been established
in the previous step, the patches could directly be extracted from each training
model for each region. The inherent translational information due to different
pelvis scales was eliminated by rigidly registering each single patch instance to
the mean patch of the corresponding region. The variational shape information
could then be analyzed using principal component analysis (PCA), resulting in
modes of variation described by the eigenvalues and eigenvectors. The variations
of the first eigenmode are depicted in Fig. 2.

2.2 Ultrasound Image Calibration and Segmentation

Ultrasound image datasets were acquired using the EchoBlaster US scanner
(Telemed, Lithuania). In order to derive the spatial relationship of the acquired
images, the pelvis and the ultrasound probe were equipped with reference bases,
tracked by an infrared camera (NDI Polaris camera, Waterloo, Ontario, Canada).
For this purpose, the ultrasound probe was calibrated using a special calibration
phantom to a nominal speed of sound of 1540 m/s, resulting in the homogeneous
calibration matrix Tcalib = im

UST ·Tscale. The matrix im
UST represents the constant

transformation between the 3D global image coordinate-system (COS) and the
COS of the reference base attached to the US probe (US-COS). Tscale is the scal-
ing matrix, whereas sx and sy represent the scaling parameters (mm/pixel) in x-
and y-direction, respectively (Eq. 1). These values are only valid for the type of
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Fig. 2. First eigenmode variations of the left ASIS patch-SSM and the pubis symphysis
patch-SSM

material, which is used for calibration. In order to account for different tissue pa-
rameters during intra-operative image acquisition, these parameters would need
to be adjusted. As the scaling parameter sy is directly related to the correct
localization of structures in scanning direction, this factor needs to be optimized
in order to compensate for the difference in speed of sound between the cali-
bration and intra-operative use. The translation between the local image COS
and the global 3D image coordinate system is described by stx. The respective
coordinate-systems are illustrated in Fig. 3.

Tscale =

⎡
⎢⎢⎣

sx 0 0 stx

0 sy 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦ (1)

The whole acquisition process was controlled by PiGalileo software application
(Smith & Nephew Orthopaedics AG, Aarau, Switzerland). This application pro-
vides an online segmentation algorithm, automatically detecting the contour of
bony structures. The segmentation of the US images is thereby restricted to a
region of interest (ROI). This ROI and specific US imaging parameters (e.g.
power, frequency, focus) have been assigned beforehand to a number of pelvic
regions. During image acquisition, the surgeon has to select one of these prede-
fined pelvic regions, whereof he is going to record the US images from. For each
image column within the ROI, the algorithm collects the pixels with highest
intensity. Within this collection, only pixels are extracted, which fit to a distinct
segmentation pattern. For each pelvic region, a specific segmentation pattern
was defined a priori. These patterns are based on empirical knowledge in terms
of the potential appearance of the particular pelvic region on the US images. In
order to assign the segmented point clouds to the corresponding regions, the sur-
geon is guided during acquisition to record ultrasound images from the following
five anatomic regions:
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Fig. 3. Definition of local 2D and global 3D ultrasound image coordinate system

o Anterior superior iliac spine, left patient side
o Anterior inferior iliac spine, left patient side
o Pubis symphysis
o Anterior superior iliac spine, right patient side
o Anterior inferior iliac spine, right patient side

After finishing the image acquisition, a post-processing step is performed to
detect possible outliers. For each of the five extracted point clouds, hierarchical,
single-linkage clustering based on euclidean distance metric is applied to remove
outliers [18].

2.3 Reconstruction

The used reconstruction scheme is composed of three main steps, as illustrated
in Fig. 4. Initially, the transformation between the intra-operative US and the
SSM coordinate-system needs to be established. This step is realized by align-
ing the patch-SSMs with the US-derived point clouds. These patch-SSMs are
then independently matched to the corresponding point cloud in the local re-
construction stage. In the last step, the complete pelvis-SSM is registered to
the US points, revealing the final reconstructed APP. The local and global re-
construction methods are part of the hierarchical speed of sound optimization
scheme.

Initial Alignment. At first, the mean patches are placed at the center of
gravity of the corresponding point cloud. While the pubis symphysis patch is
aligned based on the first two principal axes of the corresponding point cloud
(Fig. 4, step 1.1), the iliac spine patches are aligned in two steps (Fig. 4, step
1.2). The ASIS and AIIS point clouds are derived from anatomical structures
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Input: US points imp assigned to 5 different pelvic regions; 3 patch-
SSMs; pelvis-SSM
Output: APP derived from pelvis-SSM, registered to optimized US
points

1. Initial Alignment of Patch-SSMs
1.1 Alignment of pubis symphysis patch

1.1.1. Align pubis symphysis patch based on the 1st and the 2nd principal
axes

1.2 Alignment of iliac spine patches
1.2.1. Align iliac spine patches to ASIS points based on the 1st principal

axis
1.2.2. Optimize rotation of the aligned iliac spine patches based on ASIS

and AIIS points
1.3 Rigidly register the bilateral iliac spine patches to ASIS points and the

pubis symphysis patch to the assigned point cloud
2. Local Patch-SSM Based Reconstruction

2.1 Optimize scaling factor of iliac spine patches based on AIIS points using
method proposed by Barratt et al. [16]

2.2 Update all US points based on optimized scaling factor (Eq. 2)
2.3 Rigidly register the bilateral iliac spine patches to ASIS and AIIS points

and the pubis symphysis patch to the assigned point cloud
2.4 Instantiate patch-SSMs as described by Rajamani et al. [19]
2.5 Establish dense correspondences by regularized deformation between in-

stantiated patches and US points as presented by Zheng et al. [20]
3. Global Pelvis-SSM Based Reconstruction

3.1 Align mean pelvis model with US points based on the correspondences,
established in 2.5

3.2 Register mean pelvis to US points using 3-stage registration method [20]
3.3 Optimize scale based on all US points [16]
3.4 Perform again non-rigid registration between mean pelvis and US points

using the 3-stage registration [20]

Fig. 4. Algorithm description, consisting of three main steps

that are located at different depths within the human body. At the same time the
ultrasound probe is calibrated for a constant speed of sound, which deviates from
the actual speed of sound present in human soft-tissues. Therefore, the deeper
the bony structure is located within the body (thus covered by a larger amount
of soft-tissue), the increased is the error of localizing the bone surface. Due to
this fact, we classified the ASIS region as most trustable and hence use only the
ASIS points to align the iliac spine patch. In the first step, the first principal axis
of each iliac spine patch is computed from the vertices assigned a priori to the
ASIS region and aligned with the first principal axis of the corresponding ASIS
point cloud. In the second step, the rotation around this newly determined axis
is derived. This is done by computing a least squares fit, which minimizes the
distance of the iliac spine patch to all US points (ASIS + AIIS). Fig. 5 shows
the result after the automatic alignment. In case the automatic approach does
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not result in a proper alignment, it can be manually corrected. A manipulator
handle is added to each patch, to interactively adapt its translation, rotation and
scale. After the alignment is completed, the patches are rigidly registered to the
associated cloud of points (Fig. 4, step 1.3). As the AIIS points are considered
less trustable, these points are not involved for the registration of the iliac spine
patches.

Local Reconstruction. In order to further integrate also the less trustable
point clouds, the difference in speed of sound has to be compensated, which is
related to the optimization of the scaling factor sy (Fig. 4, step 2.1). This was
done based on the approach proposed by Barratt et al. [16]. They introduced
a self-calibration scheme for registration of US-derived points to surface data
extracted from computed tomography (CT) images. As the US- and CT-images
were acquired from the same patient, they only had to solve the speed of sound
compensation problem. We employed this idea for the registration of point clouds
to the corresponding mean patches. Unlike the situation in the work done by
Barratt et al., we had to solve the shape instantiation and speed of sound com-
pensation simultaneously. In order to optimize the scaling factor sy for speed of
sound compensation, a least squares fit is computed, minimizing the Euclidean
distance between corresponding 3D points of the target patch (patP ) and 2D
US-derived points (imp).

patP = US
patT · im

UST · Tscale · imp (2)

The matrices im
UST and Tscale were determined during the calibration process, as

described in section 2.2. The transformation US
patT describes the relation of the

US-COS to the coordinate-system of the reference base attached to the patient.
Eq. 2 is solved for sy by finding corresponding point pairs patPi and impi. At
the beginning, the scaling factor is optimized taking only the AIIS points into
account (Fig. 4, step 2.1). The optimized scaling parameter is then again plugged
in Eq. 2, to update all US-derived points (Fig. 4, step 2.2). In the next step, the
mean patches are rigidly registered to the updated point clouds. As the scaling-
factor is now corrected for the AIIS-points, these points are also used to register
the iliac spine patches (Fig. 4, step 2.3). To establish dense correspondences,
the patch-SSMs are instantiated by computing the optimal shape parameters as
described by Rajamani et al. [19] (Fig. 4, step 2.4). After the instantiation step,
regularized deformation, as presented in [20], completes the non-rigid registration
(Fig. 4, step 2.5). The final reconstructed patches are illustrated in Fig. 5.

Global Reconstruction. Within the global reconstruction scheme, the scaling
parameter is further optimized using the complete pelvis model. This pelvis-SSM
was constructed from the database of training surface models. As the correspon-
dences between the training models were already established, the shape variation
could directly be computed using PCA.

As dense correspondences between the intra-operative US- and the SSM-COS
were already established in the local reconstruction scheme based on the patch-
SSMs, the mean pelvis model could directly be aligned (Fig. 4, step 3.1). In
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Fig. 5. Initial alignment of patches based on data obtained from phantom (left); in-
stantiated patches after local reconstruction (right)

the next step, the pelvis-model is registered in an affine sense, instantiated and
deformed involving all US-derived points (Fig. 4, step 3.2). Subsequently, another
speed of sound optimization step is computed based on all five point clouds (Fig.
4, step 3.3). This step is required, as the pubis symphysis region is normally
located at a greater depth within the human body. Another cycle of rigid and
non-rigid registration is repeated to finally reconstruct the APP-landmarks (Fig.
4, step 3.4).

3 Experiments and Results

In order to evaluate the accuracy of our method, we conducted two experiments.
In the first study, in-vitro tests using a pelvic plastic bone with a custom-made
soft-tissue simulation phantom were performed. In the second study, ultrasound
data acquired from one cadaveric specimen were used to validate our method.
In both cases ultrasound images were acquired from the bilateral ASISs and
AIISs and from the pubis symphysis. In order to simulate the acquisition in
the operation theater, a sterile cover bag was pulled over the ultrasound probe.
We then applied our method based on the acquired ultrasound datasets for re-
constructing the APP. The respective landmarks were defined beforehand based
on the mean pelvic model. The reconstructed APP landmarks positions were
determined by transferring this information to the reconstructed pelvis model.
The ground truth APP was established via direct pointer digitization. For the
in-vitro study, the soft-tissue simulation phantom was detached from the pelvis
model for landmark digitization. For the cadaver trial, three small regions of
the pelvis were dissected to digitize the APP. The reconstruction error was then
measured by comparing the reconstructed APP with the ground truth APP,
expressing the error in terms of degrees for anteversion and inclination angle.

In the first study, three ultrasound datasets of the phantom were acquired and
analyzed. In this study the plastic pelvis model was arranged in supine position.
After fixing the reference base to the iliac crest, the soft tissue simulation phan-
tom was attached to the model. This phantom, made from silicone, is specially
designed to match to the plastic model. The experimental setup is shown in Fig.
6. For each dataset about 125 ultrasound images were acquired, resulting in ap-
proximately 2800 segmented points. While the reconstruction of the first dataset
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Fig. 6. Experimental setup of phantom study: Plastic pelvis with soft-tissue simulation
phantom and reference base attached; ultrasound probe with sterile cover bag pulled
over and reference base attached

was done fully automatic, an interactive step was required for the second and
third dataset. As not all outliers were eliminated, remaining outliers were subse-
quently removed manually. Based on a manual inspection we omitted ultrasound
images and associated point clouds, in order to avoid a bias on our results due to
outliers. However, once all outliers were removed, the patches could be automat-
ically aligned. Comparing the reconstructed APP with the ground truth APP
resulted in an anteversion mean error of 0.99˚ and an inclination mean error
of 0.95˚. In the second study, 304 ultrasound images were acquired from the
cadaveric specimen in supine position, providing 4884 US-derived points. Out-
lier points were automatically removed, whereas another interactive removal was
required (see Fig. 7a). For the iliac spine patches, the automatic alignment had
to be corrected manually. The final reconstructed pelvis model is visualized in
Fig. 7b. In order to estimate the effect of the subjectiveness due to the user inter-
action, we evaluated the cadaver dataset three times. The results of the phantom
and cadaver experiments are summarized in Table 1. The anteversion angle could
be determined on average with an error of 0.89˚, the inclination angle with an
error of 1.13˚. Also the effect of the user interaction was considerably low, which
is represented by the standard deviation. In order to analyze the validity of the
speed of sound optimization scheme, the updated 3D US-derived points were
directly compared with some validation points, digitized on the pelvis surface of
the cadaveric specimen. The successful speed of sound compensation is depicted
in Fig. 7c.

Another approach to determine the pelvic coordinate system has been pre-
sented by Foroughi et al. [14]. This approach is also based on US images, ac-
quired from only a few specific regions of the pelvis. The extracted US points
were then rigidly registered to the mean model of a pelvis atlas, without taking
a speed of sound difference into account. Several experiments were conducted,
whereas the error was separated into translational and rotational components.
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Fig. 7. (a) Point clouds derived from ultrasound images acquired from cadaveric speci-
men; (b) final reconstructed pelvis model; (c) validation points digitized on bone surface
(blue) and US-derived points after speed of sound compensation

Table 1. Mean error of reconstructed angles (cadaver dataset was evaluated three
times)

phantom data 1 phantom data 2 phantom data 3 cadaver data

anteversion [˚] 1.13 0.56 1.24 0.62±0.56
inclination [˚] 0.93 0.38 1.55 1.67±0.03

The results of experiments with a dry bone and two cadaveric specimens were in
the same range, as we have obtained with our method. However, the rotational
error of the APP is expressed in different angles, which does not allow for a
direct comparison.

4 Conclusion

B-mode ultrasound imaging has a great potential to replace currently used percu-
taneous pointer digitization for determining the APP. Several approaches have
already been published, proposing the use of SSMs to reconstruct the pelvic
shape and/or orientation. However, none of these methods presented a solution
to compensate the difference in speed of sound between the calibration and the
intra-operative use. We have developed a new method, which uses patch-SSMs
to incrementally compensate for the speed of sound difference. After the initial
alignment, these patches were independently fitted to the US-derived points
based on a local reconstruction scheme. A complete pelvis model was then
aligned based on the established correspondences, completing the hierarchical
reconstruction strategy. Two experiments on phantom and cadaver data were
conducted, showing promising results.
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Abstract. Robotic cardiac catheters have the potential to revolutionize heart 
surgery by extending minimally invasive techniques to complex surgical repairs 
inside the heart.  However, catheter technologies are currently unable to track 
fast tissue motion, which is required to perform delicate procedures inside a 
beating heart.  This paper presents an actuated catheter tool that compensates 
for the motion of heart structures like the mitral valve apparatus by servoing a 
catheter guidewire inside a flexible sheath.  We examine design and operation 
parameters and establish that friction and backlash limit the tracking 
performance of the catheter system.  Based on the results of these experiments, 
we implement compensation methods to improve trajectory tracking. The 
catheter system is then integrated with an ultrasound-based visual servoing 
system to enable fast tissue tracking. In vivo tests show RMS tracking errors of 
0.77 mm for following the porcine mitral valve annulus trajectory. The results 
demonstrate that an ultrasound-guided robotic catheter system can accurately 
track the fast motion of the mitral valve. 

Keywords: Catheter, motion compensation, heart, ultrasound, visual servoing. 

1   Introduction 

Innovations in catheter technology have greatly expanded the range of procedures that 
interventional cardiologists can perform inside the heart using minimally invasive 
techniques. Procedures that are now performed using catheters include measuring 
cardiac physiological function, dilating vessels and valves, and implanting prosthetics 
and devices [1]. Nonetheless, catheters do not yet allow clinicians to interact with 
heart tissue with the same level of skill as in open heart surgery. A primary reason for 
this deficiency is that current catheters do not have the dexterity, speed, and force 
capabilities to perform complex or delicate tissue interactions. 

Cardiac catheters are long and thin flexible tubes that are inserted into the vascular 
system and passed into the heart. Current robotic cardiac catheters, such as the 
commercially available Artisan Control Catheter (Hansen Medical, Mountain View 
CA, USA), permit a human operator to control the positioning of a catheter in the 
lateral direction and advance it through the vasculature [2]-[4]. However, these systems 
do not provide sufficient speeds to compensate for the motion of the heart. Fast motion 
compensation is required for many beating heart procedures to enable dexterous 
interaction and prevent the catheter from colliding with internal cardiac structures [5].   
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Fig. 1. Actuated catheter system prototype 

Researchers have developed robotic approaches to compensating for the motion of 
the beating heart [6]-[8], but these techniques are directed at coronary artery bypass 
procedures that repair arteries on the external heart surface. In previous work, we 
developed robotic devices that compensate for the motion of internal heart structures 
with a handheld robotic instrument inserted through incisions in the heart wall [5], 
[9]-[11]. This work shows that single degree of freedom (DOF) servoing is sufficient 
to accurately track the motion of certain cardiac structures, including the human 
mitral valve annulus [9],[11]. This approach alleviates the risks associated with 
stopped heart techniques [12], but the necessity of creating incisions in the heart wall 
means that this approach is not minimally invasive. 

This paper explores the viability of applying our successful robotic cardiac motion 
compensation techniques to catheters in order to minimize invasiveness. In the 
envisioned clinical system, an actuator at the base of the catheter system will drive a 
catheter guidewire inside a flexible sheath (Fig. 1). The sheath is manually advanced 
through the vasculature into the heart. A standard 3D ultrasound (3DUS) probe 
images the catheter tip and the tissue target, and real-time image processing 
algorithms track the catheter-tissue relationship. The guidewire tip is then translated 
in and out of the sheath to compensate for the cardiac motion and to perform repairs. 

The paper begins with a description of the prototype actuated catheter system. 
Operation of this system reveals a number of challenges that result from quickly 
translating a guidewire inside a plastic sheath, particularly friction and backlash. This 
results in position hysteresis and significant tip trajectory errors. We characterize the 
relationship between catheter design parameters and performance. The insights from 
these experiments are then used to improve the catheter system tracking through 
mechanical design and compensation control. Finally, the catheter system is 
integrated with the ultrasound-based visual servoing system and evaluated with in 
vivo animal experiments.  The results of these experiments demonstrate the feasibility 
of using catheters for beating-heart intracardiac repair.   

2   System Design  

The design parameters for the actuated catheter system were selected from the human 
mitral valve physiology values determined for our earlier handheld motion 
compensation instrument [5], [11]. The system’s principal functional requirements are 



170 S.B. Kesner et al. 

that it has a single actuated linear degree of freedom with at least 20 mm of travel that 
can provide a maximum velocity and acceleration of at least 210 mm/s and 
3800 mm/s2, respectively.  

The experimental system used in this study (Fig. 1) is composed of a linear voice 
coil actuator with 50.8 mm of travel and a peak force of 26.7 N (NCC20-18-02-1X, 
H2W Technologies Inc, Valencia CA, USA), a linear ball bearing slide, and a linear 
potentiometer position sensor. The catheter sheaths are 85 cm long sections of PTFE 
(Teflon) tubing, and the guidewires are stainless steel close-wound springs. The 
geometry of the various combinations of sheaths and guidewires is detailed below. 
The catheter sheath and guidewire can be flexed as required by the vascular geometry 
(bent, twisted, etc.) while the guidewire is servoed by the base module.  

A PID control system running at 1 kHz is used to control the position of the 
linear actuator at the base of the catheter. Commands to the linear actuator are 
amplified by a bipolar voltage-to-current power supply (BOP 36-12M, Kepco Inc., 
Flushing NY). The reaction forces between the guidewire and actuation mechanism 
generated by friction and forces applied to the tip of the guidewire are measured 
with a miniature force sensor (LCFD-1KG, Omega Engineering, Stamford CT, 
range: 10 N, accuracy: ±0.015 N). In the characterization tests that follow, the 
catheter tip position is measured with an ultra-low friction rotary potentiometer 
(CP-2UTX, Midori America Corp, Fullerton CA) connected to the catheter tip with 
a lightweight lever arm that converts the linear motion into rotation. For the 
subsequent in vivo studies, tip position is measured with an electromagnetic tracker 
and ultrasound imaging.  

3   Performance Limitations 

Operation of this prototype system reveals two principal performance limitations: the 
friction forces experienced by the guidewire, and the backlash behavior due to the 
guidewire-sheath interaction. These two issues degrade the trajectory tracking 
accuracy and response time of the actuated catheter end effector. Fig. 2 illustrates an 
example of the catheter tip failing to accurately track a desired trajectory. A large 
number of factors are involved in determining the friction and backlash properties of 
the catheter system. To understand how to best design and control this system, the 
experimental variables examined in this study include the gap size between the sheath 
and guidewire and the bending configuration of the catheter system, characterized by 
the bend radii and bend angles of the catheter sheath (Fig. 4).The catheter material 
properties and the external forces were held constant.  

3.1   Friction  

Experimental Methods. The first set of experiments examined the friction of the 
catheter system as a function of four different sheath-guidewire gap sizes (Table 1), 
three bending angles (90°, 180°, and 360°), and two bend radii (25 and 50 mm). The 
friction was calculated by commanding a series of constant velocities from the 
actuator in both the positive and negative directions. Force sensor readings during the 
constant velocity portion of the trajectory were averaged.  
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Fig. 2. A sinusoidal desired trajectory and the measured catheter tip trajectory with and without 
compensation 

Friction Results. Fig. 4 presents a typical friction-velocity curve for this system. The 
observed behavior can be approximately described as constant dynamic Coulomb 
friction plus a component that varies linearly with velocity. For this case, the 
Coulomb term can be approximated as 1.0 N of friction and the velocity dependent 
term as 0.006 N/(mm/s).  

The results of the friction experiments, summarized in Fig. 5, illustrate a number of 
trends. The data was analyzed with a three-way analysis of variance (ANOVA).  The 
most significant trend is that the gap size has the strongest influence on guidewire 
friction (p < 0.0001). The gap size, i.e. the interior space between the guidewire and 
the inner wall of the sheath (Fig. 3), directly affects the normal forces applied to the 
guidewire by the sheath. The normal force is created by any sections of the sheath that 
might be pinched or kinked, locations where the catheter bending forces the guidewire 

 
Table 1. Experimental catheter Dimensions 

N C NS ONS

Symbol Sheath Inner 
Diameter  

 

Guidewire 
Diameter  

Gap Size 
(G) 

 1.6 mm 0.8 mm 0.8 mm 
* 1.6 mm 1.5 mm 0.1 mm 

○ 2.4 mm 1.5 mm 0.9 mm 
□ 2.4 mm 2.2 mm 0.2 mm 

 

 

gwD  
shD  G 

 

 

Fig. 3. Sheath and guidewire 

 

to conform along the inner wall of the sheath, and discontinuities in either the 
guidewire or the sheath that cause the two components to come into contact. The 
small gap size amplifies these issues because smaller deformations in the catheter 
system cause the sheath and guidewire to interact. Therefore, increasing the gap size 
should decrease the friction forces experienced by the guidewire. 
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Fig. 4. Left: Friction force versus velocity for the catheter system. The points are experimental 
values and the line is a Coulombic model approximation of the data. Right: The bending 
configuration is specified by the bend angle (θ) and bend radius (rbend). 

The results also show that bend angle has an effect on the friction forces 
(p = 0.004). One reason for this trend is that bending causes the sheaths’ cross 
sections to deform slightly. This deformation can pinch the guidewire, thus increasing 
the applied normal forces. Also, the bending of the sheath forces the inner guidewire 
to bend. The reaction forces generated by the conforming guidewire increase the 
normal force and therefore the friction on the guidewire.  

The bending radius does not appear to have a significant impact on the friction 
measurements (p = 0.64), however only two radii (25 mm and 50 mm) were 
examined. These radii were selected because they are approximately the bend radii 
required to maneuver into the heart.  

3.2   Backlash 

Experimental Methods. The backlash properties of the sheath-guidewire system 
were investigated with the same experimental variables (gap size, bend angle, bend 
radius) as the friction experiments present above. The backlash was examined by 
commanding the base of the catheter system to follow a 1 Hz sinusoidal trajectory 
with an amplitude of 5 mm. This trajectory is a highly simplified version of a mitral 
valve annulus motion of a heart beating at 60 beats per minute (BPM).  

The amount of backlash was quantified for each experiment as the width of the 
backlash hysteresis curve, determined by plotting the commanded trajectory versus 
the tip position trajectory. The width of the hysteresis is the amount of displacement 
commanded at the catheter base that does not result in movement at the tip. This 
backlash width is clearly seen when the commanded trajectory changes directions.   

Backlash Results. The backlash data (Fig. 5) was analyzed with a three-way 
ANOVA. Bend angle has the clearest effect on backlash (p < 0.0001).  The backlash 
width was proportional to the bend angle. The other parameter that was found to 
affect the backlash was the gap size (p < 0.0001). While the gap size value did not 
proportionally relate to backlash, the data does suggest that the larger the gap size, the 
larger the possible amount of backlash. Bend radius was not found to have a 
systematic effect on the backlash width (p = 0.53). 
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Fig. 5. Summary of the friction results (left) and backlash results (right) versus tested 
parameters. See Table 1 for symbols. 

3.3   Compensation Techniques 

The above results identify the major factors that affect catheter system trajectory 
tracking performance. This understanding can be used to improve performance 
through both mechanical design and control system modifications. Friction in the 
catheter system can be reduced through material selection, material coatings, and 
lubrication. Backlash can be decreased by reducing the gap between the guidewire 
and the sheath. However, reducing the gap will also increase the friction experienced 
by the guidewire. 

Control compensation techniques can also reduce friction and backlash effects. For 
example, feedforward Coulomb friction compensation can be used to reduce the 
friction forces at the base module [18]. An enhanced control system can also reduce 
the backlash behavior by modifying the trajectory commanded at the base of the 
catheter. An example of a standard backlash deadzone compensating method is to 
solve for the inverse of the backlash [16]. This inverse compensation method is found 
by adding the system’s trajectory tracking error to the original desired trajectory. The 
addition of the backlash position error term compensates for the deadzone behavior in 
the system and produces the originally desired trajectory at the output. This method, 
however, assumes the system can traverse the deadzone instantaneously and that the 
backlash width is constant and velocity-independent [16].  Fig. 2 presents an example 
of how inverse compensation can improve the catheter tip trajectory tracking.  The 
use of inverse compensation improves the system tracking performance by reducing 
the mean absolute error (MAE) by 80%. 

The results of the friction and backlash experiments, as well as further tests on 
more complex trajectories, show that backlash imposes more severe performance 
limitations than friction. In particular, each tip direction reversal requires that the base 
actuator traverses the entire deadzone in as short a time as possible (e.g. 9.8-9.9 sec in 
Fig. 2). Actuator force limitations mean this traverse takes long enough for significant 
errors to develop. Friction compensation, in contrast, can be accomplished to first 
order by feeding forward the estimated friction. While this changes sign at each 
direction reversal, the actuator bandwidth for rapid force changes is adequate to avoid 
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Fig. 6. Ultrasound image-based catheter servoing system 

substantial errors. This design tradeoff leads us to select a small gap size for 
subsequent experiments to prevent significant backlash. A full investigation of 
compensation techniques will be explored in future research.  

4   Image-Based Catheter Control 

To investigate the feasibility of image-based catheter control, we integrated the 
catheter system described above with the ultrasound visual servoing system we 
developed in previous work [5], [9]-[11] and evaluated it in vivo. Controlling a 
catheter to follow the motion of internal cardiac structures requires real-time sensing 
of both the catheter tip and tissue target positions. 3D ultrasound must be used for 
guidance because it is currently the only real-time volumetric imaging technique that 
can image tissue through blood. In our original image guidance system, the tip of a 
hand-held instrument with a rigid shaft was introduced through a small incision in the 
heart wall. The instrument successfully tracked the tissue and in vivo experiments 
demonstrated its ability to lower interaction forces and place anchors in the mitral 
valve annulus. The ability to perform such tasks with a catheter would enable beating-
heart intracardiac repairs to become minimally invasive.  

In the ultrasound servoing system, 3D image volumes are streamed via ethernet to 
an image processing computer (Fig. 6). A GPU-based Radon transform algorithm 
finds the instrument axis in real-time [10]. The target tissue is then located by 
projecting the axis forward through the image volume until tissue is encountered; this 
allows the clinician to designate the target to be tracked by simply pointing at it with 
the catheter. To compensate for the 50-100 ms delay in image acquisition and 
processing, an extended Kalman filter estimates the current tissue location based on a 
Fourier decomposition of the cardiac cycle. Previous in vivo experiments showed that 
the rigid instrument system was capable of accurate tracking within the heart with an 
RMS error of 1.0 mm. See [9]-[11] for a detailed description of the system.  
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Fig. 7. Left: Ultrasound image showing catheter, mitral valve annulus, and mitral valve leaflets.  
Right: The catheter tool inserted into the left atrium. 

4.1   In Vivo Evaluation 

The image guidance system was evaluated in vivo on a 75 Kg porcine animal model.  
For this initial study, the actuated catheter was inserted into a beating heart via the top 
of the left atrium rather than the vasculature to give the surgeon easy access to the 
mitral valve.  The 3D ultrasound machine probe was placed epicardially 
(SONOS 7500, Philips Healthcare, Andover, MA, USA).  After the device was 
introduced into the beating heart, the surgeon used the ultrasound image to aim the 
catheter at the mitral valve annulus.  The imaging system was then initialized and 
tracked the valve motion.  See Fig. 7 for a 3DUS image of the catheter in vivo and an 
image of the catheter device being inserted into the porcine left atrium.   

The catheter system used in this experiment was as described above, with a sheath 
with 1.6 mm inner diameter and a guidewire with a 1.5 mm outer diameter.  An 
electromagnetic tracker (trakSTAR 1.5 mm sensor, Ascension Technology Corp., 
Burlington, VT, USA, measured RMS error of 0.3 mm) was affixed to the guidewire 
tip to assess control accuracy. 

During the experimental trials, the catheter was fixed external to the heart in a 
shape with two 90° bends that roughly corresponds to the path from the femoral vein 
into the left atrium. The catheter was then positioned inside the left atrium so that the 
tip was 1-2 cm from mitral annulus. The catheter controller performs a simple 
calibration routine that estimates the magnitude of the friction force in the system. 
Next, the image processing routines locate the catheter using the Radon transform 
algorithm, and then project forward to find the target. The catheter is then servoed to 
maintain a constant distance between the catheter tip and the target.  

4.2   Tracking Results 

The catheter system was successful in tracking the mitral annulus tissue target. Fig. 7 
shows a cross section through a typical ultrasound image volume, showing the 
catheter, mitral valve annulus, and edge of the valve leaflet.   Friction compensation 
was used in this experiment, however deadzone compensation was not required 
because the mechanical design of the catheter system, including the selection of a 
guidewire and sheath with a small gap size, minimized the deadzone.   

The catheter system was tested a number of times during this experiment.  Fig. 8 
shows a typical plot of the catheter tip trajectory and the position of the mitral valve 
 



176 S.B. Kesner et al. 

 

Fig. 5. Left: Trajectory of the catheter tip and the mitral valve annulus found by manual 
segmentation. Right: The catheter trajectory tracking error. 

 
annulus. This plot was generated by manually segmenting the position of the catheter 
tip and valve structure from the 3DUS volumes three times and then averaging the 
values.  The standard deviations of all of the segmented tip positions from the mean 
tip positions were less than 0.22 mm and the standard deviation of all of the 
segmented mitral valve annulus positions were less that 0.32 mm from the mean 
mitral valve annulus positions.  Because of the seals required to prevent backflow of 
blood out of the heart, friction compensation values as high as 2 N were required for 
these experiments 

The image guided catheter system tracked the valve motion with RMS errors less 
that 1.0 mm in all experimental trials.  The RMS error for the trial presented in Fig. 8 
was 0.77 mm.  The tracking error, shown in Fig. 8, was caused by respiration motion 
not captured in the tissue tracking system, performance limitations of the actuated 
catheter caused by backlash and friction, and the small beat-to-beat variations in the 
valve motion not compensated for by the image tracking system.  

5   Discussion 

Robotic catheters have the potential to revolutionize intracardiac procedures by 
allowing clinicians to minimally invasively perform complicated surgical tasks inside 
the beating heart. One of the major technological challenges to realizing this concept 
is to compensate for the fast motion of cardiac tissue using a catheter. In this paper, 
we explored the mechanical challenges of servoing a guidewire inside a catheter 
sheath. Friction increased as a function of bending angle but decreased as a function 
of the gap size between the guidewire and the sheath. The size of the backlash 
deadzone was dependent on the gap size and the bending angle. Experiments showed 
that, compared to friction, backlash creates greater performance deficits and controller 
compensation is less successful. We therefore selected a small gap size that minimizes 
backlash at the expense of higher friction. 

To investigate the feasibility of using image-based servoing to match catheter 
trajectories to the motion of cardiac structures, the catheter system was integrated 
with ultrasound imaging and an image processing system. Porcine in vivo studies 
showed that excellent tracking can be obtained, with RMS errors of less than one mm.  
These results are encouraging for the feasibility of this system performing more 
complicated surgical procedures in vivo.   
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The next step for this project will be to design adaptive controllers to improve the 
catheter tip tracking performance in vivo, as well as control the forces applied by the 
catheter to the cardiac tissue. Optimization of catheter materials and dimensions will 
be an important aspect of this effort. In addition, it will be essential to determine the 
durability of catheters under high guidewire velocities and repeated cycling. We note, 
however, that only a few thousand cycles are needed for a one-hour procedure, and 
we have operated catheters for this duration with negligible performance degradation.  

To the authors’ knowledge, the system described here is the first robotic catheter 
device that can compensate for the fast motion of structures inside the heart. It is 
interesting to note that this approach is complementary to current commercial catheter 
robot systems like the Artisan Control Catheter (Hansen Medical, Mountain View 
CA). That system achieves lateral deflection and sheath translation at roughly manual 
speeds and could be readily combined with the fast guidewire actuation system 
described here.  

Future work will be required to extend this motion compensation technology to 
cardiac surgery applications that require additional DOF for end effector positioning 
and complex tissue trajectory tracking. In contrast to existing robotic catheter 
systems, fast motion in the lateral directions at approximately the same speeds as 
demonstrated in this study will be required for these applications.  

6   Conclusion 

This work demonstrates that single DOF robotic catheters can achieve the speed and 
tip position control required for specific intracardiac repair applications such as mitral 
valve annuloplasty. In addition, this study shows that catheter position can be 
accurately controlled using real-time image guidance in vivo. These results suggest 
that it is feasible to use catheters for beating heart procedures, which will enable 
intracardiac repairs that are both minimally invasive and avoid the risks of stopped-
heart techniques. 
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Abstract. The simulation of radiofrequency ablations (RFA) can pre-
dict the achievable coagulation area and thus provide useful information
for treatment planning, especially in cases in which the heat distribu-
tion can be limited by vascular cooling effects. A strong reliability of the
numerical simulation results is essential for clinical use.

In this paper, we present a novel experimental procedure for the ver-
ification of RFA simulation systems in a lifelike environment without
requiring animal tests. RF ablations are performed within isolated, per-
fused porcine livers, the corresponding configurations are reconstructed
and simulated on a computer, and the resulting pathoanatomical coagu-
lations are compared to their simulated counterparts with consideration
of vascular cooling effects. We have applied this procedure for an ini-
tial verification of an existing RFA simulation system. The results are
presented and discussed in this paper.

Keywords: RF ablation, evaluation, simulation.

1 Introduction

Malignant diseases are a leading cause of death worldwide [1]. Over 50% of all
patients develop liver metastases with significant morbidity and mortality [2].
Percutaneous image-guided thermal ablation therapies have been established as
an important therapy alternative for the treatment of liver tumors if surgical
resections are contraindicated [3]. Among these therapies, the radiofrequency
(RF) ablation shows advantages in safety, effectiveness, and easy applicability [2]
and thus has taken a significant role in the clinical routine.

Radiofrequency ablation (RFA) is a thermal procedure that destroys tumor
cells by a local heating of the tissue. Blood vessels can limit the range of the
ablation by heat dissipation and must be considered during the planning of
the intervention [4]. A numerical simulation of the underlying biophysical and
chemical processes considering these restrictions can provide an estimation and
associated validation of the achievable coagulation area. Moreover, it can be used

N. Navab and P. Jannin (Eds.): IPCAI 2010, LNCS 6135, pp. 179–189, 2010.
c© Springer-Verlag Berlin Heidelberg 2010



180 A. Weihusen et al.

to optimize the RF applicator placement [5]. For clinical use, a strong reliability
of the simulation results is essential.

In this paper, we present a novel experimental verification procedure and its
application to an existing numerical RFA simulation model described in [9] along
with its implementation in a clinically usable research software system [14]. Our
goal is the initial verification of the simulation’s reliability in a lifelike setting
without animal tests. For that, RF ablations are performed within perfused, iso-
lated porcine livers obtained from a slaughterhouse. The corresponding experi-
ment configurations are reconstructed and simulated with the software system,
and the resulting coagulations are pathoanatomically analyzed and compared to
their simulated counterparts.

A detailed description of the experimental environment and procedure is given
in the next section, along with an introduction to the biophysical model and its
implementation. The results of the initial experimental series are discussed in
section 3. Conclusions are drawn in section 4.

Related Work: The simulation of thermal ablation therapies, and particularly
RF ablation, has been considered by several authors [6] [7] [8] [9]. They primarily
describe the modeling of the ablation process and the computational solutions
of their models. A comprehensive review of RF ablation models is given in the
overview article of Berjano [10]. Several groups have examined the vascular cool-
ing effect during RF ablations in an experimental environment [4] [11]. Moreover,
Lubienski et al. have developed a perfusion model in bovine livers for RF abla-
tion bench testing [12]. Our work combines the experimental approach with the
verification of a numerical simulation to achieve a reliability of the simulation
for clinical use.

2 Methods

The reliability of a simulation system depends on both the incorporated biophys-
ical model and the parameterization, including the reconstruction of the ambient
vascular system relative to the electrode position. The biophysical modeling of
the ablation process is introduced in 2.1, and the parameterization is described
in 2.2. The lifelike environment is described in 2.3.

2.1 Biophysical Model

The biophysical model of our RFA simulation is an extension of the initial model
of Stein [6]. It describes the process of tissue degradation by induction of a high-
frequency alternating current with consideration of state-dependent material pa-
rameters, such as the electric and thermal tissue properties, and the biochemical
properties of the proteins [9]. The basic model incorporates an iterative cyclic
process of three basic parts which act simultaneously and interfere with each
other (Fig. 1):
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1. Electrodes are placed in the malignant tissue. The applied electric current
heats the tissue due to the tissue’s electrical resistance. The induced energy
is computed using the electrostatic equation

div(σ∇φ) = 0 (1)

where φ is the time- and space-dependent electric potential and σ is the
state-dependent electric conductivity. The equation is equipped with spe-
cific boundary conditions at the electrodes and the boundary of the compu-
tational domain [9].

2. The evolving heat diffuses into the ambient tissue. The spatial heat distribu-
tion is calculated by the bioheat-transfer-equation. The dissipation of heat
by blood circulation is modeled as a heat-sink term on the right hand side
of this equation.

ρ c ∂tT − div(λ∇T ) = Q (2)

where ρ, c, and λ are the material dependent density, heat capacity, and ther-
mal conductivity, respectively, and Q contains the heat sources and sinks.
Again, we impose appropriate boundary and initial conditions to this equa-
tion [9]. For the temperature dependent evaporation of water from the tissue
and the corresponding nonlinear behavior of the electric and thermal conduc-
tivity, we take special correction steps into account [9], which approximate
the energy balance for the physical phase changes taking place.

3. The cell proteins are affected by the increasing heat and begin to denature.
At a certain state, the cell denaturation is irreversible, and the (malignant)
cells die. In our model, this temperature-dependent tissue degradation D is
computed by the Arrhenius formalism[13]

D = AA

∫ t

0

exp
(
− EA

R T

)
ds (3)

where AA and EA are tissue-dependent Arrhenius constants and R is the
universal gas constant. Due to computed changes in temperature, evapora-
tion state, and cell degradation, the local biophysical parameters need to be
adapted at each iteration step.

The simulation of the biophysical process is performed by the computation of
the ablation state in time steps of 1 second. Each computation step requires the
solution of the partial differential equations (1), (2) and (3), which are numer-
ically solved using finite element methods on a uniform spatial grid. We use a
grid size of 26+1 nodes in axial, sagittal and coronal direction, which is a good
compromise between accuracy and performance.

2.2 Implementation

The initial parameterization is determined on the basis of contrasted CT images.
The biophysical parameters of liver tissue and blood vessels are taken from
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Fig. 1. Sketch of the iterative cycle of computation steps of the biophysical RFA model

Stein [6]. The reconstruction of the ablation settings from original CT data,
including the RF applicator placement and the segmentation of the ambient
vascular system, and the simulation are executed as follows:

First, the virtual RF applicators is placed at the target area within the CT
image. The target position and the orientation of the RF applicator is defined
by a pair of spatial coordinates, which are set interactively. The masks of the
electrode and applicator shaft are incorporated into the simulation parameteri-
zation. The applicator placement additionally defines the position and range of
the computational area, which is a subdomain of the original CT image.

Next, a segmentation of the vascular system is performed within the com-
putational area. The segmentation method is based on a Bayesian background
suppression of the liver tissue and a combination of thresholding and region
growing [15]. The vessel segmentation can be interfered by radial image artifacts
caused by the electrode material during the CT scan. These brighter artifacts
can also be segmented using region growing with manually adapted thresholds
and afterwards be suppressed from the vessel mask (Fig. 4). The resulting vessel
mask is incorporated into the simulation parameterization.

Most RFA generator models provide an impedance feedback control for opti-
mized energy induction. This feedback control is approximated by a simplified
model in our simulation: The initial power is set by the user, after which the
power is calculated by an impedance-dependent function at each computation
step.

The computation is performed iteratively until the computed applied energy
exceeds a given threshold. The simulation results in the spatial temperature
distribution and the coagulation mask, which is a function of the spatial tissue
degradation. The coagulation volume and the ablation time are also reported.

2.3 Experiment Setup

The applicability of the simulation model in a lifelike environment has been
evaluated in an initial experimental study on isolated, perfused porcine livers
obtained from a slaughterhouse. 21 ablations were executed in seven livers. The
resulting coagulations were then analyzed pathoanatomically. The results were
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compared to the corresponding results of the simulation. The experimental work-
flow is organized as follows:

Preparation: The porcine liver must be first fixed to provide immobility of
the organ during the experiment. For this purpose, we have constructed a cubic
container with an embedded, perforated board on which the liver is fixated by
plastic sticks (Fig. 2). Besides the fixation, the container serves as a drain box in
the perfusion cycle and for the adjustment of the RF applicators. The size of the
container is aligned to fit into a standard CT scanner. To avoid image artifacts
during the CT scans, the container and the perforated board are built of acrylic
glass.

Next, the perfusion is connected. The portal vein and hepatic artery are at-
tached to elastic tubes of two different diameters, which realize the corresponding
perfusion rates of 75% and 25%. Both tubes are connected to a perfusion device
that provides a realistic pulsating organ perfusion [16] (Fig. 2, right side). For
perfusion, we use saline solution at body temperature 37 ◦C, which heats the
porcine liver to approximately 37 ◦C, too. The temperature is controlled by a
heating unit placed within the perfusion device.

Finally three needle-shaped bipolar RF applicators [17] are placed at different
positions in the liver and connected to the corresponding power generator. They
are fixated by perforated acrylic glass strips, which are clamped at the top of the
container. The applicator type is internally cooled. The overall length of both
electrodes is 40 mm.

1

2

4 3

1

3

2
4

Fig. 2. Experimental setup with container (1), embedded liver (2), three RF applicators
(3), and the pulsating organ perfusion (4) on the backside of the CT scanner

Execution: The experiment begins with an initial CT scan of the perfused liver
with positioned RF applicators. The purpose of this scan is the image-based
reconstruction of the applicator positions and the surrounding vascular system
for the configuration for the numerical simulation, as described in section 2.2.
Contrast agent is added to the saline solution to improve the visibility of the
vessels in the acquired image.
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The ablations are executed consecutively with one active applicator at a time
using a standardized parameterization with an initial power of 40W and an
applied energy of 15 kJ. During the ablation, no contrast agent is used to avoid
accumulation within the coagulating tissue.

Afterwards, three liver tissue samples with enclosed coagulations are cut
out and preserved for the subsequent pathoanatomical examination, using a
formaldehyde solution as tissue fixative.

Analysis: The analysis of the individual experiments consists of two parts: the
pathoanatomical examination of the real coagulations and the analysis of their
simulated counterparts. The analysis aims at a comparison of the coagulation
volumes and coagulation shapes with regard to the cooling effects caused by
perfusion.

Each tissue sample is cut into slices. The first cut is along the RF applicators’
direction, the next cuts are parallel with slice thicknesses between 5 and 10
mm. Pictures are taken from each slice for the comparison with the simulated
shapes. The coagulation volume is approximated from the coagulation areas
visible in each slice. First, the width and height are measured, and the area A
is approximated by the ellipse calculated from these values. Next, a polynomial
function f(A) is interpolated using (x, A(x)) as nodes, where x denotes the
distance to the center slice. The coagulation volume is finally computed as the
integral of f(A) between both roots.

The corresponding experimental settings are reconstructed on a PC for the
parameterization of the numerical simulation, as described in section 2.2. The
resulting simulated coagulation is visualized as a colored overlay within the image
data to provide a visual examination of the shape adaptions due to cooling effects
of nearby vessels. The computed coagulation volume is logged for comparison
with the pathoanatomical results. Additionally, the quality of the local vessel
segmentation is logged, considering under- or overestimations.

3 Results

As previously mentioned, the ablations were stopped at an applied energy of
15 kJ. The corresponding simulations terminated accordingly if the applied en-
ergy exceeded 15kJ. Based on this condition, the simulation can be verified in
three ways: by a comparison of the coagulation volumes, by a comparison of
the coagulation shapes, and also by a comparison of the ablation times, whereas
volume and shape are more important verification criteria.

The results of each comparison step are discussed in the following sections.
Particular attention will be given to accuracy of the vessel segmentation in sec-
tion 3.2, because it affects the simulated coagulation volume significantly.

3.1 Examination of Ablation Times

The examination of the experimentally measured times of all 21 ablations shows
a large dispersion of values (minimum 7:44 min., maximum 15:40 min., mean
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10:10 min., standard deviation 1:55 min.) compared to the simulated times (10:33
min., 13:29 min., 11:51 min., 0:45 min.). On the one hand, the time differences
can be caused by the simplified generator model in the simulation. On the other
hand, we have observed a high variability of ablation times in the lifelike system,
even when comparing the respective ablation times within each individual liver
due to locally variant tissue characteristics. Because the measured time is less
important than the size and shape of the achieved coagulation and due to the
large dispersion, we discard the ablation time for the purpose of verification.

3.2 Comparison of Coagulation Volumes

Individual comparison: The volumes of all 21 coagulations are measured
pathoanatomically as described in section 2.3 and compared to the volumes of
their simulated counterpart (Fig. 3).

Fig. 3. Comparison of measured volumes (blue bars) and simulated volumes (red bars).
The horizontal blue and the red lines show the corresponding mean values. The hori-
zontal green line shows the volume of a simulated coagulation without vascular cooling
as a reference. Cases are tagged with (+), if the vessel system is over-segmented, and
with (-), if under-segmented.

Individual vascular cooling effects are clearly recognizable in both measured
and simulated coagulation volumes (Fig. 3). Therefore, the volumes have to be
compared with consideration of the segmentation accuracy, which may be limited
due to the compensation of electrode artifacts (Fig. 4).

5 cases show accurate segmentation results. Considering the purpose of treat-
ment planning, a reliable simulation should provide equal or smaller volumes
than the measured coagulations. 3 cases fulfil this condition with at most 16% less
volume, compared to the measured coagulation. In 1 case, the simulated necrosis
expands partially across the liver rim (experiment 3.2), which is a shortcoming
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of the simulation system. The measurement of the coagulation in experiment
5.2 was detracted by a decomposed tissue sample and thus is excluded from the
examinations.

In 14 cases, vessels are partially ignored due to the compensation of electrode
artifacts. This leads to a larger simulated volume in 8 cases compared to the
measured volume. Especially in experiment 5.1, the real coagulation is strongly
restricted by a large vessel in close vicinity to the electrode, which is covered by
artifacts in the CT image and thus could not be segmented. 6 simulated volumes
are unexpectedly smaller than the measured volume.

In 2 cases, not all artifacts could be suppressed. The corresponding simulated
volumes are smaller than the measured ones in both cases.

In summary, we have 3 cases with an accurate vessel segmentation and promis-
ing results of the simulated ablation volumes. Two shortcomings of the imple-
mention are the disregard of the liver rim and the sensitivity to artifacts of the
vessel segmentation.

Fig. 4. Example of vessel segmentation quality: If the electrode artifacts are suppressed,
one vessel branch (red arrow) is not segmented. If all vessels are segmented, additional
artifacts occur (blue arrow). The right image shows the segmentation differences in 3D.

Overall comparison: Again a large dispersion of the coagulation volumes is
observable (Table 1), according to the local variability of the tissue characteris-
tics. The simulated coagulation volumes show a similar adaptivity of the model
to the individual liver vascularization, but with less dispersion due to the limited
parameterization options of the biophysical model.

Table 1. Dispersion of measured and simulated coagulation volumes

Minimum Maximum Mean Standard deviation

Measured volume 3556 mm3 13013 mm3 8018 mm3 2361 mm3

Simulated volume 6600 mm3 10200 mm3 8476 mm3 1054 mm3

3.3 Comparison of Shapes

To compare the experimental and simulated coagulation shapes, we first exam-
ined vessels in the pathological slices, which affected the coagulation shape in
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a recognizable way. Afterwards, we tried to identify the corresponding vessels
in the segmentation masks (Fig. 5). Finally, we verified whether the simulated
coagulation was affected by the vessel in a similar way as in the experiment.

We found 39 vessels which affected the experimental coagulation shape. The
simulated coagulation shapes were affected by 27 of them (69 %). In 7 of these
27 cases, the simulated coagulation shape is similar to the experimental one (26
%). 8 cases show a stronger constriction of the simulated shape (30 %). 12 cases
show a weaker constriction of the shape(44 %), but in most of these cases, the
vessel segmentation is incomplete due to the compensation of electrode artifacts.

The shape comparison helps conclude that the simulation model is able to
predict the vascular cooling effect with a slight tendency towards an underesti-
mation of the coagulation size in the vicinity of vessels.

Fig. 5. Three examples for the comparison of experimental and simulated coagulation

4 Discussion

We have described an experimental procedure for the verification of RFA simu-
lation systems in a lifelike system without requiring animal tests. The procedure
has been applied for an initial verification of an existing RFA simulation system,
which incorporates the simulation of the biophysical process as well as methods
for the reconstruction of the ablation configuration from CT images.

We have evaluated the RFA simulation system on the basis of 21 RF abla-
tions in isolated porcine livers with realistic perfusion and body temperature.
The verification is performed by a comparison of the volumes and shapes of
experimental and simulated coagulations. The most promising results are given
by the shape comparison, which shows a similarity of measured and simulated
coagulation shapes in the vicinity of vessels in 69%. In cases with appropriate
segmented vessels, the comparison of the volumes shows approximately equal
or slightly smaller coagulation sizes, which is promising, too. Two shortcom-
ings of the implementation could be identified: The simulation disregards the
liver rim, and the sensitivity of the vessel segmentation to electrode artifacts
in CT. Because of that, a reliable accuracy of the simulation requires further
improvements.

Improvements: The present segmentation method is prone to image artifacts
caused by the electrodes in the CT scan. This problem can be solved by the
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use of more accurate segmentation methods or, alternatively, by the reduction
of artifacts during the image acquisition: Coaxial needles can be used to mark
the applicator positions during the CT scan, after which the inner needles can
be replaced by the RF applicators.

The aforementioned measurement of the coagulation volumes from slices is
only approximative. It can be refined using thinner slices and a precise mea-
surement of the coagulated area within the slices instead of an ellipsoidal ap-
proximation. Each area of one coagulation can be manually segmented on the
slice image. The corresponding 2D masks can later be matched to a 3D volume,
which can be compared easily to the simulated counterpart.

The experimental results show the large variability of the tissue characteris-
tics. Currently, the initial biophysical parameters could only be idealized values
obtained from literature. The sensitivity of the model to these parameters is
part of our current research. The proposed evaluation precedure is useful for
the verification of each development step. An extension of the present environ-
ment, which provides the measurement of specific tissue parameters before the
ablation, can optimize the initial conditions of the verification procedure.

5 Conclusion

The proposed environment is useful to verify simulation models for RF ablations
as well as similar thermal procedures. It can also be used to verify improvements
to the simulation model or for the comparison of optimized parameterizations.
The main feature is the avoidance of animal tests, as long as a simulation model
has proven to be accurate enough within this environment.

The initial experimental series provided valuable experience for optimization
of both the simulation system and the verification procedure. A follow-up project
is planned to continue the verification. Future work will focus on the optimization
procedures discussed in section 4.
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Abstract. Deep brain stimulation (DBS) is a surgical treatment involving the 
implantation of permanent electrodes connected to an implanted pulse 
generator, which sends electrical impulses to specific nuclei of the brain for 
treatment of movement and, more recently, of neurobehavioral disorders. A 
number of computer assisted surgery (CAS) systems are currently being 
developed to guide surgeons at various stages of DBS therapy. As these 
adjuncts become mature and ready for clinical application, their evaluation, in 
terms of clinical impact and ergonomic features, becomes a necessity. The goal 
of this paper is to provide an evaluation of the utility of the DBS planning 
system we have developed. We study how the automatically generated plans are 
used and modified by the end-users. The proposed criteria include the 
evaluation of the rigid registrations between the MR-T1 and T2 to the patient 
CT, the selection of the anterior and posterior commissures (AC-PC) and the 
target points. For each of these criteria, we check if the automatic plan was 
modified and, if so, by what degree. Our results show that the registrations were 
not modified in 95% of the cases; the AC and PC selections were modified in 
average by only 0.83mm and the sub-thalamic nucleus (STN) targets by 
1.04mm.  

Keywords: DBS, Deep Brain Stimulation, CAS, Computer Assisted Surgery. 

1   Introduction 

Since its approval in the United States in 2002, deep brain stimulation (DBS) has 
become an integral part of the treatment armamentarium for various movement 
disorders.  Deep brain stimulation (DBS) surgery involves implanting electrodes 
which provide chronic electrical stimulation to deep brain nuclei. This stimulation is 
thought to regulate the neural signals sent between different nuclei and reduces the 
severity of the symptoms. DBS therapy involves three stages: pre-operative target 
localization, intra-operative electrode placement, and post-operative programming of 
the implant. Currently, the most common targets for movement disorder therapy are 
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the sub-thalamic nucleus (STN), the ventral intermediate thalamic nucleus (VIM) and 
the globus pallidus interna (GPi). These are selected by the surgeons either directly 
from MRI visualization, or indirectly by using internal landmarks such as the anterior 
and posterior commissures (AC-PC) or the red nucleus boundaries. During the 
surgery, the position of the target is refined to compensate for the patient’s anatomical 
variability and brain shift. Target refinement is typically done using two types of 
intra-operative observations: micro-electrode recordings (MER) and stimulation 
response. The surgical team, variably including neurosurgeons, neurologists and 
neurophysiologists, analyzes the MERs and establishes functional borders of the 
structures of interest that will be stimulated to find an optimal location for the 
implant. During the stimulation phase, mild electrical currents are applied using 
stimulating electrodes to evaluate the clinical efficacy and side effect profile of 
stimulation in different regions of the mapped target. When a satisfactory position is 
found, the exploratory electrodes are removed and the permanent DBS implants are 
inserted. Subsequently, an implantable pulse generator (IPG) is placed under the 
patient’s skin near the collarbone and connected to the final implants for stimulation. 
Finally, by programming the IPG, the neurologist adjusts the parameters of 
stimulation post-operatively. This involves selecting the stimulation contact(s) (each 
DBS implant has 4 independent contacts) and setting parameters including voltage, 
pulse width and frequency.  These settings are optimized to produce the greatest 
therapeutic benefit. 

The fundamental goal of computer assisted surgery (CAS) is to make the surgery 
patient-specific, more accurate, and reduce variations between surgeons. A number of 
methods and computer assisted systems for DBS therapy have been developed to 
assist surgeons at each of the stages of deep brain stimulation (DBS) therapy 
described above. Ideally, these components are integrated in a complete system such 
that sophisticated diagnostic technologies are used to create a patient-specific surgical 
plan. This plan is used to create or set the stereotactic frame and is available during 
surgery for predictive guidance. The plan, augmented with the electrophysiologic and 
stimulation data acquired during the surgery, is then passed to the post-operative 
system to guide the neurologist in tuning the implant stimulation parameters.  

Computer assisted surgery systems for DBS planning can assist the surgeon in 
locating the optimal stimulation zone accurately via some form of guidance method. 
A wide range of guidance methods can be considered, including anatomical and 
histological representations as proposed by Chakravarty et al. [3], Yelnik et al. [7] or 
Bardinet et al. [8] or, probabilistic functional atlases (PFA) as introduced by 
Nowinski et al. [10], and atlases of intra-operatively acquired information as 
described by Finnis [4] or Guo [5]. Our group has described and retrospectively 
validated techniques by which a computer system can be used to predict anterior and 
posterior commissures (AC-PC) and optimal location for target [9, 11]. In 2006, 
Castro et al. [14] have also shown that atlas-based targeting was feasible with 
accuracy comparable to manual selection of targets. 

 Given the variety of these guidance methods, it becomes increasingly important to 
test and analyze them for CAS in a quantitative and context-dependent manner to 
determine which is most suitable for a given surgical task. The evaluation of such 
systems on a large number of patients can only be done when the system is being used 
routinely in the clinical setting. We have implemented a system that is integrated in 
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the clinical workflow., This system has  been used for several years at our institution 
and parts of which have recently been adopted by several other centers to assist the 
surgeons and neurologists in the planning, implantation, and programming phases of 
the DBS procedure. In this paper, we evaluate the clinical DBS planning system we 
have developed over the years and test its ability to assist the surgeons to create 
surgical plans.  

2   Materials and Method 

Computer-assisted surgery relies on the use of quantitative data rather than surgeon 
intuition to facilitate clinical decision-making. In order to gather the needed 
quantitative information, we have developed a database that contains image data for 
over 400 patients and we have a system in place in which two synchronized Oracle 
databases are running, thus guaranteeing availability of data 24/7. A suite of software 
has been developed to permit data entry and visualization during the pre-, intra- and 
post-operative phases of the process. We call this secure data repository along with 
the associated processing algorithms “CranialVault”, and the software suite which 
permits access to this database as well as visualization tools CRAVE (CRAnialVaut 
Explorer). Communication with the database happens via the internet on secured and 
encrypted channels affording the users the flexibility to download and use the data 
from any computer anywhere. The system has been designed to follow HIPAA 
regulation (Health Insurance Portability and Accountability Act) to protect patients’ 
data confidentiality.  

CranialVault contains the following information for DBS patient treated at 
Vanderbilt University Medical Center or at external sites who have local IRB 
approval: (1) Pre-operative data includes CT images, MR images (typically T1-
weighted without contrast agent, T1-weighted with contrast agent, and T2-weighted) 
as well as planned targets. (2) Intra-operative data acquired during the procedure 
includes somatotopic data (correspondence between the position of a receptor in part 
of the body and the corresponding region of the deep brain nuclei that is activated by 
it), response to stimulation, micro-electrode recordings and the location of electrode 
implantation. (3) Post-operative data includes CT images acquired immediately after 
the procedure, CT images acquired about a month after the procedure and 
programming data consisting of the clinically selected contact as well as stimulation 
parameters.  

The database also contains what we refer to as atlases. These are MRI reference 
volumes (currently we use four), which are used to spatially normalize all the 
information we acquire in individual patients by mapping them from patient image 
space to the atlas space using registration techniques. We use multiple reference 
volumes as atlases because there is evidence in the medical imaging literature [2] that 
combining information from several atlases leads to more accurate results, when 
projecting information from atlases to patient volumes, than a single atlas. All data are 
stored in the native patient space and then projected onto the atlas space using 
registration. We also store manual segmentations of structures such as the thalamus, 
putamen, STN, SNr, GPi, ventricles, and red nucleus in the four MR image atlas 
volumes as well as the locations of landmarks like the AC and PC. 
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2.1   Computer Assisted Planning and Data Flow 

Using the data contained in 
CranialVault and our registration 
algorithms, our system can be used to 
prepare all the information needed to 
plan a new DBS case. This includes 
(1) automatic localization of the AC 
and the PC, (2) prediction of  
the optimal position of the implant, 
(3) segmentation of anatomical 
structures, and (4) creation of 
electrophysiological maps.  

Figure 1 illustrates the data and 
process flow used to create a CAS 
DBS plan for every patient 
undergoing this surgery at Vanderbilt. 
Once the images have been acquired, 
they are transferred and entered into 
CranialVault for processing. The 
images are all registered to the CT 
images. The MR-T1 are also 
registered to each of the atlases rigidly 
and non-rigidly.  

Briefly, the non-rigid 
registration algorithms, which 
we call ABA (Adaptive basis 
algorithm) [1] is an intensity-
based registration algorithm 
that uses the normalized 
mutual information as 
similarity measure [17]. It 
computes a deformation field 
that is modeled as a linear 
combination of radial basis 
functions with finite support. 
This results in a 
transformation with several 
thousands of degrees of 
freedom. Two transformations 
(one from the atlas to the 
subject and the other from the 
subject to the atlas) that are 
constrained to be inverses of 
each other are computed 
simultaneously. ABA reduces the computational complexity and improves the 
convergence properties of related B-splines-based approaches by identifying regions 

Fig. 1. Data and process for DBS surgery 
planning at Vanderbilt using CranialVault 

Fig. 2. Snapshot of an automatically created plan loaded 
in CRAVE-planner. The CAS plan contains the AC-PC, 
targets and entry points that define the trajectories. 
Anatomical and statistical maps are shown too. The 
overlapping pictures show a close up view of the 
automatically selected AC and PC on a sagittal view. 
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of mis-registration and adapting the compliance of the transformation locally. The 
algorithm arrives at the final deformation iteratively across scales and resolutions.   

The data is then projected using the computed transformations from the atlases to a 
patient volume and combined using a method based on the STAPLE algorithm put 
forth by Warfield et al [6]. This method evaluates the performance of the mapping 
between each atlas and the patient’s volume using segmented structures that surround 
the region of interest and weighs the contribution of each atlas to the results [12].  

A surgical plan is finally created and stored in CranialVault. Once (s)he receives a 
notification that the plan is ready by email, the surgeon accesses the plan with the 
correct credentials using the CRAVE planner module (Figure 2). The surgeon verifies 
each step of the plan, modifies it if necessary and validates the plan for surgery. For 
all of the patients included in this study, a patient customized stereotactic platform 
was used (STarFix™ microTargeting™ Platform (FDA 510(K), Number: K003776, 
Feb 23, 2001, FHC, Inc.; Bowdoin, ME, USA); a recent study in the accuracy of this 
platform can be found in [15, 16]. Figure 2 shows an example of this device. Once the 
plan is confirmed, a virtual platform is created and its specifications are automatically 
sent to FHC for production. At the time of surgery, the customized platform will then 
be affixed to the head of the patient using pre-implanted anchors to guide the intra-
operative probes. 

2.1.1   Automatic Localization of the AC and PC 
To predict the positions of the AC and the PC in a new patient, the positions of the 
AC and PC from each of the atlases are projected onto the patient and combined using 
the method described earlier. Early 2009 we published a retrospective validation of 
this method [11] and showed that we can predict the AC and PC points automatically 
more accurately than expert can do clinically. To establish this, we asked two 
experienced neurosurgeons to each select the AC and PC carefully in 20 patients. On 
each of those patients, we computed the mean of the selections to arrive at gold 
standards. We then measured the Euclidean distance between the gold standards and 
the point that was selected clinically (the clinical localization error) and the Euclidean 
distance between the gold standard and our automatic prediction (the atlas localization 
error). We reported in that paper a median error of 0.41 mm (Atlas vs. Gold Standard) 
versus 0.84 mm (Clinical vs. Gold Standard) for the prediction of the MC (middle 
commissure – centroid of AC and the PC). The MC is often used as the origin of the 
stereotactic reference system. Statistical analysis showed that the atlas localization 
error was statistically (p<0.001) smaller than the clinical error. The results also show 
that in about 80% of the cases the distance between atlas predictions and gold 
standard for the AC and PC was less than 1.0 mm which was true in only 25% of 
cases for the clinical selections. In 100% of the cases the distance between atlas 
predictions and the gold standard for MC was sub-millimetric while it is only true in 
about 70% of the cases for the clinical selections. More detailed results can be found 
in [11]. In this study, we test this method prospectively on new patients. 

2.1.2   Automatic Prediction of the Target Points  
Each target (STN, VIM, GPi …) in the atlas is defined as a cluster of final implant 
positions obtained by projecting these points from previous individual patients onto 
the atlases. Using the same method described earlier, we can project the centroid of a 
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given cluster from each atlas onto the new patient and combine these projections to 
produce an optimal target prediction. In 2005, we tested this method on subjects that 
already underwent the surgery. We compared the automatic and manual selections of 
the target points by comparing them to the position of the implant chosen intra-
operatively by the surgeon [9]. We reported an average Euclidian error of 1.7 mm for 
the automatic method compared to 2.4 mm when manual prediction was done without 
any assistance but this study was limited to 21 cases. In this paper we test our method 
prospectively on new patients. 

2.2   Evaluation of the Planning Assistance 

For each patient that underwent the procedure at Vanderbilt Medical Center and 
institutions part of the CranialVault project during the last year, the imaging data was 
transferred and processed, a surgical plan was created by our system prior to the 
surgery and provided for assistance to the surgeon at the time of planning. The 
surgeons were alone while reviewing and modifying the automatically generated plan.  

We compare the three main aspects of the assistance system. 1) The automatic 
registrations: how many times the automatic registrations between the MRI sequences 
and the CT were used or modified; if modified, by how much and how it affected the 
position of the targets. 2) The automatic selection of the AC and the PC: we measure 
how many times the points were modified and the distance between their automatic 
and manual selections. 3) Finally, we compute the distance between the automatic and 
manual selection of the targets. The results are reported in the following section. 
Because both the stereotactic points and the targets stored in the plans are CT 
coordinates, if the final MRI to CT registrations are different from the planned 
registrations, i.e., if the user has modified the transformation computed by the system, 
the points cannot be compared. These cases were removed from the statistics 
presented in the results section. 

2.3   Data 

This study includes 80 patients who underwent a DBS procedure between January 1st 
2009 and December 20th 2009 for a total of 144 implants (82 STN, 29 GPI and 33 
VIM). With IRB approval each patient had pre-operative MRI (T1, T1+Contrast and 
T2) and CT. Typical CT images were acquired at kVp = 120 V, exposure = 350 mAs 
and 512x512 pixels. In-plane resolution and slice thickness were respectively 0.5 mm 
and 0.75 mm. MRI T1 (TR 7.9 ms, TE 3.65 ms, 256x256x170 voxels, with typical 
voxel resolution of 1x1x1 mm³) using the SENSE parallel imaging technique 
(T1W/3D/TFE) and MRI T2 2D-TSE (TR 3000 ms, TE 80 ms, 512x512x45 with 
typical voxel resolution of 0.46x0.46x2 mm3) were acquired on a Philips 3T scanner.  
All the images were processed and a surgical plan created for each patient. Because of 
another study, the automatic selections of the targets were kept hidden from the 
surgeon for 27 patients. For these patients, only the registrations and the automatic 
selections of the AC and PC were available. Ten patients were unilateral cases.  

Four surgeons (PK, JN and TS at the Vanderbilt Medical Center and PZ at the New 
Jersey Neuroscience Institute) have used the computer assisted system planned for, 
12, 35, 24 and 7 patients respectively. 
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3   Results 

On a total of 80 patients, 
67 plans were made in 
time and used for 
computer assisted 
planning. For 13 patients, 
the plans were not used 
because the images were 
not transferred in time to 
our server, because the 
plans could not be 
created on time due to 
limited processing 
resources, or because the 
plan was done offline 
and the system could not 
then be accessed. These 
13 cases were processed 
retrospectively and were 
not more complex than 
any other. On 134 registrations, counting both MR-T1 and MR-T2 to CT, 128 were 
used without any modifications; for the 6 remaining registrations, the surgeon decided 
to modify them manually or semi-automatically with the registration algorithm 
available in the planner. Table 1 reports the difference in translation ∆(tx, ty, tz) and 
rotation ∆(rx, ry, rz) between the pre-computed registrations and the registrations 
validated by the surgeons. The resulting error in mm on the AC, PC and target points 
due to the mis-registration is reported in Table 2. 

Table 1. Average difference between translations (Tx, Ty, Tz in mm) and rotations (Rx, Ry, Rz in 
degrees) components of computer assisted registrations modified registrations by the surgeons 

   Tx Ty Tz Rx Ry Rz 

T1->CT Avg 0.03 0.13 0.36 0.24 0.06 0.02 

T1->CT Stdev 0.39 0.26 1.19 0.76 0.67 0.43 

T2->CT Avg 0.05 0.01 0.47 0.18 0.04 0.17 

T2->CT Stdev 0.03 0.24 0.69 0.69 0.22 0.23 

Table 2. Median impacts of the mis-registration on the AC, PC, left and right targets 

  Ace PCe LTe RTe 

T1->CT 1.02 0.61 0.30 0.77 

T2->CT 0.77 0.52 4.51 4.38 

Fig. 3. Frequency and the cumulative frequency of the 
adjustment of the computer assisted selections of the AC 
(light gray/line) and the PC and PC (dark gray/dotted line) 
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Table 3 details the statistics of the modifications made to the computer selected 
stereotactic and target points. Figure 3 plots both the frequency and the cumulative 
frequency of the differences between the computer assisted and the final selections of 
the AC and the PC. 

Table 3. Modifications made to the pre-selected stereotactic and targets points 

4   Discussion 

As discussed earlier, the goal of this paper is to evaluate the usefulness of our 
computer assisted planning system in real clinical use. Over the past few years we 
validated different parts of our guidance system and presented encouraging results on 
being able to provide accurate selection of AC-PC and targets to the surgeon. 
However, putting all the pieces together to create a complete computer assistance 
system and getting the surgeons to trust and use the system clinically was a difficult 
step. In this study we present the results we have obtained after one year of clinical 
use of our computer assistance system for planning DBS procedures by four different 
surgeons. We have shown that pre-computed registrations of the patient’s MRIs to the 
pre-operative CT were used without modification in 95% of the cases.  5% of the 
registrations did not satisfy the surgeon and were manually modified.  

For the cases successfully aligned, our results show that the AC and PC automatic 
selections were modified in average respectively by 0.83±0.57mm and 0.83±0.60mm. 
15% of the computer selections of the AC and PC were used without modifications, 
63% where modified by less than 1mm and 90% by less than 1.5mm. For comparison, 
the inter-surgeons variability for the selection of the AC and PC was estimated at 
respectively 1.53±1.44mm and 1.45±1.24mm by Pallavaram et al. in [11]. 

Finally, our results show that the automatic selections of the targets have been 
modified in average by 1.04±0.96mm, 2.56±1.07mm and 3.47±2.38mm, respectively, 
for the STN, GPI and VIM cases. The adjustment for the STN is thus on the order of 
one voxel, which we consider to be good.  The lager modifications we have observed 
for the other targets could have several explanations. Automatic targeting is based on 
statistics computed from the final intra-operative position of implants from prior 
surgeries but the pre-operative target chosen by the surgeon may be different. For 
instance, surgeons may select a target that has a clear electrophysiological signature 
and then move the electrode by a fixed offset intra-operatively. One example is 
targeting for the ventralis caudalis (VC) borders for VIM cases because sensory 
effects can be observed intra-operatively in this structure. The final DBS lead is then 
placed anteriorally.  

Even though the accuracy of our VIM and GPI targets need to be improved, these 
are encouraging results that suggest the feasibility of producing automatically 
generated plans customized to each patient. As the whole system is based on the 

  Stereotactic points Targets 

  AC PC ALL STN GPI VIM 

Avg. 0.83 0.83 1.94 1.04 2.56 3.47 

StdDev. 0.57 0.60 1.79 0.96 1.07 2.38 
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information contained in CranialVault fed by the experience of top neurosurgeons, 
this could make the DBS surgery patient-specific, more accurate, and reduce 
variations between surgeons.  

In our study, we have compared automatic and manual pre-operative target 
positions. We could also have compared these to the final implant position. But we 
have documented the fact that brain shift during the procedure may be substantial 
[18]. The final implant position thus reflects adjustments made by the surgical team to 
compensate for this shift. Comparison of pre-operative and intra-operative positions is 
thus not a good measure of planning accuracy. 

The system is also designed to be easily extended and modified. The database is 
currently running on a single server but it can be distributed on several. More 
importantly, the various algorithms that operate on the data (e.g., registration, 
segmentation, etc) can be modified or replaced and new algorithms added. Because 
we keep all the raw data we can also reprocess them if a better algorithm is proposed. 
The system architecture we have developed is thus extremely well suited for the rapid 
clinical evaluation of new algorithms and techniques. For instance, we are currently 
investigating new methods to improve the prediction of VIM and GPI by combining 
statistical information from the atlas with anatomical structures such as the optic 
tracts.  We are also expanding CranialVault to gather and process data from other 
sites. Our long term vision is to develop a central repository for DBS surgery. 

The system as a whole is a research system that has not reached the stage of a 
commercial product but a standalone version of the planning system has been licensed 
to FHC, Inc., which manufactures the StarFix platform in use at Vanderbilt. This 
module is not connected to the database and it does permit automatic planning. BMD 
and RL receive royalties from this licensing agreement. 
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