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Preface

The past decade has witnessed an increasing demand for wireless communication
services, which have extended beyond telephony services to include video
streaming and data applications. This results in a rapid evolution and deployment
of wireless networks, including the cellular networks, the IEEE 802.11 wireless
local area networks (WLANs), and the IEEE 802.16 wireless metropolitan area
networks (WMANs). With overlapped coverage from these networks, the wireless
communication medium has become a heterogeneous environment with a variety
of wireless access options. Currently, mobile terminals (MTs) are equipped with
multiple radio interfaces in order to make use of the available wireless access
networks. In such a networking environment, cooperative radio resource man-
agement among different networks will lead to better service quality to mobile
users and enhanced performance for the networks.

In this brief, we discuss decentralized implementation of cooperative radio
resource allocation in a heterogeneous wireless access medium for two service
types, namely single-network and multi-homing services. In Chap. 1, we first give
an overview of the concept of cooperation in wireless communication networks and
then we focus our discussion on cooperative networking in a heterogeneous wireless
access medium through single-network and multi-homing services. In Chap. 2, we
present a decentralized optimal resource allocation (DORA) algorithm to support
MTs with multi-homing service. The DORA algorithm is limited to a static system
model, without new arrival and departure of calls in different service areas, with the
objective of identifying the role of each entity in the heterogeneous wireless access
medium in such a decentralized architecture. In Chap. 3, we discuss the challenges
that face the DORA algorithm in a dynamic system and present a sub-optimal
decentralized resource allocation (PBRA) algorithm that can address these chal-
lenges. The PBRA algorithm relies on short-term call traffic load prediction and
network cooperation to perform the decentralized resource allocation in an efficient
manner. We present two design parameters for the PBRA algorithm that can be
properly chosen to strike a balance between the desired performance in terms of the
allocated resources per call and the call blocking probability, and between
the performance and the implementation complexity. In Chap. 4, we further extend
the radio resource allocation problem to consider the simultaneous presence of both
single-network and multi-homing services in the networking environment. We first

v
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develop a centralized optimal resource allocation (CORA) algorithm to find the
optimal network selection for MTs with single-network service and the corre-
sponding optimal bandwidth allocation for MTs with single-network and multi-
homing services. Then we present a decentralized implementation for the radio
resource allocation using a decentralized sub-optimal resource allocation (DSRA)
algorithm. The DSRA algorithm gives the MTs an active role in the resource allo-
cation operation, such that an MT with single-network service can select the best
available network at its location and asks for its required bandwidth, while an MT
with multi-homing service can determine the required bandwidth share from each
network in order to satisfy its total required bandwidth. Finally, we draw conclusions
and outline future research directions in Chap. 5.

January 2013 Muhammad Ismail
Weihua Zhuang
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Chapter 1
Introduction

Cooperation in wireless communication networks is expected to play a key role in
addressing performance challenges of future wireless networks. Hence, both acad-
emia and industry have issued various proposals to employ cooperation so as to
improve the wireless channel reliability, increase the system throughput, or achieve
seamless service provision. In the existing proposals, cooperation comes at three
different levels, namely among different users, among users and networks, and among
different networks. In fact, the current nature of the wireless communication medium
constitutes the driving force that motivates the last cooperation level, i.e. coopera-
tion among different networks. Currently, the wireless communication medium is
a heterogeneous environment with various wireless access options and overlapped
coverage from different networks. Cooperation among these different networks can
help to improve the service quality to mobile users and enhance the performance for
the networks. In this chapter, we first introduce the concept of cooperation in wire-
less communication medium, then focus on cooperative networking in heterogeneous
wireless access networks and its potential benefits for radio resource management.

1.1 Cooperation in Wireless Communication Networks

According to Oxford dictionary, cooperation is defined as “the action or process
of working together to the same end”, which is the opposite of working separately
(selfishly) in competition. Over the years, this concept has been studied in social
sciences and economics in order to maximize the individuals’ profit. Only recently,
cooperation has been introduced to wireless communications as a promising response
to the challenges that face the development of the wireless networks, which include
the scarcity of radio spectrum and energy resources and necessity to provide adequate
user mobility support.

Regardless of the networking environment, three cooperation scenarios can be
distinguished based on various studies in literature [71]. The first scenario employs
cooperation among different entities to improve the wireless communication channel

M. Ismail and W. Zhuang, Cooperative Networking in a Heterogeneous Wireless 1
Medium, SpringerBriefs in Computer Science, DOI: 10.1007/978-1-4614-7079-3_1,
© The Author(s) 2013



2 1 Introduction

reliability through spatial diversity and data relaying [31, 48]. The second scenario
employs cooperation to improve the achieved throughput via aggregating the offered
resources from different cooperating entities [24, 27, 28, 68]. Finally, cooperation is
used to guarantee service continuity and achieve seamless service provision [16, 33,
62, 63]. These cooperation scenarios are explained in more details in the following.

1.1.1 Cooperation to Improve Channel Reliability

The wireless communication medium is challenged by several phenomena that
decrease its reliability, including path loss, shadowing, fading, and interference.
Cooperation in wireless communication networks can improve the communications
reliability against these impairments.

First, cooperation can mitigate the wireless channel fading through cooperative
spatial diversity [31, 48]. Specifically, when the direct link between the source
and destination nodes is unreliable, other network entities can cooperate with the
source node and form a virtual antenna array to forward data towards the destina-
tion. Through the virtual antenna array, different transmission paths with independent
channel coefficients exist between the source and destination nodes. Hence, the desti-
nation node receives several copies of the same transmitted signal over independent
channels. Using the resulting spatial diversity, the destination node combines the
received signals from the cooperating entities in detection in order to improve the

Fig. 1.1 Cooperative spatial diversity
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transmission accuracy. Cooperative spatial diversity is illustrated in Fig. 1.1 for a
downlink transmission from a base station (BS) to a mobile terminal (MT). In this
figure, the BS transmits its data packets towards the MT using the help of dedicated
relays that create a virtual antenna array. This concept has proven to be very useful
to improve transmission accuracy for situations where it is infeasible to employ mul-
tiple transmission and reception antennas at different nodes for traditional spatial
diversity. In cooperative spatial diversity, a cooperating entity is simply a relay node
with an improved channel condition over the direct source-destination channel. The
relay node can be either an MT or a dedicated relay as in Fig. 1.1.

In addition, cooperation can help to reduce the resulting interference due to the
broadcast nature of the wireless communication medium. In general, the resulting
interference reduces the signal-to-interference-plus-noise ratio (SINR) at the receiv-
ing nodes which degrades the detection performance. Through cooperative relays,
the transmitted power from the original source node can be significantly reduced
due to the better channel conditions of the relaying links. This can greatly reduce
the interference region [70], which is illustrated in Fig. 1.2. Finally, cooperation can
solve the hidden terminal problem, which also results in interference reduction and
improves channel reliability [2].

1.1.2 Cooperation to Improve the Achieved Throughput

An enhanced channel reliability through cooperative spatial diversity and relaying
directly results in an improved achieved throughput. In addition, cooperation can help

Fig. 1.2 Cooperative interference reduction
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Fig. 1.3 Cooperative resource aggregation

to improve the achieved throughput via aggregating the offered resources from differ-
ent cooperating entities [24, 27, 28, 68]. Unlike cooperative spatial diversity strate-
gies which take place at the physical layer [31, 48], cooperative resource aggregation
strategies take place at the network layer [24, 27, 28] and transport layer [72]. In this
scenario, data packets are transmitted from a source to the destination through multi-
ple paths. However, unlike cooperative spatial diversity, the transmitted data packets
through different paths are not copies of the same transmitted signal. Instead, differ-
ent data packets are transmitted through these paths. This results in an increase in the
total transmission data rate between the source and destination nodes. This concept
is illustrated in Fig. 1.3, where the resources from cooperating cellular network BS
and wireless local area network (WLAN) access point (AP) are aggregated in order
to support a high data rate for the MT. In cooperative resource aggregation, the coop-
erating entities can be MTs, BSs, or APs with sufficient resources (e.g. bandwidth),
such that when aggregated, the total transmission data rate from the source to the
destination can be increased.

1.1.3 Cooperation to Support Seamless Service Provision

In communication networks, call blocking refers to a new call that is not allowed to
enter service due to resource unavailability, while call dropping refers to a call that
is forced to terminate prematurely [23]. In general, mobile users are more sensitive
to call dropping than call blocking. Depending on the networking environment, call
dropping may interrupt service continuity for different reasons (e.g. in cellular net-
works this can be due to user mobility among cells, while in cognitive radio networks
this can be due to the primary user activities). Employing cooperative strategies at
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Fig. 1.4 Cooperative seamless service provision

link, network, and transport layers can better guarantee service continuity for ongo-
ing calls [16, 33, 62, 63]. In cooperative seamless service provision, when service
is interrupted along the direct link from the source to the destination, cooperating
entities can help to create an alternative path in order to support service continuity.
This concept is illustrated in Fig. 1.4, where service is interrupted along the direct
link between the source and destination nodes (Ch1), yet it still can be continued
using another cooperative path (Ch2, Ch3). In cooperative seamless service provi-
sion, a cooperating entity can be an MT, BS, or AP which can create a substitute path
between the source and destination nodes.

All three cooperation scenarios (cooperative spatial diversity, cooperative resource
aggregation, and cooperative seamless service provision) can occur in different net-
working environments which include cellular networks, cognitive radio networks,
mobile ad hoc networks, vehicular ad hoc networks, etc. [4, 7, 17, 35, 36, 56, 71]. In
these scenarios, cooperation can take place at different levels, which can be among
mobile users, among mobile users and networks, and among different networks [71].
Currently, the wireless communication medium is a heterogeneous environment with
overlapped coverage from different networks [28]. Such an environment motivates
the third cooperation level, i.e. cooperation among different networks. Cooperative
networking can be beneficial for both mobile users and network operators [26]. In the
following, we first present the heterogeneous wireless access medium, then discuss
the potential benefits of cooperative networking in this environment.

1.2 The Heterogeneous Wireless Access Medium

Currently, there exist several wireless networks that offer a variety of access options,
such as the cellular networks, the IEEE 802.11 WLANs, the IEEE 802.16 wireless
metropolitan area networks (WMANs), etc. These different wireless networks have
complimentary service capabilities. For instance, while the IEEE 802.11 WLANs
can support high data rate services in hot spot areas, the cellular networks and the
IEEE 802.16 WMANs can provide broadband wireless access over long distances
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Fig. 1.5 An illustration of heterogeneous wireless communication network architecture

and serve as a backbone for hot spots [26]. As a result, these networks will continue
to coexist. This turns the wireless communication medium into a heterogeneous
environment with overlapped coverage from different networks.

1.2.1 The Network Architecture

The basic components of the heterogeneous wireless communication network archi-
tecture are MTs, BSs/APs, and a core Internet protocol (IP) based network [12], as
shown in Fig. 1.5.

Currently, mobile users are viewed as service recipients in the network operation,
with passive transceivers that operate under the control of BSs or APs. It is envisioned
that future MTs will be more powerful and play a more active role in the network
operation and service delivery. Currently, some MTs are equipped with multiple
radio interfaces in order to make use of the available access opportunities in this
networking environment. Moreover, an MT is able to maintain multiple simultaneous
associations with different radio access networks using the multi-homing capabilities.
Fixed network components, such as BSs and APs, provide a variety of services
to MTs. These services include access to the Internet and mobility and resource
management. Finally, the core network serves as the backbone network with Internet
connectivity and packet data services.
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1.2.2 Potential Benefits of Cooperative Networking

Despite the fierce competition in the wireless service market, the aforementioned
wireless networks will coexist due to their complementary service capabilities. In
this heterogeneous wireless access medium with overlapped coverage from different
networks, cooperative networking will lead to better service quality to mobile users
and enhanced performance for the networks.

As for mobile users, cooperative networking solutions for heterogeneous wireless
networks can result in two major advantages. The first advantage is that mobile users
can enjoy an always best connection. This means that a mobile user can always be
connected to the best wireless access network available at his/her location. Tradi-
tionally, an MT can keep its connection active when it moves from one attachment
point to another through handoff management [3]. Hence, mobile users can enjoy an
always connected experience. This is enabled by horizontal handoff, which represents
a handoff within the same wireless access network, as in the handoff between two
APs in a WLAN or between two BSs in a cellular network. However, in the presence
of various wireless access networks with overlapped coverage, the user experience
is now shifted from always connected to always best connected. The always best
connected experience is mainly supported by vertical handoffs among different net-
works. A vertical handoff represents a handoff between different wireless access net-
works, as in the handoff between a BS of a cellular network and an AP of a WLAN.
Unlike horizontal handoffs, vertical handoffs can be initiated for convenience rather
than connectivity reasons. Hence, vertical handoffs can be based on service cost,
coverage, transmission rate, quality-of-service (QoS), information security, and user
preference. Through cooperative networking, the inter-network vertical handoffs can
be provided in a seamless and fast manner. This can support a reliable end-to-end
connection at the transport layer, which preserves service continuity and minimizes
disruption. Hence, this represents a cooperative seamless service provision scenario.
The second advantage of cooperative networking for mobile users is that users can
enjoy applications with high required data rates through aggregating the offered radio
resources from different networks. This is enabled by the multi-homing capabilities
of MTs, where users can receive their required radio resources through different net-
works and use multiple threads at the application layer. In this context, cooperation is
required among different networks so as to coordinate their allocated radio resources
to the MTs such that the total resource allocation from multiple networks satisfies
the user total required data rate. Hence, this falls under the category of cooperative
resource aggregation.

In addition, service providers can benefit from cooperative networking to enhance
network performance in many ways. For instance, multiple heterogeneous networks
can cooperate to provide a multi-hop backhaul connection in a relay manner. This
results in an increase in these networks coverage area at a reduced cost as compared
to deploying more BSs for coverage extension. Also, load balancing among different
networks can be supported through cooperative networking which helps in avoid-
ing call traffic overload situations. Moreover, cooperative networking can achieve



8 1 Introduction

energy saving for green radio communications. Networks with overlapped coverage
area can alternately switch their BSs on and off according to spatial and temporal
fluctuations in call traffic load, which reduces their energy consumption and provides
an acceptable QoS performance for the users [26].

In this brief, we mainly focus on cooperation among different networks in a hetero-
geneous wireless access medium to enhance the mobile users perceived QoS through
radio resource management mechanisms. Specifically, we will adopt the cooperative
resource aggregation and cooperative seamless service provision concepts for radio
resource allocation to provide an improved service quality for mobile users. Hence,
in the following, we first present a literature survey on radio resource allocation
mechanisms in a heterogeneous wireless access medium.

1.3 Radio Resource Allocation in Heterogeneous
Wireless Access Medium

Radio resource allocation mechanisms aim to efficiently utilize the available resources
to satisfy QoS requirements of different users. Different types of services impose dif-
ferent requirements in terms of resource allocation. In general, two types of services
can be distinguished.

1. Inelastic calls, which require a fixed resource allocation that is available during
the connection duration. This is similar to the constant bit rate (CBR) service
class in asynchronous transfer mode (ATM) networks. One example of this class
is the traditional voice telephony.

2. Elastic calls, which can adapt their required resources according to the network’s
instantaneous call traffic load. A minimum resource allocation is required in order
to satisfy a minimum service quality. However, more resources can be allocated
up to a maximum value to improve data delivery performance of the end-to-end
connection. Hence, this class is similar to the variable bit rate (VBR) service class
in ATM networks. Two examples of this service class are video and data calls.
The key difference between video and data calls is the impact of the allocated
resources on the call presence in the system [37]. For video calls, the amount of
the allocated resources influences the perceived video quality experienced on the
video terminal, while it does not affect the video call duration. On the other hand,
the resource allocation to a data call affects its throughput and thus its duration.

Currently, there exist different wireless access networks with different service
capabilities in terms of bandwidth, coverage area, cost, and so on. The available
resources from these networks can be used to satisfy the QoS requirements for
different service types. However, this utilization should be performed in an efficient
way. Hence, a resource allocation framework that can satisfy the QoS requirements
of different connections while making efficient utilization of available resources is
needed. This framework is presented in the following sub-section.
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Fig. 1.6 Resource allocation framework

1.3.1 Radio Resource Allocation Framework

The resource allocation problem in a heterogeneous wireless access environment
can be viewed as a decision making process [52]. This can be represented by the
framework shown in Fig. 1.6. The framework has three components, namely, inputs,
decision making, and outputs, as discussed in the following [52].

• Inputs
In order to determine an optimal resource allocation for a given connection in a
heterogeneous wireless access medium, a set of information needs to be gathered.
This set of information is used as inputs to the decision making engine. These
inputs can be divided into two categories. One category includes predetermined
inputs, which are set a priori and remain unchanged for the connection duration.
They include the user preferences such as cost, security, and power consumption.
Also, they include the application type along with its QoS constraints such as
required bandwidth. The other category includes the time varying inputs. These
vary during the connection duration and are monitored continuously. They include
network call traffic load, the available radio coverage, and the connection holding
time.

• Decision Making
With all gathered information, resource allocation schemes deploy various deci-
sion making techniques in order to reach the best possible allocation. The decision
making process should define a decision mechanism and a decision place. The
decision mechanism provides a means for determining the optimal resource allo-
cation. In general, the decision mechanism employs a profit/utility function in
order to assess the resulting users’ satisfaction from the allocated resources. Deci-
sion mechanisms can employ stochastic programming, game theory, or convex
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optimization to determine the optimal allocation. Another important factor in the
decision making process is the decision place. In literature, three types of archi-
tectures can be defined, namely centralized, distributed, and hybrid architectures.
In a centralized architecture a central node, with a global view of all resources of
different networks and service demands, makes the decision, while in a distributed
approach the decision is made either in each network or eventually in the MT. A
hybrid architecture is a mix of both centralized and distributed approaches.

• Outputs
In literature, the resource allocation mechanisms in a heterogeneous wireless
access medium can be divided in two categories [25]. The first category utilizes
a single interface of an MT, so that the MT obtains its required resources from a
single access network (which is the best available network at the user’s location).
We refer to this category as single-network resource allocation mechanisms. In
single-network resource allocation mechanisms, the objective is to find the opti-
mal network assignment for different users (i.e. which user is assigned to which
network) and the optimal resource allocation within this network based on some
predefined criteria. As a result, the output of the decision making process is the
network assignment and the amount of resources allocated from the network. The
second category of the resource allocation mechanisms utilizes multiple radio
interfaces of an MT simultaneously to support the service requirement. We refer
to this category as multi-homing resource allocation mechanisms. The MT in this
type of solutions obtains its required resources from all available wireless access
networks. Hence, in this category the decision making process output is the amount
of resources allocated from various networks to a given connection.

Table 1.1 Single-network resource allocation mechanisms in a heterogeneous wireless medium

Reference Mechanism Objective Architecture

[13] Stochastic
programming

To maximize the allocations under
demand uncertainty while minimizing
underutilization of different networks and
users’ rejection

Centralized

[64] Convex
optimization

To maximize the minimum throughput
among all users in the heterogeneous
networks

Centralized

[51] Convex
optimization

To maximize the total welfare of each
network, with the aim of satisfying the
signal quality requirements of all mobile
users in a CDMA cellular network and
controlling the optimum collision
probability in a WLAN

Centralized

[8] Convex
optimization

To find close to optimum allocation for a
given set of voice users with minimum
QoS requirements and a set of best effort
users

Distributed
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1.3.2 Radio Resource Allocation Mechanisms

In this sub-section, radio resource allocation mechanisms from single-network and
multi-homing solutions are reviewed. The different mechanisms are discussed in
terms of their objectives and the decision making architectures. We start with the
single-network mechanisms, then present the multi-homing mechanisms.

Single-Network Radio Resource Allocation Mechanisms

Table 1.1 summarizes some mechanisms employed in the single-network resource
allocation. For the mechanisms with a centralized architecture, a central controller
is assumed to select the best network for a given connection from a set of available
wireless networks, and then performs the resource allocation for that connection from
the selected network. For the distributed mechanism in Table 1.1, an MT selects the
best available network and the selected network then performs the resource allocation
for the connection. In general, the selection of the best available network depends
on a predefined criterion [29]. One criterion is the received signal strength (RSS)
[41], where the MT is assigned to the wireless network with the highest RSS from
its BS or AP among all available networks. Another network selection criterion is
the offered bandwidth [58], where the MT is assigned to the network BS/AP with
the largest offered bandwidth. Moreover, different network selection criteria, such as
RSS, offered bandwidth, and monetary cost, can be combined in a utility function and
the MT network assignment is based on the results of this function associated with
the BSs/APs of the candidate networks [43]. The single-network resource allocation
mechanisms suffer from a limitation that an incoming call is blocked if no network
in the service area can individually satisfy the call required QoS. As a result, these
mechanisms do not fully exploit the available resources from different networks.

Multi-homing Radio Resource Allocation Mechanisms

In multi-homing solutions for resource allocation, each MT can obtain its required
resources for a specific application from all available wireless access networks. This
has the following advantages [14]:

1. With multi-homing capabilities, the available resources from different wireless
access networks can be aggregated to support applications with high required data
rates (e.g. video streaming and data calls) using multiple threads at the application
layer;

2. Multi-homing solutions allow for better mobility support, since at least one of the
MT radio interfaces will remain active, at a time, during the call duration;

3. The multi-homing concept can reduce the call blocking rate and improve the
overall system capacity.

Some mechanisms for multi-homing resource allocation are summarized in
Table 1.2. All the centralized mechanisms assume the existence of a central resource
manager that determines the optimum resource allocation from each available net-
work to satisfy the MT required QoS.
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Table 1.2 Multi-homing resource allocation mechanisms in a heterogeneous wireless medium

Reference Mechanism Objective Architecture

[46, 66] Cooperative
game

To form a coalition among different
available wireless access networks to offer
bandwidth to a new connection

Centralized

[45, 47] Non cooperative
game

To develop a profit oriented bandwidth
allocation mechanism (The requested
bandwidth is allocated to a new
connection from all available networks
based on the available bandwidth in each
network. All networks compete with each
other to maximize their profit.)

Centralized

[39] Utility function
based

To allocate bandwidth to both CBR and
VBR connections from all available
networks depending on utility fairness for
each type of service

Centralized

1.3.3 Cooperative Radio Resource Allocation

Almost all the existing research works in literature on radio resource allocation in a
heterogeneous wireless access medium focus on supporting either a single-network or
a multi-homing service. However, it is envisioned that both service types will coexist
in the future networks [27, 29]. This is because not all MTs are equipped with multi-
homing capabilities, and not all services require high resource allocation that calls for
a multi-homing support. As a result, some MTs will have to utilize a single-network
service. Moreover, even for an MT with a multi-homing capability, the MT utilization
of the multi-homing service should depend on its residual energy. Hence, when no
sufficient energy is available at the MT, the MT should switch from a multi-homing
service to a single-network one where the radio interface of the best available wireless
network is kept active while all other interfaces are switched off to save energy. This
motivates the requirement to develop a radio resource allocation mechanism that can
support both single-network and multi-homing services in a heterogeneous wireless
access medium. However, there are many technical challenges, as discussed in the
following.

Decentralized Implementation

From the literature survey summarized in Tables 1.1 and 1.2, it is clear that, except
for the work in [8], almost all radio resource allocation mechanisms need a central
resource manager in order to meet service quality requirements in such a heteroge-
neous wireless access medium. In addition, the work in [8] is to support MTs with
only single-network service. The need for the central resource manager for single-
network services is due to the fact that a global view over the individual networks’
status is required in order to select the best available wireless access network given
the MT required QoS. For multi-homing services, the central resource manager
coordinates the allocated resources from different networks such that the total
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resource allocation to a given MT equals to the total required resources by this
MT. Hence, the central resource manager should have a global view over network
available resources, and perform network selection for MTs with single-network
services and resource allocation for MTs with single-network and multi-homing ser-
vices. However, the assumption of the presence of this central resource manager is
not practical in a case that the networks are operated by different service providers.
This is because the central resource manager would raise some issues [28]:

1. The central resource manager is a single point of failure. Hence, if it breaks down,
the whole single-network and multi-homing services fail and this may extend to
the operation of the different networks;

2. Which network should be in charge of the operation and maintenance of this
central resource manager, taking account that the network in charge will control
the radio resources of other networks;

3. Modifications are required in different network structures in order to account for
this central resource manager.

As a result, it is desirable to have a decentralized implementation of the radio resource
allocation. In this context, an MT with single-network service can select the best
wireless access network available at its location and asks for its required resources
from this network. While an MT with multi-homing service can ask for the required
resources from each available network so as to satisfy its total required service
quality. Each network then can perform its own resource allocation and admission
control without the need for a central resource manager. However, with users and
service requests following stochastic mobility and traffic models, achieving the opti-
mal allocation for a given connection at any point of time would trigger realloca-
tions of a whole set of connections. This will take place with every service request
arrival or departure and a considerable amount of signalling information has to be
exchanged among different network entities. Hence, through network cooperation,
we aim to develop an efficient decentralized implementation of the radio resource
allocation that balances the resource allocation with the associated signalling over-
head. Through cooperative resource allocation, different networks can coordinate
their resource allocation in order to support the QoS of each call, satisfy a target call
blocking probability, and eliminate the need for a central resource manager while
reducing the amount of signalling overhead over the air interface.

Service Differentiation

In general, mobile users are the subscribers of different networks. As a result,
the service requests of different MTs should not be treated in the same manner by
each network. Instead, it is more practical that each network gives a higher priority
in allocating its resources to its own subscribers as compared to other users. Hence,
a priority mechanism should be in place to enable each network to assign different
priorities to MTs on its resources.

Considering the aforementioned challenges in designing a resource allocation
mechanism to support both single-network and multi-homing services in a dynamic



14 1 Introduction

environment, we will take the following steps to present radio resource allocation
solutions.

1. Static multi-homing radio resource allocation in Chap. 2: In this step, we will
investigate a system model with only multi-homing calls, and without considering
the arrival of new calls or departure of existing ones. This simplifies the problem
under consideration due to two reasons. Firstly, in the absence of a network
assignment problem we focus on finding the optimal resource allocation from
each network to a given connection in order to satisfy its total required bandwidth.
Secondly, due to the static nature of the system model, there are no perturbations
associated with the number of MTs in the system. Hence, no resource reallocations
are necessary, and the signalling between MTs and BSs/APs occur only in the call
setup. We aim to develop a decentralized implementation of the radio resource
allocation and identify the role of each network entity in this architecture. In
addition, we shall enable each network to give a higher priority in allocating its
resources to its own subscribers as compared to other users;

2. Dynamic multi-homing radio resource allocation in Chap. 3: We consider the
stochastic mobility and traffic models for the users and service requests. The
system experiences perturbations in the call traffic load. This triggers resource
reallocations for all the existing connections, and results in a considerable amount
of signalling overhead. Hence, we will extend the resource allocation in step 1 in
order to provide an efficient radio resource allocation mechanism that can balance
the resource allocation with the associated signalling overhead through short-term
call traffic load prediction and network cooperation;

3. Single-network and multi-homing radio resource allocation mechanism in
Chap. 4: We extend the ideas presented in Chaps. 2 and 3 to include single-network
calls in the system model. Hence, the radio resource allocation mechanism is of
twofold: to determine the network assignment of MTs with single-network ser-
vice to the available wireless access networks, and to find the corresponding
resource allocation to MTs with single-network and multi-homing services. The
framework gives an active role to the MTs in the resource allocation operation
through network selection and resource requests.

1.4 Summary

In this chapter, three cooperation scenarios are discussed, namely cooperative spatial
diversity, cooperative resource aggregation, and cooperative seamless service pro-
vision. The cooperation scenarios can take place at three different levels, which are
among users, between users and networks, and among networks. The heterogeneous
nature of today’s wireless access medium motivates cooperation among different
networks, which can benefit both users and service providers. In this brief, we focus
on cooperative networking to enhance users QoS through radio resource alloca-
tion mechanisms. A literature review is summarized, where the resource allocation
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1.4 Summary 15

mechanisms are classified into single-network and multi-homing ones. The limita-
tions of the existing mechanisms are discussed and a desired cooperative resource
allocation framework that can address these limitations is introduced. In the sub-
sequent chapters, cooperative resource aggregation and seamless service provision
concepts will be employed to develop an efficient radio resource allocation frame-
work in this heterogeneous networking environment.



Chapter 2
Decentralized Optimal Resource Allocation

Mutli-homing radio resource allocation is considered to be a promising solution
that can efficiently exploit the available resources in a heterogeneous wireless access
medium to satisfy required QoS, reduce call blocking probability, and enhance mobil-
ity support. The main challenge in designing a multi-homing resource allocation algo-
rithm is how to coordinate the allocation from different networks so as to satisfy the
user’s target QoS while making efficient utilization of available network resources.
One simple solution is to employ a central resource manager with a global view over
the available resources and the calls required QoS, that can perform the necessary
coordination among different networks. However, this solution is not practical in the
case that those different networks are operated by different service providers. Hence,
the question now is how to coordinate the resource allocation in different networks
without a central resource manager. In addition, it is more practical that every network
prioritize resource allocation to its own subscribers as compared to other users. In
this chapter, we present a decentralized optimal radio resource allocation mechanism
that enables each MT to coordinate the resource allocation from different networks
to satisfy its target QoS, and allows each network to give a higher priority in allo-
cating its resources to its own subscribers. We first present the system model under
consideration, then discuss the problem formulation for the decentralized resource
allocation.

2.1 System Model

2.1.1 Wireless Access Networks

Consider a geographical region with a set N of available wireless access networks,
N = {1, 2, . . . , N }. Each network, n ∈ N , is operated by a unique service provider
and has a set, Sn , of BSs/APs in the geographical region with Sn = {1, 2, . . . , Sn}.
The BSs/APs of different networks have different coverage that overlaps in some
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Fig. 2.1 The networks coverage areas

areas. Hence, the geographical region is partitioned to a set K of service areas,
K = {1, 2, . . . , K }. As shown in Fig. 2.1, each service area k ∈ K is covered by a
unique subset of networks BSs/APs. Each BS/AP, s ∈ Sn for n ∈ N , has a downlink
transmission capacity of Cn Mbps.

2.1.2 Network Subscribers and Users

There are M MTs with multiple radio interfaces and multi-homing capabilities in
the geographical region, given by the set M = {1, 2, . . . ,M}. Each MT has its own
home network but can also get service from other available networks. Let Mns ⊂M
denote the set of MTs which lie in the coverage area of the sth BS/AP of the nth
network. The set Mns is further divided into two subsets, Mns1 to denote MTs
whose home network is network n, and Mns2 to denote MTs whose home network
is not network n. Hence, Mns1 ∪Mns2 =Mns , and Mns1 ∩Mns2 = ∅. An MT
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m ∈Mns1 is referred to as network n subscriber, while an MT m ∈Mns2 is referred
to as network n user.

2.1.3 Service Requests

The MTs service requests are expressed in terms of call required bandwidth. An MT
can receive its required bandwidth from all available wireless access networks using
its multi-homing capability. The allocated bandwidth from network n to an MT m
through BS/AP s in the downlink is given by bnms , with n ∈ N , m ∈ Mns , and
s ∈ Sn . Let B be a matrix of bandwidth allocation from each network n through
BS/AP s to each MT m, B = [bnms], n ∈ N ,m ∈M, s ∈ Sn , with bnms = 0 if MT
m is not in the coverage area of network n BS/AP s. It should be noted that, while
we study bandwidth allocation in the downlink, the same framework can be applied
for bandwidth allocation in the uplink.

The networks support both CBR and VBR services. An MT, m, with a CBR call
requires a constant bandwidth Bm from all wireless access networks available at
its location. On the other hand, an MT, m, with a VBR call requires a bandwidth
allocation within a maximum value Bmax

m and a minimum value Bmin
m . With sufficient

available radio resources, the VBR call is allocated its maximum required bandwidth
Bmax

m . When all networks BSs/APs reach their transmission capacity limitation Cn ,
the allocated bandwidth for the VBR call is degraded towards Bmin

m in order to support
more calls. Let Mr1 denotes the set of MTs in the geographical region with CBR
service, while Mr2 denotes the set of MTs in the geographical region with VBR
service, and both are a subset of M.

We consider call-level radio resource allocation. The radio resource allocation
mechanism is to find the optimal resource allocation to a set of MTs in a particular
service area from each of the available BSs/APs. As a first step, the resource allocation
is performed according to the average call level statistics in different service areas
[39]. Hence, a static system is investigated without arrivals of new calls or departures
of existing ones. It is assumed that a call admission control procedure is in place [60],
and a feasible resource allocation solution exists.

2.2 Formulation of the Radio Resource Allocation Problem

In this section, we discuss the problem formulation of radio resource allocation for
a static system of multi-homing MTs in the heterogeneous wireless access medium.
A decentralized solution for the problem is then presented based on the problem
formulation.

The utility um(bnms) of network n allocating bandwidth bnms to MT m through
BS/AP s is given by
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unms(bnms) = ln(1+ η1bnms)− η2(1− pnms)bnms (2.1)

where η1 and η2 are used for scalability of bnms [57], and pnms ∈ [0, 1] is a priority
parameter set by network n BS/AP s on its resources for MT m. The attained network
utility from the allocated bandwidth is a concave function of bnms [6] and is given
by the first term in the right hand side of (2.1) [39]. The cost that the user pays
for the allocated bandwidth is given by the second term in the right hand side of
(2.1). This term is a linear function of the allocated bandwidth bnms ; hence, the more
the allocated bandwidth, the higher the cost. The utility function of (2.1) involves a
trade-off between the attained network utility and the cost that the user pays on the
network radio resources [28]. The utility function of (2.1) is a concave function of
the allocated bandwidth bnms [6]. We employ priority parameter pnms set by network
n BS/AP s to MT m to establish service differentiation among different users, which
is given by

pnms =
{

1, ∀m ∈Mns1
β, ∀m ∈Mns2

(2.2)

where β ∈ [0, 1). Using (2.2) in (2.1), the utility function for a network subscriber
accounts only on the attained network utility by that subscriber, while a network
user suffers from a trade-off between the attained network utility and the cost that
the network sets on its resources [28]. This enables each network to give a higher
priority in allocating its resources to its own subscribers than to other users. The
allocated bandwidth to MTs with VBR service is reduced, when all networks in
the geographical region reach their capacity limitation, in order to support more
calls. However, each subscriber should be able to enjoy the resources of its own
home network. Hence, it is desirable to differentiate the radio resource allocation
performed by a network to its own subscribers and the allocation performed by that
network to the other users. This is taken care of by the priority parameter pnms which
gives a higher cost on the network resources for the network users than to the network
subscribers. Each network, n ∈ N , assigns a priority parameter value pnms ∈ [0, 1)
on its resources for the users in its coverage area, while setting pnms = 1 for its own
subscribers. Hence, the subscribers of each network with VBR service enjoy their
maximum required bandwidth using their home network radio resources. A network
degrades its resource allocation to its own subscribers only so as not to violate the
minimum required bandwidth of the other users.

The radio resource allocation objective of each network BS/AP is to maximize
the total satisfaction for all MTs that lie within its coverage area, which is given by

Uns =
∑

m∈Mns

unms(bnms), ∀s ∈ Sn, n ∈ N (2.3)

where Uns is the total utility of network n BS/AP s.
The overall radio resource allocation objective of all networks in the geographical

region is to find the optimal bandwidth allocation bnms , ∀n ∈ N , ∀m ∈M, ∀s ∈ Sn ,
which maximizes the total utility in the region, given by
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U =
N∑

n=1

Sn∑
s=1

Uns . (2.4)

The total bandwidth allocation by each network n BS/AP s should be such that the
total call traffic load in its coverage area is within the network BS/AP transmission
capacity limitation Cn , that is

∑
m∈Mns

bnms ≤ Cn, ∀s ∈ Sn, n ∈ N . (2.5)

For an MT with CBR service, the total bandwidth allocation from all available
wireless access networks to this MT should satisfy its application required bandwidth,
that is

N∑
n=1

Sn∑
s=1

bnms = Bm, ∀m ∈Mr1. (2.6)

As for an MT with VBR service, the total bandwidth allocation from all available
wireless access networks to this MT should be within the application minimum
required bandwidth Bmin

m and the application maximum required bandwidth Bmax
m ,

that is

Bmin
m ≤

N∑
n=1

Sn∑
s=1

bnms ≤ Bmax
m , ∀m ∈Mr2. (2.7)

Hence, the radio resource allocation for MTs with multi-homing capabilities in
the heterogeneous wireless access medium, for CBR and VBR services, can be
expressed by the following optimization problem

max
B≥0

U

s.t. (2.5)− (2.7).
(2.8)

Using the utility function definitions in (2.1), (2.3), and (2.4), the objective func-
tion of (2.8) is concave and the problem has linear constraints. Therefore, problem
(2.8) is a convex optimization problem, and a local maximum is a global maximum
as well [6]. Although problem (2.8) can be solved efficiently in polynomial time
complexity in a centralized manner using a central resource manager, this is not
practical in a case that these networks are operated by different service providers.
Thus, it is desirable to develop a decentralized solution of (2.8).

Constraints (2.6) and (2.7) are coupling constraints that make it difficult to obtain
the desirable decentralized solution of (2.8) at each network. A decentralized solution
can be developed using full dual decomposition of (2.8) [15, 30, 32, 49, 50]. We can
rewrite constraint (2.7) in the following form
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N∑
n=1

Sn∑
s=1

bnms ≤ Bmax
m , ∀m ∈Mr2 (2.9)

N∑
n=1

Sn∑
s=1

bnms ≥ Bmin
m , ∀m ∈Mr2. (2.10)

In order to develop the decentralized solution, first we find the Lagrangian function
for (2.8) using constraints (2.9) and (2.10), which can be expressed as

L(B, λ, ν, μ(1), μ(2)) =
N∑

n=1

Sn∑
s=1

Uns +
N∑

n=1

Sn∑
s=1

λns

⎛
⎝Cn −

∑
m∈Mns

bnms

⎞
⎠

+
∑

m∈Mr1

νm

(
Bm −

N∑
n=1

Sn∑
s=1

bnms

)

+
∑

m∈Mr2

μ(1)m

(
Bmax

m −
N∑

n=1

Sn∑
s=1

bnms

)

+
∑

m∈Mr2

μ(2)m

(
N∑

n=1

Sn∑
s=1

bnms − Bmin
m

)
(2.11)

with λ = (λns : n ∈ N , s ∈ Sn) defined to be a matrix of Lagrange multipliers
corresponding to capacity constraint (2.5), and λns ≥ 0, ν = (νm : m ∈ Mr1),
μ(1) = (μ

(1)
m : m ∈ Mr2), μ(2) = (μ

(2)
m : m ∈ Mr2) are vectors of lagrange

multipliers corresponding to the required bandwidth constraints (2.6), (2.9), and
(2.10) respectively, and μ(1)m , μ

(2)
m ≥ 0. The dual function is given by

h(λ, ν, μ(1), μ(2)) = max
B≥0

L(B, λ, ν, μ(1), μ(2)) (2.12)

and the dual problem corresponding to the primal problem (2.8) is expressed by

min
(λ,μ(1),μ(2))≥0,ν

h(λ, ν, μ(1), μ(2)). (2.13)

A strong duality holds since the optimization problem (2.8) is a convex optimization
problem, which makes the optimal values for the primal and dual problems equal
[6]. The maximization problem (2.12) can be written as
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h(λ, ν, μ(1), μ(2)) =
N∑

n=1

Sn∑
s=1

max
B≥0

⎧⎨
⎩Uns − λns

∑
m∈Mns

bnms

−
∑

m∈Mr1

νmbnms −
∑

m∈Mr2

(μ(1)m − μ(2)m )bnms

⎫⎬
⎭ . (2.14)

Then, each network BS/AP can solve its own network utility maximization (NUM)
problem, given by

max
B≥0

⎧⎨
⎩Uns − λns

∑
m∈Mns

bnms −
∑

m∈Mr1

νmbnms −
∑

m∈Mr2

(μ(1)m − μ(2)m )bnms

⎫⎬
⎭ .
(2.15)

By applying the Karush-Kuhn-Tucker (KKT) conditions on (2.15), each network
BS/AP can find the bandwidth allocation, bnms , for fixed values of λ, ν, μ(1), and
μ(2). Thus, we have

∂Uns

∂bnms
− λns − νm − (μ(1)m − μ(2)m ) = 0 (2.16)

which results in

bnms =
[(

η1

λns + νm + η2(1− pnms)
− 1

)
/η1

]+
, ∀m ∈Mr1 (2.17)

bnms =
[(

η1

λns + (μ(1)m − μ(2)m )+ η2(1− pnms)
− 1

)
/η1

]+
, ∀m ∈Mr2

(2.18)

where the notion [·]+ is a projection on the positive quadrature to account for the fact
that B ≥ 0. By solving the dual problem (2.13), we can obtain the optimal values
for the Lagrange multipliers that results in the optimal bandwidth allocation bnms

of (2.17) and (2.18). For a fixed bandwidth allocation B, the dual problem can be
written as

N∑
n=1

Sn∑
s=1

min
λ≥0

⎧⎨
⎩λns

⎛
⎝Cn −

∑
m∈Mns

bnms

⎞
⎠

⎫⎬
⎭+

∑
m∈Mr1

min
ν

{
νm

(
Bm −

N∑
n=1

Sn∑
s=1

bnms

)}

+
∑

m∈Mr2

min
μ(1)≥0

{
μ(1)m

(
Bmax

m −
N∑

n=1

Sn∑
s=1

bnms

)}

+
∑

m∈Mr2

min
μ(2)≥0

{
μ(2)m

(
N∑

n=1

Sn∑
s=1

bnms − Bmin
m

)}
. (2.19)
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For a differentiable dual function, a gradient descent method can be applied so as to
find the optimal values for the Lagrangian multipliers [6], which is given by

λns(i + 1) =
⎡
⎣λns(i)− α1

⎛
⎝Cn −

∑
m∈Mns

bnms(i)

⎞
⎠

⎤
⎦
+

(2.20)

νm(i + 1) = νm(i)− α2

(
Bm −

N∑
n=1

Sn∑
s=1

bnms(i)

)
(2.21)

μ(1)m (i + 1) =
[
μ(1)m (i)− α3

(
Bmax

m −
N∑

n=1

Sn∑
s=1

bnms(i)

)]+
(2.22)

μ(2)m (i + 1) =
[
μ(2)m (i)− α4

(
N∑

n=1

Sn∑
s=1

bnms(i)− Bmin
m

)]+
(2.23)

where i is an iteration index and α j , j = {1, 2, 3, 4}, is a fixed sufficiently small step
size. As the gradient of (2.19) satisfies the Lipchitz continuity condition, the con-
vergence of (2.20)–(2.23) towards the optimal solution is guaranteed [6]. Hence, the
radio resource allocation bnms of (2.17) and (2.18) converges to the optimal solution.

2.3 A Decentralized Optimal Resource
Allocation (DORA) Algorithm

The decomposition approach for optimization problem (2.8) is defined in two levels.
The first one is a lower level that is executed at each network, n ∈ N , BS/AP, s ∈ Sn ,
so as to find the optimal radio resource allocation bnms for each MT m ∈Mns . This
optimal resource allocation is found by solving the sub-problems given in (2.15)
by BSs/APs, which results in the solution of (2.17) for MTs with CBR service and
(2.18) for MTs with VBR service. The other is a higher level, where the master
problem is solved. The master problem is given in (2.19) and its optimal solution
is obtained using the iterative method introduced in (2.20)–(2.23). The role of the
master problem is to set the dual variables λ, ν, μ(1) and μ(2) so as to coordinate the
sub-problems solution at each network BS/AP. This is illustrated in Fig. 2.2.

Fig. 2.2 Decomposition of problem (2.8)
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Following the classical interpretation of λns in economics as the resource price
[32], we refer to λns as the link access price for network n BS/AP s. Basically,
λns serves as an indication of the capacity limitation experienced by network n link
resources in BS/AP s. Hence, when the total call traffic load in network n BS/AP
s (

∑
m∈Mns

bnms) reaches the capacity limitation (Cn), the link access price (λns)
increases to denote that it is expensive to use that link. The rest of the Lagrangian
multipliers, namely νm which is used by MTs with CBR service, and μ(1)m and μ(2)m
which are used by MTs with VBR service, are coordination parameters. Hence, νm

is used by MT m to coordinate the allocations by the available BSs/APs so as to
ensure that the required bandwidth Bm is met. Similarly, μ(1)m and μ(2)m are used by
MT m to coordinate the BS/AP resource allocations of different networks so as to
ensure that the allocated resources lie within the specified required bandwidth range
[Bmin

m , Bmax
m ].

The link access price λns is calculated at each network BS/AP according to its
capacity limitation and the total call traffic load experienced by the BS/AP. The
coordination parameter νm is calculated at each MT with CBR service, while the
coordination parameters μ(1)m and μ(2)m are calculated by each MT with VBR service.
All coordination parameters are calculated based on the allocated bandwidth from
different wireless access networks and the MT required bandwidth. The decentralized
optimal radio resource allocation (DORA) algorithm can be explained using the
scenario given in Fig. 2.3. Consider an MT which lies in the coverage area of a WLAN
AP and cellular network and WiMAX BSs. Each BS/AP defines an initial feasible
value for its link access price λns . Similarly, the MT defines an initial feasible value
for its coordination parameter(s). Each BS/AP performs its bandwidth allocation to
the MT based on the network BS/AP link access price, the MT priority parameter
and its coordination parameter values. Each BS/AP then updates its link access price
value based on its capacity limitation and its experienced total call traffic load (due
to the previous iteration resource allocation). Also, the MT updates its coordination
parameter(s) (νm for MT with CBR service and μ(1)m and μ(2)m for MT with VBR
service) based on the difference between its required bandwidth and the previous
iteration total resource allocation. The updated coordination parameter for the new
iteration (νm or the difference μ(1)m −μ(2)m ) is broadcasted by the MT to the different
available wireless access networks through the MT different radio interfaces so as to
coordinate the resource allocation from different networks. As a result, each BS/AP
can update its bandwidth allocation to the MT (using the updated link access price and
coordination parameter values). The process continues over a number of iterations
until the MT required bandwidth can be met eventually.

The detailed (DORA) algorithm is given in Table 2.1, whereψ is a small tolerance.
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Fig. 2.3 Decentralized radio resource allocation

2.4 Numerical Results and Discussion

This section presents numerical results for the radio resource allocation problem (2.8)
using the DORA algorithm given in Table 2.1. We consider a simplified system model
with a geographical region that is entirely covered by an IEEE 802.16e WiMAX BS
and partially covered by a 3G cellular network BS and an IEEE 802.11b WLAN AP
[39], as shown in Fig. 2.4. Thus, N = {1, 2, 3}, with the WiMAX, cellular network,
and WLAN indexed as 1, 2, and 3 respectively. Each network has only one BS/AP
in the geographical region, i.e. Sn = {1}, ∀n ∈ N . As a result, the geographical
region is described by three service areas, K = {1, 2, 3}. In service area 1, only the
WiMAX BS coverage is available. In service area 2, both the WiMAX and cellular
network coverages are available. In service area 3, all three networks are available.
The transmission capacities of the three networks are given by C1 = 20 Mbps,
C2 = 2 Mbps, and C3 = 11 Mbps.

For the priority mechanism, different networks can set different costs on their
resources through the priority parameter pnms . As the cellular network has the lowest
transmission capacity among all the available networks, it sets the highest cost on its
resources so as to devote them to its own subscribers. Both the WiMAX and WLAN
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have a high transmission capacity, however, the WiMAX covers a larger area with
more users. Hence, the WiMAX sets a higher cost on its resources than the WLAN
with its limited coverage area. So, for network users we set p1m1 = 0.6, p2m1 = 0.5,
and p3m1 = 0.8.

Let the required bandwidth allocation be 256 Kbps for an MT with CBR service,
while for an MT with VBR service the required bandwidth allocation lies in the range
[256, 512]Kbps. Let the number of subscribers for network n in service area k with
service r be Mnkr with r = 1 for CBR service and r = 2 for VBR service. We vary
the number of WLAN subscribers with CBR calls in service area 3 (M331) and fix all
other parameters to study the system performance. The number of different network
subscribers in all service areas are given in Table 2.2.

Figures 2.5, 2.6, 2.7, and 2.8 depict various bandwidth allocation results versus
the number of ongoing CBR calls for the WLAN subscribers in service area 3 (M331).

Figure 2.5 shows the total allocated bandwidth by each network BS/AP. Both the
WiMAX and cellular network BSs reach their capacity limitation, independent of

Table 2.1 DORA Algorithm

1: Input: Cns ∀n ∈ N , ∀s ∈ Sn , Bm ∀m ∈Mr1, [Bmin
m , Bmax

m ] ∀m ∈Mr2;

2: Initialization: i ←− 1; λns(1) ≥ 0; νm(1); μ
(1)
m (1) ≥ 0; μ(2)m (1) ≥ 0, bnms(0) = {}, j = 0;

3: while j = 0 do
4: for n ∈ N do // Bandwith Allocation at Each Network BS/AP
5: for m ∈M do
6: for s ∈ Sn do
7: if m ∈Mns then
8: bnms(i) = [( η1

λns (i)+νm (i)+η2(1−pnms )
− 1)/η1]+, m ∈Mr1;

9: bnms(i) = [( η1

λns (i)+(μ(1)m (i)−μ(2)m (i))+η2(1−pnms )
− 1)/η1]+,

10: m ∈Mr2;
11: end if
12: end for
13: end for
14: end for
15: if |bnms − 1| > ψ then
16: for n ∈ N do // Update of Link Access Price at Each Network BS/AP
17: for s ∈ Sn do
18: λns(i + 1) = [λns(i)− α1(Cns −∑

m∈Mns
bnms(i))]+;

19: end for
20: end for
21: for m ∈M do // Update of Coordination Parameters at Each MT
22: νm(i + 1) = νm(i)− α2(Bm −∑N

n=1
∑Sn

s=1 bnms(i)), ∀m ∈Mr1

23: μ
(1)
m (i + 1) = [μ(1)m (i)− α3(Bmax

m −∑N
n=1

∑Sn
s=1 bnms(i))]+, ∀m ∈Mr2;

24: μ
(2)
m (i + 1) = [μ(2)m (i)− α4(

∑N
n=1

∑Sn
s=1 bnms(i)− Bmin

m )]+, ∀m ∈Mr2;
25: end for
26: i ←− i + 1
27: else
28: j = 1;
29: end if
30: end while
31: Output: B∗.
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M331. On the other hand, the WLAN AP increases its total allocated bandwidth with
M331 so as to accommodate more subscribers. The WLAN AP reaches its capacity
limitation at M331 = 14.

In the following results, we study the total allocated bandwidth from each network
BS/AP to subscribers of different networks in all three service areas.

Figure 2.6a shows the total allocated bandwidth by each network BS/AP for the
CBR WLAN subscribers in service area 3. Because of the priority mechanism, the
WLAN AP supports its own subscribers with all their required bandwidth in order
to avoid the associated high cost of the BSs resources of WiMAX and cellular net-
work. Hence, The bandwidth allocation for the WLAN subscribers from the WiMAX
(M-L) and cellular network (C-L) BSs is equal to zero, while the WLAN AP allo-
cated bandwidth (L-L) increases with M331 so as to accommodate more subscribers.
For M331 > 34, there is no sufficient resources at the WLAN AP to support individ-

Fig. 2.4 Service areas under consideration

Table 2.2 Number of subscribers of different networks in different service areas

Parameter Value Parameter Value Parameter Value Parameter Value

M111 10 M122 7 M221 8 M232 5
M112 10 M131 5 M222 8 M332 5
M121 7 M132 5 M231 5 M331 Variable
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ually its own subscribers. Hence, the WiMAX BS increases its bandwidth allocation
to support the WLAN subscribers. The support comes only from the WiMAX BS as
it sets a lower cost on its resources than the cellular network BS.

Figure 2.6b shows the allocated bandwidth by each network BS/AP for the VBR
WLAN subscribers in service area 3. For M331 ≥ 22, the WLAN AP decreases its
allocated bandwidth to the VBR subscribers (L-L) in order to support the increasing
number of the CBR subscribers. This is compensated by an increase in the bandwidth
allocation from the WiMAX BS (M-L) in order to keep the total bandwidth allocation
constant at the call maximum required bandwidth (512 Kbps for each VBR call). For
M331 > 27, any further increase in the bandwidth allocation from the WiMAX BS to
the WLAN subscribers would degrade the WiMAX BS bandwidth allocation to its
own VBR subscribers. This is not allowed, however, by the priority mechanism as it
gives higher priority on the WiMAX BS resources to the WiMAX subscribers. Hence,
the WiMAX BS decreases its allocated bandwidth to the VBR WLAN subscribers
which reduces the VBR call total bandwidth allocation towards the call minimum
required bandwidth. For M331 > 34, the WLAN AP decreases its bandwidth allo-
cation to its VBR subscribers in order to support the increasing number of its CBR
subscribers. Hence, the WiMAX BS increases its bandwidth allocation to the WLAN
VBR subscribers so as not to violate their minimum required bandwidth (256 Kbps
for each VBR call).

Figure 2.7a shows the total allocated bandwidth by each network BS/AP to the
cellular network subscribers, with CBR and VBR calls, in service area 3. The total
allocated bandwidth of CBR cellular network subscribers (C-CBR Total) comes from

Fig. 2.5 Total bandwidth allocation by each network BS/AP
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Fig. 2.6 Total bandwidth allocation by each network BS/AP to a CBR and b VBR WLAN
subscribers

the WLAN AP (L-C-CBR). The allocated bandwidth from the cellular network BS
(C-C-CBR) is zero, as it uses its bandwidth to support its own subscribers in ser-
vice area 2 (which is covered only by the cellular network BS, and the WiMAX BS
with a higher cost for bandwidth). As for the WiMAX BS zero bandwidth allocation
(M-C-CBR), it is due to the higher cost that the WiMAX BS sets on its resources as
compared to the WLAN AP. For M331 > 18, the WLAN AP decreases its bandwidth
allocation to the CBR cellular network subscribers in order to support its increasing
number of subscribers (M331). Hence, the WiMAX BS increases its allocation to
the CBR cellular network subscribers in order to keep the total bandwidth allocation
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Fig. 2.7 Total bandwidth allocation by each network BS/AP to the cellular network subscribers in
a Area 3 and b Area 2

constant at the required bandwidth (256 Kbps for each CBR call). For M331 > 21,
more allocated bandwidth is required from the WiMAX BS to keep the CBR cellular
network subscriber total allocation constant; however, this would increase the associ-
ated cost due to the WiMAX BS low priority parameter for the network users. Hence,
the cellular network BS increases its allocated bandwidth to support its own CBR
subscribers. As shown in the figure, the total bandwidth allocation is always constant
at the call required bandwidth. For the VBR subscribers, the WLAN AP decreases its
bandwidth allocation to the VBR cellular network subscribers with M331 in order to
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support its own subscribers. This is compensated for by an increase in the WiMAX
BS bandwidth allocation to keep the total allocated bandwidth (C-VBR-Total) at
its maximum required bandwidth (512 Kbps for each VBR call). For M331 > 17,
the cellular network BS increases its bandwidth allocation to its VBR subscribers
in order to reduce the amount of required bandwidth from the WiMAX BS due to
the associated high cost. For M331 > 22, any further increase in the allocated band-
width from the WiMAX BS to the VBR cellular network subscribers would reduce
the WiMAX BS allocation to its own VBR subscribers. Hence, the WiMAX BS
decreases its allocated bandwidth to the VBR cellular network subscribers. Also,
the cellular network BS decreases its allocated bandwidth to its VBR subscribers to
support its CBR subscribers in this area. As a result, the total allocated bandwidth
to the VBR cellular network subscribers starts to decrease towards the minimum
required bandwidth. For M331 > 26, the WiMAX and cellular network BSs increase
their bandwidth allocation to the VBR cellular network subscribers in order to com-
pensate for the reduction in the allocated bandwidth from the WLAN AP and keep
the total bandwidth allocation constant at the call minimum required bandwidth.

Figure 2.7b shows the total allocated bandwidth by each network BS/AP to the
cellular network subscribers in service area 2. The allocated bandwidth comes only
from the WiMAX and cellular network BSs since the MTs are out of the coverage area
of the WLAN AP. For the CBR subscribers with M331 > 14, the WiMAX BS reduces
its allocated bandwidth to the CBR cellular network subscribers to support its own
subscribers with their maximum required bandwidth. As a result, the cellular network
BS increases its allocated bandwidth. For M331 > 32, the cellular network BS reduces
its bandwidth allocation to support its subscribers in area 3 (refer to Fig. 2.7a). This
is compensated for by an increase in the WiMAX BS allocated bandwidth to the
CBR cellular network subscribers. In all the cases, the total bandwidth allocation
(C-CBR Total) is constant at the required bandwidth (256 kbps for each CBR user).
For the VBR subscribers with M331 > 14, the cellular network BS cannot further
keep its VBR subscribers in area 2 at their maximum required bandwidth, and has to
decrease its allocated bandwidth to support the CBR cellular network subscribers in
this area. Also, the WiMAX BS has to decrease its bandwidth allocation to satisfy its
own VBR subscribers with their maximum required bandwidth. Therefore, the total
bandwidth allocation (C-VBR Total) starts to decrease towards the minimum required
bandwidth. As in the CBR bandwidth allocation, for M331 > 32, the cellular network
BS reduces its allocated bandwidth to its VBR subscribers in area 2 to support its
subscribers in area 3. As a result, the WiMAX BS increases its bandwidth allocation
to keep the total allocated bandwidth constant at the minimum required bandwidth.

Figure 2.8a shows the total allocated bandwidth by each network BS/AP to the
WiMAX subscribers in service area 3. For both CBR and VBR calls, most of the
allocated bandwidth comes from the WiMAX BS (M-M-CBR and M-M-VBR), so
as to reduce the associated cost of the WLAN bandwidth allocation. The allocated
bandwidth from the cellular network BS (C-M-CBR and C-M-VBR) is zero, as it allo-
cates radio resources to its own subscribers in service areas 2 and 3. For M331 > 13,
the WLAN AP decreases its allocated bandwidth to the VBR WiMAX subscribers in
order to support its own subscribers. Hence, the WiMAX BS increases its allocated
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Fig. 2.8 Total bandwidth allocation by each network BS/AP to the WiMAX subscribers in a Area
3, b Area 2, and c Area 1
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Fig. 2.8 (Continued)

bandwidth to support its own subscribers. For M331 > 18, all the required band-
width to support the CBR calls (M-CBR-Total) in service area 3 comes from the
WiMAX BS. For M331 > 32, the WiMAX BS reduces its bandwidth allocation to
the VBR WiMAX subscribers towards the minimum required bandwidth to support
the WLAN subscribers (refer to Fig. 2.6).

Figure 2.8b shows the total allocated bandwidth by each network BS/AP to the
WiMAX subscribers in service area 2. The total allocated bandwidth comes only from
the WiMAX BS (M-M-CBR and M-M-VBR) although the MTs lie in the coverage
area of the cellular network. This is due to the associated high cost of the cellular
network bandwidth. Again, as in Fig. 2.8a, for M331 > 32, the WiMAX BS decreases
its allocated bandwidth to the VBR subscribers to support the WLAN subscribers in
service area 3.

Figure 2.8c shows the total allocated bandwidth by each network BS/AP to the
WiMAX subscribers in service area 1. Since the MTs are outside the coverage areas
of the cellular network BS and WLAN AP, the total bandwidth allocation comes only
from the WiMAX BS. For M331 > 32, the WiMAX BS allocated bandwidth to the
VBR calls is reduced to support the WLAN subscribers in area 3.

From the results in Figs. 2.6, 2.7, and 2.8, service degradation of VBR calls starts
from the cellular network subscribers as these users depend heavily on other networks
in order to satisfy their required bandwidth. Because of the priority mechanism, these
networks give higher priority in allocating their resources to their own subscribers,
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Fig. 2.9 Link access price

leading to a reduced bandwidth allocated to the VBR calls of cellular network sub-
scribers.

Figure 2.9 shows the variation in the link access price (λns). For M331 < 14, the
WLAN AP has not yet reached its capacity limitation, resulting in its link access
price value equal to zero. On the other hand, the WiMAX and the cellular network
BSs have a high value of link access price as they reach their capacity limitation (refer
to Fig. 2.5). The cellular network BS has the highest link access price value due to its
lowest capacity. For M331 ≥ 14, the BSs/AP of three networks reach their capacity
limitation. This calls for a higher link access prices for all three networks. As M331
increases, the link access price value increases to indicate that it is more expensive
to use these links. These results follow the complementary slackness condition [6].
Normally, the WLAN AP has a lower link access price than the WiMAX BS, since
the number of users supported by the WLAN AP is less than those supported by
the WiMAX BS in the three areas. But as the WLAN AP gives a lower cost on
its resources using the priority parameter p3m1, most of the users in area 3 use its
bandwidth, and the WLAN subscribers in area 3 are mainly supported by the WLAN
AP, which causes the link access price for the WLAN AP to increase above the link
access price value of the WiMAX BS for M331 > 18.
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2.5 Summary

In this chapter, a decentralized optimal resource allocation (DORA) algorithm in
a heterogeneous wireless access environment is presented. The algorithm has the
following features:

1. It is a decentralized algorithm. Each network BS/AP solves its own NUM problem
and performs its resource allocation. No central resource manager is required.

2. It supports MTs with multi-homing capabilities for multi-services, namely, CBR
and VBR services.

3. It allows for service differentiation, among the network subscribers and the other
users. As a result, the network subscribers enjoy their maximum required band-
width using their home network resources.

4. The MTs play an active role in the resource allocation operation by coordinating
the available wireless access networks to satisfy their required bandwidth.

The algorithm is limited to a static system with no arrival of new calls or departure
of existing ones with the objective of identifying the role of different network enti-
ties in such a decentralized architecture model. In the next chapter, we discuss the
main limitations of the DORA algorithm in a dynamic system with call arrivals and
departures and present some modifications to address these limitations.



Chapter 3
Prediction Based Resource Allocation

In a dynamic environment, call arrivals and departures in different service areas may
trigger reallocations for all MTs in service. In a decentralized architecture, this is
translated to a heavy signalling overhead between the MTs and different BSs/APs
with every call arrival and/or departure in any service area. Hence, the main challenge
is how to develop an efficient decentralized radio resource allocation mechanism
that reduces the associated signalling overhead with call arrivals and departures. In
this chapter, concepts of call traffic load prediction and network cooperation are
introduced to address the challenges that face the decentralized resource allocation
in a dynamic environment.

3.1 Introduction

In Chap. 2, the DORA algorithm is presented to support MTs with multi-homing
capabilities in a heterogeneous wireless access medium. The DORA algorithm
mainly identifies the role of different entities in the heterogeneous wireless access
medium in order to enable a decentralized architecture. Specifically, the main role
of a network, n ∈ N , BS/AP, s ∈ Sn , in the decentralized architecture is to update
a link access price value (λns) that indicates the capacity limitation experienced by
this BS/AP. On the other hand, the main role of an MT, m, is to update its coor-
dination parameter(s) (νm for MT with CBR service, or μ

(1)
m − μ

(2)
m for MT with

VBR service) in order to satisfy its required bandwidth. Both link access price val-
ues for different BSs/APs and coordination parameter(s), together with the priority
parameter pnms , determine the allocated resources from each network BS/AP so as
to satisfy the MT total required bandwidth. The DORA algorithm is an iterative one
that relies on signalling exchange between an MT and different BSs/APs in order to
reach the optimal resource allocation from each BS/AP to the MT. This includes the
exchange of the current iteration MT coordination parameter (from MT to BSs/APs)
and the corresponding BS/AP resource allocation bnms (from each BS/AP to MT).
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Medium, SpringerBriefs in Computer Science, DOI: 10.1007/978-1-4614-7079-3_3,
© The Author(s) 2013

http://dx.doi.org/10.1007/978-1-4614-7079-3_2


38 3 Prediction Based Resource Allocation

The DORA algorithm is proposed for a static environment without arrival of new
calls or departure of existing ones.

As illustrated in Fig. 2.9, due to the complimentary slackness condition for (2.8),
we have the following observations:

1. When the total call traffic load (
∑

m∈Mns
bnms) carried by network n BS/AP s

is less than the BS/AP transmission capacity limitation Cn , the corresponding
optimal link access price value λ∗ns = 0. This results in allocating the maximum
required bandwidth for all VBR calls under this BS/AP jurisdiction.

2. When the carried call traffic load reaches the BS/AP transmission capacity lim-
itation, λ∗ns > 0. Hence, the allocated bandwidth to each of the VBR calls in
service is reduced towards the call minimum required bandwidth so as to support
new incoming calls.

In a dynamic system, with call arrivals to and departures from different service
areas, the carried call traffic load by each BS/AP fluctuates over time. This in turn
results in a fluctuating (time-varying) optimal value for the link access price λ∗ns
and hence a fluctuating bandwidth allocation matrix B∗, with every call arrival or
departure. This results in the following limitations for the DORA algorithm [24]:

1. A fluctuating link access price λns triggers bandwidth reallocations to the existing
calls. Let I denote the number of iterations required by the DORA algorithm to
reach the optimal resource allocation. In the decentralized architecture, informa-
tion exchange between MTs and BSs/APs for coordination parameter updates is
required for the I iterations in order to support an optimal bandwidth reallocation.
This signalling exchange should take place, for all MTs in service, with every call
arrival to or departure from any service area k. In general, the signalling overhead
is a function of the call arrival and departure rates, the numbers of existing calls
in different service areas, and the number of iterations required for the algorithm
to converge to the optimal resource allocation. Hence, excessive signalling over-
head is needed for information exchange between existing MTs and different
BSs/APs, which makes the DORA algorithm too expensive to implement in a
dynamic system.

2. Due to the random nature of call arrivals and departures in different service areas,
it is possible that an arrival or departure event occurs during the I iterations.
Hence, the DORA algorithm may not converge in practice to an optimal resource
allocation.

3. The signalling information exchange for the I iterations between an MT and
different BSs/APs takes place on both up and down links. Let σ denote the total
time duration of the signalling exchange for the I iterations. When there exists
a network with contention based medium access control among the available
wireless networks, it is expected that σ increases with the call arrival rates as more
MTs will be involved in the signalling procedure. Hence, the DORA algorithm
can lead to high handoff latency, which is not desirable for seamless service
provision.

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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In this chapter, we aim to extend the DORA algorithm so as to account for the
system dynamics in terms of call arrivals and departures, and hence to perform an
efficient radio resource allocation. We set two objectives for this resource allocation:
(1) to significantly reduce the required resource reallocations to existing calls and
the associated signalling overhead over the air interface in the decentralized network
architecture, with call arrivals to and departures from different service areas; and
(2) to achieve an acceptable call blocking probability and a sufficient amount of
allocated resources per VBR call. These objectives are achieved through a predic-
tion based resource allocation (PBRA), that is presented in this chapter and relies
on concepts of call traffic load prediction, network cooperation, convex optimiza-
tion, and decomposition theory. We first introduce the necessary modifications to the
system model presented in Chap. 2 to account for the system dynamics in terms of
the stochastic user mobility and call traffic models.

3.2 System Model

3.2.1 Wireless Access Networks

Consider the geographical region given in Fig. 3.1, where a set of networks N =
{1, 2, . . . , N } is available. Each network, n ∈ N , is operated by a unique ser-
vice provider and has a set Sn = {1, 2, . . . , Sn} of BSs/APs. With overlapped
coverage from different networks, the geographical region is partitioned into a set
K = {1, 2, . . . , K } of service areas. Each service area, k ∈ K, is covered by a unique
subset of BSs/APs. Let Nk denote the set of networks available at service area k,
and Snk denote the set of BSs/APs from network n covering service area k. Each
network, n ∈ N , has a downlink transmission capacity of Cn Mbps. An identification
(ID) beacon is broadcasted by each network, n ∈ N , BS/AP s ∈ Sn , that is used in
the MT attachment procedure [20]. Different networks are assumed to be connected
through a backbone to exchange their roaming signalling information. The roam-
ing signalling backbone is used to exchange signalling information among different
networks, which is required by the PBRA algorithm.

3.2.2 Transmission Model

An MT, m, can get its required bandwidth, Bm , on the downlink from all wireless
access networks available at its location using its multi-homing capability. Let M
denote the set of MTs available in the geographical region, and Mns denote the set
of MTs which lie in the coverage area of the sth BS/AP of the nth network. Each MT
has its own home network but can also get service from other available networks.
An MT, m, which uses its own home network is referred to as network subscriber,
while an MT which uses a network other than its home network is referred to as

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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Fig. 3.1 The network coverage areas

network user. A priority parameter pnms is used to differentiate the radio resource
allocation to network subscribers and network users, where pnms = 1 for network
subscribers and pnms ∈ [0, 1) for network users. The allocated bandwidth in the
downlink from network n to an MT m through BS/AP s is denoted by bnms , with
n ∈ N , m ∈Mns and s ∈ Sn . Let B = [bnms] be a matrix of bandwidth allocated
from network n through BS/AP s to MT m ∈M, and bnms = 0 if MT m /∈Mns .
Although the presented algorithm in this chapter studies radio resource allocation on
the downlink, it can be employed for radio resource allocation on the uplink.

3.2.3 Service Traffic Models

In this chapter and the next one, we only focus on VBR calls as they are more
challenging to support in a dynamic system due to the requirement of providing the
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call with a bandwidth allocation that is as close as possible to the maximum required
bandwidth. The extension of the proposed resource allocation algorithm (PBRA) is
straight forward, to include CBR calls. Hence, we consider video service applications
such as on-demand streaming. An MT, m, with a video call is supported by a VBR
service that is allocated a bandwidth Bm ∈ [Bmin

m , Bmax
m ] [37], where Bmin

m is the
minimum required bandwidth for the video call. With more allocated bandwidth to a
video call, higher perceived video quality can be experienced on the MT. A maximum
bandwidth Bmax

m can be allocated to a video call, which is enforced to incorporate
the MTs technical limitations [37].

There exists a set L of service classes, L = {1, 2, . . . , L}. Each service class,
l ∈ L, has unique Bmin

l and Bmax
l values. For subscribers of a given network n, let

Mn
lk denote the number of existing calls of service class l in service area k. It is

assumed that there exists sufficient capacity through the available BSs/APs in the
geographical region to satisfy a target call blocking probability for each service class
l in each service area k for network n subscribers. Let C̃n

lk denote the maximum
number of calls of each service class l which can be supported in each service area
k for network n subscribers, given the transmission capacities of available BSs/APs.
A capacity analysis similar to the one in [60] can be used to determine this maximum
number of calls. A call admission control procedure is assumed to be in place in order
to ensure that Mn

lk ≤ C̃n
lk , and hence feasible resource allocation solutions exist.

A Poisson process is used to model video call arrivals, which is a widely adopted
assumption [60]. In particular, a Poisson process with parameter υlk is used to model
the arrival process of both new and handoff video calls from service class l to service
area k. Following the statistics of on-demand video streaming [34, 61], the video
call duration is very likely to be heavy-tailed. The ‘mice-elephants’ phenomenon is
a very important feature of heavy-taildness [5]. This implies that, with respect to the
video call duration, most video calls have quite short duration, while a small fraction
of video calls have an extremely large duration. Yet, performance analysis is complex
with heavy-tailed distributions. Hence, it is proposed in [18], for effective analysis,
to fit a large class of heavy-tailed distributions with hyper-exponential distributions.
For simplicity, a two-stage hyper-exponential distribution is used to model the video
call duration. Thus, a video call of MT m that belongs to class l has a call duration,
T l

c , with a mean T̄ l
c and a probability density function (PDF), which is given by

fT l
c
(t) = al

al + 1
· al

T̄ l
c

· e−
al
T̄ l

c
t + 1

al + 1
· 1

al T̄ l
c

· e−
1

al T̄ l
c

t
, al ≥ 1, t ≥ 0. (3.1)

The parameter al in (3.1) can characterize the mice-elephant feature. A large fraction

of calls al
al+1 has a duration with mean time T̄ l

c
al

, while the other fraction 1
al+1 has a

duration with mean time al T̄ l
c .



42 3 Prediction Based Resource Allocation

3.2.4 Mobility Models and Channel Holding Time

User residence time is used to characterize the user mobility within a given service
area k ∈ K, and is assumed to follow an exponential distribution. The PDF of the
user residence time T k

r , with mean T̄ k
r , in service area k ∈ K, is given by

fT k
r
(t) = 1

T̄ k
r

e
− t

T̄ k
r , t ≥ 0. (3.2)

In a given service area k ∈ K, the channel holding time is given by T lk
h =

min(T l
c , T k

r ), where T l
c and T k

r are independent of each other. Then,

Pr{min(T l
c , T k

r ) > t} = Pr{T l
c > t, T k

r > t} = Pr{T l
c > t} · Pr{T k

r > t}. (3.3)

This results in a channel holding time with a PDF given by

fT lk
h

(t) = fT l
c
(t)[1− FT k

r
(t)] + fT k

r
(t)[1− FT l

c
(t)], t ≥ 0 (3.4)

where FT l
c
(t) and FT k

r
(t) are the cumulative distribution functions (CDFs) for the

call duration and user residence time respectively. From (3.1) and (3.2), we have

fT lk
h

(t) = al

al + 1
·
(

1

T̄ k
r

+ al

T̄ l
c

)
· e
−

(
1

T̄ k
r

+ al

T̄ l
c

)
t

+ 1

al + 1
·
(

1

T̄ k
r

+ 1

al T̄ l
c

)
· e
−

(
1

T̄ k
r

+ 1

al T̄ l
c

)
t

, t ≥ 0. (3.5)

3.3 Constant Price Resource Allocation (CPRA)

The radio resource allocation problem for MTs with multi-homing capabilities in a
heterogeneous wireless access medium is given in Chap. 2 by

max
B≥0

N∑
n=1

Sn∑
s=1

∑
m∈Mns

ln(1+ η1bnms)− η2(1− pnms)bnms

s.t.
∑

m∈Mns

bnms ≤ Cns, ∀n ∈ N , s ∈ Sn (3.6)

Bmin
m ≤

N∑
n=1

Sn∑
s=1

bnms ≤ Bmax
m , ∀m ∈M

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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where η1 and η2 are used for scalability.
For efficient decentralized radio resource allocation in a dynamic network

environment, one strategy is to avoid solving problem (3.6) for every call arrival
to or departure from any service area k. Meanwhile, our main objective is to satisfy
the required resource allocation per call for a target call blocking probability. This
can be achieved through employing fixed link access price values for radio resource
allocation at different BSs/APs independent of call arrivals and departures. Using
time-invariant BS/AP link access price values, the corresponding radio resource allo-
cation is referred to as constant price resource allocation (CPRA) [24]. The CPRA
works in two phases, namely setup phase and operation phase. The setup phase takes
place only once at the initial operation time of the networks, while the operation
phase takes place every time a new MT joins the networks.

3.3.1 The Setup Phase

The main objective of this phase is to determine the fixed BS/AP link access price
values that will be used during the operation phase. These are based on steady-state
statistics of call traffic and user mobility so as to achieve satisfactory performance in
terms of the allocated resources per call and call blocking probability in the operation
phase.

Consider the geographical region shown in Fig. 3.1. In the setup phase, let the
number of calls of each service class l in each service area k for subscribers of a
given network n, Mn

lk , equals to a target value M̂n
lk . The corresponding optimal link

access price value for each BS/AP in the geographical region can be determined
using the DORA algorithm with M̂n

lk values for all n ∈ N subscribers of different
networks and ∀l ∈ L, k ∈ K. The radio resources of all networks will be distributed
exactly over M̂n

lk calls ∀n ∈ N , l ∈ L, k ∈ K, if we employ these BS/AP link access
price values for resource allocation in the operation phase. Thus, for subscribers of
a given network n, when Mn

lk = M̂n
lk in the operation phase, any incoming call from

a network n subscriber with service class l to service area k will be blocked. This
means that the choice of the target value M̂n

lk for all networks’ subscribers and
∀l ∈ L, k ∈ K, and in turn the corresponding BS/AP link access price λns

∀n ∈ N , s ∈ Sn , in the setup phase determines the geographical region overall
performance in terms of the allocated resources per call and the call blocking prob-
ability in the operation phase. Hence, the value of M̂n

lk should be properly chosen
to achieve target performance in the resource allocation. For a dynamic system, Mn

lk
is a random variable. Alternatively, we can represent M̂n

lk by a design parameter
εn

lk using the probability distribution of Mn
lk for subscribers of every network n and

∀l ∈ L, k ∈ K, such that

Pr(Mn
lk > M̂n

lk) ≤ εn
lk, ∀n ∈ N , l ∈ L, k ∈ K (3.7)
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where εn
lk ∈ [0, 1]. It is evident that the value of M̂n

lk depends on both εn
lk and the

distribution of Mn
lk . Indeed, from (3.7), εn

lk gives an upper bound of the call blocking
probability for subscribers of a given network n with service class l in service area
k when M̂n

lk ≤ C̃n
lk . Otherwise, let M̂n

lk = C̃n
lk , and both the optimal solution of (3.6)

and the CPRA result in the same call blocking performance. Hence, the value of
M̂n

lk can be chosen based on the requirement on call blocking probability for a given
network n with service class l in service area k.

As call arrivals of service class l to service area k follow a Poisson process,
the channel holding time follows a general distribution, and all calls are served
simultaneously without queuing, an M/G/∞ model [21] can be used to determine
M̂n

lk for network n subscribers and ∀l ∈ L, k ∈ K in the setup phase, using the
steady-state call traffic and user mobility statistics. Let υn

lk denote the arrival rate
of new and handoff calls from network n subscribers with service class l in service
area k. A BS/AP in k can determine υn

lk by counting the number of new and handoff
call arrivals from network n subscribers with service class l to service area k and
divide it by the total elapsed time. Then, the number of calls for network n subscribers
with service class l that are simultaneously present in service area k, Mn

lk , follows
a Poisson distribution with mean rlkn = υn

lk .E[T lk
h ] [21], where E[T lk

h ] denotes the
average channel holding time of service class l in service area k and can be calculated
using (3.5) as

E[T lk
h ] =

al

al + 1
· 1

1
T̄ k

r
+ al

T̄ l
c

+ 1

al + 1
· 1

1
T̄ k

r
+ 1

al T̄ l
c

, ∀l ∈ L, k ∈ K. (3.8)

Hence, from (3.7), M̂n
lk is the minimum integer which satisfies [21]

M̂n
lk∑

i=0

r i
lkne−rlkn

i ! ≥ (1− εn
lk), ∀n ∈ N , l ∈ L, k ∈ K. (3.9)

For a given εn
lk , using M̂n

lk ∀n ∈ N , l ∈ L, k ∈ K, problem (3.6) can be solved using
the DORA algorithm in order to find the corresponding optimal link access price
values λ̂ns ∀n ∈ N , s ∈ Sn .

3.3.2 The Operation Phase

The main objective of this phase is to perform the bandwidth allocation process for
each user joining the networks based on the following four steps.

Step 1: Each network BS/AP in the geographical region fixes its link access price
value to the value calculated in the setup phase, λ̂ns , independent of call arrivals and
departures. This fixed value, λ̂ns , is broadcasted by each network n ∈ N BS/AP
s ∈ Sn via its ID beacon.
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Table 3.1 Calculation of bandwidth share from each available network BS/AP at MT m

1: Input: λ̂ns ∀n ∈ Nk , s ∈ Snk , Bm , m ∈M;
2: Initialization: μ

(1)
m (1) ≥ 0; μ

(2)
m (1) ≥ 0;

3: for i = 1 : I do
4: for n ∈ Nk do
5: for s ∈ Snk do
6: bnms(i) = [( η1

λ̂ns+(μ
(1)
m (i)−μ

(2)
m (i))+η2(1−pnms )

− 1)/η1]+;

7: end for
8: end for
9: μ

(1)
m (i + 1) = [μ(1)

m (i)− α1(Bmax
m −∑N

n=1
∑Sn

s=1 bnms(i))]+;

10: μ(2)
m (i + 1) = [μ(2)

m (i)− α2(
∑N

n=1
∑Sn

s=1 bnms(i)− Bmin
m )]+;

11: end for
12: Output: The required bnms ∀n ∈ Nk , s ∈ Snk .

Step 2: An incoming MT listens to the link access price values of the BSs/APs
available at its location through its multiple radio interfaces.

Step 3: The link access price values are then used by the MTs in order to solve
for the bandwidth share from each network BS/AP such that the total amount of
allocated resources from all BSs/APs satisfies the call required bandwidth. This can
be calculated at MT, m, with service class l in service area k, using the algorithm in
Table 3.1, which is based on the DORA algorithm.

Step 4: MT, m, asks BS/AP s of network n, ∀n ∈ Nk, s ∈ Snk , for the calculated
bandwidth share bnms . The BS/AP performs the required bandwidth allocation if it
has sufficient resources. The MT call is blocked if the call total required bandwidth
is not satisfied by the total allocated radio resources.

In the CPRA, no resource reallocations to existing calls are required since the
BS/AP link access price values are independent of call arrivals to and departures
from different service areas. Moreover, the required I iterations to reach the desired
resource allocations from all BSs/APs to satisfy the call total required bandwidth is
solved locally at each MT. Hence, no information exchange is required between the
MTs and the BSs/APs for every iteration as in the DORA algorithm. Thus, almost no
signalling overhead is required in the CPRA in order to reach the required bandwidth
from each BS/AP.1 The convergence of the CPRA follows the convergence of the
DORA algorithm which is given in Chap. 2. However, unlike the DORA algorithm,
the CPRA provides a sub-optimal solution to problem (3.6) since the link access
price value is not updated with every call arrival and departure.

In the CPRA, a low call blocking probability can be obtained in the operation
phase using a small value of εn

lk . However, this corresponds to a large M̂n
lk value.

This results in a large BS/AP link access price values, which leads to a low amount
of resource allocation per call in the operation phase. On the other hand, a large
εn

lk value results in a high call blocking probability and a large amount of resource

1 This is apart from the required overhead in broadcasting the fixed link access price value λ̂ns by
every BS/AP on its ID beacon. However, the contribution of broadcasting this value to the overhead
is negligible.

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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allocation per call in the operation phase. As a result, the value of εn
lk should be

chosen so as to balance the trade-off between the allocated resources per call and the
call blocking probability.

Using an appropriate choice of εn
lk , the CPRA with its setup and operation phases

can allocate radio resources for a target call blocking probability in the decentralized
network architecture with dynamic call arrivals and departures.

3.4 Prediction Based Resource Allocation (PBRA)

The CPRA is performed based on M̂n
lk which is calculated according to the steady-

state (long-term) call traffic and user mobility statistics. However, in a dynamic
environment, with call arrivals and departures, Mn

lk can deviate from M̂n
lk for some

time. Yet, the allocated resources in the operation phase do not adapt to short-term
dynamics in the call traffic load. Hence, even if there exist sufficient resources in the
BSs/APs that can be used to improve a video call quality, the call can be allocated
only its minimum required bandwidth. In CPRA, these unutilized extra resources
(at a low call traffic load) are actually reserved for possible incoming calls so as
to satisfy the target call blocking probability. A resource allocation adaptive to a
short-term call traffic load (via resource re-allocation to the calls in service) can help
to provide a better service quality compromise between the existing calls (in terms
of the amount of allocated resources to each call) and the potential incoming calls
(in terms of the call blocking probability). Towards this end, in the following, we
propose to update M̂n

lk ∀n ∈ N , l ∈ L, k ∈ K in the operation phase periodically
with period τ , and hence update the corresponding BS/AP link access price values,
based on the instantaneous Mn

lk value at time t , Mn
lk(t). We refer to the corresponding

resource allocation as prediction based resource allocation (PBRA) [24].
Let the time be partitioned into a set of periods, T , of constant duration τ , T =

{T1, T2, . . . , Tj , . . .}. Let t j denotes the beginning of each period Tj . A time vector
of arrival events for calls of network n subscribers with service class l in service area
k during period Tj is denoted by T j

lkn . The PBRA algorithm is carried out in the
following six steps.

Step 1: Given a new call arrival at time instant t j
a ∈ T j

lkn , a = {1, 2, . . . , |T j
lkn|},

in period Tj , the number of calls of network n subscribers with service class l in

service area k at the time instant, Mn
lk(t

j
a ), is used by the BSs/APs in this service

area to probabilistically predict the number of calls at time instant t j
a + τ in the next

time period Tj+1. Hence, τ is referred to as the prediction duration. The predicted

number, M̃n
lk(t

j
a + τ ), should satisfy

Pr(Mn
lk(t

j
a + τ ) > M̃n

lk(t
j

a + τ )|Mn
lk(t

j
a )) ≤ εn

lk, ∀n ∈ N , l ∈ L, k ∈ K. (3.10)
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In order to determine M̃n
lk(t

j
a + τ ), the conditional probability mass function (PMF)

of Mn
lk(t

j
a + τ ) given Mn

lk(t
j

a ), P
Mn

lk (t
j

a+τ )|Mn
lk (t

j
a )

(i), is calculated using the transient

distribution of the M/G/∞ model [40]. First, we present the following definitions
under the assumption of stationary call arrival and departure processes:

• plkn
τ —The probability that a call of network n subscribers with service class l

which is in service area k at time t j
a is still present in the same service area at time

t j
a + τ ;

• qlkn
τ —The probability that a call of network n subscribers with service class l that

arrives in service area k during (t j
a , t j

a + τ ] is still present in the same service area
at time t j

a + τ ;
• X B(κ,α)—A binomial random variable with parameters κ and α;
• X P (α)—A Poisson random variable with mean α.

Using Mn
lk(t

j
a ), we have [40]

Mn
lk(t

j
a + τ ) =d X B(Mn

lk(t
j

a ), plkn
τ )+ X P (υn

lkτqlkn
τ ) (3.11)

where=d denotes equality in distribution. The probabilities plkn
τ and qlkn

τ are defined
as [40]

plkn
τ =

1

E[T lk
h ]

∫ ∞
τ

Pr(T lk
h > s)ds = 1

E[T lk
h ]

∫ ∞
τ

(1− FT lk
h

(s))ds. (3.12)

qlkn
τ =

∫ τ

0

1

τ
Pr(T lk

h > s)ds =
∫ τ

0

1

τ
(1− FT lk

h
(s))ds = E[T lk

h ]
τ

(1− plkn
τ )

(3.13)

where FT lk
h

(s) = ∫ s
0 fT lk

h
(t)dt is the CDF of T lk

h . The conditional PMF,

P
Mlk (t

j
a+τ )| Mlk (t

j
a )

(i), can be calculated using (3.11)–(3.13). Hence, M̃lk(t
j

a + τ )

can be calculated using (3.10) as the minimum integer satisfying

M̃n
lk (t

j
a+τ )∑

i=0

P
Mn

lk (t
j

a+τ )|Mn
lk (t

j
a )

(i) ≥ (1− εn
lk), ∀n ∈ N , l ∈ L, k ∈ K. (3.14)

Step 2: Each BS/AP in the geographical region records the predicted values of
M̃n

lk(t
j

a + τ ), ∀n ∈ N , l ∈ L, k ∈ K for a = {1, 2, . . . , |T j
lkn|} in a vector M j+1

lkn .
Step 3: For the subscribers of each network n ∈ N , the maximum predicted

number of calls from each service class l ∈ L in each service area k ∈ K during Tj+1,

M̃n
lk(Tj+1), is calculated at t j+1 from M j+1

lkn . Hence M̃n
lk(Tj+1) = max(M j+1

lkn ) if
it is less than or equal to C̃n

lk , otherwise M̃n
lk(Tj+1) = C̃n

lk . This ensures that for
M̃lk(Tj+1) ≤ C̃lk , we have
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Fig. 3.2 Illustration of PBRA Events

Pr(Mn
lk(t

j+1
a ) > M̃n

lk(Tj+1)) ≤ εn
lk,

∀n ∈ N , l ∈ L, k ∈ K, a ∈ {1, 2, . . . , |T j+1
lkn |}. (3.15)

Step 4: Through cooperative networking, different BSs/APs in the geographical
region exchange their information regarding M̃n

lk(Tj+1) ∀n ∈ N , l ∈ L, k ∈ K.
Problem (3.6) can be solved at each BS/AP to update its link access price value
which is fixed over Tj+1, independent of call arrivals to and departures from different
service areas, and is broadcasted on the BS/AP ID beacon.

Figure 3.2 illustrates the call arrival times, the actual and predicted numbers of
calls for network n subscribers with service class l in service area k associated with
the steps 1–4.

Step 5: During Tj+1, each MT in the geographical region, including both incom-
ing and already existing ones, uses the broadcasted BS/AP link access price values
received at its location during this period to determine and ask for a bandwidth share
from each available BS/AP. This is achieved following steps 2–4 in the CPRA.2

Step 6: Each MT reports to the BSs/APs available at its location its service class,
home network, and a list of the BS/AP IDs that the MT can receive. BSs/APs of
different networks use this information so as to predict M̃n

lk(Tj+2), ∀n ∈ N , l ∈
L, k ∈ K, during the next period Tj+2 to update their link access price values at time
t j+2.

While the CPRA uses the target M̂n
lk value from the setup phase based on steady-

state (long-term) statistics to perform the radio resource allocation in the operation
phase, the PBRA updates the target value by M̃n

lk(Tj ) every period Tj , j = {1, 2, . . .},
using the current number of calls in service. Using this extra information, the PBRA

2 In Table 3.1, λ̂ns is replaced by the updated link access price value the MT receives during Tj+1.
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Fig. 3.3 The PBRA procedure

can make a better prediction of the call traffic load carried in the geographical region
in a short-term, and hence an improved radio resource allocation is expected over the
CPRA. The PBRA algorithm provides an improved sub-optimal solution to problem
(3.6) as compared to the CPRA algorithm. The convergence of the PBRA algorithm
to this sub-optimal solution follows the convergence of the DORA algorithm which
is given in Chap. 2. As the BS/AP link access price values during period Tj are based
on M̃n

lk(Tj ), the BSs/APs allocate their available resources exactly among M̃n
lk(Tj )

calls during period Tj . Thus, following the definitions in (3.10) and (3.15) and using
the same argument of CPRA, εn

lk serves as an upper bound on the call blocking
probability for M̃n

lk(Tj ) ≤ C̃n
lk .

The PBRA procedure is illustrated in Fig. 3.3. The main differences between the
DORA and PBRA operations are summarized in the following:

1. In the DORA algorithm, the link access price values for different BSs/APs are
updated with every call arrival to or departure from any service area. This requires
resource reallocations for all existing MTs, which results in high signalling over-
head. On the other hand, the PBRA updates the BSs/APs link access price values
every τ , fix and broadcast them during τ . This can significantly reduce the amount
of signalling overhead over the air interface, and is achieved through short-term
call traffic load prediction and network cooperation. Specifically, cooperative
networking allows different networks to exchange the necessary information
required so as to enable each BS/AP to calculate and broadcast the predicted
link access price value for the next τ duration.

2. In the DORA algorithm, each MT plays an active role in the resource allocation
operation by coordinating different BSs/APs resource allocations so as to satisfy

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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the call total required bandwidth. While in the PBRA, the MT active role is to
calculate the required bandwidth share from each BS/AP to satisfy the call total
required bandwidth. Hence, in the PBRA, all the necessary information for the
calculations are made locally available to the MT, unlike the DORA algorithm,
which again significantly reduces the amount of signalling overhead required
over the air interface in order to determine the required bandwidth share from
each network BS/AP.

These differences are made clear by comparing Figs. 2.3 and 3.3. In the following
section, we present a complexity analysis for the DORA implementation in a dynamic
system, the CPRA, and the PBRA.

3.5 Complexity Analysis

The complexity analysis in this section examines both signalling overhead and
processing time complexity for the DORA implementation in a dynamic environ-
ment, the CPRA, and the PBRA.

3.5.1 Signalling Overhead

In order to implement the DORA algorithm in a dynamic system, information
signalling needs to be exchanged between all existing MTs and BSs/APs with every
call arrival to and departure from any service area in order to reach the optimal
resource allocation. This signalling overhead is a function of the call arrival and
departure rates, the number of existing calls in different service areas, and the required
number of iterations I for the DORA algorithm to converge to the optimal resource
allocation. Denote χa and χd as the average number of call arrivals and departures
over a period, respectively. Hence, for the DORA implementation in a dynamic sys-
tem, the signalling overhead on the air interface scales as O(χa + χd) over the
period. As a result, for high call arrival/departure rates, a high signalling overhead is
expected. On the other hand, for the CPRA and PBRA, the link access price values
for different BSs/APs are independent of call arrivals and departures. Thus, in order
to reach the required resource allocation, their signalling overhead on the air interface
scales as O(1). As a result, the signalling overhead for the CPRA and the PBRA
scales well with the call arrival and departure rates, as compared with the DORA
implementation in a dynamic system.

3.5.2 Processing Time

In the DORA algorithm, MTs and BSs/APs exchange signalling information for I
iterations in order to reach an optimal resource allocation. Let σ denote the total

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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amount of time required for the signalling exchange completion for the I iterations.
The signalling exchange for I iterations should take place with every call arrival to
or departure from any service area. Then, the time duration between two successive
execution of the I -iteration signalling exchange is expressed as δ = min(call inter-
arrival time, call departure time). Since the call arrivals follow a Poisson process
with parameter υlk , the call inter-arrival time follows an exponential distribution
with PDF fT lk

a
(t). The channel holding time gives the call departure time, which

follows a hyper-exponential distribution with PDF fT lk
h

(t). Using the same analysis
as given in (3.3)–(3.4), the PDF of δ, fδ(t), is expressed as

fδ(t) = al

al + 1
·
(

1

T̄ k
r

+ al

T̄ l
c

+ υlk

)
· e−

(
1

T̄ k
r
+ al

T̄ l
c
+υlk

)
t

+ 1

al + 1
·
(

1

T̄ k
r

+ 1

al T̄ l
c

+ υlk

)
· e−

(
1

T̄ k
r
+ 1

al T̄ l
c
+υlk

)
t
, t ≥ 0. (3.16)

Using (3.16), the average of δ is given by

δ = al

al + 1
· 1

1
T̄ k

r
+ al

T̄ l
c
+ υlk

+ 1

al + 1
· 1

1
T̄ k

r
+ 1

al T̄ l
c
+ υlk

. (3.17)

It is clear from (3.17) that the DORA algorithm processing time does not scale
with the call arrival and departure rates, since δ is inversely proportional to them.
As δ decreases with increasing arrival and/or departure rates while σ increases with
increasing arrival rates (this is especially true in a case that a contention based medium
access control network is among the available networks), δ can be smaller than σ.
Hence, the DORA algorithm does not converge to an optimal allocation whenever δ
is smaller than σ. On the other hand, for the CPRA and the PBRA, the I iterations
are solved locally at the MTs and no signalling information is exchanged for each
iteration, unlike the DORA algorithm. As a result, both the CPRA and the PBRA
reach the required bandwidth allocation from each BS/AP independent of the call
arrival and departure rates.

The CPRA and the PBRA require that the BS/AP link access price values to be
broadcasted by each BS/AP on its ID beacon. Furthermore, the PBRA requires an
exchange of the predicted call traffic load among different BSs/APs with overlapped
coverage every τ . However, unlike the DORA algorithm, this signalling exchange
does not take place on the air interface, but is executed over the signalling backbone
connecting different networks.

Since the link access price value for different BSs/APs are updated every τ , the
choice of the τ duration should reflect some change in the call traffic load in the
geographical region. Hence, as a guideline, the time duration τ can be chosen such
that the probability Pr [δ < τ ] is less than a small threshold γ.



52 3 Prediction Based Resource Allocation

3.6 Simulation Results and Discussion

In this section, we present simulation results for the radio resource allocation in
a heterogeneous wireless access medium for MTs with multi-homing capabilities,
using the PBRA algorithm as compared to problem (3.6) exact solution and the
CPRA. Consider the geographical region of Fig. 3.4. A single VBR service class
(l = 1) is considered and we study the performance of the PBRA algorithm in the
service area (k = 1) which is covered by all three networks, in terms of the allocated
resources per call and the call blocking probability. For simplicity, it is assumed that
only subscribers of one network are present, and all networks treat them in the same
manner (i.e. pnms = 1 from all networks). The transmission capacity allocated from
network n BS/AP to the service area under consideration is given by C1 = 4 Mbps,
C2 = 0.656 Mbps, C3 = 2 Mbps. A total of 26 VBR calls with required bandwidth
allocation Bm ∈ [0.256, 0.512]Mbps for MTs with multi-homing capabilities can
be supported in the service area under consideration using the given Cn values, that
is C̃ = 26 (indices n, l, k are dropped for simplicity). The new and handoff video
call arrival process is modeled by a Poisson process with parameter υ (call/minute—
indices n, l, k are dropped for simplicity). A hyper-exponential distribution is used to
model the video call duration, with the PDF given in (3.1) and a1 = 1. The average
video call duration T̄c = 20 min. The user residence time in the service area under
consideration follows an exponential distribution with the PDF given in (3.2) having
an average time T̄r = 15 min [60]. The parameters η1 and η2 are set to 1 [57].

Fig. 3.4 Service areas under consideration
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3.6.1 Performance Comparison

In the following, the performance of the PBRA algorithm is compared with the opti-
mal solution of problem (3.6) in terms of the allocated resources per call and the call
blocking probability. The optimal solution of (3.6) is referred to as ORAP and can
be obtained using a centralized resource allocation. Although it is not appropriate for
practical implementation when different networks are operated by different service
providers, the ORAP is used to serve as an upper bound for the system performance
in terms of the allocated resources per call and a lower bound for the system perfor-
mance in terms of the call blocking probability. The CPRA is also considered in the
comparison, where no update of the link access price values takes place.

Figure 3.5 shows performance comparison among the CPRA, PBRA, and ORAP
versus the call arrival rate υ, with ε = 1 % and τ = 0.25, 0.5, and 1 min. At a low
call arrival rate, the predicted number of simultaneously present calls is low, thus
the estimated link access price value is low and the resource allocation amounts
per call using the PBRA algorithm for the different τ values are high. On the other
hand, at a high call arrival rate, the predicted number of simultaneously present
calls in the system is high. For a larger τ value, less resources are allocated per
call as explained in the next sub-section. The CPRA provides a lower bound of the
performance in terms of the allocated resources, as it does not update the BS/AP link
access price values. For the ORAP, there is no call blocking probability for a call
arrival rate υ < 1.5 call/min. All three algorithms achieve the desired upper bound
for call blocking probability, ε, for υ ≤ 1.9 call/min. The predicted number of calls
simultaneously present in the system is larger than C̃ for υ > 1.9 call/min. As a
result, according to the CPRA and the PBRA, the predicted number is made equal
to C̃ , and the algorithms achieve the same call blocking probability as the ORAP.
Overall, the PBRA performance lies between CPRA and ORAP performance, as
expected. By properly choosing the τ value, the PBRA algorithm can achieve a
desired compromise between performance and implementation complexity.

3.6.2 Performance of the PBRA Algorithm

In the following, the performance of the PBRA algorithm is studied versus its two
parameters, namely the upper bound on the call blocking probability ε and the pre-
diction duration τ .

Figure 3.6 shows the performance of the PBRA algorithm in terms of the amount
of resource allocation per call and call blocking probability versus ε, with the call
arrival rate υ = 1.7 call/min and the prediction duration τ = 1 min. As ε increases,
the PBRA algorithm accounts for the simultaneous presence of less calls in service in
the next τ in its calculation of the link access price value. This results in an increase
in the call blocking probability with ε. In general, the call blocking probability does
not exceed its upper bound ε as shown in Fig. 3.6b. However, the resource allocation
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Fig. 3.5 Performance comparison: a resource allocation per call; b call blocking probability.
ε = 1 % and τ = 0.25, 0.5 and 1 min

per call is improved with ε, since less resources are reserved for incoming calls which
will more likely be blocked. Thus, a trade-off exists between these two performance
metrics.

Figure 3.7 shows the performance of the PBRA in terms of the amount of resource
allocation per call and call blocking probability versus the prediction duration τ , with
the call arrival rate υ = 1.7 call/min and ε = 1 %. With a larger prediction duration
τ , the PBRA algorithm updates the BS/AP link access price less frequently and a
larger number of simultaneously present calls is predicted. As a result, the amount
of allocated resources per call is reduced. Again, the call blocking probability does
not exceed its upper bound ε with the different τ values.
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Fig. 3.6 The PBRA algorithm performance versus ε: a resource allocation per call; b call blocking
probability. υ = 1.7 call/min and τ = 1 min

3.7 Summary

In this chapter, the limitations of the DORA algorithm in a dynamic system are
discussed. A prediction based resource allocation (PBRA) algorithm is presented to
address these limitations. The PBRA objective is to perform an efficient resource
allocation in a dynamic system that can reduce the signalling overhead required
over the air interface for resource allocation in a decentralized architecture while
achieving an acceptable call blocking probability and a sufficient amount of allocated
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Fig. 3.7 The PBRA algorithm performance versus τ : a Resource allocation per call; b call blocking
probability. υ = 1.7 call/min and ε = 1 %

resources per call. In order to achieve the objectives, the PBRA algorithm relies
on short-term call traffic load prediction and network cooperation. There are two
parameters in the PBRA algorithm, namely εn

lk and τ , that can be properly chosen to
strike a balance between the desired performance in terms of the allocated resources
per call and the call blocking probability, and between the performance and the
implementation complexity. In the PBRA algorithm, each MT plays an active role in
the resource allocation operation by requesting a bandwidth share from each available
network based on the available resources at the network, such that the total allocated
bandwidth from different networks satisfies the MT service requirement. However,
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the proposed PBRA algorithm supports only MTs with multi-homing service. It is
envisioned that both single-network and multi-homing services will co-exist in the
future heterogeneous wireless communication network. Hence, in the next chapter,
we extend the concepts presented in Chaps. 2 and 3 to include the presence of MTs
with single-network service in the networking environment and hence discuss a
resource allocation algorithm that can support MTs with single-network and multi-
homing services in a decentralized manner.

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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Chapter 4
Resource Allocation for Single-Network
and Multi-Homing Services

In the future wireless communication network, it is envisioned that both single-
network and multi-homing services will co-exist. Hence, it is required to develop
radio resource allocation algorithms that can support both service types. In this
case, the radio resource allocation mechanism is to determine the optimal network
assignment for MTs with single-network service and the corresponding bandwidth
allocation for MTs with single-network and multi-homing services. In this chapter,
we discuss how to achieve these objectives in a decentralized network architecture
with call arrivals and departures. Concepts of call traffic load prediction and coopera-
tive networking, presented in Chap. 3, are employed to enable vertical handovers for
single-network calls in a seamless manner and to satisfy multi-homing calls required
bandwidth in such a decentralized network architecture.

4.1 Introduction

In Chaps. 2 and 3, we have presented a set of algorithms to support a decentralized
resource allocation for MTs in a heterogeneous wireless access medium. In these
algorithms, an MT plays an active role in the resource allocation operation, whether
by coordinating the resource allocation from different networks or by calculating
the required bandwidth share from each network and asking for this share to satisfy
its total required bandwidth. However, the algorithms can support only MTs with
multi-homing capabilities. It is expected that both single-network and multi-homing
services will coexist in future wireless networks. Many reasons support this vision.
On one hand, not all calls require high data rates that call for a multi-homing sup-
port, and hence these calls can resort to a single-network service. In addition, not all
MTs are currently equipped with multi-homing capabilities, thus they can only sup-
port a single-network service. Moreover, an MT with insufficient available energy
can switch from a multi-homing service to a single-network service and turn off all
its radio interfaces, except for the one with the best available wireless network, in
order to save energy. Hence, it is required to develop a decentralized radio resource
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allocation algorithm that can support both single-network and multi-homing services.
In such a decentralized architecture, an MT with single-network service should be
able to select the best available wireless access network at its location and ask for its
required bandwidth from this network. In addition, the MT should be able to perform
a vertical handover whenever necessary so as to remain best connected. On the other
hand, an MT with multi-homing service can determine the required bandwidth share
from each network to satisfy its total required bandwidth. Hence, the objective of
the radio resource allocation algorithm is twofold: First, to determine the optimal
network assignment vector for MTs with single-network service; Second, to deter-
mine the corresponding optimal bandwidth allocation for MTs with single-network
and multi-homing services. Towards this end, we first present a centralized opti-
mal radio resource allocation (CORA) algorithm that can satisfy the aforementioned
objectives. Then, based on the centralized algorithm and the concepts introduced in
Chap. 3 for call traffic load prediction and network cooperation, we present a decen-
tralized sub-optimal resource allocation (DSRA) algorithm. In the next section, we
first introduce the necessary modifications to the system model presented in Chap. 3
to account for the presence of single-network calls in the networking environment.

4.2 System Model

4.2.1 Wireless Access Networks

Consider geographical region with a set, N = {1, 2, . . . , N }, of available wireless
access networks. Each network, n ∈ N , is operated by a unique service provider and
has a set, Sn = {1, 2, . . . , Sn}, of BSs/APs in the geographical region. The BSs/APs
of different networks have overlapped coverage in some areas which partitions the
region into a set, K = {1, 2, . . . , K }, of service areas. Each service area, k ∈ K,
is covered by a unique subset of BSs/APs, as shown in Fig. 4.1. Let Nk denote the
subset of available networks at service area k, and Snk denote the subset of BSs/APs
from network n covering service area k. The subset Sk denotes the BSs/APs from
all networks covering service area k, with cardinality |Sk |. Each BS/AP, s ∈ Sn ,
has a downlink transmission capacity Cn Mbps. An identification (ID) beacon is
broadcasted by each BS/AP, which is used in the MT attachment procedure [20]. It
is assumed that different networks are connected through a backbone to exchange
their roaming signalling information. We rely on the roaming signalling backbone
in order to exchange the signalling information required by the DSRA algorithm.

4.2.2 Service Types

The set of MTs in the geographical region is denoted by M. Let Mk denotes the
subset of MTs in a given service area, k. Each MT has its own home network but can

http://dx.doi.org/10.1007/978-1-4614-7079-3_3
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Fig. 4.1 The network coverage areas

also get service from other available networks. An MT, m, which uses its own home
network is referred to as network subscriber, while an MT which uses a network other
than its home network is referred to as network user. A priority parameter pnms is
used to differentiate the radio resource allocation to network subscribers and network
users, where pnms = 1 for network subscribers and pnms ∈ [0, 1] for network users.
Two service types are considered, i.e. single-network and multi-homing services.
Let Mvk denote the subset of MTs with same service type in a given service area
k, where v = 1 for single-network service and v = 2 for multi-homing service.
An MT with single-network service, m ∈ M1k in service area k, is assigned to a
single network n BS/AP s ∈ Snk . The network assignment criterion is based on the
network offered bandwidth for the MT. Hence, the MT is assigned to a network n ∈ N
BS/AP s ∈ Sn that can support it with the largest bandwidth allocation as compared
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to other BSs/APs in the service area. Let A = [a1, . . . , am, . . . , a|M1k |] denote the
network assignment vector in the geographical region for MTs with single-network
service, where am = ns is the assignment of MT m ∈M1k to network n BS/AP s.
For instance, a1 = 12 is the assignment of MT 1 to network 1 BS/AP 2.

On the other hand, an MT, m ∈M2k , with multi-homing service in a given service
area k, receives its required bandwidth from all BSs/APs available at its location,
s ∈ Sk , using its multi-homing capability. The set Mns of MTs assigned to network
n BS/AP s includes both multi-homing and single-network MTs.

4.2.3 Service Traffic Models

A video call to MT m is considered to be a VBR service that is allocated a total
bandwidth of Bm in the range [Bmin

m , Bmax
m ], where Bmin

m is the total minimum required
bandwidth by MT m which guarantees a minimum QoS requirement for the video
call, and Bmax

m is the total maximum required bandwidth by MT m which is enforced
to incorporate the MT technical limitations. The more allocated bandwidth to a video
call, the higher the perceived video quality experienced on the MT.

There exists a set, Lv = {1, 2, . . . , Lv}, of service classes for each service type,
v. In general, service class L2 for an MT with multi-homing service type requires
larger bandwidth than service class L1 for an MT with single-network service.
The total allocated bandwidth to MT m with a VBR call of service type v and
service class l is Blv . The allocated bandwidth from network n to MT m via BS/AP s
is denoted by bnms . Let B = [bnms] be a matrix of allocated bandwidth from network
n ∈ N to MT m ∈M through BS/AP s ∈ Sn , where bnms = 0 if MT m /∈Mns

and for single-network MT if am �= ns. For subscribers of a given network, let Mlvk

denote the number of existing calls of service type v and service class l in service
area k and Clvk is the maximum number of calls of each service type v and service
class l which can be supported in each service area k for subscribers of the given
network. It is assumed that a call admission control procedure is in place, which
guarantees that Mlvk ≤ Clvk , such that feasible resource allocation solutions exist
with sufficient resources for a target call traffic load.

The arrival process of both new and handoff calls of service type v and class
l to service area k is modeled by a Poisson process with parameter υlvk . A two-
stage hyper-exponential distribution is used to approximate the PDF of the video call
duration, T lv

c , with mean T̄ lv
c , which is given by [60]

fT lv
c

(t) = alv

alv + 1
· alv

T̄ lv
c

· e
− alv

T̄ lv
c

t

+ 1

alv + 1
· 1

alv T̄ lv
c

· e
− 1

alv T̄ lv
c

t

, alv ≥ 1, t ≥ 0.

(4.1)
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4.2.4 Mobility Models and Channel Holding Time

The user residence time within service area k is modeled by an exponential distribu-
tion with mean T̄ k

r . Hence, the channel holding time for a given service type v with
service class l in service area k, T lvk

h = min(T lv
c , T k

r ), has a PDF that is given by

fT lvk
h

(t) = alv

alv + 1
·
(

1

T̄ k
r

+ alv

T̄ lv
c

)
· e
−

(
1

T̄ k
r

+ alv

T̄ lv
c

)
t

+ 1

alv + 1
·
(

1

T̄ k
r

+ 1

alv T̄ lv
c

)
· e
−

(
1

T̄ k
r

+ 1

alv T̄ lv
c

)
t

, t ≥ 0. (4.2)

4.3 Centralized Optimal Resource Allocation (CORA)

In this section, the radio resource allocation problem is formulated for MTs with
single-network and multi-homing services in the heterogeneous wireless access
medium. Based on the problem formulation, a centralized optimal resource allo-
cation (CORA) algorithm is then presented.

4.3.1 Problem Formulation

The utility of network n allocating bandwidth bnms to MT m via BS/AP s, unms(bnms),
is given by

unms(bnms) = ln(1+ η1bnms)− η2(1− pnms)bnms (4.3)

where η1 and η2 are used for scalability of bnms [57].
Given a network assignment vector A, the overall resource allocation objective

of all networks in the geographical region is to determine the optimal bandwidth
allocation bnms , ∀n ∈ N , m ∈ Mns, s ∈ Sn , which maximizes the total utility in
the region, U , given by

U =
N∑

n=1

Sn∑
s=1

∑
m∈Mns

unms(bnms). (4.4)

The allocated resources from network n BS/AP s should satisfy the BS/AP capac-
ity constraint given by
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∑
m∈Mns

bnms ≤ Cn, ∀s ∈ Sn, n ∈ N . (4.5)

Given a network assignment vector A, for MTs with single-network service, the
allocated resources from the assigned network n BS/AP s ∈ Snk to MT m ∈M1k

in service area k should satisfy the application required bandwidth, given by

Bmin
m ≤ bnms ≤ Bmax

m , ∀m ∈M1k, k ∈ K. (4.6)

While for MTs with multi-homing service, the total allocated resources from all
available BSs/APs in Sk to MT m ∈ M2k in service area k should satisfy the
application total required bandwidth, which is given by

Bmin
m ≤

∑
n∈Nk

∑
s∈Snk

bnms ≤ Bmax
m , ∀m ∈M2k, k ∈ K. (4.7)

In order to determine the optimal network assignment vector A and the cor-
responding optimal bandwidth allocation matrix B for single-network and multi-
homing MTs, the radio resource allocation problem is expressed by the following
optimization problem

max
A
{max

B≥0
U

s.t. (4.5)− (4.7).} (4.8)

The radio resource allocation problem for a given network assignment vector (i.e.
the inner maximization problem of (4.8)) is a convex optimization problem that can be
solved efficiently using polynomial time algorithms [6]. However, finding the optimal
vector A (i.e. the outer maximization problem of (4.8)) incurs high computational
complexity. In a given service area k with a total of |M1k |MTs with single-network
service and |Sk | BSs/APs available from different networks, there exist |Sk ||M1k |
distinct assignment vectors. As a result, the total number of distinct assignment
vectors in the whole geographical region is

∏
k |Sk ||M1k |. For instance, consider

one service area with a total of 50 MTs with single-network service and 3 BSs/APs
having overlapped coverage. A total of 350 = 7 ∗ 1023 distinct network assignments
exist in this service area. For the whole geographical region, it is expected that the
inner maximization problem of (4.8) needs to be solved for a huge number of times
so as to determine the optimal radio resource allocation (i.e. the optimal network
assignment vector A and bandwidth allocation matrix B). As a result, it is desirable to
develop a less complex formulation rather than the max-max formulation of problem
(4.8). Towards this end, a binary assignment variable xnms is introduced [59], that is
determined from the network assignment vector A for MT m ∈M1k by
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xnms =
{

1, if am = ns

0, otherwise.
(4.9)

while xnms = 1 for MTs with multi-homing service in service area k for all s ∈ Sk .
Using the binary assignment variable, the problem of (4.8) can be reformulated as

max
xnms ,bnms≥0

N∑
n=1

Sn∑
s=1

∑
m∈Mns

{ln(1+ η1xnmsbnms)− η2(1− pnms)xnmsbnms}

s.t.
∑

m∈Mns

xnmsbnms ≤ Cn, ∀s ∈ Sn, n ∈ N

Bmin
m ≤

N∑
n=1

∑
s∈Snk

xnmsbnms ≤ Bmax
m , ∀m ∈Mk, k ∈ K (4.10)

xnms ∈ {0, 1}, ∀m ∈M1k, n ∈ Nk, s ∈ Snk, k ∈ K
N∑

n=1

∑
s∈Snk

xnms = 1, ∀m ∈M1k, k ∈ K

xnms = 1, ∀m ∈M2k, n ∈ Nk, s ∈ Snk, k ∈ K.

The fourth constraint ensures that an MT with single-network service is assigned
to one and only one BS/AP available at its location, while the last constraint allows
an MT with multi-homing service to obtain its required bandwidth from all wire-
less networks available at its location. The problem of (4.10) is a non-convex mixed
integer non-linear programming (MINLP) problem. In general, MINLP problems
combine the difficulty of optimizing over integer variables with the handling of
non-linear functions which makes them difficult to solve [9]. This is especially true
when the objective and/or constraint functions are non-convex, which is the case
in (4.10). Several new methods are proposed recently for solving MINLP prob-
lems [22]. Two classes of algorithms that solve MINLP problems can be distin-
guished. The first class includes deterministic algorithms such as branch and bound,
outer approximation, generalized benders decomposition, and extended cutting plane
[9, 22]. Non-convexities in MINLP problems can be addressed by global optimiza-
tion approaches which are developed using convex envelopes or under-estimators
to formulate lower-bounding convex MINLP problems [22]. One example of deter-
ministic global optimization methods for MINLP problems is branch and reduce
[65], and other methods can be found in [22]. The second class of MINLP algo-
rithms includes stochastic (heuristic) optimization algorithms such as the extended
ant colony optimization [54].

The different algorithms of solving MINLP problems have been available through
many solvers [10]. Deterministic solvers that claim to guarantee global optimality
for non-convex general MINLP problems include AlphaBB, BARON, COUENNE,
and LINDOGLOBAL [10]. On the other hand, stochastic solvers include MIDACO
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[55], however there is no guarantee for global optimality [10]. The BARON solver
[53], which is available through GAMS [1], has proven to be the most robust one
among the currently available global solvers [44]. The BARON solver implements
deterministic global optimization algorithms which integrate conventional branch
and bound with a wide variety of range reduction tests [53]. The BARON solver
guarantees to provide global optima under fairly general assumptions which include
the availability of finite lower and upper bounds on the variables and their expressions
in the MINLP to be solved [53]. Hence, to solve the radio resource allocation problem
(4.10), we use the BARON solver through GAMS. The GDXMRW utilities [19] are
used to create an interface between GAMS and MATLAB in order to make use of
GAMS as a powerful optimization platform and the MATLAB visualization tools.

Figure 4.2 illustrates a centralized implementation of the radio resource allocation
(CORA) algorithm based on the formulation of (4.10). In the CORA algorithm, each
MT reports to all BSs/APs available at its location about its service type, service
class, and home network using its multiple radio interfaces. This information then
is made available to the central resource manager via different BSs/APs. Hence, the
central resource manager has the information regarding the service area k for each
MT, MT minimum and maximum required bandwidth, and MT priority parameter.
Given the transmission capacities of all the BSs/APs, the central resource manager
solves (4.10) so as to determine the optimal network assignment and bandwidth
allocations for new incoming MTs with single-network and multi-homing services,
updates bandwidth allocations, and initiates vertical handovers for existing MTs if
necessary.

4.3.2 Numerical Results and Discussion

This section presents numerical results for problem (4.10) using the BARON/GAMS
solver. Consider the simplified system model given in Fig. 4.3. We study the radio
resource allocation in service area 2 which is covered by the WiMAX (network 1)
and cellular network (network 2). For the service area under consideration, let the
transmission capacity of each network BS be 4 Mbps for network 1 and 1.248 Mbps
for network 2. The transmission capacities of different BSs are chosen such that they
can support a total of 12 MTs with VBR calls of required bandwidth Bm ∈ [64, 128]
kbps of single-network service, and a total of 17 MTs with VBR calls of required
bandwidth Bm ∈ [256, 512] Kbps of multi-homing service. The number of sub-
scribers from network n with service v is given by Mnv , where v = 1 represents
a single-network service while v = 2 represents a multi-homing service. With
M11 = 6, M21 = 6, M22 = 8, we vary the number of network 1 subscribers with
multi-homing service, M12, in order to study the performance of the CORA algo-
rithm as the call traffic load of the subscribers of the network with the larger capacity
varies. Using the priority parameter pnms , the two networks set different costs on
their resources. Since the cellular network (network 2) has a smaller transmission
capacity than the WiMAX (network 1), it sets a higher cost on its resources so that it
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Fig. 4.2 Centralized implementation of the CORA algorithm

can devote its resources to its own subscribers [28]. As a result, let p1m1 = 0.8 and
p2m1 = 0.6 for network users, while pnm1 = 1 for network subscribers with n ∈ N .
Let η1 and η2 equal 1. Let the number of assigned subscribers of network n, with
single-network service, to network n

′
be Lnn′ .

Figure 4.4 shows the allocated resources per call for MTs with single-network
service versus the number M12 of network 1 subscribers with multi-homing service.
As M12 increases, the allocated bandwidth for network 2 subscribers is reduced first
towards the minimum required bandwidth. This is because network 2 subscribers rely
heavily on network 1 resources in addition to their home network in order to support
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Fig. 4.3 Service areas under consideration
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Fig. 4.4 Radio resource allocation for MTs with single-network service

their high required bandwidth, while network 1 gives a higher priority to its own
subscribers on its resources using the priority mechanism. The allocated resources
to network 1 subscribers is then reduced so as to accommodate more multi-homing
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Table 4.1 Network
assignments for network 1
and network 2 subscribers
with single-network service

M12 L11 L12 L21 L22

0 6 0 6 0
1 6 0 6 0
2 6 0 6 0
4 6 0 4 2
6 6 0 3 3
8 6 0 3 3
9 6 0 2 4

subscribers (M12) from this network. Overall, the resource allocation guarantees the
desired bandwidth range for the VBR calls.

Table 4.1 shows the numbers of MTs with single-network services assigned to each
BS/AP for network 1 and network 2 subscribers versus the number M12 of network 1
subscribers with multi-homing service. Due to the larger capacity of network 1, its
subscribers are always assigned to their home network (L11) which provides them
with high allocated bandwidth (refer to Fig. 4.4). As for network 2 subscribers, their
network assignment varies with M12. At a small number of M12 (from 0 to 2), all
network 2 subscribers with single-network service are assigned to network 1 (L21),
as it provides them with their maximum required bandwidth (refer to Fig. 4.4). As the
call traffic load increases in network 1 (due to an increase in M12), more subscribers
from network 2 are assigned to their home network (L22), as network 1 gives higher
priority to its own subscribers on its resources.

Figure 4.5 shows the allocated resources per call for MTs with multi-homing
service from each available network versus the number M12 of network 1 subscribers
with multi-homing service. The total allocated bandwidth to network 1 subscribers
(N1) comes from network 1 (N1 − 1). The allocated bandwidth from network 2
(N2−1) is zero, since network 2 devotes its resources to support its own subscribers
using the priority parameter p2m1. The total allocated resources per call for network
1 subscribers (N1) decreases with M12 towards the minimum required bandwidth to
accommodate more subscribers. For network 2 subscribers, the allocated resources
from network 1 (N1 − 2) decreases as M12 increases, since network 1 uses its
resources to support its own subscribers. This is compensated by an increase in the
resource allocation from network 2 (N2 − 2) to improve the allocated resources
to its own subscribers. However, for M12 > 2, network 2 decreases its allocated
resources to its subscribers with multi-homing service, since more single-network
subscribers are assigned to its BS (refer to Table 4.1). As a result, the total allocated
resources per call for network 2 subscribers (N2) decreases with M12 towards the
minimum required bandwidth. The total allocated resources per call for network 1
and network 2 subscribers with multi-homing services (N1 and N2 respectively) are
within the desired bandwidth range for the VBR calls.
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Fig. 4.5 Radio resource allocation for MTs with multi-homing service

4.4 Decentralized Sub-Optimal Resource Allocation (DSRA)

In this section, a decentralized sub-optimal resource allocation (DSRA) algorithm is
presented for the radio resource allocation problem. The DSRA algorithm is desirable
when different networks are operated by different service providers.

In problem (4.8), if the network assignment vector A is known, the problem is
reduced to finding the optimal bandwidth allocation matrix B which is a convex
optimization problem that can be solved in a decentralized manner using the decom-
position approach discussed in Chap. 2. In order to find the network assignment
vector A, call traffic load prediction and network cooperation concepts presented in
Chap. 3 can be employed. Hence, in the DSRA algorithm, time is partitioned into a
set of periods T = {T1, T2, . . . , Tj , . . .} of constant duration τ . At each BS/AP, the
call traffic load at current period, Tj , is used to predict the call traffic load during
the next period, Tj+1. By exchanging their predicted call traffic load information
for the next period, cooperative BSs/APs can determine the distribution of the total
call traffic load in the geographical region (i.e. network assignment vector A) for the
next period, Tj+1. Based on the predicted call traffic load, every BS/AP broadcasts a
parameter (a predicted link access price) which enables incoming and existing MTs
to perform network selection and bandwidth request without the need for a central
resource manager. As in Chap. 3, the traffic load prediction is a probabilistic one
which ensures that the prediction error is lower than a target value ε, and ε is chosen
based on the target call blocking probability of the system. The DSRA algorithm can
be carried out in the following 8 steps.

Step 1: For clarity of presentation, we focus our discussion in steps 1–3 on one
network subscribers, and the same steps hold for subscribers of other networks.

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
http://dx.doi.org/10.1007/978-1-4614-7079-3_3
http://dx.doi.org/10.1007/978-1-4614-7079-3
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Consider video calls of service type v and class l in service area k. Let T j
lvk be a

time vector of call arrival events for calls of service type v and service class l in
service area k during period Tj . With a call arrival event at time instant t j

a ∈ T j
lvk ,

a = {1, 2, . . . ,

∣∣∣T j
lvk

∣∣∣}, in period Tj , the number of calls at the time instant, Mlvk(t
j

a ),

is used by the BSs/APs in the service area to probabilistically predict the number of
calls at time instant t j

a + τ in the next time period Tj+1. The predicted number is

given by M̃lvk(t
j

a + τ ). As the number of calls at t , Mlvk(t), is a random variable,
using the probability distribution of Mlvk(t

j
a + τ ) given Mlvk(t

j
a ), we can represent

M̃lvk(t
j

a + τ ) by a design parameter εlvk , such that

Pr [Mlvk(t
j

a + τ ) > M̃lvk(t
j

a + τ )|Mlvk(t
j

a )] ≤ εlvk, ∀v, l ∈ L, k ∈ K. (4.11)

Similar to εn
lk in Chap. 3, the design parameter εlvk ∈ [0, 1] denotes the proba-

bility that Mlvk(t
j

a + τ ) exceeds the predicted number M̃lvk(t
j

a + τ ). The pre-
dicted number M̃lvk(t

j
a + τ ) can be determined using the conditional probabil-

ity mass function (PMF) of Mlvk(t
j

a + τ ) given Mlvk(t
j

a ), P
Mlvk (t

j
a+τ )|Mlvk (t

j
a )

(i).
Again, the transient distribution of the M/G/∞ model [40] can be used to calcu-
late P

Mlvk (t
j

a+τ )|Mlvk (t
j

a )
(i), since call arrivals follow a Poisson process, the channel

holding time follows a general distribution, and all calls are served simultaneously
without queuing. We redefine plk

τ and qlk
τ introduced in Chap. 3, under the assumption

of stationary call arrival and departure processes, to be:

• plvk
τ —The probability that a call of service class l and service type v which is in

service area k at time t j
a is still present in the same service area at time t j

a + τ ;
• qlvk

τ —The probability that a call of service class l and service type v that arrives

in service area k during (t j
a , t j

a + τ ] is still present at the same service area at time
t j
a + τ ;

while X B(κ,α) and X P (α) are the same as in Chap. 3,

• X B(κ,α)—A binomial random variable with parameters κ and α;
• X P (α)—A Poisson random variable with mean α.

At time instant t j
a , given the number of calls, Mlvk(t

j
a ), we have [40]

Mlvk(t
j

a + τ ) =d X B(Mlvk(t
j

a ), plvk
τ )+ X P (υn

lvkτqlvk
τ ) (4.12)

where υn
lvk denotes the arrival rate of new and handoff calls to network n in service

area k. In order to determine υn
lvk for BS/AP of network n, a BS/AP can count the

number of its new call arrivals to service area k (excluding vertical handoff calls,
since these calls are not arrivals to service area k) and divide it by the total elapsed
time. In (4.12), the probabilities plvk

τ and qlvk
τ are given by [40]

http://dx.doi.org/10.1007/978-1-4614-7079-3_3
http://dx.doi.org/10.1007/978-1-4614-7079-3_3
http://dx.doi.org/10.1007/978-1-4614-7079-3_3
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plvk
τ =

1

E[T lvk
h ]

∫ ∞
τ

(1− FT lvk
h

(s))ds. (4.13)

qlvk
τ =

E[T lvk
h ]
τ

(1− plvk
τ ) (4.14)

where E[T lvk
h ] denotes the average channel holding time which can be calculated

using (4.2). From (4.12), P
Mlvk (t

j
a+τ )|Mlvk (t

j
a )

(i) can be found, and hence M̃lvk(t
j

a +τ )

can be calculated using (4.11) as the minimum integer which satisfies

M̃lvk (t
j

a+τ )∑
i=0

P
Mlvk (t

j
a+τ )|Mlvk (t

j
a )

(i) ≥ (1− εlvk), ∀v, l ∈ L, k ∈ K. (4.15)

Step 2: Each BS/AP in service area k records the predicted values of M̃lvk(t
j

a +τ ),
∀v, l ∈ L, k ∈ K and a = {1, 2, . . . , |T j

lvk |} in a vector M j+1
lvk .

Step 3: At the beginning of period Tj+1, the maximum predicted number of
calls of each service type v and service class l in each service area k during Tj+1,

M̃lvk(Tj+1), can be found using M j+1
lvk . That is, M̃lvk(Tj+1) = max(M j+1

lvk ) if it
is less than or equal to Clvk , otherwise M̃lvk(Tj+1) = Clvk . This guarantees that for
M̃lvk(Tj+1) ≤ Clvk we have

Pr [Mlvk(t
j+1

a ) > M̃lvk(Tj+1)] ≤ εlvk,

∀v, l ∈ L, k ∈ K, a ∈ {1, 2, . . . , |T j+1
lvk |}. (4.16)

Step 4: The cooperating BSs/APs in the geographical region exchange their infor-
mation regarding M̃lvk(Tj+1) ∀v, l ∈ L, k ∈ K for all subscribers. As a result, Mlvk

can be determined and hence problem (4.10) can be solved at each BS/AP so as to
determine the binary assignment variable x j+1

nms for all MTs with single-network ser-
vice in the geographical region during Tj+1 and the corresponding bandwidth alloca-
tion matrix B j+1. Therefore, the network assignment vector A j+1 for single-network
MTs during Tj+1 can be determined. Based on the network assignment vector A j+1,
each BS/AP s can determine the maximum number of MTs with single-network calls
and service class l in service area k which can be supported by this BS/AP during
Tj+1, f j+1

lks , ∀l ∈ L, k ∈ K, given B j+1.
Step 5: Given the network assignment vector A j+1, during Tj+1, calculated in

step 4, problem (4.8) is reduced to

max
B≥0

U

s.t. (4.5)− (4.7). (4.17)

Problem (4.17) is a convex optimization problem, on which full dual decomposition
can be applied (this helps in the decentralized resource allocation as described in
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the next step). As in Chap. 2, in order to apply full dual decomposition, we first find
the Lagrangian function, L(B,λ, ν(1), ν(2),μ(1),μ(2)), of (4.17), where λ = (λns :
n ∈ N , s ∈ Sn) is defined to be a matrix of Lagrange multipliers corresponding to
capacity constraint (4.5), and λns ≥ 0, ν(1) = (ν(1)

m : m ∈M1k,∀k ∈ K) and ν(2) =
(ν

(2)
m : m ∈M1k,∀k ∈ K) are vectors of Lagrangian multipliers corresponding to

the maximum and minimum required bandwidth constraints of (4.6) for MTs with
single-network service and ν

(1)
m , ν

(2)
m ≥ 0, and μ(1) = (μ

(1)
m : m ∈M2k,∀k ∈ K),

μ(2) = (μ
(2)
m : m ∈M2k,∀k ∈ K) are vectors of lagrange multipliers corresponding

to the required bandwidth constraints for MTs with multi-homing service (4.7) and
μ

(1)
m ,μ

(2)
m ≥ 0. The dual function then is given by

h(λ, ν(1), ν(2),μ(1),μ(2)) = max
B≥0

L(B,λ, ν(1), ν(2),μ(1),μ(2)) (4.18)

and the dual problem corresponding to the primal problem of (4.17) is given by

min
(λ,ν(1),ν(2),μ(1),μ(2))≥0

h(λ, ν(1), ν(2),μ(1),μ(2)). (4.19)

The maximization problem (4.18) gives the bandwidth allocation matrix B for fixed
value of the Lagrangian multipliers, which can be solved using the KKT conditions,
and hence we have

bnms =
[(

η1

λns + (νm
(1) − νm

(2))+ η2(1− pnms)
− 1

)
/η1

]+
, ∀m ∈ ∪

k
M1k

(4.20)

bnms =
[(

η1

λns + (μm
(1) − μm

(2))+ η2(1− pnms)
− 1

)
/η1

]+
, ∀m ∈ ∪

k
M2k

(4.21)

The optimal values of the Lagrangian multipliers which result in the optimal band-
width allocation can be found by solving the dual problem of (4.19). For a differ-
entiable dual function, a gradient descent method can be applied to determine the
optimum values for the Lagrangian multipliers, which results in

λns(i + 1) =
⎡
⎣λns(i)− α1(Cn −

∑
m∈Mns

bnms(i))

⎤
⎦
+

(4.22)

ν(1)
m (i + 1) =

[
ν(1)

m (i)− α2(Bmax
m − bnms(i))

]+
(4.23)

ν(2)
m (i + 1) =

[
ν(2)

m (i)− α3(bnms(i)− Bmin
m )

]+
(4.24)

μ(1)
m (i + 1) =

[
μ(1)

m (i)− α4

(
Bmax

m −
N∑

n=1

Sn∑
s=1

bnms(i)

)]+
(4.25)

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
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μ(2)
m (i + 1) =

[
μ(2)

m (i)− α5

(
N∑

n=1

Sn∑
s=1

bnms(i)− Bmin
m

)]+
(4.26)

where i is the iteration index and α j with j = {1, . . . , 5} is a fixed sufficiently small
step size. Convergence towards the optimal solution is guaranteed as the gradient of
(4.19) satisfies the Lipchitz continuity condition.

As in Chaps. 2 and 3, λns is a link access price that is used as an indication of
the capacity limitation experienced by each network BS/AP, while μ(1)

m and μ(2)
m are

used by MTs with multi-homing calls to guarantee that the total bandwidth allocated
from all BSs/APs satisfy the call total required bandwidth. On the other hand, ν(1)

m

and ν
(2)
m are used by MTs with single-network calls to guarantee that the bandwidth

allocated from the assigned network satisfies the call required bandwidth.
Given the predicted maximum number of calls during Tj+1, M̃lvk(Tj+1) ∀v, l ∈

L, k ∈ K, n ∈ N , each BS/AP can determine its predicted link access price value
λ̃

j+1
ns using the BARON solver while solving (4.10) at the beginning of Tj+1 using

M̃lvk(Tj+1).
Step 6: At the beginning of Tj+1, each BS/AP updates its link access price value

with λ̃
j+1
ns and this value is fixed over Tj+1, independent of call arrivals to and

departures from different service areas, and is broadcasted on the BS/AP ID beacon.
In addition, a flag bit, f blks , is set to 1 if Mlvk < flks and is broadcasted by each
BS/AP s on its ID beacon to denote that a new incoming call from subscribers of a
given network with single-network service and service class l in service area k can
be admitted by the BS/AP. Otherwise, f blks = 0.

The fixed link access price values, λ̃
j+1
ns ∀n ∈ N , s ∈ Sn which are broadcasted

during Tj+1, distribute the radio resources of all networks exactly over the maximum
predicted number of calls M̃lvk(Tj+1) ∀v, l ∈ L, k ∈ K. Hence, during Tj+1, when
Mlvk = M̃lvk(Tj+1), any incoming call from subscribers of a given network with
service type v and service class l in service area k will be blocked. Hence, similar to
εn

lk , from (4.11), εlvk is the upper bound of the call blocking probability for subscribers
of a given network, given that M̃lvk(Tj+1) ≤ Clvk . Otherwise, M̃lvk(Tj+1) = Clvk ,
and both the CORA and DSRA algorithms achieve the same call blocking probability.

Step 7: An incoming MT to service area k during Tj+1 listens to the link access

price values λ̃
j+1
ns ∀n ∈ N , s ∈ Sn using its multiple radio interfaces. Based on its

service type, the MT then performs the following.
First, consider MTs with single-network service. An MT, m ∈M1k , uses the link

access price values to solve for the allocated bandwidth from each BS/AP available
at its location with f blks = 1. This can be done at MT, m, with a call from service
class l in service area k, using the algorithm in Table 4.2, where I denotes the number
of iterations required for the algorithm to converge to the required bandwidth alloca-
tion. Then, the MT orders the available BSs/APs based on the calculated bandwidth
allocation from maximum to minimum. The MT asks the BS/AP with the maximum
calculated bandwidth allocation for the bnms resource allocation. The BS/AP pro-
vides the required bandwidth allocation if it has sufficient resources. Otherwise, the

http://dx.doi.org/10.1007/978-1-4614-7079-3_2
http://dx.doi.org/10.1007/978-1-4614-7079-3_3
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Table 4.2 Calculation of bandwidth allocation from each available network BS/AP at MT m with
single-network service

1: Input: λ̃
j+1
ns ∀n ∈ Nk , s ∈ Snk , Bm , m ∈M;

2: Initialization: ν
(1)
m (1) ≥ 0; ν

(2)
m (1) ≥ 0;

3: for n ∈ Nk do
4: for s ∈ Snk do
5: for i = 1 : I do
6: bnms(i) = [( η1

λ̃
j+1
ns +(ν

(1)
m (i)−ν

(2)
m (i))+η2(1−pnms )

− 1)/η1]+;

7: ν
(1)
m (i + 1) = [ν(1)

m (i)− α1(Bmax
m − bnms(i))]+;

8: ν(2)
m (i + 1) = [ν(2)

m (i)− α2(bnms(i)− Bmin
m )]+;

9: end for
10: end for
11: end for
12: Output: bnms ∀n ∈ Nk , s ∈ Snk .

Table 4.3 Calculation of bandwidth share from each available network BS/AP at MT m with
multi-homing service

1: Input: λ̃
j+1
ns ∀n ∈ Nk , s ∈ Snk , Bm , m ∈M;

2: Initialization: μ(1)
m (1) ≥ 0; μ(2)

m (1) ≥ 0;
3: for i = 1 : I do
4: for n ∈ Nk do
5: for s ∈ Snk do
6: bnms(i) = [( η1

λ̃
j+1
ns +(μ

(1)
m (i)−μ

(2)
m (i))+η2(1−pnms )

− 1)/η1]+;

7: end for
8: end for
9: μ

(1)
m (i + 1) = [μ(1)

m (i)− α3(Bmax
m −∑N

n=1
∑Sn

s=1 bnms(i))]+;

10: μ
(2)
m (i + 1) = [μ(2)

m (i)− α4(
∑N

n=1
∑Sn

s=1 bnms(i)− Bmin
m )]+;

11: end for
12: Output: The required bnms ∀n ∈ Nk , s ∈ Snk .

incoming call is blocked. For MTs which are already in service, the link access price
values λ̃

j+1
ns ∀n ∈ Nk, s ∈ Snk with f blks = 1, are used at the beginning of Tj+1 in a

similar way as described before in order to perform a vertical handover if necessary.
Next, consider MTs with multi-homing services. During Tj+1, each MT in the

geographical region, including both incoming and existing ones, uses the broadcasted
link access price values received at its location to determine the required bandwidth
share from each available BS/AP, such that the total amount of allocated resources
from all the BSs/APs satisfies its required bandwidth. This is performed at MT, m,
with service class l in service area k using the algorithm in Table 4.3. The MT then asks
for the required bandwidth share bnms from BS/AP s of network n ∀n ∈ Nk, s ∈ Snk ,
which allocates the required bandwidth if it has sufficient resources. The incoming
call is blocked if the total allocated resources from all BSs/APs do not satisfy its
required bandwidth.
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Step 8: Each MT reports to its serving BSs/APs its home network, service type,
service class, and a list of the BS/AP IDs that the MT can receive signal from. This
information is used by BSs/APs to predict M̃lvk(Tj+2) ∀v, l ∈ L, k ∈ K for every
network subscribers, during the next period Tj+2 in order to update their link access
price values at the beginning of Tj+2.

As in the PBRA algorithm, the link access price value for BSs/APs of different
networks are updated every τ which should reflect some change in the call traffic
load in the geographical region. Let δlvk be the minimum of durations to the arrival
of a new call and to the departure of an existing call for service class l with service
type v in service area k for subscribers of a given network. Define δ = min(δlvk)
∀l, v, k and subscribers of different networks. Thus, as a guideline, the time duration
τ is chosen such that the probability Pr [δ < τ ] is less than a small threshold γ.

4.5 Simulation Results and Discussion

This section presents simulation results for the radio resource allocation problem in
a heterogeneous wireless access medium for MTs with single-network and multi-
homing services. Consider the geographical region given in Fig. 4.3. A single service
class (l = 1) is considered for each service type v (single-network and multi-homing)
and we study the performance of the proposed algorithms in the service area that
is covered by the WiMAX and cellular network BSs (k = 2) in terms of the allo-
cated resources per call and the call blocking probability. As a proof of concept,
we only show the results of resource allocation for the cellular network subscribers.
For simplicity, we consider a complete partitioning strategy for each network BS
transmission capacity [42], where the total capacity of each BS is divided into
two separate parts, dedicating to single-network and multi-homing services respec-
tively.1 The allocated transmission capacity from network n BS/AP to the service
area under consideration for cellular network subscribers with service type v, Cnv ,
is given by C11 = 1.344, C12 = 2.864, C21 = 0.576, and C22 = 2 Mbps. The
Cnv values can support a total of 30 VBR calls with required bandwidth alloca-
tion Bm ∈ [0.064, 0.128] Mbps for single-network MTs, i.e. C112 = 30, and 19
VBR calls with required bandwidth allocation Bm ∈ [0.256, 0.512]Mbps for multi-
homing MTs, i.e. C122 = 19. The arrival process of new and handoff calls to the
service area under consideration is modeled as a Poisson process with parameter υ112
(call/min) for single-network MTs and υ122 (call/min) for multi-homing MTs. The
video call duration is modeled by a two-stage hyper-exponential distribution with
the PDF given in (4.1) and a1v = 1. The average call duration for single-network
MTs T̄ 11

c is 15 min and for multi-homing MTs T̄ 12
c is 10 min. The user residence time

in the service area under consideration follows an exponential distribution with an

1 The numerical results in Sect. 4.3.2 investigates a complete sharing strategy for each BS/AP
transmission capacity [42] where both service types can occupy up to the total capacity of each
BS/AP.
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average duration T̄r = 20 min [60]. The parameters η1 and η2 are both set to 1 [57].
The WiMAX and cellular networks set different costs on their resources using the
priority parameter p1m1 = 0.8, p2m1 = 0.6 for network users, while pnms = 1 for
network subscribers [28]. The GDXMRW utilities [19] are used to create an inter-
face between GAMS and MATLAB to make use of the BARON solver of GAMS
in solving the optimization problem of (4.10) while using the MATLAB simulation
and visualization tools.

4.5.1 Performance Comparison

In the following, the performance of the DSRA algorithm is compared to the CORA
algorithm. While it is not appropriate for practical implementation when different
networks are operated by different service providers, the CORA algorithm is used
as a performance bound for the allocated resources per call and the call blocking
probability. In the simulation, we set the upper bounds on call blocking probability
ε112, ε122 to 1 % and the prediction duration τ to 0.25, 0.5, and 1 min. We only show
the results for single-network service and similar observations hold for multi-homing
service.

Figure 4.6 shows performance comparison between the DSRA and CORA
algorithms for MTs with single-network service versus the call arrival rate υ112.
Figure 4.6a shows the bandwidth allocation per call for MTs assigned to the WiMAX
and MTs assigned to the cellular network. At a low call arrival rate, the predicted
number of simultaneously present calls is low, which results in a high allocated
bandwidth per call using the DSRA algorithm for different τ values. At a high
call arrival rate, the predicted number of simultaneously present users is high, as a
result less bandwidth is allocated to each call. Furthermore, less bandwidth is allo-
cated per call for larger values of τ as explained in the next sub-section. Figure 4.6b
shows that more MTs with single-network service are assigned to the WiMAX BS
as compared to the cellular network BS due to the WiMAX BS larger capacity C11.
In Fig. 4.6c, using the CORA algorithm, there is no call blocking probability for
υ112 < 1.6 call/min. For call arrival rate υ112 < 2.2 call/min, the DSRA algorithm
does not exceed the target upper bound on call blocking probability of 1 %. For call
arrival rate υ112 ≥ 2.2 call/min, the predicted number of calls simultaneously present
in the service area under consideration is larger than C112. Hence, according to the
DSRA algorithm, the predicted number of calls is made equal to C112, and both the
DSRA and the CORA algorithms achieve the same call blocking probability.

4.5.2 Performance of the DSRA Algorithm

In the following, we study the performance of the DSRA algorithm versus its two
design parameters, namely the upper bound on call blocking probability εlvk and the
prediction duration τ . We only show the results for multi-homing service and the
same observations hold for single-network service.
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Fig. 4.6 Performance comparison for single-network service. a Resource allocation per call.
b Number of admitted calls. c Call blocking probability. ε122 = 1 % and τ = 0.25, 0.5, and
1 min
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Figure 4.7a plots the performance of the DSRA algorithm in terms of the amount of
allocated resources per call and call blocking probability versus ε122, with call arrival
rate υ122 = 1.4 call/min and τ = 1 min. A small value of ε122 results in a low call
blocking probability. However, this corresponds to a large number of predicted calls
(and hence large BS/AP link access price values), which results in a small amount of
resource allocation per call. On the other hand, a large value of ε122 results in a high
call blocking probability and a large amount of resource allocation per call. Overall,
the call blocking probability does not exceed its upper bound ε122 = 1 %. The upper
bound ε122 should be chosen to balance the trade-off between the allocated resources
per call and the call blocking probability.

Figure 4.7b investigates the performance of the DSRA algorithm in terms of the
amount of allocated resources per call and call blocking probability versus the pre-
diction duration τ , with υ = 1.4 call/min and ε122 = 1 %. As τ increases, the DSRA
algorithm updates the BS/AP link access price less frequently and hence a larger num-
ber of simultaneously present calls is predicted. As a result, the allocated resources
per call is reduced. Also, simulation results indicate that the call blocking probability
does not exceed its target upper bound ε122= 1 %.
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Fig. 4.7 The DSRA algorithm performance versus: a ε122; b τ . υ122 = 1.4 call/min and τ = 1 min

4.6 Summary

In this chapter, a decentralized resource allocation algorithm is proposed for a het-
erogeneous wireless access medium to support MTs with single-network and multi-
homing services. The algorithm gives MTs an active role in the resource allocation
operation, such that an MT with single-network service can select the best wire-
less network available at its location and asks for its required bandwidth, while an
MT with multi-homing service can determine the required bandwidth share from
each network in order to satisfy its total required bandwidth. The resource alloca-
tion relies on concepts of short-term call traffic prediction and network cooperation
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in order to perform the decentralized resource allocation in an efficient manner.
The algorithm has two design parameters, namely εlvk and τ , which should be
properly chosen to strike a balance between the desired performance in terms of
the allocated resources per call and the call blocking probability, and between the
performance and implementation complexity.



Chapter 5
Conclusions and Future Directions

In this chapter, we summarize the main ideas and concepts presented in this brief
and highlight future research directions.

5.1 Conclusions

In this brief, we have investigated radio resource allocation in heterogeneous wireless
access medium. Based on the analysis and discussion provided throughout this brief,
we present the following remarks.

• The heterogeneous wireless access medium creates various opportunities that can
enhance perceived QoS for mobile users. However, it is necessary to develop new
radio resource allocation mechanisms in order to satisfy required QoS of different
calls while at the same time make efficient utilization of the available resources
from different networks;

• One important aspect of radio resource allocation mechanisms is the need to
operate in a decentralized manner (i.e. without a central resource manager). This
adds a desirable flexibility to the radio resource allocation and avoids many
complications associated with the centralized solutions (e.g., creating a single
point of failure);

• The radio resource allocation mechanisms should give each network a higher
priority in allocating its resources to its own subscribers as compared to other
users. In this sense, network users can enjoy their maximum QoS but not at the
expense of the network subscribers;

• Co-existence of single-network and multi-homing services in the heterogeneous
wireless access medium should be considered. Hence, a radio resource allocation
mechanism is to find the network assignment for MTs with single-network calls and
determine the corresponding bandwidth allocation for MTs with single-network
and multi-homing calls;

M. Ismail and W. Zhuang, Cooperative Networking in a Heterogeneous Wireless 83
Medium, SpringerBriefs in Computer Science, DOI: 10.1007/978-1-4614-7079-3_5,
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• The stochastic user mobility and call traffic models are necessary for designing
the decentralized radio resource allocation mechanisms so as to investigate their
associated impact on the system in terms of signalling overhead and processing
time complexity;

• Concepts of short-term call traffic load prediction and network cooperation can
help to reduce the amount of signalling overhead that is expected in a decentralized
architecture. In addition, they allow for fast handover and hence support seamless
service provision;

• There are two performance metrics for radio resource allocation, namely the
amount of allocated resources per call and the corresponding call blocking
probability. In this brief, we focus on the existing trade-off between these two
metrics and present two design parameters that, when appropriately chosen, can
strike a balance between the amount of allocated resources per call and the target
call blocking probability;

• MTs should play an active role in the resource allocation operation, instead of
being a passive service recipients in the networking environment. The mechanisms
presented in this brief enable an MT with single-network service to select the best
wireless access network available at its location and asks for its required bandwidth
from that network. In addition, an MT with multi-homing service can determine
the required bandwidth share from each available network so as to satisfy its total
required bandwidth.

5.2 Future Research Directions

In this brief, we mainly focus on exploiting cooperative networking in a heterogeneous
wireless access medium to enhance service quality to mobile users. Cooperative
networking can also help to improve overall network performance. One research
direction that is not well investigated in the context of cooperative networking is
related to green radio communications [26]. This research direction is motivated by
the increasing BS energy consumption of the wireless networks, which affects the
annual profits of the service providers and has a significant impact on the environ-
ment due to the associated CO2 emissions [11, 26, 38, 69]. Cooperative networking
can help to improve the networks energy efficiency in the following ways.

Energy saving in wireless communication networks can be achieved at several
levels. One level focuses on the layout of networks and their management that takes
into account the changing call traffic load patterns along the day. This is referred to as
dynamic planning [26]. Dynamic planning exploits the call traffic load fluctuations
to save energy, by switching off some BSs when and where the traffic load is light.
This is performed under the assumption that the radio coverage and service provision
for the off cells can be taken care of by the remaining active BSs. However, this may
result in coverage holes and/or inter-cell interference. These shortcomings can be
avoided if dynamic planning is incorporated with network cooperation. Networks
with overlapped coverage area can save energy by alternately switching on and off
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their radio resources according to call traffic load fluctuations [26]. The call traffic
load then is carried on by the remaining active networks in the geographical region.
Hence, it is required to develop a decentralized optimal resource (BSs/APs and radio
transceivers) on-off switching policy that adapts to the fluctuations in the call traffic
load and maximizes the amount of energy saving under service quality constraints.

In this brief, we focus on multi-homing services mainly to enhance the users QoS.
It has been shown that, for a given network-MT pair, there exists an optimal trans-
mission rate with minimal energy consumption [67]. However, this energy-optimal
transmission rate may not provide the rate required by the MT. Hence, multi-homing
radio resource allocation can be used to achieve energy saving through allocating
the energy optimal transmission rate from each network to the MT, while satisfying
the MT required total transmission rate. Cooperative networking concepts need to be
developed in order to enable a decentralized implementation of the energy-efficient
resource allocation mechanisms.
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