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Preface

This book includes the papers presented at the fifth International Conference on
Application of Natural Language to Information Systems (NLDB 2000) which was
held in Versailles (France) on June 28-30. Following NLDBI[95 in Versailles,
NLDB96 in Amsterdam, NLDB[97 in Vancouver, and NLDBI[99 in Klagenfurt,
NLDB 2000 was a forum for exchanging new research results and trends on the
benefits of integrating Natural Language resources in Information System
Engineering.

Since the first NLDB workshop in 1995 it has become apparent that each aspect of
an information system life cycle may be improved by natural language techniques:
database design (specification, validation, conflict resolution), database query
languages, and application programming that use new software engineering research
(natural language program specifications). As information systems are now evolving
into the communication area, the term databases should be considered in the broader
sense of information and communication systems. The main new trend in NLDB 2000
is related to the WEB wave: WEB querying, WEB answering, and information
retrieval.

Among 47 papers submitted from 18 countries, the program committee selected 29
papers to be presented during the conference. Besides these regular papers, two
invited talks (given by Pr. Reind P. van de Riet and Pr. Maurice Gross), and a set of
posters and demonstrations are also included in these proceedings.

This conference was possible thanks to the support of three main sponsors : the
University of Versailles Saint-Quentin-en-Yvelines (Versailles, France), the PRiSM
Laboratory (Versailles, France), and the Vrije University of Amsterdam (The
Netherlands). We would like to thank them for their support.

We would also like to thank the secretaries and the PhD students of the PRiSM
laboratory who put all their competence, enthusiasm, and kindness into making this
meeting a real success.

January 2001 Mokrane Bouzeghoub
Zoubida Kedad
Elisabeth M[tais
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WordNet++: A Lexicon Supporting the Color-X
Method

Ans A.G. Steuten, Frank Dehne, and Reind P. van de Riet

Vrije Universiteit, Amsterdam
Faculty of Sciences
Division of Mathematics and Computer Sciences
De Boelelaan 1081a, 1081 HV Amsterdam
The Netherlands
{steuten, frank,vdriet}@cs.vu.nl

Abstract. In this paper we discuss what kind of information can be ob-
tained from WORDNET and what kind of information should be added
to WORDNET in order to make it better suitable for the support of the
CoLOR-X method. We will present an extension of WORDNET (called
WORDNET++) which contains a number of special types of relation-
ships that are not available in WORDNET. Additionally, WORDNET+—+
is instantiated with knowledge about some particular domain.
Keywords: Linguistic relations, Conceptual Modeling, WordNet, CASE
tools, Object Orientation, Ontology, Consistency Checking.

1 Introduction

An important phase in the software development process is requirements en-
gineering which can be defined as the process of analysing the problems in a
certain Universe of Discourse (U0D), representing the observations in various
formats and checking whether the obtained understanding is accurate. An es-
sential part of the requirements engineering phase is the process of requirements
specification, also called conceptual modelling [I]. During this process the re-
quirements document, which is a natural language (NL) description of the UoD
and the problems that occur in it, is represented in models. According to [22],
a conceptual model is an abstract representation of the behaviour of the UoD,
understandable and understood in the same way by the users and developers
of the system. The developer can find in the requirements document relevant
candidate concepts such as classes, relationships and events.

In this paper, we will focus on the information or knowledge that is necessary
for conceptual modelling by the CoLor-X method [}f [1]. CorLor-X is based on
linguistic and object-oriented modelling concepts. CoLor-X uses two kinds of
models: the static object model and the event model and both are founded
on CPL [6], a formal linguistically based specification language that is based

! Conceptual Linguistically based Object-oriented Representation Language for
Information and Communication Systems (ICs is abbreviated to X).

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 1{I6} 2001.
© Springer-Verlag Berlin Heidelberg 2001



2 Ans A.G. Steuten, Frank Dehne, and Reind P. van de Riet

on a theory called Functional Grammar (Fa) [8]. The Coror-X Static Object
Model (Csom) [3| presents the objects and their classes in a UoD as well as the
relationships between them and the static constraints upon them. The CoLor-X
Event Model (CEM) [2] presents the dynamic aspects of the UoD which are the
events that could and should take place.

For the construction and verification of CoLor-X models, a lexicon can be
used that supports the relevant concepts. [[7] pointed out that information sys-
tems that use some form of NL need a lexicon because in here the building
blocks with which natural languages express information are found. [13] stated
it differently by asserting that an ontology can be fruitful in the development of
information systems. According to him, especially ontological knowledge in the
sense of some fundamental ontological distinctions can help the designer in his
task of conceptual analysis.

In [4] is described how CoLor-X modelling can be supported by WoRDNET
[1°7) 10] and used in a CoLor-X tool environment. WorDNET is a lexical database
that links word forms to sets of synonyms, that are related by different semantic
relations such as hyponymy, meronymy and antonymy. [16] used WorbpNeT for
the NL-Oo0PS system, a CASE tool that supports natural language analysis by
extracting the objects and their associations for use in creating object models.
Core of this tool is the NLP system LOLITA that is built around SEMNET, a large
graph that holds knowledge that can be accessed and expanded using NL input
and has been merged with WorbpNET. [I5] proposed some additions to WORDNET
by assigning thematic roles to nouns that occur in particular sample sentences.
This addition is also relevant for CorLor-X as will be explained later.

In Sect. [2 we will give an introduction to the object-oriented and linguistic
concepts on which CoLor-X models are founded. In Sect. [3 we will focus on the
representation forms of the CorLor-X models, i.e. as diagrams or as a database of
PROLOG facts. In Sect. @] we will present our WoRDNET++ lexicon. In Sect. Bl we
show an experiment for how WoRDNET++ can be used for the semantic verifica-
tion of a CoLor-X model. Finally, Sect. [l contains our conclusions. Appendix [A]
contains the requirements document and diagrams of our test case.

2 Concepts of Color-X Models

The static object model (CsoMm) has four basic concepts, namely classes (and
objects as instances of classes), attributes, user-defined and standard relationships
and constraints. The event model (CEM) has as basic concepts events, modalities
and constraints.

2.1 Classes

The concept of class refers to a group of objects in a UoD that all have a
structure and behaviour in common. For example, in the domain of hotels there
are classes ‘client’ and ‘hotel_room’. A class is always denoted by a (composite)
noun. These nouns can be characterised by semantic features like +/- living,
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+/- human, +/- animate and +/- individual (see also [21]) (‘+feature’ means
‘feature is true’, ‘-feature’ means ‘feature is false’). A +animate class is a class,
which is not necessarily living or human but can act as a human. For example,
you can consider a hotel, that is taking part in the process of booking a hotel
room, an agent because it is able to initiate or perform some action.

2.2 Standard Relationships

In a CsoM, several types of static relationships between two or more classes
or objects exist and two subsets are distinguished: standard relationships and
user-defined relationships. The following standard relationships are discerned:

— Generalisation (is_a relationship), which is a relationship between two classes.
Class A generalises class B if each instance of B is also an instance of A.

— Aggregation (part-of relationship), which is a relationship between classes
that indicates that instances of one class are parts or members of another
class. An example is: ‘hotel has_as_part a hotel_room’ or the reverse: ‘ho-
tel_room is_part_of a hotel’.

— Attribute (has_a relationship), which is a relationship that relates data types
to classes. An example is ‘client has_a name: string’. In CoLOR-X, names of
attributes should be (composite) nouns. In CoLor-X, attribute and aggre-
gation relationships are distinguished by the fact that an aggregation is a
relationship between classes and an attribute is a relationship (function)
between a class and some simple data type (string, integer etc.).

— Instantiation refers to one or more instances of the class involved; for ex-
ample, an instantiation of the class ‘hotel’ is the object ‘Hotel Astoria’. In
general, instances are not found in a lexicon.

2.3 User-Defined Relationships

Another type of relationship in the CsoM is the user-defined or intra-State of
Affairs (SOA) relationship, which denotes associations between two or more
objects. For example, in a hotel-domain the following intra-SOA relationships
could be specified: ‘book’, ‘check in’, ‘check out’ and ‘pay’. The establishment of
these relationships contains important information for the system. For instance,
the establishment of the ‘check in’ relationship between a client, a number of
rooms, some period of time and the hotel itself contains information about the
occupation of a room for that period of time and the client who occupied it.

In Coror-X, user-defined relationships are denoted by a verb and, like classes,
they can be characterised by semantic features. Common semantic features of
verbs [21] are +/- telic, +/- durative, +/- dynamic, +/- controlled and +/-
transitive. These features are the major parameters for the typology of State of
Affairs as proposed by [8], except the feature of transitivity that was introduced
by [14]. Related to this typology is the assignment of semantic functions and
satellites [8] which is in line with [IT]. Semantic functions correspond to semantic
or thematic roles and describe the roles objects play in conjunction with some
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verb (see for instance [I8]). Example roles are agent, goal and recipient. For
example, the semantic function of the first argument in a +dynamic SOA, which
is +controlled, must always be ‘agent’. Consequently, this argument must be a
living, a human or an animate class (see also [12]). Satellites are also a notion
from FG and can be informally defined as lexical means to specify additional
information in a sentence. Common examples of satellites are source, direction,
time and location. For a more detailed definition and information about the
modification of different layers of a clause by satellites, we also refer to [1§].

2.4 Events

Dynamic aspects of the UOD are represented in the CEM. An example of an event
is ‘the client pays the bill to the hotel’, or in a CPL notation: pay (agent=client)
(goal=bill) (beneficiary=hotel). According to [I] occurrences of certain events,
indicated by verb V in the CEM have as a consequence that the user-defined
relationship named V in the CsoM starts to hold. The remarks we made for the
user-defined relationship also apply to events because the event specifications
are built up in the same way as the user-defined relationships. Verbs that de-
note events should have the feature +dynamic (i.e. they indicate some change).
This means that verbs that indicate some static situation can not denote events
(although it is possible that they denote a user-defined relationship).

Other important information related to events is the so-called antonym re-
lationship between verbs. We can distinguish two types of antonymy namely
perspective antonymy and complementary antonymy (see [4]). In perspective
antonymy, the verbs refer to the same event or relationship but subject and
(direct or indirect) object are interchanged and the semantic functions associ-
ated with them are different. Consider for example the perspective antonyms ‘to
buy’ and ‘to sell’ in the following sentences: ‘the client buys a computer from the
trader’ and ‘the trader sells a computer to the client’. Complementary antonymy
applies to reverse events and an example is ‘to check in’ which has a reverse ‘to
check out’.

Finally, another type of relationship between verbs is the entailment rela-
tionship, which provides information about effects of a certain event or relations
between events and user-defined relationships. We distinguish the following types
of entailment (basically the same as mentioned in [9]):

— Backward presupposition: the event denoted by the entailed verb precedes
always the event denoted by the entailing verb. For example, the event of to
book a room goes always before the event of to cancel the reservation.

— Cause: the entailing verb describes the causation of the state or action to
which the entailed verb refers. For example, the event of checking in in a
hotel causes that the client occupies a hotel room.

— Troponymy: the entailing verb is a particular way of the entailed verb, e.g.
to pay is a particular way of to transfer.

— Proper inclusion: an example of this is to buy that includes to pay because
there is some period of time in which buy and pay occur at the same time
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whereas there is no period of time in which buying occurs and paying does
not.

2.5 Requirements for a Lexicon

Summarising, a lexicon that supports CoLor-X modelling has the following re-
quirements:

NS Tt WD

3

Nouns that represent the classes and attributes of classes.

The semantic features of nouns.

The generalisation relationship.

The ‘part-of’ relationship, both for aggregation as for attribute relationships.
Verbs that represent user-defined relationships and events.

The semantic features and semantic roles of verbs.

The perspective and complementary antonymy relationship between verbs.
The four different types of entailment, i.e. backward presupposition, cause,
troponymy and proper inclusion.

Representations of Color-X Models

3.1 Graphical Specification of CoLOR-X Models

CoLor-X models can be represented by a diagram technique resembling that of
UML [19]. The main concepts of CoLor-X were already introduced in the former
section. Here we will mention briefly the notation that is used for the two kinds
of diagrams. An example of a static object diagram can be seen in Fig. [Blin the
appendix. A static object diagram contains:

— Classes, notated as rectangular boxes listing the class name and the at-

tributes and objects, notated as rounded boxes listing the class name and
the attribute values.

User-defined relationships, notated as diamonds. Lines connect a diamond
with the two or more classes that participate in this relationship. The rela-
tionship name is written inside the diamond together with an optional modal-
ity (see Table ). Each line from a diamond to a class is adorned with a role
name (see Table ). Roles are either semantic functions or satellites. Also,
each line has an optional cardinality (such as 1-10 or 14) that constrains
how many objects of a certain class can participate in the occurrences of this
relationship. The cause and troponym entailment relationship between two
user-defined relationships can be notated by a dotted arrow between the two
diamonds, labeled respectively cause and subset.

Generalisations, notated as lines from the subclass to the superclass, with a
little white triangle pointing to the superclass.

Aggregations, notated as lines from the part-class to the whole-class, with a
little white diamond pointing to the whole-class.

— Instantiations, notated as dashed arrows from objects to classes.
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Table 1. Modalities in CoLor-X models. Only in CsOMs the ‘factual’ modality
is allowed.

Modality Meaning Corresponding
Logical Operator
must should be deontic obligation
nec (essary) |has to be modal necessity
permit allowed to be |deontic permission
factual happens to be |- (first order logic)

Table 2. Role types in CoLor-X models. Only roles used in this paper are listed.

Role Meaning

agent ag |entity controlling an action

beneficiary | ben |animate for whose benefit the SoA is affected
goal go |entity affected by the operation of agent
location loc |place where event takes place

recipient |rec |entity into whose possession something is transferred

source src | entity from which something moves/is moved
time tmp |point in time when event takes place
zero zero | entity primarily involved in a state

An example of a CoLor-X event diagram can be seen in Fig.[d. An event
diagram contains:

— One start node, denoted by a black dot and one or more final nodes, denoted
by an encircled black dot.

— Fwvent-bozes, which are numbered boxes that denote the states of the system.
The boxes have three compartments that contain:

e A modality (see Table [).

e One or more events[d. An event is specified in CPL notation and consists
of a verb and one or more terms. A term consists of a role name, class
name and optionally a variable name.

e Constraints formulated in CPL to which the events should obey.

— Positive event occurrences, notated as arrows between event boxes, labeled
with the number of the event occurring. For each event in a box a positive
event occurrence should depart from this box.

— Negative event occurrences, notated as lightning arrows between event boxes.
They have the same type of labels as positive occurrences. A negative event
occurrence is an event that did not take place within an (expiration) time.

2 Actually, processes of multiple events related by the operators and, or and fol-
lowed_by, can be specified but for simplicity we will only treat single events here.
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Table 3. PROLOG facts for representing CoLor-X-models.

Color-X element Prolog fact name and arity Example Prolog fact

Class cso_class(1) cso_class(client).

Attribute cso_attribute(3) cso_attribute(hotel, name, string).
Generalization cso_generalization(2) cso_generalization(client, person).
Aggregation cso_aggregation(2) cso_aggregation(bathroom, hotel_room).

cso_relationship(pay, factual,

User defined relationship |cso_relationship(3) l[ag, client], [go, residence], [rec, hotel]]).

ce_event(send, nec,

Event ce_eveni(3) [[ag, hotel], [go, invoice], [rec, client]]).

This time should be specified as a constraint in the box from which this
arrow originates.

An event box labeled NEC' (necessary) describes what the system itself has
to do and negative event occurrences do not depart from this type of box
(otherwise the system itself would be inconsistent). An event box labeled
MUST describes what some external agent has to do and for each event
in a MUST box a negative event occurrence should depart from it, in case
this agent does not do what it must do. A PERM IT-box describes what
an external agent is permitted to do and therefore it is not necessary that it
contains expiration time constraints.

3.2 Textual Specification of COLOR-X Models

Coror-X models are founded on CPL, which means that each syntactically cor-
rect CsoM or CEM is equivalent to a specification in CPL. CPL has a semantics
based on dynamic, deontic and temporal logic. The direct use of CPL as a repre-
sentation of CoLorR-X models is rather impractical. Instead we will use a simple
representation in the form of PROLOG facts, that is equivalent to the diagrams
(minus the graphical layout features). See Table [ for some of these facts.

4 Structure of WordNet++

WOoRDNET is an on-line lexical reference system whose design is inspired by cur-
rent psycholinguistic theories of human lexical memory. More than 90,000 En-
glish nouns, verbs, adjectives and adverbs are organised into synonym sets, each
representing one underlying lexical concept. Different types of relationships link
these synonym sets. The main similarities and differences between the concepts
and relationships of WorDNET and CoLor-X are listed in Table @l In the third
column of that table we show the WorRDNET++ relations that correspond with
the CoLoR-X concepts.
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Table 4. Linguistic concepts of WORDNET versus COLOR-X model elements versus
the relationships in WORDNET++.

WordNet concept | Color-X concept WordNet++ relation
noun class name noun(Word, SynsetID)
houn s atribute name | noun(Word, SynsetiD)
veb i user-defined relationship name |\ verb(Word, SynsetiD)
veb eventname | verb(Word, SynsetiD)
adiective | awibute valve | adjective(Word, SynsetiD)
ladverb |- Tt T
homonym —— (preferably no multiple meanings in the same model) -
synonym |- — (preferably no synonym words in the same model) |- —
gossary |« comment or annotation in the model | glossary(Word, Gloss).
hypernym generalization of classes. hypernym(Nounl, Noun2)
[P aggregation (class to class)or | consists_of(Noun1,Noun2)
part meronym attribute (class to data type) or attribute(Noun1,Noun2)
ember ;;;;;r;__-_gg_g};g_;ti_o_n_ (casstoclassyor | consists_of(NounL,Noun2) -
attribute (class to data type) or attribute(Noun1,Noun2)
substance meronym |— [ —
— T object and instantiation relationship |- —
— T data type (string, integer, date et) |- —
— T cardinality constraint. |- —
latribute |} possible attribute value |\ value(Noun, Adjective)

perspective antonym: alternative specification (verb frame)

antonym of the same relationship or event. p_antonym(Verbl, Verb2)

P complemertay ntonym:“verse”eventn e et | o

naiment | backward presupposition: in every possible execution of | pr ecedewerbl\/erbz)
CEM eventl (Verbl) always precedes event2 (Verb2).

oramen | ope lusor e speciaton o s (v, ver)

e eventl in a CEM leads to a NEC-box with event2 or | . ause(\/erbl\/erbz) """

cause constraint occurs between relationships in a CSOM.

subset constraint between two relationships denoted by
troponym Verbl and Verb2. The verb frame of Verb1 is an subset(Verb1, Verb2)
"extension’ of that of Verb2.

verbframe(Verb,
sentence frame specification of roles in relationships and events. ObligedRoleList,
PermittedRoleList)

modalities of events and relationships
(must, necessary, permit).
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R WordNet

e ° \G> WordNet++
R++

Fig. 1. Mapping of the WORDNET++ words a, b and ¢ to WORDNET synsets S;
...S4. Synset S is related to S4 by relationship R. Consequently, words a and b are
related by relationship R*™, the counterpart of relationship R in WORDNET++.

4.1 The Relations of WordNet-++

Words in WorDNET++ are divided into three categories: nouns, verbs and ad-
jectives (adverbs are not used). The predicates noun, verb and adjective link
these words to a synonym set (synset) in WORDNET. A SynsetID uniquely iden-
tifies a synset. With WorRDNET++ it can be checked that names that are used
in CoLor-X have the right category. WORDNET++ does not contain synonyms
and homonyms as is illustrated with an example in Fig. [[1 This is because we
do not want ambiguities in our models. From each synset in WorRDNET we in-
clude at most one word in WorRDNET++ and each word in WORDNET++ comes
from exactly one synset in WoRDNET. If in WORDNET some relationship occur-
rence R(Sy;,Sy) (R is one of homonym, meronym, ...) exists between synsets
S, and S, and WORDNET++ contains the words w, € S; and w, € Sy then
in WORDNET++ also the corresponding (see Table H) relationship occurrence
R*™*(wy, wy) should exist (see for example the arrows R and R** in Fig. [I]).

In principle, each noun in WorRDNET++ is a possible class or attribute name
in a CoLor-X-model. Verbs in WORDNET++ are possible relationship or event
names in Coror-X-models. All the nouns in WorDNET++ form a taxonomic
structure via the hypernym relation. The names of the semantic features of nouns
(entity, human, living_thing . ..) are nouns as well and form the top layers of this
taxonomic structure. This means that a certain noun has some semantic feature
if it has the name of this feature as a hypernym (generalisation) in the taxonomic
structure. This top of the taxonomic structure is domain-independent.

Both part and member meronymy can be found in WorDNET. CoLor-X, like
most other OO modeling methods, does not distinguish between parts and mem-
bers. WorDNET has also a third form of meronymy called substance meronymy.
Substances (masses) are not identifiable objects and hence not included in CoLor-
X and WoOrRDNET++. Both CoLor-X aggregations and CoLor-X attributes can
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be seen as a form of part /member meronymy. In the WorDNET lexicon no distinc-
tion is made between aggregations and attributes, because WOrRDNET does not
distinguish nouns for classes from nouns for attributes. WoRDNET++ supports
CorLor-X and makes therefore a distinction between aggregations and attributes.
In WorDNET++ the aggregation relation is renamed to consists_of so it can
be read in the same direction as attribute. Nouns that occur as second argu-
ment in an attribute relationship are possible attributes. Nouns that occur as
second argument in consists_of are possible part/member classes of classes.

Confusingly, WorDNET contains also a relationship named “attribute” which
is a relationship that links a possible value (adjective) to a noun. For instance, the
noun ‘quality’ has in version 1.6 of WoRDNET the attributes ‘good” and ‘bad’. This
makes that WORDNET attributes are possible values of CoLor-X attributes. So,
WORDNET++ could contain the relation value(quality, bad), where quality
can be used as an attribute. Objects, cardinality constraints and data types are
not included in WorDNET++ because in most of the cases they denote knowledge
about some specific application not of a domain in general.

In contrast with WoOrRDNET, WORDNET++ distinguishes between the two
types of antonyms that are discerned by CoLor-X. Also, WORDNET++ has all
four different kinds of entailment, whereas WoRDNET has only three (proper in-
clusion and backwards presupposition are jointly called “entailment” in WoRD-
NET). WORDNET contains so-called sentence frames which illustrate the types
of simple sentences in which the verbs can be used, for example Somebody —-s
something. This concept is extended further in WorDNET++ where for each verb
it is specified which roles it has (some are obliged, others are optional) and what
semantic features the nouns should have that play this role. Indirectly the se-
mantic features of verbs (controlled, dynamic, ...) are part of these verb frames
as each type of verb has some typical combination of roles. For example, a verb
frame of an action (a +controlled and +dynamic verb, e.g. ‘to send’) should
always include an agent and a goal as roles. A frame of a state (a -controlled
and -dynamic verb, e.g. ‘to occupy’) should always have a zero role, but never
an agent or a goal.

4.2 Domain-Specific Knowledge in WordNet++

In contrast with WorDNET, WORDNET++ contains domain-specific knowledge.
The words in WORDNET++ are however a subset of all the words in WORDNET.
For each domain (hotel-domain, library-domain, insurance-domain) a distinct
instance of WorRDNET++ is created that contains all knowledge from WoRrD-
NET that is relevant for this particular domain. Knowledge that is particular for
single applications should not be included in WORDNET++, e.g. in our example
hotel-domain in WorDNET++ we did not include specific knowledge about Hotel
Astoria but only about hotels in general. On the other hand, not everything in
WORDNET++ is domain-dependent. The structure of the lexicon itself and the
inference rules that WoRDNET++ uses are all domain-independent. The domain-
dependent part of WoRDNET++ is mostly instantiated by hand. This task is
supported however by WoRDNET++ which contains (domain-independent) rules
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hotel hotel
name: string name: string
address: string address: string
bank_account: int bank_account: int

person

point_in_time
[———— rec

amount: real amount: real
deadline: date deadline: date
person

invoice invoice

name: string
address: string

name: string
address: string

ag ag

e

(a) (b)

Fig. 2. Diagrams fragments for experiments 1 and 2.

to extract candidate words and relationships from WorDNET based on the cur-
rent contents of WorRDNET++, to check the consistency between WorDNET and
WOoRDNET++ and to check the internal consistency of WorDNET++ itself.

5 Prototype and Some Experiments

The Coror-X-method is supported by a CASE tool [1l 20]. The Figs. B and @l
were made by this tool that is based on TcM [5]. The tools are able to check
syntactical correctness (e.g. the nodes have only correct connections, labels have
correct CPL-syntax). This functionality is mostly provided by TcMm. What is
interesting for this paper, is checking the semantic correctness of models by
using WorRDNET++. We will show some small tests for a small case about doing
business in a hotel. The requirements document of this case and a possible
solution in the form of two diagrams that are found to be correct by WorRDNET++
are in appendix A. The methods and techniques that are used to create a model
from a requirements text are not treated here (they can be found in [I]). We
restrict ourselves to the semantic checking of a possibly incorrect CoLor-X model
by using WORDNET++.

1. Look at Fig. which is a fragment of Fig. Blwhere the generalisation arrow
from client is drawn to invoice instead of to person. This is a syntactically
correct diagram, but semantically checking this diagram will reveal:

These generalisations do not exist as hypernym in WordNet++:
cso_generalization(client, invoice)
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This is because the relation hypernym(client, invoice) cannot be inferred

from the lexicon.
2. Fig. is a fragment of the same CSOM where only the rec and go labels
of the pay relationship are interchanged. A semantic check would give:

role error:
cso_relationship(pay, [[ag,client], [go,hotell,
[rec,invoice], [tmp,point_in_time]]):
hotel is not one of [possession,abstraction,act]
role error:
cso_relationship(pay, [[ag,client], [go,hotell,
[rec,invoice], [tmp,point_in_time]]):
invoice is not one of [agent]

This is because the verb frame for pay in WORDNET++ is:

verbframe(pay, [[ag,agent], [go,possession,abstraction,act],
[rec,agent]], [[tmp,point_in_time], [loc,location]]).

The first list of roles are required in every occurrence of the indicated event
or relationship. The roles in the second list are optional. For each role the
possible hyponyms as argument, are specified. Note that for the goal of pay
three nouns are specified in the verb frame. The actual noun that has the
goal-role should then be a hyponym (specialisation) of (at least) one of them.
3. Suppose we had forgotten to add box number 4 in the CEM of Fig. @l This
box contains the check_out event. Analyzing that diagram would result in:

0f the following complementary antonym verb pairs only the first
verb is found in the event model: [check_in|check_out]

This is because WORDNET++ has inferred the relation c_antonym(check_in,
check_out) and only the first event can be found in our CeEM. This indi-
cates that the model should be repaired with the complementary antonym,
check_out and in such as way that a check_in always precedes check_out. This
order is relevant because precede(check_in, check_out) can also be derived
from WORDNET++.

6 Conclusions

CoLor-X tries to bridge the gap between NL and traditional modelling tech-
niques such as ER or UML. This is achieved by using CPL, a specification lan-
guage based on NL that has a graphical notation and by making use of a lexicon
in NL that defines the words and how these words can be used in the models.
In this paper we presented WORDNET++, a lexicon based on WORDNET. WORD-
NET++ has been developed to accommodate CoLOR-X as much as possible with
semantic knowledge about specific domains. WoRDNET++ contains a number of
relationships that are not found in WorDNET itself. We have shown in Sect. H]
that WorDNET++ fulfills all eight requirements for a CoLor-X lexicon that were
listed in Sect. 20l In order to be used in the hotel-domain, WoRDNET++ has
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been filled with knowledge. This knowledge is based on an internally consistent
subset of WordNet, and this knowledge is valid only for this domain. In other
words, WORDNET++ provides a domain ontology based on WorRDNET. We have
presented a prototype implementation of the WorRDNET++ lexicon in an example
domain and showed some examples of how it performs the automatic checking
of the semantic correctness of CoLor-X models. The next logical steps in our
research would be the application of WORDNET++ in a larger, real-world do-
main and improving our prototype implementation of the lexicon and integrate
it better within our CASE tool.

A The Hotel Case

Hotel Astoria books rooms of type single, double or suite for clients for a specific
period and clients are allowed to book one or more rooms. Each type of room
has a specific price per night and this includes breakfast. Each room has a bath-
room with bath and toilet. Also, suites have a mini-bar and air-conditioning. A
reservation has a date of arrival and a date of departure and reservations should
be made in advance. When clients made a reservation they have to check in on
the date of arrival before 6:00pm, in case they did not cancel their reservation.
Cancelation must be done before 1:00pm, on the date of arrival. Clients who do
not check in and did not cancel on time must pay a fine to the hotel. Clients
should pay this fine within six weeks. Clients have to check out on the day of
departure before 12:00am and they should pay at departure. If a client does not
pay s/he will receive an invoice that should be paid within six weeks.
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PERMIT: a
book(ag=client C)(go=hotel_room R)(ben=hotel H)(tmp=term T)
2
y Event model of
MUST: 2 the Hotel Astoria case

check_in(ag=client C)(go=reservation RS)(tmp = point_in_time T1)
cancel(ag=client C)(go=reservation RS)(tmp=point_in_time T2)

id T1.date = RS.date_of_arrival
id T1.hour < 18

id T2.date <= RS.date_of_arrival
id T2.hour < 13

NEC:

send(ag=hotel H)(go=invoice I)(rec=client C)

id l.deadline = current_date + 6*weeks

MUST:

4

check_out(ag=client C)(go=residence

RD)(tmp = point_in_time T3)

id T3.date = RD.date_of_departure
id T3.hour < 12

\J\

MUST:

pay(ag=client C)(rec=hotel H)(go=invoice I)(tmp = point_in_time T5)

id T5.date < l.deadline

MUST:

pay(ag=client C)(go=residence RD)(rec=hotel H)(tmp = point_in_time T4)

id T4.date = RD.date_of_departi

ure

Fig. 4. Event model of the hotel.
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Abstract. The temporal dimension adds to databases the capability of
functioning as repositories of narratives about the objects involved. Database
narratives correspond both to sequences of past events and to simulated future
events. This work addresses the problem of displaying such narratives in natural
language. We focus here on the first kind of narrative, that is, we analyze a
segment extracted from a log of the execution of pre-defined application-
oriented operations, which is treated as a plot of the narrative in question. The
main point in the presentation is that a three-level conceptual schema of the
database provides a sound basis for interpreting such plots, although it should
be complemented with further linguistic processing for the sake of fluency and
conciseness. The schema-driven method for generating narratives from plots is
described. A prototype Prolog implementation of the method is operational. A
simple example is used to illustrate the discussion.

1. Introduction

Temporal databases can be said to contain, implicitly, rarratives of the events
concerning the objects about which they keep information [4]. So, if employee
"Mary" is one of these objects in some specific database, it should be possible to pose
a query, such as "What happened to Mary between time instants t1 and t2?", and have
the option to receive an answer in natural language.

Here, we shall concentrate on the generation [7,12] of the textual response, rather
than on how the query is expressed, thus leaving aside any aspects related to natural
language understanding. As will be argued in the present paper, a useful Text-
Generator (henceforward, TG) can be constructed if two requirements are met: (a) a
comprehensive database schema is specified and made accessible, including, among
other features, the definition of application-oriented operations; and (b) the temporal
database installation supplies a log to register all executions of these operations,
together with the respective time stamps.

We specify schemas at three successive levels. The first is the static level, where
the types of facts to be stored in the database are declared, according to the Entity-
Relationship model, extended with is-a hierarchies for entity types. Operations are
defined, in a STRIPS-like formalism, at the dynamic level. A third level, the

! The work of the second author was supported by FAPERJ - FundalTo de Amparo [1Pesquisa
do Estado do Rio de Janeiro - Brazil

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 17-29, 2001.
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behavioural level, is added to model the predicted patterns of database usage, by the
various classes of agents involved.

For answering the kind of query indicated above, the first step is to extract from the
log the sequence of time-stamped executions of operations, performed during the time
interval t1-t2, associated with the object of interest and other related objects. This
sequence, regarded as the plot of a narrative, is then analyzed, on the basis of the
three-level schema, to produce the textual narrative proper.

Processing for text generation is generally divided into two stages [17,12]. The first
(producing the strategic component) determines "what to say", i.e. the contents and
structure of the discourse, whereas the second (tactical component) finds out "how to
say", realizing in natural language the message produced by the strategic component.
Until now, we have mainly directed our efforts to the strategic component, which
means that we have taken very little from the powerful instrumentality offered by
Computational Linguistics [8,12,13]. As a result, although readable, the texts
generated by our experimental TG Prolog prototype are lacking in conciseness and
fluency. With the continuation of the project, besides exploiting more fully the
potential of our behavioural level features in order to provide more information about
collaboration and competition situations among agents, we intend to revise the TG
architecture to introduce stylistic improvements in a well-balanced way, so as to
achieve better quality texts.

For practical usage, the environment we have in mind integrates a temporal
database with a number of logic plus constraint programming facilities, including TG,
an interactive plot generator, and knowledge discovering tools.

The paper is organized as follows. Section 2 presents the three-level modelling
concepts, emphasizing the visualization of plots of narratives as the result of plans of
the various agents. Section 3 describes the method for generating narratives from
plots using schema information. A small example is used throughout the paper to
illustrate how the process works. Section 4 contains concluding remarks.

2. Three-Level Specifications

The concepts used at each level will be introduced with the help of the very simple
example of a Company Alphalsl database. Schemas are specified, at each level, in a
notation compatible with logic programming. Convenient onomastic criteria are
recommended, in anticipation of the needs of the text generation process.

2.1. The Static Level

At the static level, facts are classified according to the Entity-Relationship model.
Thus, a fact may refer either to the existence of an entity instance, or to the values of
its attributes, or to its relationships with other entity instances. Entity classes may
form an is-a hierarchy. Entities must have one privileged attribute, which identifies
each instance at all levels of the is-a hierarchy. For the time being, we are
concentrating on single-valued attributes and binary relationships without attributes.
All kinds of facts are denoted by predicates.
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The example static schema [0 given in Figure 1 [0 includes, among the entity
classes, person, company, and course; in addition, class employee is a specialization of
person, and client a specialization of company. The identifying attributes are name (for
person, and also for employee), denomination (company and client) and title (course). For
the attribute level (of employee) there are only two possible values: 1 and 2,
corresponding to different salary levels. Account is an attribute of client, referring to
the status of the client(s account, whose only value that will concern us here, because
of its criticality, is "inactive". Relationship serving is defined between employees and
clients; employees and courses are related by taking. With respect to onomastic
criteria, notice that nouns are used to name entity classes (e.g. person) and attributes
(e.g. level). For relationships, we favour past or present participles (e.g serving).

The set of all predicate instances of all types holding at a given instant constitutes a
state. In temporal database environments, one can ask whether or not some fact F
holds at a state S associated with a time instant t.

% COMPANY ALPHA EXAMPLE entity(company, denomination).
dbowner((Company Alphal) . .

entity(client).
% Facts is_a(client,company).

. attribute(client, account).
entity(person, name).

. entity(course, title).
entity(employee).

is_a(employee, person). relationship(serving, [employee, client]).

ttribut loyee, level).
attribute(employee, level) relationship(taking, [employee, course]).

Fig. 1. static sub-schema

Examples of predicates representing facts are: (a) entity instance: person(Mary);
(b) attribute of entity: level(Mary,1); (c¢) relationship: serving(Mary,Beta).

2.2. The Dynamic Level

The dynamic level covers the events happening in the mini-world of interest. A real
world event is perceived in a temporal database environment as a transition between
database states. Our dynamic level schemas O figure 2, for the current example U
specify a fixed repertoire of operations, as the only way to cause state transitions [6].
Accordingly, from now on we shall equate the notion of event with the execution of
one of these operations.

As in STRIPS, each operation is defined through its signature, pre-conditions, and
post-conditions or effects. Both pre-conditions and effects are expressed in terms of
facts, thus establishing a connection with the static level. Pre-conditions are
conjunctions of positive (or negated) facts, which should hold (or not hold) before
execution, whereas effects consist of facts added and/or deleted by the operation.

When defining the signature of an operation, we declare the type of each parameter
(which implicitly imposes a preliminary pre-condition to the execution of the
operation) and its semantic role, borrowing from Fillmorels case grammars [5]. From
the cases proposed by Fillmore, we retained agent (denoted by the letter "a") and
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object ("0"); we found convenient to denote the other cases (e.g. beneficiary,
instrument, etc.) by some preposition able to suggest the role when used as prefix.
The agent is, of course, whoever is in charge of executing the operation. In our
example, operation complain is the only one whose definition indicates the agent
explicitly. If none of the parameters is indicated as playing the role of agent, the
database owner is assumed by default to have the initiative. Thus the clause
oper(replace(E1,E2,C), [employee/o, employee/by, client/for]) allows us to interpret the event
"replace(Mary,Leonard,Beta)" unambiguously as: "Company Alpha replaces employee
Mary by employee Leonard for client Beta".

% Operations precond(promote(E),

. . (serving(E,C), not account(C,inactive),
oper(51g_nicontract(C), [cor_npany/ with]). level(E, 1))).
added(sign_contract(C), client(C)).

. oper(replace(E1,E2,C),
oper(hlrg(E), [person/ o]). [employee/ o, employee/ by, client/ for]).
added(hire(E), (employee(E), level(E, 1))). added(replace(E1,E2,C), serving(E2,C)).
oper(assign(E,C), [employee/ o, client/ to]). deleted(replace(E1,.E2,C'), (serving(EL,C),
added(assign(E,C), serving(E,C)). account(C,inactive))).
precond(assign(E,C), precond(replz.ice(El ,E2,C), .

((not serving(E,C1)), (not serving(E1, C)))). (serving(E1,C), not serving(E2,C1))).
oper(enroll(E,T), [employee/ o, course/ in]). oper(fire(E), [employee/ o]).
added(enroll(E,T), taking(E,T)). deleted(fire(E), (employe;(E), level(E,N))).
deleted(enroll(E,T), account(C,inactive)). precond(fire(E), (not serving(E,C))).
precond(enroll(E,T), (serving(E,C), oper(complain(C,E),

not taking(E,T1)). [client/ a, employee/ about]).
oper(promote(E), [employee/ o]). added(complain(C,E), accoupt(C,inactive)).
added(promote(E), level(E,2)). precond(complain(C,E), serving(E,C)).
deleted(promote(E), level(E,1)).

Fig. 2. dynamic sub-schema

The other clauses defining the operation (cf. figure 2) give its preconditions and
effects. As a consequence of these clauses, as the reader can verify, this particular
replace event will indeed produce a state transition, whose net effect is that, in the next
state, Leonard, instead of Mary, is serving Beta.

The other operations make it possible for company Alpha to sign a contract with a
company (so as to make it one of its clients), to hire a person as employee with initial
level 1, to assign an employee to the service of a client, to enroll an employee in a
training course, to promote an employee by raising the level to 2, and to fire an
employee. To clients it is allowed to formally complain about the service rendered by
the assigned employee, with the contractual effect of suspending all ongoing business
transactions (account = "inactive").

Pre-conditions and effects are usually tuned in a combined fashion, aiming at the
enforcement of integrity constraints. It can be shown that the integrity constraints
below, among others, will be preserved if, in consonance with the abstract data type
discipline, the initial database is consistent and these pre-defined operations are the
only way to cause database transitions: an employee can serve at most one client and
a client can be served by at most one employee( i.e. serving is a 1-1 relationship); an
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employee can only be fired if currently not serving any client; and to have a level
raise, an employee must be serving a client whose account is not inactive.

Verbs are employed to name the operations, possibly with trailing prepositions or
other words or particles, separated by underscore.

2.3. The Behavioural Level

Carefully designed application-oriented operations enable the various agents to handle
the database in a consistent way. The question remains of whether they will coexist
well with a system supporting such operations, and, if so, what actual usage patterns
will emerge. Ideally, the designers of an information system should try to predict how
agents will behave within the scope of the system, so as to ensure that the
specification at the two preceding levels is adequate from a pragmatic viewpoint.

To model the reactions of prospective users, our behavioural sub-schema for the
Company Alpha example O given in figure 3 O contains a few illustrative goal-
inference rules, and typical plans (represented as complex operations).

A goal-inference rule has, as antecedent, some situation which may arouse in a
given agent the impulse to act in order to reach some goal. Two rules refer to
Company Alpha, the database owner. The first one indicates that, if employee E is not
currently serving any client, Alpha will want E to cease being an employee. The goal
in the second rule is that Alpha will make an effort to placate any client C who, being
dissatisfied with the employee assigned to its service, has assumed an inactive status.
A goal is indicated for employees: if E1 has merely level 1, whilst some other
employee E2 has been raised to level 2, then, presumably moved by emulation, E1
will want to reach this higher level.

In [2], we have used the three-level schemata for simulation purposes, with the
help of a plan-recognition / plan-generation method, combining Kautzlslalgorithm and
the AbTweak planner. In that context, a simulated process is enacted, whereby, at
each state reached, the goal-inference rules are applied to propose goals by detecting
situations affecting each agent. For attempting to fulfill such possibly collaborating or
conflicting goals, plans are taken from a library or built by the plan-generator
component. In turn, the execution of such plans leads to other states, where the goal-
inference rules are again applied, and again plans are obtained and executed, so that
the multistage process will continue until it reaches a state where no more goals arise,
or until it is arbitrarily terminated.

We mention this use of goals and plans to call attention to the important
assumption that plots generally reflect the interaction of diverse plans [0 not always
totally executed and successful with respect to the intended goals I undertaken by
the various agents. Here, however, we are not looking at simulation runs, but rather at
observed actions, which may not be entirely rational. Hence, our use of goal-
inference rules falls into an abductive mode of reasoning, as explained in the sequel.
Assume that a rule R indicates that agent A, confronted with situation S, will have the
desire to achieve a goal G. Now suppose that in the plot being examined an operation
(or sequence of operations) O is present, with the effect of achieving goal G for A,
and suppose further that, in the state before the execution of O, the motivating
situation S prevailed. We then formulate the hypothesis that the event can be
explained by this rule R, i.e. that agent A executed (or was able to induce an
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authorized agent Allto execute) operation O because A previously observed the
occurrence of S, being thereby motivated to achieve G. This kind of reasoning is no
more than hypothetical, because there may exist other reasons (possibly expressed in
other goal-inference rules) that may better explain why O was executed.

So, goal-inference rules help us to suggest an interpretation for the events in a
narrative. To fulfill this purpose, they are complemented by typical plans, expressed
here as complex operations. We call the operations introduced in the previous section
basic operations. Then, a complex operation can be defined from the repertoire of
basic operations (or from other complex operations, recursively) by either
composition (part-of hierarchy) or generalization (is-a hierarchy). In case of
composition, the definition must specify the component operations and the ordering
requirements, if any (noting that we allow plans to be partially-ordered). In case of
generalization, the specialized operations must be specified.

In our example, complex operation renovate assistance is composed of basic
operations hire, replace, and fire. In turn, complex operation improve service generalizes
basic operation enroll and complex operation renovate assistance. (A minor technical
detail: the fact "serving(E,C)", introduced by ":" in the first is_a clause is needed to
identify C, which is not in the parameter list of enroll). Notice that the two
(specialized) forms of improve service have, among others, the effect of removing the
undesired de-activation of a clientls! account. Both can be regarded as reflecting
customary strategies (typical plans) of Company Alpha to placate a complaining
client: it either trains the faulty employee or "renovates" the manpower offered to the
client. Both are adequate to achieve the goal expressed in the second rule of figure 3.
So, as an additional feature in the interpretation of a plot, where only the basic
operations are recorded, we can detect and call the userls attention to conjectural
occurrences of typical plans (simple like enroll or composite like renovate assistance,
both in turn classifiable as ways to perform improve service).

% Goal-inference rules and typical plans components(renovate_assistance(C,E2,E1),
[f1: hire(E2), 2: replace(E1,E2,C),

goal(lcompany Alphal,i(not serving(E,C)), £3: fire(E1)], [f1-f2, £2-13]).

not employee(E)).
op_complex(advance the career(E), [employee/

goal(lcompany Alphal,’account(C,inactive),
not account(C,inactive)).

goal(employee(E1), (level(E1,1),level(E2,2)),
level(E1,2)).

op_complex(renovate assistance(C,E2,E1),
[client/ to, employee/ with,
employee/ i the position ofT]).

of]).

components(advance the career(E),
[f1: enroll(E,C), f2: promote(E)],
[f1-£2]).

op_complex(improve_service(C), [client/ for]).
is_a(enroll(E,T),

improve_service(C): serving(E,C)).
is_a(renovate_assistance(C,E2,E1),
improve_service(C)).

Fig. 3. behavioural sub-schema

Complex operation advance the career has an apparent peculiarity, in that it deviates
from the usual norm of plan-generation algorithms, whereby operations are chained
together exclusively as needed for the satisfaction of pre-conditions. Here, however,
the component operation enroll is not required for satisfying a pre-condition for
promote (except in the special case where training is the chosen way to remove the
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effects of a pending complaint). Our notion of typical plans, similarly to scripts [15],
allows however a looser interpretation. A plan is typical if it reflects the usages and
policies, imposed or not by rational reasons, that are observed (or anticipated) in the
real-world environment. Thus, we may imagine that the employer, company Alpha, is
sensed to be more favourable to promoting employees who, even in the absence of
complaints against their service, seek the training program.

3. From Plots to Textual Narratives

As described in the sequel, our method (and, consequently, the implemented TG
prototype) is fully parameterized on the schema specified. Hence, different
applications can be handled by simply replacing the three-level specification.

3.1. Displaying the Operations

An elementary pattern-matching device is readily provided by logic programming
languages. The two clauses:

read_as(replace(E1,E2,C), [Company Alpha replaces employee LE1, by employee LE2,[for client [C]).
disp(T) :- read_as(T,P1), concat(P1,P), write(P), nl.

are enough to display, by entering the calling statement:
:- disp(replace(Mary/, Tleonard/, Betal)).
the expected natural language equivalent:

Company Alpha replaces employee Mary by employee Leonard for client Beta

A more general but still small program, loaded together with the example schema,
will, given the plot [complain(Beta,Mary/ireplace( Mary/, LLeonard,Betal)], yield "Beta complains
about employee Mary, Company Alpha replaces employee Mary by employee Leonard for client Beta".

The reader will notice that this narrative conveys more precise information than the
originating plot, in that the semantic roles of the parameters are expressed
unambiguously. Thus, the use of the schema to drive text-generation already pays-off,
even with this trivial version of TG.

3.2. Unravelling Pre-conditions and Effects

Exactly as in the previous section, distinct events in a plot (denoted by executions of
operations) are the syntactical units of the narrative for the fuller TG that we have
thus far developed. What establishes their conjectured coherence is the chaining of
pre-conditions and effects, entailed by the assumption (mentioned before) that plots
incorporate plans.

Separate sentences, ending with a period, correspond to each event. The scheme
for expressing an event is: As <pre-conditions>, <operation>, so <effects>

The words asland solwere chosen as being relatively neutral to express various
kinds of enablement and consequence, so as to accommodate as many cases as
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possible with minimum strain. In the next section, we shall introduce additional
textual markers [16] more suggestive of motivation.

All operations have, at least, the trivial pre-condition that the actual arguments be
of the types indicated for their parameters. Thus, given hire(Mary()] the system will
check if Mary is a person. Yet such obvious pre-conditions are not spelled out in the
generated text. As a consequence, no pre-condition will be listed for certain events.
When more than one pre-condition (or effect) is present, they are separated by land [

The chaining of pre-conditions and effects is verified by a conventional holds meta-
predicate, which, incidentally, is the basis for simple plan-generators based on
STRIPS formalisms. A fact F holds after an operation O is executed at the state
reached by executing a previous sequence of operations P if either: (a) O is s0, which
denotes the initial state (P being empty), and F already belongs to the database, or (b) F is
among the facts declared to be added by O, and the pre-conditions of O hold at the state after
the execution of P, or (c) F already held at the state after the execution of P and is not among
the facts declared to be deleted by O.

Notice that (2) and (3) make the process recursive (fixing the pre-conditions as
sub-goals, or looking for F in P), and that (3) is a standard solution for the frame
problem (facts not affected by O continue to hold). By using holds we not only check
coherence but also provide for the instantiation of those variables in the pre-
conditions and effects that do not correspond to the parameters. If a variable remains
uninstantiated even after that, it is replaced by an adequate word, such as undefined!,!
anylor mo[(the two last ones being needed for negative expressions).

TG classifies the effects into (1) creation of entity instance; (2) deletion of entity
instance; (3) assignment of value to attribute; (4) removal of value of attribute;
(5) creation of relationship instance; and (6) deletion of relationship instance.

Cases (1) and (2) include acquiring or loosing membership in a specialized class,
e.g. a person gaining or losing the condition of employee. Coupled occurrences of the
pairs (4)-(3) or (6)-(5) are duly recognized and treated as modifications, rather than
independent deletions-creations.

In Example 1 below, operation s0, with no parameters or pre-conditions, has as
effect to introduce an initial database. In this example, it merely consists of facts
asserting the existence of persons Mary, John and Leonard, companies Beta and
Omega, and course c135. The presence of sO in the plot is translated by the word
beginning.]Notice that assign is the only operation in the plot with (non-trivial) pre-
conditions. The past tense is employed. Effects involving creation of specialized
entity instances in a class, and assignment of value to attributes are uniformly
introduced by "became", whereas the creation of a relationship instance is prefixed by
"started to be". Deletion of entity instances from a class, removal of values of
attributes, and deletion of relationship instances are all introduced by "ceased to be".
Underscores are everywhere removed.

Example 1: Plot - [s0,hire(Mary),sign_contract(Beta),assign(Mary,Beta)]

Narrative: Beginning. Company Alpha hired person Mary, so person with name Mary became employee
and the level of employee with name Mary became 1. Company Alpha signed contract with company Beta,
so company with denomination Beta became client. As employee Mary was not serving any client and no
employee was serving client Beta, company Alpha assigned employee Mary to client Beta, so employee
with name Mary started to be serving client with denomination Beta.
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3.3. Reasoning about Goals and Typical Plans

If, on examining an event E and the part of the plot coming before its occurrence, TG

decides that a declared goal-inference rule applies, it uses for E the expanded scheme
Since <situation> and as <pre-conditions>, then <event>, so that <goal> and, in addition, <effects>

The consideration of goals thus results in a refinement of the input / output
characterization of events. A fact F that is both a pre-condition and part of a
motivating situation can be said to both enable and motivate the operation. Since the
latter relation carries greater significance, F will be displayed only once under the
stronger "since" textual marker. (Notice, incidentally, that a fact can be part of
<situation> without being a pre-condition: e.g. an employee can be led to strive for
level 2 if some other employee was able to reach it, but this is exclusively a
motivation, not a required condition for his actions). For analogous reasons, effects
that are also part of a goal are emphasized, being separately introduced by "so that".

Also, if TG conjectures that a typical plan was used to achieve the goal, it
introduces a parenthetical comment, following the scheme:

(thus, <complex operation by composition>, and, in this way, <complex operation by generalization>)

where one or the other kind of complex operation may be missing.

For Example 2, sO establishes as initial the state resulting from the execution of the
plot in Example 1. While Mary was attached to company Betalsl service, the client
complained of her service, which, according to the definition of complain, signals that
Betalsl account was automatically made inactive. The plot suggests that Alpha
responded with the training strategy (consisting of a single basic operation) to
improve the service rendered to Beta.

Example 2: Plot - [s0,complain(Beta,Mary),enroll(Mary,c135)]

Narrative: Beginning. As employee Mary was serving client Beta, client Beta complained about employee
Mary, so the account of client with denomination Beta became inactive. Since the account of client Beta
was inactive, and as employee Mary was serving client Beta and employee Mary was not taking any
course, then company Alpha enrolled employee Mary in course c135, so that the account of client with
denomination Beta ceased to be inactive, and, in addition, employee with name Mary started to be taking
course with title c135 (in this way, company Alpha improved service for client Beta).

Example 3 illustrates the other way to improve service. The initial database is the
same as for Example 2. As explained before, this strategy does involve composition
and, as the last component operation (fire) is analyzed, and after checking the
sequence of occurrence (not necessarily contiguous) of the components against the
partial order requirements, TG signals the occurrence of renovate assistance.
Modification of relationship instances, illustrated here by Leonard replacing Mary in
BetalsIservice, is indicated by "<new entity instance > instead of <old entitity instance>".

Example 3: Plot - [s0,complain(Beta,Mary),hire(Leonard),replace(Mary,Leonard,Beta),fire(Mary)]

Narrative: Beginning. As employee Mary was serving client Beta, client Beta complained about employee
Mary, so the account of client with denomination Beta became inactive. Company Alpha hired person
Leonard, so person with name Leonard became employee and the level of employee with name Leonard
became 1. Since the account of client Beta was inactive, and as employee Mary was serving client Beta and
employee Leonard was not serving any client, then company Alpha replaced employee Mary by employee
Leonard for client Beta, so that the account of client with denomination Beta ceased to be inactive, and, in
addition, employee with name Leonard, instead of Mary, started to be serving client with denomination
Beta. Since employee Mary was not serving any client, then company Alpha fired employee Mary, so that
person with name Mary ceased to be employee, and, in addition, the level of person with name Mary
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ceased to be 1 (thus, company Alpha renovated assistance to client Beta with employee Leonard in the
position of employee Mary, and, in this way, company Alpha improved service for client Beta).

The current prototype does not consider the possibility that there may exist more
than one goal-inference rule applicable to the interpretation of an event.

3.4. Extracting a Plot from the Log

Plots that we want to tell are generally focussed on some topic or object. The query
indicated at the beginning, as suggesting the theme of this paper: "What happened to
Mary between time instants t1 and t2?", presupposes our ability to extract from
among the many records in the Log all events directly or indirectly involving Mary.

First of all, how can the Log be structured? In an earlier work [3], we showed that
one possibility (compatible with a relational DBMS implementation) is to use a
separate table in correspondence with each basic operation. The name of each table
can be that of the operation, and its columns correspond to its parameters, adding one
more column for the time stamps. Then each row, of course, stores an event
(execution) of this particular operation. The entire Log is viewed, therefore, as a
virtual sequence of tuples coming from the separate tables, merged together in the
sequence induced by the time stamps.

Regardless of what file structure is used to keep the Log, we should be able to take
from it a subsequence L of all events in the time interval t1-t2, and then consider
suitable criteria to extract from it a plot P, where, intuitively, we require that an event
E in L should be copied in P if and only if it concerns an indicated object Obj. In our
example query, Obj is the entity instance "employee Mary".

Our first approximation to an extraction method (a Prolog implementation is
operational), which we expect to revise after further study and experimentation, is
described informally in the sequel. The method proceeds by examining L in reverse
order, and considering one event E in L at each step. E should be copied in P if (1) it
has Obj as one of its arguments, or (2) if it contributes to fulfilling the pre-conditions
of an event Elalready copied in P, or (3) if it contributes to creating a situation
inducing a goal (as defined in a goal-inference rule) to be achieved by some event E[
already in P. If E is added to P by (1) or (2), then the literals (positive or negative)
constituting pre-conditions of E are added to a set Sp and the literals (again, positive
or negative) that are part of the triggering situation of a goal to which E contributes
(again, as defined in a goal-inference rule) are added to a different set Ss. It is by
checking against these sets that tests (2) and (3) will be performed at subsequent
steps on other (earlier) events in L. Note that, if E is accepted for reason (3), none of
the two sets will be updated, a criterion that we chose to adopt to avoid stretching the
length of P by propagating events not so clearly pertinent to Obj.

In Example 4, the already described goal of interest to employees is considered. If
Mary, still at level 1, sees that a colleague, John, has been promoted, she will be
motivated to seek an advancement in her career. As seen, a typical plan towards this
objective is to take a course, in the expectation that this will attract the employer!s!
favourable attention. Let L, the segment of the Log in the given time interval t1-t2
(preceded by sO to denote the state current at tl1, which we shall assume to be the
same as the state at the end of Example 1), be as follows:
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L = [s0,sign_contract(Omega),hire(John),assign(John,Omega),promote(John),hire(Leonard),
enroll(Mary,c135),promote(Mary), fire(Leonard)]

From L we proceed to extract P, as the plot focussed on events pertaining to
employee Mary. Notice that Leonardsl admission and termination are discarded as
irrelevant. Johnls promotion is retained, as the event that provokes Maryls ambition,
but none of the other events involving him or his assignment to client Omega is kept.

P =[s0,promote(John),enroll(Mary,c135),promote(Mary)]

The narrative generated for P follows. Two remarks are in order. Firstly, because
the preliminary events about John were omitted, TG is unable to verify that the pre-
conditions for Johnsl promotion are fulfilled. To cope with this unavoidable
consequence of the limiting criterion adopted, we supplied a noncommittal "as
reported” clause. The second remark is that the agent of promote is not, of course, the
employee involved, but the employer. Accordingly, the clause "as <agent with the goal>
wished", precedes the information about the execution of the event by the actual
authorized agent. Maryls level raise illustrates the modification of an attribute value,
phrased as "the <attribute> of <entity> was changed from <old value> to <new value>".

Example 4: Narrative: Beginning. As reported, company Alpha promoted employee John, so the level of
employee with name John became 2. As employee Mary was serving client Beta and employee Mary was
not taking any course, company Alpha enrolled employee Mary in course c135, so employee with name
Mary started to be taking course with title c135. Since the level of employee Mary was 1 and the level of
employee John was 2, and as employee Mary was serving client Beta and the account of client Beta was not
inactive, then, as employee Mary wished, company Alpha promoted employee Mary, so that the level of
employee with name Mary was changed from 1 to 2 (thus, company Alpha advanced the career of
employee Mary).

4. Concluding Remarks

We have not yet fully used our conceptual modelling theory for the task of text
generation. Features related to the characterization of multi-agent environments with
collaborating and, especially, conflicting goals, such as conditional and limited goals
[2] are still to be examined in the context of the generation of narratives. In particular,
we intend to adapt our TG to deal with plots generated by simulation, as those we
treated in [2]. For simulation, one must cope with partially ordered sequences of
events, taking into account the interactions between different goals of one or more
agents, and using goal-inference rules that are more general than those used here.

Moreover, the second stage of text generation, corresponding to the tactical
component of the process, needs much more attention, which will be given with the
continuation of the research. The characterization of the nature of the connections
between events, with their pre-conditions, effects, and goal-oriented aspects, may be
refined through a revision in terms of rhetorical structure theory [13], followed by a
more principled choice of textual markers [16] (at the present state of our work
limited to "as", "since", etc.) for the rhetorical relations [9] identified.

Some rules for stylistic enhancement should be added, based, for instance, on
coordination, ellipsis, anaphora, and relativization [1]. Also, due stress on the
nucleus components, as opposed to their attending satellites [13], can often be
achieved by embedding [16]. Consider the awkwardness of the following passage in
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Example 1: "Company Alpha hired person Mary, so person with name Mary became
employee and the level of employee with name Mary became 1". The dominating
effect of hire is clearly the creation of a specialized instance of employee, but the
circumstance of the initial value of an attribute received here the same attention. By
eliding the redundant elements, and through a judicious use of anaphora and
embedding (of the reference to level), a shorter and more natural rendering is
obtainable: "Company Alpha hired person Mary, so she became employee with level
1".

Finally, an interdisciplinary approach may offer clues along the continuation of the
research. Literary research and semiotics have contributed extensively to the
understanding of how narratives are structured (structuralism, narratology), mutually
interfere with each other (intertextuality), and act upon the people who observe them
(reader reception); our treatment of application-oriented operations was greatly
influenced by the use of functions in [14]. The different needs of different classes of
users posing queries to be answered by narratives must also receive a differentiated
treatment, tuned to a level of detail that is neither insufficient nor over-helpful [8],
which in turn increases the demand that user-modelling be taken into account. How to
detect usage patterns [11,10], so as to discover goal-inference rules and typical plans
is the problem to which we are currently dedicating more effort.
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Abstract. The formalization of periods of time inside a linear model
of Time are based on the notion of intervals, that can or not contain
their endpoints. It is quite insufficient when these periods are express-
ing in terms of coarse granularities with respect to the event taken into
account. For instance, how to express the inter-war period in terms of a
years interval?

This paper presents a new type of interval and the extension of opera-
tions on intervals to this new type, in order to reduce the gap between
the discourse related to temporal relationship and its translation into a
discretized model of Time in databases.
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1 Introduction

Human activities are heavily related to calendar units and clock units (e.g. years,
weeks, months, hours and seconds). System support and reasoning involving these
units, also called granularities [5] or chronologies [13] or time units [14], have been
recognized to be an important issue. Many different definitions of granularities
exist in the literature and data conversions among different granularities are pro-
posed. These conversions are proposed when two granularities are comparable,
as months and years are, but as months and weeks are not. The method is always
the same. If a granularity f, say months, is finer than a granularity g, say years,
an occurrence of f, a month, is translated into the occurrence of g, the year that
contains it: June2000 is so converted into 2000. In the other way, an occurrence
of g is converted into the interval of all occurrences of f that is contained in it:
2000 is converted into [January2000, December2000]. This is obviously a good
way to manage as far as granularities are taken into account regardless to any
timestamped information. This becomes far from what is expected when rela-
tionship between periods of validity of facts or events is concerned. It has been
remarked [8/4] that a constraint about a temporal relationship in one granularity
may not be preserved in another granularity. As an example, if a constraint says

* This work is partially supported by REANIMATIC project.

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 30-[Z1] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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that an event must happen in the day that follows the day when another event
happens, then this constraint cannot be translated into one in terms of hours
because it is incorrect to say that the second event must happen within 24 hours
after the first event happens. The reader can see that the solution is x hours
for some x such that 1 < x < 47. This constraint cannot be also translated
automatically into one in terms of months because the first event may occur the
last day of a month, the next day taking then place in an other month.

In Databases framework, the same problem was risen [7]. In fact, it is clear
that, when the Time line, supposed to be continuous, is partitioned into intervals
with non-null length, called granules of time, any instant is approximated with
such a granule. Exactly in the same manner as any measurement is an approxima-
tion of what is measured. Two instants that are located within the same granule,
inside a granularity may be strictly ordered inside a finer granularity. It has been
proposed, for dealing with that problem of precision or indeterminacy, different
approaches based on fuzzy sets or probabilistic functions. Much attention has
been paid about the conversion of temporal expression from one granularity to
another, about an information which is supposed to be timestamped with the
good granularity according to its management.

But no attention has been paid to discrepancy between the time granularity
expressed in the discourse and the time granularity induced by the knowledge
level, that induces temporal relationships on finer granularity that are contained
in the knowledge level, but not expressed in the discourse.

For instance, the worldwide IT war is called 1939-1945 war, which express the
fact that this war began in the course of the year 1939 and ended in the course
of year 1945. The same thing can be said about 1914-1918 war. And the period
between these two wars is obviously, for a human being, the period 1918-1939.

This problem is concerned with how to express indeterminacy related to the
expression in the course of which can be expressed or simply inferred by the
knowledge of he context.

That is the problem we address in this paper, i.e. how to express the difference
between endpoints of intervals that are wholly included in the validity period
of the fact taken into account and the endpoints of intervals that are partially
included in it and how to manage with it inside a granularity and going from
one granularity to another one.

The paper is organized as follows. We begin with two examples that motivate
this work. The first one is taken from a book about french history, the second
one is inspired by the REANIMATIC project, which is devoted to a medical
datawarehouse. Then we propose a new kind of interval over the set of natural
integers, that takes into account the notion of imprecision when converting a
period from a granularity to a finer one, as well as operators to deal with intervals.
We end the paper with the resolution of the Reanimatic’s example and a short
conclusion.
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2 Examples Analysis

In this section, we outline our work on the example about worldwide wars, and
then we show how, with that formalism, it is possible for an hospital, to have an
hospital day (that is: a bed) paid two or even three times.

2.1 The Inter-war Period

In the dictionary [9], one can read “entre-deux-guerres : The inter-war period
(1918-1939)”. Following this notation, the first worldwide war period is (1914-
1918) and the second worldwide war period is (1939-1945). Everybody under-
stands that these three periods are adjacent, or following Allen’s vocabulary [2],
(1914-1918) meets (1918-1939) and (1918-1939) meets (1939-1945). It would be
a pity not to be able to maintain this knowledge when storing it in a database,
without the precise date (with the granularity days).

A granularity, temporal elements provided by usual Data Models for Time
are either points, intervals or subsets of a linear and discrete set, such as the
set of positive integers IN, or as the set of integers Z. As a point is an interval
with only one element and as any subset of INor Z can be rewritten as union
of intervals, temporal elements of Data Model for Time are reduced to intervals.
It is not possible to express the periods of validity of 1914-1918 war and of
1939-1945, respecting the semantics of it, inside the granularity year. With the
endpoints 1914 and 1918, with the 4 types of intervals that can be used in INand
Z: a closed interval such as [1914, 1918], an open interval such as ]1914,1918],
right-open interval such as [1914, 1918[ and left-open interval such as ]1914,
1918]. The endpoints are included or not included, depending on whether the
interval is closed or open or closed-open or open-closed, depending whether the
endpoints are contained or not in the period. None of them modellize the sense
of in the course of, that is the endpoint is in part included, so that this other
part will be included to any period that meets the interval by that endpoint.
None of the fourth kinds of intervals allows to do that. For that purpose, we need
a new kind of interval that mentions the fact that its endpoints can be shared
with a meeting interval of that kind. In order to have a compromise between
the dictionary way of writing and the databases timestamping with intervals
notation, we propose to denote such new kind of interval: (1914,1918), that is
to convert “=” into “,” which has the following meaning: the period of time
containing the period of years 1915, 1916, 1917, a starting period of 1918 and a
finishing period of 1914.

The fact is that granules are thought as abstract points, hence as atomic
objects, they are not sharable. In fact, they are atomic objects, with respect to a
granularity coarser than their own granularity, they are sharable but not decom-
posable with respect to their own granularity and decomposable with respect to
a finer granularity.

This notion of sharing is close to the notion of S-letters defined in [6]. A S-
letter describes the Russel definition of an instant, which is the set of all events
occurring at this time. A granularity induces a sequence of points on the physical



Temporal Granularity Enlightened by Knowledge 33

time line, which are the meeting points of granules. Each point can be viewed as
the representative of the granule that just follows it (in the sense of the arrow
of Time). In that sense, a granule is the set of all events occurring during that
period of time.

2.2 Allen’s Work Read Again

The 13 possible relations between two symbolic intervals were set by Allen [I]
and we show in Figure [l

Fig.1. Allen’s relations between two symbolic intervals
m Rel0 or [JRel 'mm

o —— 5 beforeoris after

I m— meets or is met
S E— overlaps or is overlapped by

s finishes or is finished by
—— is during or includes
—— is started by or starts
e equals or equals

In [2], the relation meet is proved to be the generator of the 13 Allen relations,
and induces the notion of Russel’s point as an equivalence class. Also in [2], in
order to avoid confusion between the span of time taken by an event and its
mathematical representation, the term period is preferred to the term interval,
but they are not themselves periods, not even very short ones. Two periods meet
where there is no time between the two periods, and no time that the periods
share. Points in time are places where periods meet. A point is then an abstract
object, the nature of which is different from the interval nature. Note that all
physical use of Allen’s work has been made in terms of numerical intervals.

A time period is the sort of thing that an event might occupy. Even a flash of
lighting, although pointlike in many ways, must be a period because it contains
a real physical event. Other things can happen at the same time as the flash.
They then set the following definition:

Definition 1 (Moment and Periods).
A period is a convex time duration of an event or a fact.
A moment is an indivisible period.

Moments have many of the properties of points: if a period has moments at
its ends, then these moments are unique, and they uniquely define the period
between them. But moments also differ from points in many ways, for instance
they have distinct endpoints.



34 Sylviane R. Schwer

2.3 Chronology Revisited

In [13], a chronology was defined as a couple (o, U) where « is an ordinal such
that 0 < a < w, named its temporal domain, and U is its unit.

An ordinal can be viewed has an element of any ordinal greater than itself or
the well-ordered set of all ordinals smaller than it. Ordinals have the two natures
of indivisibility or divisibility, depending of what Hobbs [10] calls a change of
granularity.

Inside a chronology, a unit is the thickness of the now. « is the number of
units taken into account, often called time-windowing function, for example in
[14]. As such, it is the well-ordered set. The « elements of the ordinal « are
its elements. But neither o nor its elements, that we yet call units, are those
which are thought when devising of the two natures of an ordinal. These two
natures are connected with the change of granularity. But nothing is said about
ordinals inside a chronology. We argue that the true nature of an ordinal inside a
chronology is something between elements and sets, as a moment is between point
and period. That is to said that an ordinal inside a chronology as a thickness
but is indivisible. As adopted in temporal databases community [5] we use the
term of granule, even if we would prefer chronon, a term already used for an
other purpose in [11].

In this paper, we argue that all these works are only concerned with relation-
ships between chronologies, but not between periods and their representations
inside a chronology. All periods are written in terms of mathematical intervals.
It is the aim of this paper to show that periods are semantically richer than
intervals as far as temporal (or spatial) relationships are concerned.

A granule is not a point, but an atomic interval. It is not possible to cut it,
(which is unacceptable for an atomic object,) but there are four possible relations
for a period of validity inside a granule as shown in Figure

Fig. 2. The four relations between a period and the granule g that contains it

111

For instance, the relation between the intersection of period of the first world-
wide war with year 1914 is (1914], with 1915 is [1915], with 1916 is [1916], with
1917 is [1917] and with 1918 is [1918). The symbols [ and | have the same mean-
ing as for usual intervals. The two others symbols “(” [resp. “)”] mean that the
point, thought as an ordered set is not wholly taken but only a finishing [resp.
a beginning] section of it is taken.

Thus an endpoint of an interval can be either excluded, or included or par-
tially included. We then have nine type of intervals depending of the status of the
two endpoints. These types are only qualitative because nothing is said about
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the part which is included. But this suffices to answer correctly to the following
question: “Knowing the two worldwide war periods (14, 18) and (39, 45), what
is the inter-war period?” The answer is (18,39).

In a french hospital, a day begins at 8 a.m. and lasts 24 hours. If Jack goes
to the hospital at 2 p.m. on monday march 13th and leaves at 10 a.m. on friday
march 17th, he will be registered and will be requested to pay for 5 days. If
George goes to the same hospital at 6 p.m. on monday march 6th and leaves
at 10 a.m. on monday march 13th, he will be registered and will be requested
to pay for 8 days. If Karl goes to the same hospital from 11 a.m. to 4 p.m. on
monday march 13th, he will be recorded and will be requested to pay for 1 day.

Suppose that they occupy the same bed, let us say bed 13. The registration
database is described by Table [T

Table 1. The relational table of staying days in the hospital

|Bed| Name |admission-day|exit-day|
13 | Jack 03/13 03/17
13 |George 03/06 03/13
13 | Karl 03/13 03/13

Now, the occupation basis of the hospital (and the payment involved) derived
from this is given by Table [2

The stay includes the two endpoints days, even if they are partial. That so,
the day 03/13 is paid three times instead of one time, since according to the
hospital database, for the same bed, 5+8+1=14 days have been accounted from
03/06 until 03/17 (that is for 12 days) thought at any moment there is at most
one person in the bed. The solution that consists in changing the time unit to
hours would induce perhaps less liberty for a patient to leave the hospital and a
change inside the database of the hospital.

Table 2. The closed interval’s solution: the usual case

|Bed| Name | stay [x,y] [days due=y-x+1|

13 | Jack |[ 03/13, 03/17] 5
13 |George| [03/06, 03/13] 8
13 | Karl |[ 03/13, 03/13] 1

Let us show that none of closed, open, open-closed or closed-open intervals,
with the same endpoints, are able to modellize this reality, that is to make the
social security to pay only one day per bed, when a bed is occupied (partly or
not) this day without to change the granularity. Days due computes the number
of days inside the interval.
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The open interval choice gives Table B

Table 3. The open interval’s solution

[Bed| Name | stay Jx,y[ [days due=max{0,y-x-1}]

13 | Jack ] 03/13, 03/17] 3
13 |George|]03/06, 03/13] 6
13 | Karl [] 03/13, 03/13] 0

Only 3464-0=9 days will be accounted, which is obviously not enough.
The closed-open (or the open-closed) interval choice gives Table @}

Table 4. The closed-open interval’s solution

[Bed| Name | stay [x,y[ [days due=y-x]|

13 | Jack |[03/13, 03/17 1
13 |George|[03/06, 03/13 7
13 [ Karl |[03/13, 03/13 0

The total due for bed 13, during the period beginning at 03/06 and ending
at 03/17 is 4474+0=11. If bed 13 is not used on 03/18, the day 03/17 is not
perceived and all the day 03/13 is due by Jack, Karl paying nothing.

With respect to that framework, the choice of the hospital is the good one
but one of these solutions gives the good result: 12 days.

Our proposition consists in the offer of a best approximation of what is due
to the hospital, i.e. the possibility of signifying if an endpoint day is totally or
partially occupied by a patient. Our solution gives the good solution and the
number of user of a same bed per day. Our proposition offers a good compro-
mise between the hospital interest and patients’ one. It will be possible to write
that 03/13 has been shared by three patients, but of course, without knowing
proportionality because staying inside the same time unit.

3 Our Proposal

In mathematics, the general definition of intervals inside a lattice (L, <) is

[a,b]= {x € Lja < a < b}

[a,b[= {x € Lja < a < b}

la,b]= {x € Lja < 2 < b}

la,b[= {x € Lja < 2 < b}

These four types are derived from the two ways that exist for typing each of
the two endpoints: included or excluded. So we have

o [z, — left included endpoint

o |x, — left excluded endpoint

e —, z] right included endpoint

e — [ right excluded endpoint
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Let us set ~ the algebraic operator that converts an endpoint of an interval
to the corresponding endpoint of the adjacent interval (that meets it in that
endpoint), as shown in Table[5:

Table 5. Complementation

[z, —[lz, ~ [, a][ -, o]

M= o= o], [, -]

The binary operators union and intersection of two intervals that share a
same endpoint are given in Table [G

Table 6. Union and Intersection

I O T | A o N e Ve e | |
T, —||I% — z, — I R z, —||I% —|I%, — [$] @
z, —||[z, — z,— |——|—z[U=z,—| [z, —|]z,—|]z,—| 0 0
|| = — R - —Z —H T [$] @ |
|| = — 7,ZC[U}$,* — T —H T —Z @ @ T

Mathematics works on ideal objects with null dimension: the points. A point
is essentially atomic. In the set of real number IR, any point is the limit of any
infinite set of fitting together intervals which contain it [12] Weierstrass theorem].
This is due to the completeness of IR. The physical time line is usually modellized
by a convex part of IR.

Calendars, in the databases community, are defined upon the discrete ordered
set of chronons, which is a partition with finite intervals of the physical time line.
A chronon, which is a finite non vacuous interval of IR, is treated exactly as if a
mathematical point. But it is not a mathematical point because it is very large
with respect to the Planck time, so that lots of sequential things may appear
during this leap of time inside the system, but the system will work on them as
if they where simultaneous.

It has been shown in [13], that calendars are essentially discrete well-orders
and that their limits, if not discrete are certainly not calendars. A chronon, as
any time unit inside a calendar is then neither a point nor a true interval (i.e.
with more than one element) inside its chronology [13]. We suggest, following
Allen, to adopt the denomination of a moment for any point inside a chronology.
We now recall the vocabulary of [I3] and add a new definition concerning the
moment and derived from Allen’s work. A chronology is potentially made for
cover all the physical Time line, but the need for changing units brings to the
definition of calendars, to go from a unit to a coarser or a finer one. Hence we
set:

Definition 2 (chronology).

A chronology is a couple {«, U} where a is an ordinal such that 0 < a < w,

named its temporal domain, and U is its unit.
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Definition 3 (atomic calendar).

Let («a,U) and {8,V be two chronologies such that « < < w and let fyvy
a morphism from « into B. The data (U,V, fuv) defines a structure named an
atomic calendar.

If a = 8 =w then (U,V, fuy) is an atomic w-calendar.

An atomic calendar has two commensurable units. A calendar is a directed
acyclic graph where the set of nodes is the set of units, the set of vertices is the
set of morphisms such that, if U and V are neighbors, fyy is the vertex between
them.

Hence, we set:

Definition 4 (moment, point, interval).

1. Let {a,U) be a chronology.
x € a is a moment of the chronology (o, U).

2. Let {a,U) and {B8,V) be two chronologies and (U,V, fyy) be an atomic cal-
endar.
x € v is an interval with respect to the chronology (3,V) .

3. Let (v,X) and {«,U) be two chronologies and (X,U, fxu) be an atomic
calendar.
x € v is a point with respect to the chronology (v, X).

An interval inside a chronology has a mathematical meaning, but a period
of the linear time line, mapped inside a chronology is not exactly an interval as
far as its limits are concerned. It can be useful to say if the entire moment is
taken or not. This is why we add a new type of endpoint for partially included
end-moment that we note:

o (z,— for a left moment
e — z) for a right moment

In IR, the closure of an interval is the closed interval with the same endpoints,
the opening of an interval is the open interval with the same endpoint. That
allow us to extend the ~ operator and these two topological operators (in IR) as
described in Table [7

Table 7. Extended ~, opening and closure operations

| [lo, (. —[lo, =] a][ -, 2)| - 2]

~ 771.[771.) 771.] ]ZC,*(%,* [$7,
opening||z, —||z, — ||z, —|—, || —, z[|—, ®
closure |[x, —|[z, —|[x, —|—, z]| —, ] |—, ©

It is important to know how two periods share the same partial endpoint.
They are three different kinds of union: one with a non vacuous intersection,
which is denoted by “--”, one with the meet relations, which is denoted by
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“-,g)(g,”” and the other with an interval gap in between which we name disjoint-
union and denote by “- ¢)P(g,-”.

The two operators are extended as shown in Table 8 We set “x,-” for “x,y”,
y being any moment following x; and we set “-,x” for “y,x”, y being any mo-
ment preceding x. where “UN” stands for “(z)” or “}” and “UUU” stands for
“7,.%) @(I, —” or “7,I)(.§C, —” or 4477 _»

Table 8. Extended union and Extended intersection

| U ||[CC7—| (x7_ | ]CC7— |_7xH _7‘27) | _7x[ |
[, —|[[x,—| [z,— [z,— |-, — - = - =
(z,—||[z,—| (z,— (z,— |-,—| UUU |- z[U(z,—
lz, —||[x, — (z,— |, — -, —|—,x)Ulz, —|—, z[U]x, —
—x]||—, — - — - — —,x —, 7] —, ]
_7x) R Juu _7x) ]:c7——7x _7‘27) _7‘27)
—z[||—, — |-, z[U(z, —|—, z[V]z, —|—, = —, ) — [

| n ||[:c7—|(x7—|}1:,—|—7x}|—,$)|—,x[|

[1.7, [xvf (xvf T, — [:C} [X) @

(z, —||(z, —|(z, —|]z,—| (=] |UN | O

lz, =]z, — ||z, — ]z, —| @ 0 [}

7756} [l’] (:C} @ 7756} 771') -

—o)| &) [un]| 0 |- z)|—2)|-

—z[|| 0 0 0 |- z[|— z[|— =z

Let us set, by the end, how these types are converted inside atomic calendars
hence, (and hence by transitivity, inside calendars).

Let (a,U) and (3, V) be two chronologies such that a < 8 < w, let fyy be
a morphism from « into 8 and (U, V, fyv) the atomic calendar. The reader will
convince her/himself that Table [d]is true.

Table 9. From one chronology to another one

a =B [ [Corll 1 Por]

a—fCor ] ( or]] )

4 Examples Resolution

4.1 The Inter-war

The period of the inter-war is the period between the two periods (1914,1918)
and (1939,1945). These two intervals cover only a part of their endpoints. Hence,
the period between has to cover the parts of the two endpoints 1918 and 1939
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which are not covered by the two war periods and all the years between 1918 and
1945. This period is then the intersection between the complementary of the two
intervals “-,1918)” and “(1939,-”. It is obtained first by using the ~ operator on
both endpoints “-,1918)” and “(1939,-” which provides the two intervals “(1918,-
7 and “-,1939)”, secondly by the intersection of them which gives (1918,1939).

4.2 The Hospital

Jack’s period in the hospital is “(03/06, 03/13)”, that is two partial days (one
beginning and one ending) and 5 full days.

George’s period is “(03/13, 03/17)”, that is two partial days (one beginning
and one ending) and 3 full days.

Karl’s period is “(03/13, 03/13)”, that is one partial day (middle).

The global period is obtained by union of three periods with “-, 03/13)”,¢
(03/13,03/13)” and “(03/13,-”.

The table gives “-, 03/13) UU U (03/13,03/13) UU U (03/13,-".

There is a priori 3 x 3=9 scenarii. But it is obvious to any one that bed
13 cannot be shared by two patients at the same time and that there is a gap
between two patients used this bed, so that, according to the knowledge of the
domain, there is thus only one scenario which is “(03/06, 03/13)&p (03/13)ED
(03/13,03/17)”. The length of this period is the length of its closure. The closure
of a union is the union of the closure, hence this period is: “[03/06, 03/13 JU
03/13]U [03/13, 03/17]” = “[03/06,03/17]”. Tts length is 12 days.

All these informations may help the social security and the patients to have
a fairer fee to pay!

5 Conclusion

In this paper, we introduced a new type of interval and the extension of op-
erations on intervals to this new type of interval based on the three different
meanings of what it is usually called a granule inside a chronology, depending
on whether it viewabove, under or inside its chronology. We showed on two ex-
amples how to use these new tools. We are going, in the REANIMATIC project,
to implement them and to provide translation functions between all kinds of
chronologies inside a calendar.

This new type of interval is adequate not only for expressing time life period
inside a chronology, but also for translating Allen’s relations between symbolic
intervals inside a chronology. This concept of partially included end-moment is
very close to the theory of granularity, inside which it would be used a lot.
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Abstract. We introduce a uniform context mechanism which is able to
adequately represent and manage different forms of ambiguities as they
occur in the course of text understanding. Different lexical, syntactic and
semantic interpretations are clearly separated by assigning each alterna-
tive a single context space for local reasoning. The mechanism we propose
directly supports the task of disambiguation at all levels of text analysis,
since it also incorporates constraints from the discourse context, as text
understanding proceeds.

1 Introduction

The notion of context turns up in at least two varieties (for a discussion cf.
[10]). Contexts are either considered as formal objects at the level of knowledge
representation proper [II], with corresponding extensions to logic formalisms
BL], or they are taken as a basic construct for dealing with the interpretation of
natural languages. The latter usage includes the pragmatics of situations, beliefs
of the hearer or speaker, common-sense world knowledge, and metaknowledge
about the situation in which utterances occur [5].

The work presented in this paper integrates both of these different views
by treating contexts from a knowledge representation as well as from a natural
language understanding perspective. In the application framework of a text un-
derstanding system [§], we propose an extension of its knowledge representation
backbone by applying such a context mechanism. The way we use contexts for
understanding natural language leads to the creation of hypothesis spaces for
its content representations which, at the same time, account for different levels
of ambiguity. In order to keep the number of context spaces small, we make
direct use of constraints for disambiguation purposes that are inherent to the
particular discourse context provided by the input text. Generally, we consider
an interpretation to be invalid, if adding an axiom (originating from the anal-
ysis of the input text) to a formal context leads to a set of axioms that is no
longer satisfiable [6]. The ‘context’ in which the analysis of an input text evolves
with respect to the satisfiability of a set of logical axioms consists of the static
context, as given by the a priori modelled domain knowledge, and the dynamic
context as resulting from the incremental processing of a text [16], whose new
information (interpretation constraints) is made continuously available.

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 42-[53] 2001.
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In this paper, we start with an outline of the architecture of our text un-
derstanding system and give an example of how its different knowledge sources
interact during sentence analysis (Section 2)). Then, we briefly describe a for-
mal extension of description logics on which the context mechanism is grounded
(Section [3). Finally, examples are given in order to demonstrate how contexts
are used to allow for reasoning within clearly separated content representations
of ambiguous natural language input (Section H).

2 An Overview of the System Architecture

Grammatical knowledge for syntactic analysis is based on a fully lexicalized
dependency grammar [9]. A dependency grammar captures binary valency con-
straints between a syntactic head (e.g., a noun) and possible modifiers (e.g.,
a determiner or an adjective). These include restrictions on word order, com-
patibility of morphosyntactic features and semantic integrity conditions. For a
dependency relation 6 € D := {specifier, subject, dir-object, ...} to be estab-
lished between a head and a modifier, all valency constraints must be fulfilled.
Figure [[] depicts a sample dependency graph in which word nodes are given in
bold face and dependency relations are indicated by labelled edges.

At the parsing level, these constraint checking tasks are performed by lexi-
calized processes, so-called word actors. Word actors are encapsulated by phrase
actors which enclose partial parsing results (e.g., for phrases) in terms of a depen-
dency subgraph. Syntactic ambiguities, i.e., several phrase actors for alternative
dependency structures for the same text segment, are encapsulated by a single
container actor (cf. [7] for the actor-based model of dependency parsing).

Domain Knowledge used for text understanding is expressed in terms of
a standard concept description language (CDL), which has several constructors
combining atomic concepts, roles and individuals to define the terminological
theory of a domain (for a subset, see Table[l]; ¢f. [I5] for a comprehensive survey of
terminological languages based on a decription logics framework). Concepts are

I
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Compagq sells computers of the Pentium class with an IBM hard disk.

Fig.1. A Sample Dependency Graph
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Table 1. Syntax and Semantics for a Subset of CDL Table 2. Axioms

unary predicates, roles are binary predicates over a domain A, with individuals
being the elements of A. We assume a common set-theoretical semantics for this
language — an interpretation Z is a function that assigns to each concept symbol
(from the set F) a subset of the domain A, Z: F — 24, to each role symbol
(from the set R) a binary relation of A, Z: R — 24*4 and to each individual
symbol (from the set I) an element of A, 7 : 1 — A.

Concept terms and role terms are defined inductively. Table [ states cor-
responding constructors for concepts and roles, together with their semantics.
C and D denote concept terms, while R and S denote role terms. RZ (d) rep-
resents the set of role fillers of the individual d, i.e., the set of individuals e
with (d,e) € RT. By means of terminological axioms (cf. Table Bl upper part) a
symbolic name can be defined for each concept and role term. We may supply
necessary and sufficient constraints (using “=") or only necessary constraints
(using “C”) for concepts and roles. A finite set of such axioms, 7, is called the
terminology or TBoxz. Concepts and roles are associated with concrete individ-
uals by assertional azioms (see Table [J lower part — a,b denote individuals).
A finite set of such axioms, A, is called the world description or ABoz. An in-
terpretation Z is a model of an ABox with regard to a TBox, iff Z satisfies the
assertional and terminological axioms. In Section [3], we will extend the syntax
and semantics of assertional axioms to cover the context mechanism as well.

Semantic knowledge accounts for conceptual linkages between instances
of concept types according to those dependency relations that are established
between their corresponding lexical items. Semantic interpretation processes op-
erate on so-called semantically interpretable subgraphs of the dependency graph
(cf. [13]). By this, we refer to subgraphs whose starting and end nodes contain
content words (i.e., words with a conceptual correlate), while all possibly inter-
vening nodes contain only non-content words (such as prepositions, articles etc.).
The linkage between content words may be direct (in Figure [l between “Com-
paq” and “verkauft” via the dependency relation subject), or it may be indirect



Coping with Different Types of Ambiguity 45

Context: IT-DOMAIN 1

& (;D ———i%CDMPBﬂ.l
SELL-AGENT

J o
@ PRODUCT-LINE
SELL-PATIENT

HAS-HARD-DISE

1 ""' |-

[+

L

Fig. 2. A Sample Semantic Interpretation

(e.g., between “Computer” and “IBM-Festplatte” via the preposition “mit” and
the dependency relations ppatt and pobj).

The semantic interpretation process consists of identifying relational links in
the concept graph formed by the domain knowledge base between the conceptual
correlates of the two content words under consideration. As an example, when
the first word in our sample sentence, “Compaq”, is read, its conceptual corre-
late, COMPAQ.1, is instantiated. The next word, “verkauft” (sells), also leads to
the creation of an associated instance (SELL.2). Syntactically, the valencies of
the transitive verb “verkauft” (sells) lead to checking the subject dependency
relation for “Compaq”. At the conceptual level this syntactic relation always
translates into checking AGENT or PATIENT (sub)roles only, since we statically
linked each dependency relation to a (possibly empty) set of conceptual relations
by a function i : D +— 2% (for example, i(subject) = {AGENT, PATIENT}). In
order to infer a valid semantic relation we incorporate knowledge about the
concept types of COMPAQ.1 and SELL.2, viz. COMPANY and SELL, respectively.

Whenever a semantic interpretation process is triggered, we instantiate a gen-
eral semantic interpretation schema [13]. As actual parameters the concept types
of the two instances involved and the constraints supplied by the dependency re-
lation are incorporated. In our example, the knowledge base is searched whether
a COMPANY can be interpreted in terms of an AGENT or a PATIENT of a SELL
event. Extracting the roles from SELL, only SELL-AGENT and SELL-PATIENT are
allowed for interpretation as they are subroles of AGENT and PATIENT. Check-
ing sortal restrictions (e.g., SELL-AGENT requires a PERSON while SELL-PATIENT
requires a PRODUCT) succeeds only for SELL-AGENT (cf. Figure 2.

3 Extending Description Logics by Contexts

In order to enhance description logics by a context mechanism, we first assume
the set of context symbols H. Syntactically, assertional axioms internal to a
context h € H are enclosed by brackets and are subscripted by the corresponding
context identifier. For example, (a : C), means that in a context h the individual
a is asserted to be an instance of the concept C'. We then define the set-theoretical
semantics of the interpretation Ip relative to a context h for assertional axioms
as summarized in Table Bl Accordingly, the TBox 7 and the ABox A for a
context h € H is given by 75, and Ay, respectively.
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|Syntax |Semantics |
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Table 3. Syntax and Semantics of Context-embedded Assertional Axioms

We then define the transitive and reflexive relation subcontextOf C H x 'H
(cf. Table M) to account for property inheritance in a context hierarchy. The
criterion requires the TBox and the ABox of a parent context to be inherited
by all of its child contexts. Since multiple inheritance may occur, we refer to
the resulting structure as a “context graph”. In our framework, we allow for
incremental extensions of the TBox or the ABox specific to a context. However,
some restrictions apply:

1. Extensions of contexts by additional terminological or assertional axioms
have to be monotonic, i.e., neither are redefinitions of concepts or relations,
nor are retractions of assertions allowed.

2. Context-specific assertions which assign an individual to a concept type or to
conceptual relations are permitted, while context-specific concept definitions
are prohibited. If a concept occurs in two different contexts it must have the
same definition.

3. The discourse universe A is identical for all contexts. We use the special
concept T, the interpretation of which covers all individuals of the domain
A, TT = AT, and assert every individual to be an instance of T in the
uppermost context.

Provided these extensions to standard description logics, the basic idea for
the application of the context mechanism is to use a separate context for each
assertion added to the text knowledge base during text analysis. Such an asser-
tion represents a statement about the meaning of a word, a phrase or the entire
text. Previous assertions (which constitute the discourse context) are made ac-
cessible by inheritance between contexts. Since, under ambiguity, alternative
statements have the status of hypotheses, they may or may not be true. When-
ever an assertion within a particular context turns out to be nonsatisfiable for
an a priori fixed TBoxl and a dynamically extended ABox, we have an indicator
that the corresponding semantic interpretation is erroneous and, therefore, has
to be excluded from further consideration. An ABox is nonsatisfiable if there
exists an individiual a for which the TBox and ABox imply that its interpre-
tation is empty (formally: 7 U A = af = (). In this view, contexts provide
the representational foundation for managing ambiguities and for computations
aimed at their disambiguation.

! We assume this TBox to be consistent. That means that there exists no concept C
for which the TBox implies an empty extension (formally: 7 = C% = 0).
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subcontextO f(hi, hj): &
Y hi, hj € H:
Tn; 2 Tn; N Apy 2 Apg

Table 4. Inclusion of Terminological and Assertional Axioms for Contexts Re-
lated by subcontextO f

The linkage between the syntactic level and the evolving text knowledge
base consisting of a context graph (contexts related by subcontextOf) is made
by assigning these contexts to phrase actors. Let P be the set of phrase actors.
Every instance of a phrase actor p € P is linked to a (possibly empty) set of
contexts cont, C 2* that hold all of p’s alternative semantic interpretations.

4 Managing Ambiguities by Contexts

Contexts account for ambiguities at all conceivable levels of language interpreta-
tion. We here focus on lexical ambiguity (e.g., polysemous words) and semantic
interpretations in terms of different readings for phrases and sentences. Each
interpretation alternative is then represented by a different context. In our ap-
proach there are three different levels where contexts come into play in the text
analysis process:

— Instantiation: Different conceptual instances for lexical items contained in
an input text are created, each one of them in a separate context.

— Semantic Interpretation: Whenever a semantic interpretation relating sev-
eral conceptual instances is performed, different readings (if they exist) are
encapsulated in corresponding alternative contexts.

— Selection: The results of analysis processes contained in alternative contexts
have to be assessed in order to select the “best”, i.e., most plausible read-

ing(s).

Instantiation. At the beginning of the text analysis, we start with an empty
text knowledge base, one that contains no assertions at all. Nevertheless, we
define the text knowledge base as a subcontext of the a priori given domain
knowledge base, thus preserving the information it encodes for subsequent inter-
pretations. By convention, the initial text knowledge base is called NEWTEXT.
All interpretation contexts created in the course of the text analysis are sub-
contexts of NEWTEXT. As the NLP system incrementally reads the words from
an input text, instances are created in the text knowledge base for each content
word associated with a concept identifier.

In the instantiation phase, we have to cope with the two different sources of
lexical ambiguity. First, one lexical item in a text may refer to different word
classes (a kind of part-of-speech ambiguity) and, therefore, requires the creation
of different contexts for semantic interpretation. Secondly, a lexical item in a text
may relate to more than one conceptual correlate (polysemy). For each concept
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Fig. 3. Fragment of the Lexicon: Lexical Entry for entwickelt
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Fig. 4. Instantiation of Text Knowledge Base Objects for Word Class Ambiguity

associated with this lexical item an instance has to be created in a separate
contextE

Consider Figure [ where the instantiation of contexts for the German lex-
ical item “entwickelt” (develop) is depicted. In the lexicon, the surface form
“entwickelt” is linked to three different word classes, viz. VERBFINITE, VERB-
PARTPASSIVE, VERBPARTPERFECT (cf. the corresponding three entries in the
ambiguities field in Figure Bl the corresponding word class is only visible for
the highlighted entry of the finte verb, viz. VERBFINITE). These word classes
refer to the same canonical base form ( “entwickeln”) which can be found in
the lexeme field. For each of the three categorial readings a corresponding
word actor is created. As the base form is associated with only one concept
identifier in the domain knowledge (viz. DEVELOP), each word actor triggers
the creation of the same single assertion in a separate context. For example,
in Figure Bl the uppermost word actor initializes the creation of the assertion
(Develop.1-01 : Develop) ez AmbigHypo1.1- Note that the instance symbol is also
introduced in NEWHYPO, the uppermost context, by the assertion (Develop.1-
01 : T)NewHypo- The contexts are then linked to the phrase actors enveloping
the single word actors.

2 By convention, these contexts are named as LEXHYPO, if no ambiguities occur, and
LEXAMBIGHYPO, otherwise.
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In case of polysemy, the lexical entry is linked to more than one concep-
tual correlate. Again, the instantiation of the corresponding objects in the text
knowledge base is controlled by the word actor representing a lexical entry. Since
polysemy does not directly affect the parsing process, the text knowledge base
constitutes the appropriate representational platform for dealing with it. Con-
sider the German noun “Bank” which may refer to a financial institution or
a piece of furniture. Both meanings are linked to a single lexical item belong-
ing to the same word class. In Figure [l the context instantiation pattern for
“Bank” is depicted. The corresponding word actor causes the creation of two
lexical contexts, with the assertions (Bank.1 : Institution) peg AmbigHypo1.1 and
(Bank.1 : Furniture) ez AmbigHypol.2- Note that the same instance symbol (viz.
BANK.1) receives different interpretations depending on its context.

The interpretation alternatives are administrated by the phrase actor which
embeds the word actor in terms of a set of contexts. However, according to the
principle of information hiding (opaqueness), the phrase actor is ignorant about
how many meanings are actually encapsulated in different lexical contexts (i.e.,
how many contexts are contained in the associated set).

Semantic Interpretation. The semantic interpretation process is invoked
whenever two content words are linked by a minimal semantically interpretable
subgraph during the sentence analysis process. Conceptual relations are searched
for in order to relate the conceptual correlates of the two content words spanning
this subgraph. For the computed relation a corresponding assertional axiom is
added in a dedicated context. If more than one conceptual relation has been
computed a semantic ambiguity is given. Each one of these representational
alternatives is encapsulated in a separate context. The resulting contexts are
defined as a subcontext of the contexts containing the two content words. They
inherit the assertions of their parent contexts and, therefore, contain the inter-
pretation of the dependency graph that emerges after syntactically linking the
two content words.
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Fig. 6. Interaction of Word Actors and Contexts under Lexical Ambiguity

Let p; and po be the phrase actors that contain the word actors for the two
content words which negotiate a dependency relation and let all constraints ex-
cept the semantic one be fulfilled. Let cont,, and cont,, be the sets of contexts
attached to p; and po, respectively. A semantic interpretation schema is instan-
tiated for all context tuples contained in cont,, X cont,,. Note that an instance
identifier - the conceptual correlate of a lexical item involved - may belong to
different concept types in different contexts, and that the interpretation space
spanned by the assertional axioms necessarily differs for all tuples. All new con-
texts resulting from the semantic interpretation process are finally included in
the set of contexts acquainted with the phrase actor ps which is created after
the dependency relation under negotiation is finally established and thus encom-
passes p1 as well as ps. All of these semantic computations remain invisible for
the syntactic parsing process. The parser is merely informed that the semantic
constraints could be satisfied in the evolving text knowledge base. No informa-
tion of how many interpretation contexts exist and what the particular readings
actually are is passed to the parsing component.

In order to illustrate the basic mechanism underlying the interaction of
knowledge levels during the text analysis, Figure [fl contains an example of an
ambiguous sentence, viz. “Der Speicher kann ausgebaut werden.” Due to the
lexical ambiguity of the German word “ausbauen”, one reading of this sentence
is given by “The storage can be upgraded” while the second reading is given by
“The storage can be removed”. The left side of Figure [f depicts the syntactic
level, its right side contains the (semantic) context graph. Horizontally, Figure
is divided in two layers, the initialization step and the termination step. Since the
input sentence consists just of one single semantically interpretable subgraph,
no intermediate interpretation steps occur.
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The number of word actors that get instantiated at the syntactic level is
given in brackets behind each word in the sentence. Accordingly, a correspond-
ing number of word actor symbols is depicted beneath each lexical item. Since
“Speicher” (storage) and “ausgebaut” (upgrade, remove), being the sole content
words, are linked to a conceptual correlate, each associated word actor initiates
the creation of instances in separate contexts. For example, “ausgebaut” belongs
to the word classes VERBPARTPERFECT and VERBPARTPASSIVE. Therefore,
two word actors are created that both have two meanings contained in two inde-
pendent lexical contexts, viz. LexAmbigHypol.1 (remove) and LezAmbigHypol.2
(upgrade) for the word class VERBPARTPASSIVE, as well as LexAmbigHypo2.1
(remove) and LexAmbigHypo2.2 (upgrade) for the word class VERBPARTPER-
FECT.

Semantic interpretation is executed, as soon as the word actor for “kann”
(can) tries to govern its modifier “werden” (be) — which itself already governs
the VERBPARTPASSIVE “ausgebaut” (ugrade/ remove) — by the dependency re-
lation verbpart. Identifying the phrase actor of “kann” with p; leads to cont,, =
{LexHypol.1}. Accordingly, ps as the phrase actor containing “ausgebaut” as
VERBPARTPASSIVE results in cont,,= {Lex AmbigHypol.1l, Lex AmbigHypol.2}.
This leads to two different interpretation contexts (two tuples), one with the up-
grade and the other one with the removal readingld As semantic interpretation
is here considered as a problem to link the conceptual correlates of the content
words spanning the semantically interpretable subgraph — composed of “Spe-
icher” (memory) and “ausgebaut” (removed/upgraded) — a search for appropri-
ate conceptual relations is conducted in the domain knowledge base. This search
retrieves the relations REMOVE-PATIENT and UPGRADE-PATIENT for the concept
MEMORY1-01 with regard to REMOVE.2-01 and UPDATE.2-02, respectively. The
resulting assertions are added to new interpretation contexts, viz. (UPGRADE.2-
02 UPGRADE-PATIENT MEMORY.l-Ol)NewHypOM and (REMOVE.2-01 REMOVE-
PATIENT MEMORY.l—Ol)NewHypOLQ. These contexts form the context set conty,
and are then linked to the phrase actor ps that contains the entire dependency
graph for the input sentence (cf. Figure[d] left, lower part). Note that there exists
a single syntactic structure for two different semantic interpretations.

While incrementally computing the interpretation of the input text, each
of the interpretation results resides in so-called terminal contexts, i.e., contexts
that do not have children. Let wy, ws,...,w, be a sequence of words in a text.
For every word increment of the analysis the interpretation results for the text
analyzed so far are given by the corresponding set of terminal contexts in the
concept graph. Furthermore, each sentence is assigned a set of terminal contexts
as sentential reading(s).

Selection. A use of contexts that is not directly associated with the ambi-
guity problem is made for selection. If several parses or semantic interpretations
exist after the analysis of a sentence has been completed, it seems infeasible,

3 The initial contexts LexAmbigHypo2.1 and LexAmbigHypo2.2 are not considered for
further interpretation because of syntactic reasons. The VERBPARTPERFECT reading
of “ausgebaut” cannot be bound by any of the preceeding word actors in the sentence.
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at least in a realistic operational framework for NLP systems, to carry on each
of these different analyses simultaneously. However, the resolution of anaphoric
phenomena [14] necessitate a recourse to referents enclosed in terminal contexts.
The question then arises: With which interpretation (which context) should the
text analysis continue? At the current stage of implementation, we use several
selection heuristics to accumulate different sources of evidence: syntactic cover-
age, ranking of semantic interpretations (e.g., PP interpretations receive a higher
weight than genitives), and the potential of particular assertions to foster addi-
tional, reasonable inferences. The weight of a context is determined inductively
by the weight of its immediate ancestor contexts in the context graph plus the
weight of the context under consideration itself. Selecting the best reading(s)
for a sentence then boils down to the selection of terminal context(s) with the
maximal weight.

5 Conclusion

Dealing with the full range of ambiguities in the framework of a natural language
processing system is a crucial issue, since their number tends to grow at an
exponential rate (cf. e.g., [4]). In this paper, we introduced a context mechanism
for representing and managing ambiguities. Ambiguities occur at different levels
during the text analysis. At the word level a lexical item might be ambiguous
with regard to its grammatical category (syntax) or with regard to its meaning
(semantics). At the phrase level alternative structural analyses may either lead
to different dependency graphs (syntax) or the interpretation of dependency
relations yields more than one conceptual relation (semantics).

We claim that the context mechanism we proposed is an appropriate means
to capture the representational structure for ambiguities occurring at all lev-
els of text analysis. The most outstanding feature of this methodology is its
clean embedding in the reasoning mechanisms underlying the text understand-
ing process. Ambiguities are represented as disjunctions of logical axioms [2],
tentatively assumed to hold in their encapsulating contexts. This implies also
that all interpretation alternatives be enumerated explicitly (cf. [I2] for a dif-
ferent approach using semantic underspecification as a technique to cope with
scoping ambiguities of quantifiers, an issue we have not touched upon here).

An important feature of our approach is the clear separation between knowl-
edge levels: lexeme class (categorial) and structural ambiguities are handled at
the syntax level (by phrase actors), while polysemic and semantic interpretation
ambiguities are dealt with at the context level (by multiple interpretation con-
texts). The dynamic context extension mechanism which reflects the incremental
processing strategy of the input text further constrains the satisfiability of ad-
ditional assertional axioms and supports the disambiguation of the alternative
readings.
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Abstract. Nowadays, the need of advanced free text filtering is increasing.
Therefore, when searching for specific keywords, it is desirable to eliminate oc-
currences where the word or words are used in an inappropriate sense. This task
could be exploited in internet browsers, and resource discovery systems, rela-
tional databases containing free text fields, electronic document management
systems, data warehouse and data mining systems, etc. In order to resolve this
problem in this paper a method for the automatic disambiguating of nouns, us-
ing the notion of Specification Marks and the noun taxonomy of the WordNet
lexical knowledge base [8] is presented. This method is applied to a Natural
Language Processing System (NLP). The method resolves the lexical ambiguity
of nouns in any sort of text, and although it relies on the semantics relations
(Hypernymy/Hyponymy) and the hierarchic organization of WordNet. How-
ever, it does not require any sort of training process, no hand-coding of lexical
entries, nor the hand-tagging of texts. An evaluation of the method was done on
both the Semantic Concordance Corpus (Semcor)[9], and on Microsoft(s elec-
tronic encyclopaedia ([Microsoft 98 Encarta Encyclopaedia Deluxel). The per-
centage of correct resolutions achieved with these two corpora were: Semcor
65.8% and Microsoft 65.6%. This percentages show that successful results with
different domain corpus have been obtained, so our proposed method can be
applied successfully on any corpus.

1 Introduction

The development and convergence of computing, telecommunications and information
systems has already led to a revolution in the way that we work, communicate with
each other, buy goods and use services, and even in the way we entertain and educate
ourselves. The revolution continues and one of its results is that large volumes of
information will increasingly be held in a form which is more natural for users than the
data presentation formats typical of computer systems of the past. Natural Language
Processing (NLP) is crucial in solving these problems and language technologies will
make an indispensable contribution to the success of the information systems.
Designing a system for NLP requires abundant knowledge on language structure,
morphology, syntax, semantics and pragmatic nuances. Morphological knowledge
provides the tools for building words, while syntactic knowledge combines words to
form sentences. Semantic knowledge provides the meaning of a given word, and

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 54-65, 2001.
O Springer-Verlag Berlin Heidelberg 2001
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pragmatic knowledge helps us to interpret the complete sentence in its true context.
All of these different linguistic knowledge forms, however, have a common associated
problem, their many ambiguities, which is difficult to resolve. One of the main objec-
tives in designing any NLP system, therefore, is the resolution of ambiguity. Further-
more, each type of ambiguity, whether it be structural, lexical, quantifying, contextual
or referential, requires its specific resolution procedure.

In this paper we concentrate on the resolution of the lexical ambiguity that arises
when a given word has several different meanings. This specific task is commonly
referred to as Word Sense Disambiguation (WSD). This disambiguating of a wordsl
sense is an Lintermediate task[1[19] and is necessary for resolving such problems in
certain NLP applications, such as Machine Translation (MT), Information Retrieval
(IR), Text Processing, Grammatical Analysis, Information Extraction (IE), hypertext
navigation, etc. In general terms, WSD involves assigning a definition to a given
word, in either a text or a discourse, that endows it with a meaning that distinguishes it
from all of the other possible meanings that the word might have in other contexts.
This association of a word to one specific sense is achieved by acceding to two differ-
ent information sources, known as [context[land [external knowledge sources[] The
[¢ontext[Jof a word to be disambiguated is considered as a valuable group of words
that contain, not merely general information about the text or discourse in which the
target word appears, but which also provide linguistic information about the text, such
as syntactic relationships, semantic categories, distance, etc. [External knowledge
sourcesJinclude encyclopaedias and other lexical resources, in other words, manually
operated knowledge sources that provide useful data for associating words and senses.

We should like to make a clear distinction, however, between our method and
other approaches to word-sense disambiguation systems, such as that described in [4].
The method we propose in this paper, however, is based on strategic knowledge, i.c.,
the disambiguating of nouns by matching the context in which they appear with infor-
mation from an external knowledge source (knowledge-driven WSD).

To accomplish this task, we chose WordNet as it combines the features of both
dictionaries and thesauruses, and also includes other links among words by means of
several semantic relations, (Hyponymy, hypernymy, meronymy, etc). In other words,
WordNet provides definitions for the different senses that a given word might have (as
a dictionary does) and defines groups of synonymous words by means of [Synsets(]
which represent distinct lexical concepts, and organises them into a conceptual hierar-
chy (as a thesaurus does).

Most of the recent research done in the field of WSD has been carried out with the
knowledge-driven method. Lesk in [5], proposes a method for deciphering the sense
of a word in a given context by counting the number of over-laps that appear between
each dictionary definition and the context. Cowie in [2] describes a method for lexical
disambiguation of texts that uses the definitions given in the machine-readable version
of the Longman(s Dictionary of Contemporary English (LDOCE), as in the Lesk
method, but also uses simulated annealing for greater efficiency.

Yarowsky in [20] derives different classes of words, starting from the common catego-
ries of words in Roget(s Thesaurus. Wilks in [18] uses co-occurrence data, extracted
from the LDOCE, for constructing word-context vectors and, thus, word-sense vec-
tors. Voorhees in [17] defines a form of construction, called a hood that represents
different sense categories in the WordNet noun hierarchy. Sussna in [16] defines a
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meter-based measurement that takes the semantic distance between the different nouns
in a given text into account. It assigns weights, based on its type of relation (synon-
ymy, hypernymy, etc) to WordNet links, and counts the number of arcs of the same
type leaving a node, as well as the total depth of the arcs. Resnik in [10] computes the
commonly shared information content of words, which serves a measurement of the
Specification of the concept that subsumes the words included in the WordNet IS-A
hierarchy. Agirre in [1] presents a method for the resolution of lexical ambiguity of
nouns, using the WordNet noun taxonomy and the notion of conceptual distances
among different concepts. Rigau in [13] combines a set of un-supervised algorithms
that can accurately disambiguate word senses in a large, completely untagged corpus.
Hale in [3] presents the results obtained from using a combination of Roget(s Interna-
tional Thesaurus and WordNet as taxonomies, in a measurement of semantic similarity
(four similarity metrics). Stetina in [15] introduces a general supervised word-sense
disambiguating method, based on a relatively small syntactically parsed and semanti-
cally tagged training corpus. This method exploits a complete sentence-context and all
the explicit semantic relations that occur in a sentence. Resnik in [12] presents a
measure of semantic similarity in an IS-A taxonomy, based on the notion of com-
monly-shared information content, as well as introducing algorithms that exploit taxo-
nomic similarity in resolving syntactic and semantic ambiguity. Mihalcea in [7] sug-
gest a method that attempts to disambiguate all of the nouns, verbs, adverbs and ad-
jectives in a given text by referring to the senses provided by WordNet.

In this paper, we present a method of solving the lexical ambiguity of nouns. Our
method relies on knowledge provided by the WordNet noun taxonomy.

2 The PLN System with the WSD Module

In this section we describe, in detail, the architecture employed in developing a NLP
system with the WSD module. The text that is to be disambiguated come from differ-
ent files and are passed through a prepocessing. The first step in prepocessing consist
of using a part-of-speech (POS) tagger to automatically assign syntactic tags to the
text. Next, a partial parsing is used to extract all the words from the sentences whose
lexical category is based on the noun, for the subsequent resolution of their morpho-
logical ambiguity. These nouns are the input for the WSD module, the output being
another slot structure with the corresponding senses.

A grammar (SUG) that recognises every constituent (np, pp, p, verbal chunks) is
first defined. Our process, however, only uses the np to disambiguate the nouns of a
sentence. This grammar is automatically translated into Prolog clauses. The translator
will provide a Prolog program that can parse sentences. The program will return
structure (SS) for each parsed sentence. This SS stores the syntactic, morphological
and semantic information of the np constituent, thus solving their morphology ambi-
guity. After a sentence has been parsed, its SS will be the input for the WSD module.
This module will consult the WordNet knowledge base for all the words that appear in
the context, returning all of their possible senses. The disambiguation algorithm will
then be applied and a new SS[iwill be returned, in which the words have the correct
sense assigned. This process is illustrated in Figure 1. We should like to emphasise
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that this resolution skill allows us to produce modular NLP systems in which the
grammatical rules, the knowledge base (WordNet), the parsing scheme and the WSD
module are all quite independent of one other.

In the following section, we describe, from an intuitive point of view, how this
module functions, and we define the concept of Specification Marks for word-sense

disambiguation.
-

WSD

File of text

POS Tagge

Translator _,, Parsing

with word sense.

\

SUG

Figure 1. NLP system with WSD module

3 Method with Specification Mark

The method we present here consists basically of the automatic sense-disambiguating
of nouns that appear within the context of a sentence, whose different possible senses
are quite related. The context is given by the words that co-occur with the given word,
within a sentence and by their relations to the word to be disambiguated. The disam-
biguation is resolved with the use of the WordNet lexical knowledge base (1.6).

The underlying intuition to this approach is that the more similar two words are,
the more informative the most specific concept that subsumes them both will be. In
other words, their lowest upper bound in the taxonomy. (A [conceptlhere, corre-
sponds to a Specification Mark (SM). That is to say, the more information two con-
cepts share in common, the more similar they obviously are, and the information
commonly shared by two concepts is indicated by the concept that subsumes them in
the taxonomy.

The input for the WSD module will be the group of words W={W, W,, ..., W,}.
Each word w; is sought in WordNet, each having an associated set Si={S;;, Sis, .., Sin}
of possible senses, and each sense having a set of concepts in the IS-A taxonomy
(hypernymy/hyponymy relations). First, it the common concept to all the senses of the
words that form the context is sought. This concept is denominated the Initial Specifi-
cation Mark (ISM). If this Initial Specification Mark does not resolve the ambiguity of
the word, we descend from one level to another, through the WordNet hierarchy,
assigning new Specification Marks. The number of concepts containing the sub-
hierarchy will then be counted for each Specification Mark. The sense that corre-
sponds to the Specification Mark with highest number of words will be chosen as the
sense disambiguation within the given context.
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To illustrate graphically how the word (W) is disambiguated, in Figure 2 the word
(W)) has four different senses and several word contexts. It can be seen that the Initial
Specification Mark does not resolve the lexical ambiguity, since the word W appears
in three sub-hierarchies with different senses. The Specification Mark with the symbol
(*) however, contains the highest number of words from the context (three) and, will
therefore be the one chosen to resolve the sense s, of the word W, The words W, and
W3 are also disambiguated by choosing the senses s; respectively. W, has not been
successfully disambiguated, as it is out of the scope of the application of the heuris-
tics.

Word to be
disanpbiguated
Initial Specificity Mark
Context={W1, W2, W3, W4}
Senses:

Spec. Mark

Wi={s1.s2,53,54} Spec A4
W2={sl.s2}

Spec.
Mark

o o
W2(sl) X'B(sl)

W(s4)

It is chosen the Specificity Mark
With sense s2 of the word W1.

Figure 2: Intuitive example of Specification Marks algorithm.

3.1 Improvement

At this point, we should like to point out that after having evaluated the method, we
subsequently discovered that it could be improved, providing even better results in
disambiguation. We therefore define three heuristics:

H1 (hypernym): This heuristic solves the ambiguity of those words that are not di-
rectly related in WordNet (plant and leaf) but the word that is forming the context, is
in some composed synset of a hypernymy relationship for some sense of the word to
be disambiguated (leaf#fl = plant organ). To disambiguate a given word, all of the
other words included in the context in the hypernyms synsets of each of its senses are
checked, and a weight is assigned to it in accordance with its depth within the sub-
hierarchy, and the sense that carries the greater weight is chosen. In the case of there
being several senses with the same weight, we apply the following heuristic.

H2 (definition): With this heuristic, the word sense is obtained using the definition
(gloss used in WordNet system) of the words to be disambiguated (sister, person,
musician). To disambiguate the word, all of the other words that belong to the context
in the gloss of WordNet for each of the synsets, are checked, and the weight of each
word that coincides is increased by one unit. The sense that finally has the greatest
weight is chosen. In case of there being several senses with the same weight, the fol-
lowing heuristic is then applied.

H3 (Common Specification Mark): With this heuristic, the problem of fine-
grainedness is solved (year, month). To disambiguate the word, the first Specification



WSD Algorithm Applied to a NLP System 59

Mark that is common to the resulting senses of the above heuristic is checked. As this
is the most informative of the senses, it is chosen. By means of this heuristic one it is
tried to solve the problem of the fine grainedness of WordNetls sense distinguishes,
since in most of the cases, the senses of the words to be disambiguated differ very
little in nuances, and as the context is a rather general one it is not possible arrive at
the most accurate sense.

4 Disambiguation Algorithm

In this section, we formally describe the algorithm with Specification Marks, employ-
ing the following five steps and using the three heuristics:
Step 1 Extract all of the nouns to disambiguate from their respective sentences. These
nouns constitute the input context. Context={W;, W,, ..., W}, for example Con-
text={plant, tree, perennial, leaf}.
Step 2 For each word W; in the context, all of its possible senses, S;={S;;, Si, --., Sin}
are obtained from WordNet. For each sense S;; all the hypernyms synsets are obtained
and stored in stacks.

Plant#1: Building complex#l, Structuretl, artifact#l, object#l entity#l

Plant#2: life form#l, entity#l
Step 3
For each word

For each sense
For each hypernym.

The given hypernym synset is looked for in all the other senses of all the

words.

All of the senses in which this hypernym synsets appears are then stored.

For PLANT:
For PLANT#I:
Plant#l ->
Building complex ->
Structure ->
Artifact ->
Object -> leafttl, leaf#2,leaf#3
Entity -> plant#2,plantitd, treett] leaf#l, leaf#2,leaf#3,perennial#l
Step 4
For each word
For each sense
It must be located within the bottom hypernym synset of the stack and the
number of words in the list created in the step 3 are counted.
This number of words is then assigned to that sense.
For PLANT:
PLANT#I:4 (plant, tree, perennial, leaf)
PLANT#2:4 (plant, tree, perennial, leaf)
PLANT#3:1 (plant)
PLANT#4:4 (plant, tree, perennial, leaf)
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Step 5
For each word, select the sense(s) whose number(s) is/are the greatest (MAX).
If there is only one sense (MAX=1), it is obviously chosen.
If there is more than one sense (MAX>1) return to Step 4, lowering by one level
within the taxonomy until a single sense is obtained (MAX=1).
In other cases, the heuristics are activated, which means that the word has not been
disambiguated with the sole use of the hypernymy relationships that appear in
WordNet.
In this case: Max(plant)= {plant#l, plant#2, plant#4} it would be necessary rise within the
taxonomy and return to Step 4. When it arrives at the level of <life from>, the only maximum
that will be obtained is plant#2, and that sense will therefore be assigned to the word ,,plant .

We shall now detail the proposed heuristics:
H1 (Hypernym):
Weight=0. // Each sense has an initial weight of 0.
For all of the non-disambiguated words
For all of the non-disambiguated senses. Select hypernyms.
For the rest of the words belonging to the context
Search to verify if it appears in some of the hypernyms.
If it appears, the weight of this sense is increased proportionate to its depth
in the taxonomy. The relationship is as follows:
Weight=weight+(deep/total deep).
The sense with the greatest weight is chosen and given as the solution. If there are
more than one ambiguous sense, the definition heuristic is applied.

Context: plant, tree, leaf, perennial. Words non disambiguated: leaf. Senses: leaf#1, leaf#2.

For leaf#1: For leaf#2:
=> entity, something => entity, something
=> object, physical object => object, physical object
=> natural object => substance, matter
=> plant part => material, stuff
=> plant organ =>paper
=> leaf#l, leafage =>sheet, piece of paper

=> leaf#2, folio
In this example, therefore, the sense leaf#1 is therefore selected as the result of the
disambiguation, since its weight ((4/6)+(5/6)) is the greatest 1,5.

H2 (Definition):
For all non-disambiguated senses
For all words that belong to the context
These words are sought in the definition of the sense
If they appear, Weight=Weight+1

The sense with the greatest weight is selected and given as a solution.
If there are more than one ambiguous senses, the heuristic Common Specification
Mark is applied to them.
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Context: person, sister, musician. Words non disambiguated: sister, musician. Senses: sis-
terttl sister#t2, sister#s.

For sister#1: - Weight =2

sister, sis -- (a female person who has the same parents as another person; "my sister married a
musician")

For sister#2: - Weight =0

Sister -- ((Roman Catholic) a title given to a nun (and used as a form of address); "the Sisters
taught her to love God")

For sister#3: - Weight =1

sister -- (a female person who is a fellow member (of a sorority or labor union or other group);
"none of her sisters would betray her")

In this example, the best sense is sister#1, because it has is the greatest weight.

H3 (Common Specification Mark):
This heuristic searches the first common synset to the previous resulting senses of the
above heuristic because it has the most informative content.

Context: year, month. Words non disambiguated: year. Senses: year#l, year#2, year#3.

For year#1: For year#2:
=> abstraction => abstraction
=> measure, quantity =>measure, quantity
=> time period, period => time period, period
=> year#1, twelvemonth => year#2

In this example, and due to the fine-grainedness of WordNet, month does not
specify anything about the meanings of [year[lit is therefore fine-tuned the sense of
year is given as time period.

5 Evaluation & Discussion

We tested this method on sentences taken from the Semantic Concordance corpus
(Semcor) and from Microsofts electronic encyclopaedia (Microsoft Encarta 98 Ency-
clopaedia Deluxe). With texts that were chosen at random, 90 sentences and 619
nouns for the Semcor and 90 sentences and 697 nouns for the encyclopaedia. The test
that was done to evaluate the method was carried out first without and then with heu-
ristics, to demonstrate the percentage of improvement that these heuristics provide.

5.1 Results

The following table show the percentages obtained when the method is applied with
the base algorithm and with the heuristics employed here. These results demonstrate
that when the method is applied with the heuristics, the percentages of correct resolu-
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tions increases, thereby improving word-sense disambiguation. This table provide
some statistics for comparing the improvements obtained for the individual applica-
tion of each heuristics.

SEMCOR ENCARTA
% Correct Incorrect Ambiguous | Correct | Incorrect | Ambiguous
Base algorithm 5205% 28% 1915% 552% | 267% 1811%
1 Lheuristic 53% 297% 173% 564% [272% 16(4%
2[heuristic 5305% 302% 1613% 583% | 275% 1412%
3 Lheuristic 658% 3205% 17% 656% |333% 11%

Regarding the above data, we should like to point out that the appearance of 1.7%
and 1.1% of ambiguous words is due to the fact that no common synsets are obtained
for ambiguous nouns.

5.2 Comparison with Other Work

As indicated by Resnik ef al. in [11] WSD methods are very difficult to compare, due
to the many differences found among the words chosen for disambiguation and be-
cause of the different approaches considered (i.e., knowledge-based, corpus-based and
statistic-based methods).

Resnik in [10] applied his method to a different task, for the automatic sense-
disambiguation of nouns that appear within sets of related nouns. Input for this sort of
evaluation comes from the numbered categories of Rogetls Thesaurus, which makes
its comparison with our method rather difficult.

Yarowsky in [21] reported an improvement that afforded a performance of 91.4%
correct resolutions. His method, however, focused on just two senses, and for a rather
limited number of nouns. It also requires a large training corpus, so we could hardly
attempt to make a meaningful comparison.

Mihalcea et al. in [7] proposed a WSD method that uses two sources of informa-
tion. (1) Searching on Internet with queries formed. And the senses are ranked by the
order provided by the number of hits. (2) WordNet for measuring the semantic density
of a pair of words. Although this method had a reported average accuracy of 85.7 %
for nouns, it is tremendously inefficient as it requires a previous filtering due to the
combinatorial problem. Our method resolves this problem, because it is fully auto-
matic and requires no filtering process nor any manual query forms on Internet.

We think that the results published by Stetina ef al. in [15] cannot be compared
with ours for several reasons. It presents us with a supervised word-sense disambigu-
ating method and a semantically-tagged training corpus, and therefore requires a
training process for one to lean how to use the restricted domain.

We can, however, compare our method with those of Agirre ef al. in [1] and
Yarowsky in [20], since their approaches are the most similar we have seen to ours.
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The article [20] had to adapt for working with WordNet, in [1]. The results| are those
shown in the following table.

% Coverage Precision Recall
Specification Marks | 98.5 % 66.6 % 65.7 %
Agirre and Rigau 86.2 % 71.2 % 61.4%
Yarowsky 100 % 64.0 % 64.0 %

A more ample and detailed comparison to the above methods would be valuable,
but this is not yet possible as they have been compared with different version of
WordNet and of input sentences. We have used the 1.6 version of WordNet, which
implies greater fine-grainedness as well as a greater number of senses for each word
than version 1.4 offers.

5.3 Discussion

The obtained results demonstrate that our method improves the recall of the others
compared methods. Furthermore, it improves the precision of the Yarowsky method
and coverage of the Agirre-Rigau method.

6 Conclusion and Further Work

In this paper, we have presented an automatic disambiguation method for nouns which
is based on Specification Marks between words, using word-sense tags from Word-
Net. This method does not require any training process nor any hand-tagging. Work-
ing from a text of any domain, therefore, we can automatically obtain, the senses of
words.

The problem found in the experiments carried out with the Semcor corpus and the
Microsoft Encarta 98 electronic encyclopaedia is that the method depends on the
hierarchical structure of WordNet. There are words that should be related semanti-
cally, but WordNet does not reflect such relationship. The words plant and leaf, for
example, both belong to the flora context, yet WordNet includes only plant in this
concept, while leaf is assigned to object concept. To solve this problem we have
defined the Hypernym and Definition heuristics.

WordNet is not a perfect resource for word-sense disambiguation, because has the
problem of the fined-grainedness of WordNet(s sense distinctions [4]. This problem
causes difficulties in the performance of automatic word-sense disambiguation with
free-running texts. Several authors, like Slator and Wilks in [14], have stated that the
divisions of a given sense in the dictionary are too fine for the work of Natural Lan-
guage Processing. To solve this problem, the Common Specification Mark heuristic
was defined since it provides an information concept that is common among such

! Coverage is given by the ratio between total number of answered senses and total number of senses.
Precision is defined as the ratio between correctly disambiguated senses and total number of answered
senses. Recall is defined as the ratio between correctly disambiguated senses and total number of senses.
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senses. We feel that the results obtained are promising, considering the difficulty of
the task carried out. We used free-running texts, a great number of senses for each
word (in WordNet) and there was a considerable lack of context in the texts.

In further work we intend to modify the method by using more and better semantic
relationships from WordNet and adding more lexical categories for disambiguation,
such as verbs, adjectives and adverbs. This should not only give the method more
context information but should also relate such information much better, in line with
the proposal of McRoy in [6], that fledged lexical ambiguity resolution should com-
bine several information sources. More information from other lexical sources, (both
dictionaries and thesauruses), are also required.

The most important novelty, however, is probably the use syntactic relationships,
combined with different techniques and resources, to produce an all together better
word-sense disambiguation.
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Abstract. We present results of the project Prolex. The aim of the
project is the automated analysis of proper names, especially a descrip-
tion of relations between different proper names in a text. The system
currently works with geographical proper names (place names, derived
adjectives and names of inhabitants) in French.

It consists of a database containing specific types of proper names and re-
lations between the different names. Using these names and relations, the
program can group the proper names appearing in a text that may be-
long together (such as Beijing-Chinese-Pekinese-China; American-United
States-Washington). This is done by constructing an association matrix
between them and by computing the transitive closure of this Boolean
matrix. The method is explained with an example.

Key words: Proper Names, Place Name, Inhabitant Name, Natural
Language Processing (NLP), Electronic Dictionary, Relational Data Base,
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1 Introduction

”Beijing frowns and Washington pays close attention”

”Pékin fronce les sourcils et Washington ouvre 'oeil” (Belgium Newspa-
per Le Soir, 02/25/00)

The Prolex project is a university research project whose purpose is the auto-
matic processing of proper names. In particular, it studies the relations between
the various forms of the proper names of a text. This relational aspect is orig-
inal. Current research about proper names is based on heuristics. Some simply
declare as ”proper names” all the unknown words starting with a capital letter
[14]. More sophisticated ones use local grammars [5[7/3] and propose to classify
the identified proper names [I0]. Today, the whole of this research often merges
with more general research on named entities. This research was the occasion

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 66-[78] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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for various evaluations, especially within the framework of Muc conferences [13].
In NLDB’99, we presented our database of toponyms (place names), inhabitant
names and derived adjectives that we constructed for the Project Prolex [12].
We have introduced that we register the links between these words, in the pur-
pose of the automated analysis of geographical proper names. We shall present
linguistic and computational aspects of a use of our Geographical Proper Names
Database for the Natural Language Processing of a text dealing with interna-
tional politics.

We have acquired some experiment with the first database made by Claude
Belleil [1], for France. We had noticed that the use of a database is much too
slow, as concerns NLP. So we have used transducers automatically build from
it. We call it ”electronic dictionary”. It is in fact a minimal transducer, within
the meaning of [9]. It is built directly by the algorithm of [§]. This transducer
includes only a part of the direct links of the DB.

We will explain the method, not the tool that we will make. We study the prop-
erties of texts dealing with international affairs (Section B), then we explain the
different steps of our method (Section B). First we collect information from our
database (Section BIBI), then we sum it up (Section BIZ.2)). Next we build a
Boolean matrix of the links between the collected words (Section BIB3). Fourth
we compute the transitive closure of the matrix (Section BIB4). Lastly, we obtain
tags to add to the geographical proper names of the text (Section BIBg).

2 Properties of the Texts Dealing with International
Politics

Our purpose is to automatically compute texts of newspapers. They have some
pecularities. Let us look at a text of an example, from the French newspaper Le
Monde (02/23/00):

"Pékin menace Taipeh d’intervention militaire en cas d’enlisement du
processus de réunification... C’est un glissement d’importance dans la
position de Pékin a 1’égard de Taiwan ...on en trouve trace dans de
multiples déclarations de dirigeants pékinois... Le raidissement de sa
position sur une intervention militaire traduit 'irritation croissante de
Pékin devant les obstacles placés par les Taiwanais sur le chemin de
la réunification alors que la récupération de Hong-Kong et de Macao
a été bouclée sans heurts.... Les Chinois font certes un geste en accep-
tant d’ouvrir les discussions sur un pied d’égalité ... Les Américains
intensifient leurs manouvres diplomatiques afin d’éviter la réédition de
la crise des missiles de la présidentielle du printemps 1996. L’objectif de
Washington est d’ouvrir des canaux de communication au plus haut
nivea’...

! Beijing has threatened to use force against Taipei in the event of the sinking of the
reunification process. It is a modification of importance in the position of Beijing
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This text includes the names of six places, three inhabitant names and a derived
adjective. Among these toponyms, we find one name of country (Taiwan- Tai-
wan-) and three names of capital cities (Pékin- Peking-, Washington and Taipeh-
Taipei-). The The last two are the names of regions that have been united with
the mainland (Macao, Hong-Kong).

One of the inhabitant names (Taiwanais- Taiwanese-) is related to a mentioned
country (Taiwan) but the two others (Américain-American- and Chinois- Chi-
nese-) are not. The adjective (pékinois- Pekinese-) derives from the name of the
inhabitants of Beijing (Pékinois- Pekinese-).

We wish to give prominence to five groups as on Table [T}

| Group of Words |

Taiwan, Taiwanais, Taipeh
Pékin, pékinois, Chinois

Washington, Américains

Macao
Hong-Kong

Table 1. Three countries and two concerned areas

It is very important to notice that the different words of each group can be
exchanged, without changing the meaning of the text. For example ” Beijing has
threatened to use force against Taipei” may be changed into ” The Chinese have
threatened to use force against Taiwan” or ”Pekinese Leaders has threatened
to use force against the Taiwanese”, or any other exchange. In this case we say
that there are metonymies between the name of a country, the name of its capital
town, the name of its inhabitants and the government of the country (Figure[I).
This explains the reason why the text speaks of the US and of China, although
these words do not appear in the text. The name of the USA is replaced by
Washington and les Américains, and the name of China is replaced by Pékin,
pékinois or Chinois.

To refer to the government, an equivalent nominal group can be made with a
word like les dirigeants (the Leaders), le gouvernement (the Government) or
les autorités (the Authorities) and a provenance adjective (from the name of
the capital or the name of the country). Here we can write Pekinese Leaders,

with regard to Taiwan... one can find trace of it in many declarations made by
Pekinese Leaders... The stiffening of its position on a military intervention proofs
the increasing irritation of Beijing because of the obstacles placed by the Taiwanese
on the path of reunification whereas the recovery of Hong-Kong and Macao did not
rise any trouble... The Chinese surely are making an effort by accepting to start
the negotiations on state-to-state basis... the Americans intensify their diplomatic
operations in order to avoid the repetition of the missiles crisis as it had once before
during the presidential elections in 1996.. The purpose of Washington is to open
channels of communication on the highest level...
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/ Name of Country
h

| Name of Inhabitants |474>{ Name of Capital Town

\ Provenance Adjective /

Fig. 1. Metonymies

Chinese Government or Pekinese Authorities, or obtain some other equivalent
expressions by exchanging the two adjectives together (Figure[2).

A
=1
N

Chinese

Pekinese

Fig. 2. A local grammar for the Chinese Government

We assume too that in every text that we study, there is either the name of the
country or the name of the capital town.
Our method is based on all these remarks.

3 Method

The text is analyzed automatically by the computer. When a Geographical
Proper Name is recognized, we automatically collect information about it and
about the words that are associated with it from our database. We use a filter
to eliminate associated words that are not relevant for our purpose. Our method
is explained step by step on the example of the newspaper Le Monde. We show
the collected information in tables [ and [
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3.1 Recognition of the Proper Names

Let us have a look (Table[d) at an extract from our database as regards the six
toponyms. They have a key and a type-code (”1” if the toponym is the name
of an Independent Country, ”2” if it is the name of a Capital, ”3” means ”is a
Region of”...). This information is collected with a special treatment when the
Type-Code is ”3”. We will explain it later.

|French Word|key|Type—code|French Word| key |Type—code|
Hong-Kong | T6 3 Taipeh |T10 2
Macao |T7 3 Taiwan |T12 1
Pékin T8 2 Washington |T13 2

Table 2. Toponyms of the text

In our database, Inhabitant Names and Adjectives are registered as lemmad?
(see Table B). They have a key, a code (with the same signification) and an in-
flection code (This is most often the same thing for the Inhabitant Name as for
the derived adjective). Owing to the inflection code, we will be able to recognize
Américains as an inflection of the lemma Américain. It is the same thing for
pékinoise that comes from the lemma pékinois.

INHABITANTS NAMES DERIVED ADJECTIVES
French word |Code|Key|Inﬂection French word |Code|Key|Inﬂection
Américain 1 |Gl 3 américain 1 [Al 3
Chinois 1 | G2 1 chinois 1 [A2 1
Hongkongais | 3 | G3 1 hongkongais | 3 | A3 1
Pékinois 2 | G4 1 pékinois 2 | A4 1
Taiwanais 1 |GbH 1 taiwanais 1 [A5 1
Washingtonien| 2 |G6 2 washingtonien| 2 | A6 2

Table 3. Inhabitant name and derived adjective lemmas

For each toponym of the text, we collect the information about associated in-
habitant name and derived adjective lemmas.

2 For the names and for the adjectives the lemma is the masculine singular form; for
the verbs it is the infinitive form.

3 The inflections are the four forms, masculine singular, feminine singular, masculine
plural, feminine plural.
If code = 1, the four endings are (-, e, -, es) e.g. Chinois, Chinoise, Chinois, Chinoises
If code = 2, the four endings are (-, ne, s, nes) e.g. Washingtonien, Washingtonienne,
Washingtoniens, Washingtoniennes
If code = 3, the four endings are (-, e, s, es) e.g. Américain, Américaine, Américains,
Américaines
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For all the geographical words of the text, we present, Table d the associations
between toponyms and inhabitants names or between toponyms and derived
adjectives. We notice that new toponyms have been collected. For instance, the
names Etats-Unis and Chine, but also the name Amérique. Actually, some words
are ambiguous. Like Américain in French. It means as well inhabitant of the U-S

as inhabitant of the Americas. When we compute the text, we have to collect
the two associations.

IsNameO fInhabitantsO f IsAdjectiveO f
Toponym |Key|Key| Inhabitant Toponym |Key|Key| Adjective
Etats-Unis | T3 | G1 | Américain Etats-Unis | T3 | A1 | américain
Amérique | T1 | G1| Américain Amérique | T1|Al| américain
Chine T2 | G2 Chinois Chine T2 | A2 chinois
Hong-Kong| T6 | G3 | Hongkongais ||Hong-Kong| T6 | A3 | hongkongais
Pékin T8 | G4 Pékinois Pékin T8 | Ad pékinois
Taiwan |[T12| G5 Taiwanais Taiwan |T12| A5 taiwanais
Washington|T13| G6 |Washingtonien||Washington|T13| A6 |washingtonien

Table 4. Associations between toponyms, inhabitants names and derived adjec-
tives

In Table B we collect the associations between the former toponyms, as mentioned
above: to be a Capital, a Region, a Country... An other association is relevant
for us, it is the association between synonyms ( Taipei is a synonym of Taipeh).
We code ”4” for the synonyms.

Toponym |key| Included |key|Type

Toponym -code
Amérique | T1 | Etats-Unis | T3 | 1
Chine | T2 |Hong-Kong|T6| 3
Chine | T2 Macao T7| 3
Chine | T2 Pékin T8 | 2
Etats-Unis| T3 |Washington|T13| 2
Pékin | T8 | Beijing |T4| 4
Taipeh |T10| Taipei |T11| 4
Taiwan |T12| Formose |T5| 4
Taiwan |T12| Taipeh [T10[ 2

Table 5. Links between toponyms

As regards names of Countries and of Capital Towns, we must mention an other
aspect of the terminology. Some denominations have been pointed out as ”offi-
cial denominations”. They are used in all the official documents. The texts of
newspapers that we intend to automatically treat, do not only use the official
names, but other ones also. In newspapers, the difference is mainly stylistic. In
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our database these denominations are registered as ”canonical forms”. All the
equivalent expressions are linked to the canonical form. As a result, when two
names of a Capital or of a Country are synonymous, either one of them is an
official denomination and they have an association, that is to say a direct link, or
they are both associated with the official denomination, so they have an indirect
link.

Let us sum up what we have collected for the word Taiwan: we have collected
the links between the names Formose, Taiwanais, Taipeh, and the adjective tai-
wanais. Besides there is a link between Taipei and Taipeh.

The name of most countries has two official forms (here we have only collected
one) and lot of toponyms have many synonyms. Our purpose is to introduce our
method, not to be exhaustive. In this presentation, we have reduced the number
of collected words, otherwise the Boolean matrix (next step) would be too big.
For this reason, we eliminate the adjectives for the next steps of our presenta-
tion. The treatment of the adjectives can be inferred from the treatment of the
names of inhabitants. Nevertheless we notice that the number of collected words
is growing. That is not a problem for automatic analysis.

3.2 Organization of the Collected Data

The program only collects the keys and the Type-Code. For each word we have
the list of the associated keys. Remember that when the type-code is 3 (like for
Macao and Hong-Kong) we have a separate treatment: we do not collect the
link with the country including the region. Let us sum up the words of
our example, in the Table [6l and the Table[d, and, for each word, sum up the list
of associated word keys. We add the full words to be clear.

| Name |Key|Type—code|Associated links| Associated Names list
Amérique | T1 5 G1 Américain
Chine T2 1 G2, T8 Chinois, Pékin
Etats-Unis | T3 1 G1, T13 Américain, Washington
Beijing | T4 4 T8 Pékin, Chine
Formose | T5 4 T12 Taiwan
Hong-Kong| T6 3 G3 Hongkongais
Macao T7 3
Pékin T8 2 G4, T2,T4 Pékinois, Chine, Beijing
Taipeh |T10 2 T12, T11 Taiwan, Taipei
Taipei |T11 4 T10 Taipeh
Taiwan |T12 1 G5, T10, T5 |Taiwanais, Taipeh, Formose
Washington|T13 2 G6,T3 Washingtonien, Etats-Unis

Table 6. Toponyms
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Inhabitant |Key|Associated Associated
Name Key| Links Names List
Américain | G1| T3, T1 |Etats-Unis, Amérique
Chinois G2 T2 Chine
Hongkongais | G3 T6 Hong-Kong
Pékinois G4 T8 Pékin
Taiwanais | G5 T12 Taiwan
Washingtonien| G6 T13 Washington

Table 7. Inhabitant Name

3.3 Building of an Association Matrix between the Associated
Words

We build a square Boolean matrix with a row and a column for each collected
word. We put a ”1” at the intersection between rows and columns of associated
words. Each ”1” at the intersection between line i and column j means that there
is a direct link between the word i and the word j, either in the Table [l or in
the Table [7.

The geographical words of the example are Pékin, Taipeh, Pékin, Taiwan,
Pékinois, Pékin, Pékin, Taiwanais, Hong-Kong, Macao, Chinois, Américains,
Washington.We deal with the first occurrence of each word.

For each word, step by step, we build the matrix with the collected links (Fig-

ure [3)).

1. We write the first word in a table, on the first row.
2. We look for the associated keys: G4, T2, T4 (Pékinois, Chine, Beijing).

3. The next word is Taipeh (T10). We add it into the matrix on the fourth line.
There is no association between Taipeh and the former words. We introduce
the link with T12, T11 (Taiwan, Taipei).

4. The next word is Taiwan (T12). We have the line 7 for it. We have already
registered the association with Taipeh. It also has a link with G5 and TbH
(Taiwanais, Formose).

5. The next word is Pékinois (G4). It is already line 2. Its link with Pékin is

already registered. Next is Taiwanais (G5). It is line 8. The next word is
Hong-Kong (T6), it has a link with Hongkongais (G3).

And so on... Lastly we obtain a 18x 18 matrix.
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Fig. 3. Association matrix between the geographical words of the text
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3.4 Compute of the Indirect Links between the Selected Words

The Boolean matrix registers the links between two words of the text. It is
symmetrical. Other links can be performed by transitivity: so we compute the
transitive closure of the Boolean matrix [4].

The algorithm of transitive closure is performed in that way: we note O, -z being
the number of the lines in the matrix- the operation whose effect is to copy each
”1” that belong to the line z in every line having a ”1” in column z.

First we perform O;. All the ”1” of the first line are written in the lines having
a”1” in the column 1. Here it affects the second, the third and the fourth lines.
Then we perform Oy. The ”1” of the second line are written on the first, the
third and the fourth lines. We go on until O;5. Then we obtain the association
matrix after the transitive closure (Figure @l).

[1JzTaTalsTa]7 T8 Jo nofmnfazlaafeafusJa6 1718
Pekin TS 1 1 1
Pékinois G4 2 11
T2 3 - L]
T4 4 i
Talpch Tio | & Tat
Til | & A T
Talwan Tiz | 7 8 .
Tahwanais Gs 8 EEdad gl |
T 9 TPl
Hong-Kong Th 10 é l 1 |
33 1]
Macao 7 | 12 EE]
Chinois Gr | 13 FETe 1 i
Armiéricain Gl | 14 Tl f1 11
T | 18 i 1l
Tl 16 1 R
Washington T3 [ 17 TEI T
Gé | 18 HEEEEEER

Fig. 4. Associated matrix after the transitive closure

Every ”1” in the matrix at the intersection of the column ¢ and the line j shows
a transitive link between the word number 7 and the word number j.

3.5 Results

On the matrix obtained by the transitive closure, we only keep the lines corre-
sponding to the words of the text, and we group the similar lines together. So we
obtain the words of the text that have to be put in the same group. We obtain
the matrix of the Figure [H.

We recall that our transducer (Section[Il) contains only a part of the direct rela-
tions of the data base. The Figure [l pools the words of the text that have either
a direct relation or an indirect relation. We have labeled each group. We will use
it as a tag (Figure @) for the key of the pool.
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Fig. 5. Groups of the associated words of the text

4 Conclusion

The Prolex project is the automatic processing of proper names. It includes the
relations between the various forms of proper names present in a same text.
The work we have presented here is a part of this treatment. The purpose is to
tag proper names and relations in the text like on Figure Bl In this example,
we use the directive of the Text Encoding Initiative (http://etext.virginia.edu/
TELhtml) [2].

We are now dealing with proper names relatives to foreign countries. This sec-
ond step needs the merging of the first database with different thesaurus of
geographical proper names relatives to the foreign countries. It is in progress. A
study of the long names of countries [I1] has lead to local grammar rules. With
these rules we are able to recognize expressions that are not in our dictionary.
This rules are connected to the short names. So we will be able to connect these
expressions with the countries.

Among the other development of the Prolex project, we can cite three of them (at
the University of Tours, either at the Computer Laboratory (LI) or at the theme
Language and Information technologies (LTI): To translate proper names: to day,
Thierry Grass works on German-French comparison. To build local grammars
about the determination and modification of proper names (Nathalie Garric).
To apply the Prolex knowledge on proper names for text classification and clus-
tering (Nathalie Friburger).
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<name type="Toponym/Country capital" key="group 1"=
Pekin </name=>
menace
<name type="Toponym/Country capital” key="group 2">
Taipeh </name=
d'intervention militaire en cas d'enlisement do processus de réunification...C'est un glissement
d'importance dans la position de
<name type="Toponym/Country capital” key="group 1"=
Pékin </name=
al'égard de
<name type="Toponym/Country" key="group 2">
Taiwan </name=>
...on en trouve trace dans de multiples déclarations de dirigeants
<adjective type="Toponym/Country capital” key="group_1" reg=«pékinois»=
pékineds </adjective>
... Le raidissement de sa posilion sur une intervention militaire traduit 'irritation croissante de
“name type="Toponym/Country capital” kev="group 1">
Pékin </pname=
devant les obstacles placés par les
<name type="Inhabitants/Country" key
Taiwanais </name>
sur le chemin de la réunification alors que la récupération de
<name type="Toponym /Region" key=" group 3i"=
Hong-Kong </name™>

group 2" reg=«Taiwanais»=

ct de
<name lype="Toponym /Region" key=" group 4"=
Macao </namec>
a &t¢ bouclée sans heurts... Les
<name type="Inhabitants/Country" key="group 1" reg=«Chinois»=>
Chinois </name>
font certes un geste en acceptant d’ouvrir les discussions sur un « pied d'égalité ».. Les
<name type="Inhabitants/Country" key="group 5" reg=«Américain»=
Américains </name=
intensifient leurs manceuvres diplomatiques afin d'éviter la réédition de la " erise des missiles " de
la présidentielle du printemps 1996, L objectif de
<name type="Toponym/Country" key="group 5"=
Washington </name=
est d ouvrir des canaux de communication au plus haut niveau. ..

Fig. 6. The encoded text
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Abstract. Much of the research that deals with understanding the real world
and representing it in a conceptual model uses the entity-relationship model as a
means of representation. Although the relationship construct is a very important
part of this model, the semantics of relationship verbs are usually not
considered in much detail, due, in part, to their generic nature. In this research,
an ontology for classifying relationships based upon their verb phrases is
proposed. The ontology is intended to serve as a useful part of database design
methodologies to understand, capture, and refine the semantics of an
application. Testing of the ontology on a number of cases illustrates its
usefulness.

Keywords.  conceptual modeling, relationships, semantics, ontology, entity-
relationship model

1. Introduction

The purpose of conceptual modeling is to understand the real world and represent it in
an implementation-independent model, such as the entity-relationship model. Entities
represent things in the real world; a relationship is usually defined simply as an
association among entities. Some of the challenges of conceptual modeling focus on
identifying which construct to use; that is, whether something should be represented
as an entity, a relationship, or an attribute. The verb phrase of a relationship is usually
selected by a designer without a great deal of thought given to finding the one that
best reflects the semantics of the application.

One reason for the lack of analysis of verb phrases may be the structure of the
relational model where, a one-to-many relationship is represented by a foreign key.
Therefore, there is no trace of the verb phrase of the relationship from which the
foreign key came. For a many-to-many relationship, however, a separate relationship
relation is created [Teorey et al.,, 1986] with the name of this relation usually some
variation of the verb phrase. Understanding the semantics of a verb phrase would be
useful for several reasons. First, the verb phrase that most accurately models the real
world makes the conceptual design easiest for the end-user to understand. This is
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useful when eliciting feedback from the user about the correctness and completeness
of the design. Second, it would assist when resolving conflicts among schemas in
heterogeneous databases. This is especially so with the increase in the number of web
databases and the potential need to integrate them. Third, automated database design
tools would benefit from some surrogate for understanding the meaning of
relationship verb phrases when checking the completeness of a given design and
automatically generating a new design from a generic schema. The objective of this
research, therefore, is to: develop an ontology that would assist in the meaningful
classification of verb phrases of relationships. The contribution is to provide a means
of understanding verb phrases so that semi-automated comparisons among
relationships can be made for the evaluation or generation of database designs. Our
current research is also analyzing how to develop an ontology for relationships using
a linguistic approach [Ullrich et al., 2000]. The research reported here, however, is
based upon research on data abstractions and other semantic relationships.

2. Related Research

A relationship is of the form A verb-phrase B, where A and B are entities. Although
relationships are usually classified according to their cardinalities (unary, binary,
ternary, n-ary), much of the semantics of a relationship is captured in its verb phrase.
However, it is difficult to understand and represent the semantics of relationship verb
phrases because of the generic nature of some verb phrases and the specific or
context-dependent nature of others.

* Generic and context-independent verb phrases: Many verb phrases are generic; for
example, “has”  (“have”) or “does.” They are found in many different applications
and capture different meanings. ‘“Has,” for example, is used to represent many
different kinds of concepts such as part-of, associated-with and is-a. The meaning of
other verb phrases may be the same across application domains. For example,
“reserves” has the same semantics whether it is used for a restaurant or airline
application. Other examples include “delivers” and “transports”.

o Ambiguous and context-dependent verb phrases: The meaning of a verb phrase
may be domain-specific. For example, “switching” in the railway domain refers to
the movement of cars in a railway yard. In a hotel application, it might refer to the
changing of shifts. The direction of the verb phrase may be ambiguous because the
relationship construct does not have an inherent way of indicating direction.

2.1 Data Abstractions

The most notable research on analyzing the meaning of relationships has been in the
area of data abstractions. Even these, though, can sometimes have more than one
interpretation. The is-a relationship is the most common data abstractions [Bachman,
1983]. An is-a relationship may partition an entity (for example, an employee is a part-
time or a full-time employee and nothing else) or there may be overlap (an employee
is a part-time or a full-time employee and at the same time is a secretary or an
engineer). These has been extensively studied and referred to as a generalization
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hierarchy and a subtype relationship, respectively [Teorey et al., 1986; Goldstein and
Storey, 1992]. Part-of, or meronymic, relationships have many different meanings.
For example, Desk part-of Office refers to a physical component, whereas in Slice
part-of Pie, both the Slice and Pie entities have many attributes that are the same (e.g.,
kind, texture) and share the same values [Whinston et al., 1987; Storey, 1993]. Instance-
of may refer to an instantiation (specialization) [Teorey et al., 1986, Motschnig-Petrik and
Mylopoulos, 1992]. It may also refer to a materialization, which is a relationship
between a conceptual thing and its concrete manifestations, such as that found
between a movie and a video or a car model and rented car [Goldstein and Storey, 1994].
Member-of relationships have different interpretations that are based upon sets
[Brodie, 1981; Goldstein and Storey, 1999; Motschnig-Pitrik and Storey, 1995]. Finally,
research on views and perspectives tries to capture different aspects of the real world
[Motschnig-Pitrik, 2000].

2.2 Database Design Automation

A number of systems have been developed for automated database design
[Bouzeghoub, 1992; Lloyd-Williams, 1997; Storey and Goldstein, 1993]. These tools,
however, do not contain domain-specific knowledge to help them reason about the
semantics of the application domain. It has been suggested that domain models, which
would serve as templates for designers, would be useful [Lloyd-Williams, 1997]. The
models could be used to compare an existing design to make suggestions for
completeness (reasoning) and to generate new designs. This would require a
classification scheme for comparing relationships. In our prior research, we attempted
to develop a methodology for automatically generating and classifying application
domain models, when reasoning about the quality of a user’s (initial) design. This is
partially implemented in a system called the Common Sense Business Reasoner
[Storey et al., 1997]. From each new design given to the system, an effort was made to
“learn” about the new application domain. The research involved the development of
an entity ontology [Storey et al., 1998] to recognize similarities in entities. For example,
Worker and Employee are both classified as person by the ontology, so they are
candidates to be the same during automated comparison of two models. That
research, however, considers only the structure of the relationship when comparing
two models. To better compare two models, understanding something about the
semantics of the relationship verb phrases would be extremely useful.

3. Relationship Ontology

An ontology refers to a set of concepts that can be used to describe some area of
knowledge or build a representation of it [Swartout, 1999]. It defines the basic terms
and rules for combining them [Neches et al., 1991]. This section presents an ontology
for classifying relationships based upon their verb phrases. The ontology classifies a
verb phrase into one or more categories such as temporal, part-of, transaction/event,
or generic. The ontology, which is not yet implemented, requires interaction with a
user. An important objective is to minimize the number of questions to ask the user,
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while still providing a useful classification scheme. This requires that the ontology
make a number of inferences automatically (no user involvement). The classification
categories were generated from: analysis of data abstractions and problems
understanding the semantics of verb phrases; prior experiences in developing an entity
ontology; known problems with modeling temporal relationships; and textbook and
simulated database design examples.

The purpose of the ontology is to: 1) store and provide information on the meaning
of verb phrases; 2) acquire information regarding the meaning of new verb phrases,
and 3) facilitate the comparison of two verb phrases to ascertain if and how two
relationships might be related. The ontology consists of: a semantic network
describing the different categories into which verb phrases can be classified; a
knowledge base containing information on the meaning of verb phrases that have
been classified; and an acquisition component for interactive extraction of the
meaning of verb phrases from a user. It is intended that both the ontological
classifications and the knowledge base containing the classified verb phrases will
build up over time. Initially, there will be some real-world knowledge encoded in the
knowledge base; for example, “has” and “have” are the same. In the classification of
relationships, use is made of the entity ontology mentioned above.

3.1 Semantic Network

The top of the semantic network is shown in Figure 1. The verb phrases are classified
into two types: those with well-defined semantics and those without. This is useful
because it immediately separates those verb phases that are relatively straight-forward
to classify from those that require more user input.

Relationship verb
phrase (VP)
classification

VP’s with VP’s with less
well-defined well-defined
semantics semantics
Part-of Transaction Temporal Domain- Generic
/ event independent

verb phrases

Component Is-a Temporal Temporal Pure Generic
before (date) generic (refined)

Member-of Temporal
after

Figure 1: Top Levels of Relationship Ontology
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3.1.1 Relationships with Well-Defined Semantics

Relationships with well-defined semantics are: part-of, transaction/event, and
temporal. This classification is adapted from Whinston et al. [1987] who first classify
semantic relationships into: inclusion, possession, attachment, and attribution.
Inclusion generally refers to is-a relationships, although Whinston et al. [1987]
include a number of part-of relationships as types of inclusion. Possession is one
interpretation of the generic verb phrase “has” [Storey and Goldstein, 1988]. Attachment
may have an interpretation under part-of.  Attribution is captured by entity and
relationship attributes.
1. Part-of: Although Whinston et al. [1987] identify seven interpretations of part-of
verbs, is-a, component, and member-of are most relevant to database design. The
best interpretation is found by querying the user. Examples are shown in Table 1.

Relationship Interpretation

Wheel part-of Car Wheel component-of Car
Secretary part-of Employees Secretary is-an Employee
Secretary part-of Committee Secretary member-of Committee

Table 1: Part-of Relationships

In Secretary part-of Employees, there is a mistake in the user’s input, which can be
attributed to mixing singular and plural forms of the verb phrases. The design
implications for component relationships are restrictions on the values for the
cardinalities, when the component is further classified as relevant, characteristic, or
identifying [Goldstein and Storey, 1999].

2. Transaction/event: Verb phrases that represent transactions or events include
files, supplies, and generates.

3. Temporal (before/after). Many relationships have timeframes; for example, a

Customer rents Video. An important design implication is whether both the “before”
and “after” relationships need to be included.
For example, Employee starts Job and Employee ends Job capture different semantics
so different attributes are associated with each. For an employee starting a job,
previous employment history may be relevant. For an employee terminating a job,
information on the date the termination occurred, the circumstances under which it
occurred, and so forth, might be relevant.

4. Temporal (sequence not important): A relationship may have a time element,
but the sequencing may not be important. An order is placed in a given timeframe,
but what happens before or after the order is placed is not relevant. The design
implication is that “date” should be included as an attribute.

3.1.2 Verbs with Less Well-Defined Semantics

Generic verb phrases are: 1) pure generic; or 2) can be further refined.

1. Pure generic: Many verb phrases cannot be refined further and so are classified
as pure generic. These include “is-a,” “uses,” and “gives,” and are part of the
ontology’s initial knowledge base. In Figure 2, Supporter and Manager are both
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classified as person by the entity ontology. Pledge and Raise are classified as
nontradable abstract good. Even though the verb phrases are the same, the
relationships differ. Unfortunately, the generic verb phrase does not help one to infer
that they are different, illustrating the problems with generic verb phrases. A query to
the user is needed for clarification.

Supporter Manager
Pledge Raise
Application design 1 Application design 2

Figure 2: Generic verb “gives”; relationships are different

Consider now the relationships in Figure 3. The ontological classifications of the
entities signal that the relationships are different. Manager and Professor are
classified as person. Bonus is classified as an abstract good and Lecture is classified
as a tradable document.

Manager Professor
Bonus Lecture
Application design 1 Application design

Figure 3: Generic verb “gives”; relationships are different

Because of the problem of identifying all generic, and other types of, verb phrases
a priori, the ontology is intended to build up over time.

2. Refined Generic: Some generic verb phrases may be refined, depending upon
the application domain. “Given” in the relationship Employee given Project can be
interpreted as “assigned” or some notion of “contracts-with”. Similar interpretations
hold for Professor given Class. In another domain, “given” could have a completely
different interpretation. For example, the semantics of Musician given Lesson is best



Understanding and Representing Relationship Semantics in Database Design 85

captured as written. Many verb phrases can potentially belong in this category. Three
of the most common are illustrated below.

Has/Have: The most important verb in this category is “has” (“have”). The most
frequent interpretations are shown in Table 2.

Interpretation Classification Justification

Part-of (physical) Component-of Aggregation abstraction

Part-of (membership) Member-of Association abstraction

Is-a (non-overlapping subsets) | Is-a Generalization /
specialization abstraction

Is-a (overlapping subtypes) Is-a Subtype hierarchy

Possess/owns Possession Common sense
knowledge

Non-specific interpretation Associated with Common sense
knowledge

Table 2: Possible interpretations of “has”

The design implications such as semantic integrity constraints, primary key
selection, and inheritance that are associated with these abstraction categories hold
[Goldstein and Storey, 1999], which indicates the importance of identifying the correct
interpretation. The questioning scheme is illustrated in Figure 4.

Does A “has” B
refer to B part of
A?
]
Is B a physical Is Bis-an A
component of A? correct?
Change to B Change to B Change to B is-an Does A possess
component-of A part-of A A and ask about or own B?
overlapping
subtypes
Change to A Is A associated with B
nossesses B in some other wav?
] L]
Ask user for refinement and Leave
add to knowledge base unchanged

Figure 4: Interpretation of the “has” verb phrase

Takes: The interpretation of “takes” is domain-dependent. Student takes Exam,
for example, is much different than Train takes Passenger. Common interpretations
are shown in Table 3.
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Relationship example

Interpretation

Student takes Exam

writes

Passenger takes Train

rides (generalized to transportation industry)

Employee takes Position

accepts

Person takes Responsibility

POSSesSses

Table 3: Possible interpretations of the “takes” verb phrase

Gets: The verb phrase “gets” can have a number of interpretations. Consider the
relationships shown in Figure 5. Both Customer and Passenger as classified as
person. Loan is classified as abstract good, as is Flight.
phrase for each relationship will proceed as shown in Figure 6. The actual querying
However, since there are a number of
interpretations, it is probably best to use a menu so that all of the options can be seen
simultaneously. The user can provide an additional interpretation. Then, the
interpretation, along with the application domain from which the user’s problem

could be similar to that for “has”.

came, will be stored in the ontology’s knowledge base.

Customer gets Loan

(person) (abstract good)

Refinement of the verb

Passenger gets Flight
(person) (abstract good)

Figure 5: Resolution of the “gets” verb phrase

given

finds

adjust

acquires

Does “gets” refer to:
Assigned
(e.g., Player assigned Position)

(e.g., Employee gets Raise)

(e.g, Employee finds Archive)
results-in
(e.g., Practice gets Results)

(e.g., Bicycle gets Repairs)

(e.g., Student gets Skill)
buys/rents

(e.g., Customer gets Good)
Other (please specify)

Figure 6: Resolution of the “gets” verb phrase
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Finally, many verb phrases are domain independent. This is the most difficult
category. Because of their number, they are hard to specify a priori. However, a
number of clear categories emerge, examples of which are shown in Table 4.

3.2 Knowledge Base

The knowledge base contains: 1) verb phrases that are included as an initial part of
the ontology; 2) verb phrases that are classified by the users; and 3) verb phrases that
are identified to be added by the users.

3.3 Acquisition Component

Interaction with a user can take place in two ways. The user can select from a menu of
options, to which he or she can add an additional category. Alternatively, the user will
be lead through a set of questions that appear to follow a search-tree-like pattern.
Additional rules are needed to make inferences that will limit the questioning of the
user, making the ontology appear more intelligent.

Verb phrase | User questioning | Relationship Other verb
classification | scheme example phrases in
category
Augments / Does VP indicate | Campaign improves | Reduces,
diminishes up or down? Ratings augments
Transaction/e | Does VP indicate | Manager initiates complete, shut-
vent activity? Meeting down
Pre-requisites | Is A required for Course requires needs, is-a
B? Pre-requisite
Discovers Does A find B? Digger finds learns
Artifact
Earns/sells Does VP signal Company profits- Benefit, sell, earn
commerce? from Sale
Facilitates Does VP enable Professor allows can
something? Waiver
Adjusts Does VP change Repairman fixes Fix, change
something? Bicycle
Prefers Does VP indicate | Patron likes Movie | Choose, prefer
preference? select
Transports Does VP refer to Passenger rides Walks, transports,
movement? Train ships, delivers

Table 4: Classification of domain-dependent verb phrases
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Verb Phrase | Classification | Source Application domain
Is-a Generic Initial knowledge Domain-independent
Part-of Member-of User J. Mills University

Part-of Component User H. Stewart Bicycle retail
Commence Temporal User: L. Wallace Video sales

Starts Temporal Initial knowledge Domain-independent
teaches Teaches User G. Rogers added | University

Table 5: Knowledge Base

4. Validation

Testing was carried out by simulating the use of the ontology on two types of
problems. The first was a set of textbook-like design problems that had been created
for other purposes and, therefore, were not biased to this ontology. The application
domains were: student advisory, airline, railway, car rental, video rental, and library.
Second, a set of articles was randomly selected from two magazines: McLean’s and
Fortune. From these, sample relationships were created. Six subjects played the role
of the user. A total of 139 verb phrases were classified. 14.4% of the cases were
classified automatically (mostly is-a verb phrases). An additional 52.5% of the cases
were classified as expected by the subjects for a total of 66.9% “correct”
classifications. In 3.5% of the cases, the subjects’ classifications were more general
than expected. Although not incorrect, a finer classification would have been
preferred. The most common of these was the subject selecting “associated with” as
an interpretation of “has” when, for example, “component-of,” would have been
better. In 14.4% of the classifications, the subject and expected classification differed.
This may have been due to the way the questions were asked, the subject’s lack of
understanding of the application domain, or a lack of suitable categories. In several
cases the subject wanted to use more than one classification. Several implications for
the ontology emerged. First, a large number of the verb phrases were classified as
transaction/event. This suggests that a finer classification of these verb phrases might
be useful (e.g., spontaneous versus planned, instant versus finite time, discrete versus
continuous). Second, some domain-independent verb phrases did not appear in the
testing, indicating that they do not occur as frequently as previously thought or that
refinement is needed. Finally, new verb phrases were added by the subjects. This is
consistent with the objective of building the knowledge base over time.

5. Conclusion

An ontology for the classification of relationship verb phrases has been presented.
This classification is useful for comparing conceptual designs to identify missing
constructs and for building templates of new designs. Testing of the ontology on
various application domains illustrates its effectiveness. The ontology will be
implemented and incorporated into a database design system. Further testing on real
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world databases is needed. Learning techniques will be developed to update the
knowledge base by category.
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Abstract. Relationships are an integral part of conceptual database design
because they represent associations between entities from the real world. With
the proliferation of both traditional, corporate, and now, web-based, databases
representing similar entities, comparison of relationships across these databases
is increasingly important. The ability to compare and resolve similarities in
relationships in an automated manner is critical for merging diverse database
designs, thus facilitating their effective use and reuse. The key to automating
such comparisons is the capture and classification of the semantics of the
relationship verb phrases. This research presents a multi-layered ontology for
classifying verb phrases to capture their semantics. The fundamental layer
captures the most elementary relationships between entities. The next, generic
layer combines or arranges fundamental relationships to represent generic, real-
world relationships. Finally, the contextual layer instantiates the generic
relationships with specific verb phrases in different situations. Empirical testing
of the ontology illustrates its effectiveness.

Keywords: Database design, relationships, ontology, semiotics, entity-
relationship model, natural language

1. Introduction

Relationships are an important part of conceptual modeling since things in the real
world do not exist by themselves, but are somehow connected. In the entity-
relationship model, a binary relationship is defined as 4 verb phrase B where 4 and B
are entity types and the verb phrase describes the association between them. The
semantics of verb phrases, however, have not been analyzed in detail. Understanding
these semantics can be useful for representing and reconciling relationships for
various database design activities. For example, since designers have begun to
develop corporate databases, they have been faced with the problem of view
integration. With increasing inter-organizational coordination, heterogeneous
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database integration has become a necessity. Finally, the maturing of web databases
is requiring the integration of databases for ad hoc queries. In general, if the
comparison and integration of databases could be carried out in a (semi-)automated
way, this would result in less manual effort on the part of the designers. It would also
produce better results because the input designs would be completely and consistently
compared.

The objective of this research, therefore, is to: develop a relationship ontology for
understanding the semantics of the verb phrases that represent relationships among
entities. The ontology provides a concise, yet exhaustive, organization and
classification of the different levels of semantics implicit in relationship verb phrases.

2. Related Research

The semantics of relationships for database design and use have not received much
attention. Most database design practices are restricted to the use of simple
relationships to represent associations between entities. Proposed extensions to design
models, such as the type hierarchies (in the extended E-R models [Chen, 1993]) or the
categories (in the E-C-R models [Elmasri and Navathe, 1989]), are not widely used.
With the introduction of object-oriented concepts and research on data modeling,
aggregation and inheritance have added to the understanding of the semantics of
relationships [Motschnig-Pitrik, 2000]. The semantics of simple relationships,
however, have largely been ignored because they are so complex. As a result,
important tasks such as comparisons of relationships across databases have been
restricted to syntactical properties.

Consider the need to recognize whether two relationships are the same during a
comparison of heterogencous databases. Customer buys Product and Customer
purchases Product capture the same real world situation, even though they use
different verb phrases, and should, therefore, be treated as the same. In contrast,
Customer rents Car and Customer returns Car represent different concepts, and must
be differentiated. An important consideration for the latter is whether both
relationships need to be included in the integrated database. Understanding the
semantics of the verb phrases is, therefore, a prerequisite for any automated
comparison of relationships.

Research in semiotics and ontologies that deal with capturing and representing the
meaning of terms is most relevant. The need to understand and represent the
semantics of words has long been recognized. Semiotics, the theory of signs, is
concerned with properties of things in their capacity as signs for objects [Morris,
1946]. Semantics is the study of meaning and deals with the association between
signs and the objects in the real world to which they are applicable. For example, the
sign MSFT represents the stock of Microsoft, Inc., and a red octagon at an
intersection represents the instruction to stop a vehicle before proceeding. Semantics
is one of the ten semiotic features of information systems identified by Barron et al.
[1999]. Stamper [1996] identifies three principles for establishing and utilizing
semantics: 1) objectivist meaning, 2) constructivist meaning, and 3) mentalistic
meaning. With the objectivist meaning, all users know the mappings from the sign to
the real world. For example, malelland fémalellindicate two genders. The
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constructivist meaning involves negotiation and reconciliation among users to assign
meanings to signs. For example, a product code, say, 0407, although widely accepted,
may be changed by negotiation. With a mentalistic meaning, a person establishes a
mapping from a sign to a real world object. For example, a rectangle represents an
entity in an entity-relationship model, and once used by a designer, the readers are
expected to accept this interpretation.

Database design, where a conceptual data model represents an aspect of the real-
world, there is little room for negotiating the meanings captured in the database. The
constructivist meaning, therefore, is largely absent. The other two, objectivist and
mentalistic meanings, play a large role. The aspects of the real world that indicate a
shared understanding of the mapping between signs and the real world objects (e.g.
maleland female) are observed in databases; that is, the objectivist meaning. Other
aspects of the real world that are captured on the basis of organizational policies (e.g.
part number 0407) indicate a negotiated understanding of the meaning of that sign as
is captured in the database. Our relationship ontology, therefore, needs to focus on the
objectivist and the mentalistic meanings.

Ontologies have been defined in various ways. In artificial intelligence, an
ontology is defined within the context of a knowledge-based system, which is based
on some abstract, simplified view of the world called a conceptualization. An
ontology represents an explicit specification of such a conceptualization [Gruber
1993]. Smith [1999] defines an ontology simply as something that seeks the
classification of entities. The term éntities(is used generically to refer to things and
not restricted to entities in an entity-relationship model.

An ontology consists of terms, their definitions, and axioms relating them. Terms
are usually organized into a taxonomy using one of three approaches [Noy and
Hafner, 1997]. The first involves arranging everything in a tree-like concept hierarchy
(with possible multiple inheritance). The second is called the distinctions approach,
where several parallel dimensions are devised along which one or more top-level
categories or subcategorized. The third approach involves developing a large number
of small local taxonomies that might be linked together by relations or axioms. Our
research uses a distinctions approach because it is more flexible than the concept
hierarchy and facilitates the creation of one ontology.

The above perspective on ontology development focuses on classifications and
taxonomies to understand distinctions between things. This is different from that of
Bunge [1977] who focuses on articulating the properties of things. That view has been
applied to information systems by Wand and Weber [1990].. Our approach, instead, is
on finding distinctions among relationships. Interesting work on ontology
development has been carried out in database design [Embley et al. 1999] and natural
language understanding [Dalhgren, 1995]. Kedad and Metais [1999] propose to
manage semantic heterogeneity by the use of a linguistic dictionary. Dullea and Song
[1999] propose a taxonomy of recursive relationships.

In database design, divergent bodies of data from different sources must be unified.
Ontologies can be useful because different databases may use identical names, but
have different meanings or the same meaning may be expressed by different names
[Smith, 1999]. Database design, in general, is complex because it involves
understanding contexts, context overlapping, and relative naming [Theodorakis et al.
1999]. These lead to problems in design automation and reuse, view integration and
heterogeneous databases, and web-based databases.
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Research on understanding, formalizing, and automating database design, lead to
the development of various types of knowledge-based tools for design automation
[Bouzeghoub, 1992; Lloyd-Williams, 1997; Storey and Goldstein, 1993]. These
tools, however, lack the ability to acquire, organize, and use real-world knowledge.
For example, within the hospital domain, Patient and Room are common, important
entities, as is the relationship Patient assigned-to Room. If a library of such domain
models were available, they could serve as a starting point for new designs, thus
facilitating a high-level of reuse.

For domain models to be created automatically, however, application designs need
to be automatically compared. A database design system that does so must be able to
recognize similarities among constructs when their names differ. This requires
comparisons based upon both content and context (meaning and structure). Structural
comparisons deal with recognizing the similarities in the positioning of entities,
relationships and attributes. Comparisons based upon meanings is much more
difficult. In prior research we developed an ontology for the meaning of entities
[Storey et al., 1998]. The ontology was then used to assist in the creation of domain
models within and across different application domains [Storey et al., 1997; 2000;
Storey and Dey, 2000].

View integration is used to obtain all parts of the input conceptual schemas that
refer to the same portion of reality and unify their representation. View integration is
also used for database integration where different databases are merged to form a
single database or data warchouse. In either situation, one is forced to deal with
semantic heterogeneity among data elements.

3. Relationship Ontology

This section resents a relationship ontology that serves as a framework for classifying
verb phrases. The classification is intended to be robust enough to formalize and
analyze the semantics of the vast majority of relationships encountered in database
design. The development of the ontology was heavily influenced by several well-
known problems. The first is that generic verb phrases (e.g. has)lare used in
different ways. In linguistic terms, these are forms of auxiliary verbs [UIUC, 1998]
that database designers use as primary verbs. A verb phrase can have different
meanings in different contexts. The second problem is the inverse of the first, namely,
that different verb phrases can be used to capture the same meaning in different
contexts (e.g. buysland piirchases)) This can create a many-to-one mapping
between verbs and meanings. These mappings are a direct outcome of the richness of
natural language and the desire of database designers to exploit this richness. They
can, however, result in use of idiosyncratic, or unclear verb phrases, making
understanding and further use of them for database tasks, such as integration, difficult.
One solution to these problems is the creation of an ontology that can capture the
generic or prototypical verbs or verb phrases that can then be mapped to observed
instantiations in different contexts and applications. For example, the verbs buysland
purchasesiay both map to the underlying prototypical verb acquires. Figure 1
shows this separation between observed instantiations and the generic mappings
captured in the prototypical verbs.
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Observed Instantiations of

Entity A Entity B Prototypical Meanings in
e.g. Customer e.g. Product different contexts: Verbs or Verb
Verb-Phrase Phrases
e.g. buys or purchases
SEPARATION
) ) Generic, Prototypical Meanings
Generic Meaning captured in the verbs or verb
e.g. <acquires> phrases

Figure 1: Separating Observed Instantiations from Generic Meanings

Deriving an exhaustive set of prototypical verbs is difficult. Whether such a set is
distilled from observed instantiations (e.g. SPEDE 2000) or generated manually,
demonstrating completeness is difficult because of the different shades of meaning in
natural language. We, therefore, propose a decomposition of the prototypical verbs
into fundamental primitives. For example, the verb acquires(uisually involves two
actions represented by the two primitives, intends-toland becomes-owner-of] las
shown in Figure 2.

Generic, Prototypical Meanings

Generic Meaning captured in the verbs or verb
e.g. <acquires> phrases
DECOMPOSITION

Fundamental Primitives that

Fundamental Primitives - .
- . . make up the Generic Meanings

e.g. <intends-to> and <become-owner-of>

Figure 2: Decomposing Generic Meanings into Fundamental Primitives

Three levels of analysis for verb phrases can now be identified. The first refers to
fundamental primitives, which correspond to the objectivist semantics captured in the
relationships. The primitives can be combined to create generic or prototypical
meanings at the second level (figure 2), which correspond to the mentalistic meaning
captured in the relationship verb phrases [Stamper, 1996]. Finally, the prototypical
verbs can be instantiated in different contexts at the third level (figure 1). The
observed verb phrases are, thus, at the third level, whereas the other two levels
capture the deep semantics implicit in these verbs or verb phrases. The ontology
mirrors these three levels.

3.1 Layer 1: Fundamental Primitives

Layer 1 captures the fundamental primitives representing connections between
entities at a very abstract level. Three groups fully capture these primitives: (a) status,
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(b) change in status, and (c) interaction. Status represents the orientation of one entity
towards the other entity, e.g. A <is-owner-of> B. A change of status signifies a
change in this orientation, e.g. A <becomes-owner-of> B. Interaction captures a
communication or operation between entities that does not result in a change in
orientation, e.g. A <sends-message-to> B.

Group 1: Status: Primitives describing status describe a permanent or durable
orientation of one entity towards the other. They express the fact that A <is
something> with respect to B. The most prominent members of this group of
primitives include <is-a> (generalization/specialization) [Brachman 1983], <is-part-
of> (aggregations) [Smith and Smith 1977], <is-member-of> (membership) [Brodie
1981; Motschning-Pitrik and Storey 1995], <is-instance-of > [Motsching-Pitrik and
Mylopoulous 1992], and <is-assigned-to>. This group contains 15 elements that
represent a set of primitives to describe status. Table 1 lists these primitives.

Status Primitives <S> Corresponding Real-world Examples
1 is-a Pilot <is an> Employee
2 is-member-of Professor <is member of> Department
3 is-part-of Car <contains> Engine
4 is-instance-of VideoTape <is a copy of> Movie
5 is-version-of Word97 <is a version of> MS Word
6 is-assigned-to Project <has> Objective
7 is-subjected-to Industry <is regulated by> Law
8 requires Construction <requires> Approval
9 is-creator-of Author <writes> Book
10 | is-destroyer-of Lessee <terminates™> Lease
11 | is-owner-of Company <owns> Building
12 | is-in-control-of Manager <leads> Team
13 | is-descriptor-of Document <defines> Task
14 | has-attitude-towards Customer <likes> Product
15 | follows-or-precedes Rental <follows> Reservation

Table 1: Primitives describing Status

A sixteenth element <is-able-to> represents a bridge primitive, that is, it acquires
meaning along with other primitives. The bridge primitive is so termed because it can
facilitate primitives from the groups that follow; that is, change-of-status and
interaction.

Bridge Primitive
16 | is-able-to <R>

Corresponding Real-world Example
Programmer <can code in> Language

Table 2: Bridge Primitive describing Status

Group 2: Change of status: Primitives describing change of status describe the
transition from one status to another. They express the fact that the orientation A <is
something> with respect to B is transitioning to A <is something else> with respect to
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B. The primitives in this group cannot be used independently of those specified for
the first group: status. The change-of-status primitives describe the transitioning life-
cycle for each status. They are exhaustive in that they cover the complete life cycle of
a status primitive. Consider, for example, status <is-owner-of>. The change-of-status
primitives along with this status, then, generate the real-world examples in Table 3.
The first row shows an example of the change-of-status primitive <wants-to-be> with
the status primitive <owner-of>, that is, <wants-to-be-owner-of>. The sub-column
under the change-of-status primitives shows the meanings captured in each: intent,
attempt and the actual transition.

Change of Status Primitives <CS>

Corresponding Real-World Example
for Status: <owner-of>

1 | wants-to-be intent Customer <wants to own> Product
2 | attempts-to-become attempt Customer <orders> Product

3 | becomes transition Customer <receives> Product

4 | dislikes-being intent Company <wants to sell> Product
5 | attempts-to-give-up attempt Company <offers> Product

6 | gives-up transition Company <sells> Product

Table 3: Primitives Describing Change of Status

Figure 3 shows the status lifecycle captured by these change-of-status primitives.
The bridge primitive represents the starting point for this life-cycle. It represents the
status from which a change of status can begin.

intent

- attempt —  ‘ransition
change-of-status — -
primitives dislikes-being- attempts-to- | ceases-to-be-
owner-of P give-up- owner-of
\ ownership-of
Bridge Status
Primitive Primitive
is-able-to-be- .
is-owner-of
owner-of
\ N
change-of-status wants-to-be- ) attempts-to-be- > becomes-
primitives owner-of owner-of owner-of
Figure 3: The Relationship Life Cycle
Group 3: Interactions: Interaction primitives describe a short duration

communication between or operation on one entity by another. An interaction does
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not result in a change of status of either entity. If the result of an interaction is a
certain orientation of one entity towards the other entity, it is captured as a status in
group 1. This happens when the effect of an interaction is worth remembering and
capturing as a verb phrase. Consider the interaction ¢reate. In some cases, it is useful
to remember this status <is-creator-of>, for example, Author writes Book (see table
1). In other cases, the interaction itself is worth remembering and may not result in a
status or a change of status. Consider Waitperson serves Customer. In this case,
status may not be relevant but the interaction is important. Primitives describing
interaction, therefore, express the fact that A <is doing something> with respect to B.
Table 4 lists the interaction primitives.

Interaction Primitives <I> | Corresponding Real-World Example
1 | Observes Analyst <analyses> Requirements
2 | Manipulates Instructor <grades> Exam
3 | Transmits Bank <remits> Funds
4 | Communicates Modem <negotiates with> Phone Line
5 | Serves Employee <serves> Customer
6 | Performs Developer <tests> Software
7 | Operates Pilot <flies> Plane

Table 4: Relationships describing Interactions among Entities

3.2 Layer 2: Prototypical Relationships Representing Generic Meanings

This layer contains definitions of commonly used, context-independent, feal-world[]
relationships in terms of the abstract layer 1. The primitives specified in layer 1 are
the building blocks from which "prototypical relationships representing generic
meanings of relationships between entities" can be constructed. There are 117
prototypical relationships representing combinations of primitives identified in layer
1. These prototypical relationships capture context- and domain-independent generic
meanings. First, each of the 15 status <S> primitives can be considered by themselves
or combined with each of the 6 change of status <CS> primitives, yielding
15*(6+1)=105 prototypical relationships. Next, the 6 interaction primitives can be
either considered by themselves or combined with the bridge primitive yielding
6*(1+1)=12 prototypical relationships. Table 5 shows examples of these
combinations.

Combination of Primitives from Groups Prototypical Verbs to capture
the Generic Meaning
<S> <CS> <>
assigned-to <reserves>
owner-of attempts-to <orders>
In-control-of | gives-up <relinquishes>
manipulate <manipulates>
able-to operate <can operate>

Table 5: Examples of Generic Relationships and their Mapping to Primitives
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3.3 Layer 3: Context and Domain-Dependent Real-World Relationships

Layer 3 captures the numerous context and domain-dependent relationships that must
be captured over time as the ontology is populated with examples. Since there can be
a large number of such verbs, the knowledge base will be built up using a knowledge
acquisition component. Building this layer is important because it ensures that the
verbs important to different domains are captured appropriately. Consider the use of
the verb openslin a database of Plays and Characters versus in a database of Banks
and Customers. One may encounter the relationship Character <opens> Door in the
first domain, which may map to the interaction primitive <manipulates>. On the other
hand, the relationship, Teller <opens> Account may map to the status primitive <is-
creator-of> or Customer <opens> Account may map to <is-owner-of>.

In summary, the ontology is comprised of three layers. Layer 1 consists of
fundamental primitives and captures basic, real world, relationships that exist between
two entities. It corresponds to objectivist semantics. Layer 2 is a generic knowledge
base containing semantic information on domain-independent and context-
independent real-world relationship. These relationships represent combinations and
arrangements of different fundamental primitives identified in layer 1. It corresponds
to the mentalistic meaning captured in the verb phrases [Stamper, 1996]. Layer 3
consists of a contextual knowledge base containing domain- and context-dependent
relationships. Given the many-to-many mapping between layers 2 and 3 and the
richness of database designs, pre-defining even a small percentage of verbs in layer 3
would require a significant effort. Thus, the layer needs to be built up over time.
Figure 4 summarizes our ontology.

Layer 3: Contextual

Application-Domain Context-Dependent
Dependent Verbs and Verbs and Verb
Verb Phrases Phrases

+ many-to.many

Layer 2: Prototypical Generic ¥V mapping

Generic Verbs or Verb Phrases that capture
different combinations of the Fundamental
Primitives

Layer 1: Fundamental Primitives | ccfn’nblnatlons—
o
Status Change of Status Interaction

Ability

Figure 4: Organization of the Relationship Ontology
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4. Knowledge Acquisition Component

To populate layer 3 as well as to ensure that the layered ontology is complete, we
classified 99 verb forms found in a collection of generic business processes adapted
from the Process Classification Framework produced by the American Productivity &
Quality Center [SPEDE,2000].

5. Testing

To test the ontology, an empirical study was carried out. From this the ontology was
refined into the form presented above. Relationships for testing the ontology were
generated from three sources: 1) textbook cases; 2) class projects; and 3) magazine
articles (to test robustness). During the second phrase of testing, seven subjects
classified the relationships using a set of dialogs. The ontology created a correct
classification (agreement with researchers(dlassification) 70% of the time or better.

6. Conclusion

A three-layer ontology has been presented that classifies relationship verbs so that
automated comparison of database designs can take place. The ontology was
developed based upon our understanding of relationship classification problems,
natural language, and business ontology development. Testing on the ontology shows
it to be reasonably effective. A prototype of the ontology is currently being developed
in Java, which will facilitate extensive testing and population of the knowledge base.
Further research is needed to allow for multiple classifications, refine the knowledge
acquisition component, and further refine the ontology.
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Abstract. A computational system manages a very large database of colloca-
tions (word combinations) and semantic links. The collocations are related (in
the meaning of a dependency grammar) word pairs, joint immediately or
through prepositions. Synonyms, antonyms, subclasses, superclasses, etc. repre-
sent semantic relations and form a thesaurus. The structure of the system is uni-
versal, so that its language-dependent parts are easily adjustable to any specific
language (English, Spanish, Russian, etc.). Inference rules for prediction of
highly probable new collocations automatically enrich the database at runtime.
The inference is assisted by the available thesaurus links. The aim of the system
is word processing, foreign language learning, parse filtering, and lexical dis-
ambiguation.

Keywords: dictionary, collocations, thesaurus, syntactic relations, semantic
relations, lexical disambiguation.

Introduction

Word processing and computerized learning of foreign languages include mastering
not only the vocabulary of separate words, but also common relations between them.
The most important relations are

e dependency links between words, with give word combinations (collocations)
occurring in texts with or without interruption (e.g., fold — [in one§l] arms,
way — [of] speaking, deep — admiration, kiss — passionately, etc.), and

e semantic links of all kinds (small Ulittle, small [1big, apple-tree tree, house ]
room, treatment [ldoctor, etc.).

To enable writing a correct text in an unknown language (or sublanguage) with the
aid of computer, author needs a linguistic database with registered links of the men-
tioned types and with the most possible completeness.

In [1, 2], a preliminary description of the CrossLexica system was given. It was
planned as a very large (unrealizable in the printed form) database reflecting multi-
plicity of relations between Russian words.

The further research has shown that the basic ideas of CrossLexica are equally ap-
plicable to other languages, between them English, Spanish or French. The structure
of the system contains only few features dependent on the specific language. Proper-
ties of morphology, the use of obligatory articles or other determinants of nouns, the

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 103-114, 2001.
O Springer-Verlag Berlin Heidelberg 2001
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word order, and some other morphosyntactic features can be rather easily adjusted to
some universal structure. However, each version of the system is dedicated to a spe-
cific language, and another language can be optionally embedded only for queries.

In the past, the valuable printed dictionary of English collocations was created by
Benson, Benson, and Ilson [3], while the WordNet project [4] has produced a very
large database of only semantic links between English words. The analogous works
for Italian [5] and other European languages are also known, whereas in [6] large-
scale database of uninterrupted Japanese collocations was reported. However, we are
unaware so far of systems covering both semantic and syntactic relations and deriving
benefits from this coexistence. It is worth to claim that the combined system is in no
way WordNet-like, since its collocation-oriented part can be much more bulky and
contain information unprecedented in the modern word processors.

The continuing research has proved a broader applicability of the important prop-
erty of CrossLexica to use semantic relations already available in its database for
predicting collocations that were not yet available in it in the explicit form. Let us call
this feature self-enrichment of the database.

Step by step, the set of relations between words, i.e., textual, semantic, and other,
has slightly broadened and stabilized in CrossLexica. It became clear how to incorpo-
rate to it and to rationally use any complementary language (we have selected English
for the Russian version). This dictionary permits to enter the query words in the native
user(s language and to receive the output data in the language to be referenced.

The opinion has also settled that such systems, in their developed form, permit to
create more correct and flexible texts while word processing, to learn foreign lan-
guages, to filter results of parsing, to disambiguate lexical homonyms, and to con-
verse the phonetic writing to ideographic one for Japanese [6].

In this paper, the description of the universal structure of the system is given, with
broader explanations of its relations, labeling of words and relations, and the inference
capability. The fully developed version of the system [JRussian []is described in some
detail, as well as some peculiarities of underdeveloped English and Spanish versions.
Examples are mainly given in English.

Structure of the System

The structure of the system under investigation is a set of many-to-many relations
upon a general lexicon. The types of relations are chosen in such a way that they
cover the majority of relations between words and do not depend on the specific lan-
guage, at least for major European languages.

Textual relations link words of different parts of speech, as it is shown in Fig. 1.
Four main parts of speech are considered, i.e., nouns N, verbs V, adjectives Adj, and
adverbs Adpv, in their syntactic roles. The syntactic role of an adjective or an adverb
can be played by a prepositional group as well, e.g., man — (from the South) or speak
— (at random). Each arrow in Fig. 1 represents an oriented syntactic link corre-
sponding to dependency approach in syntax. It is possible to retrieve such relations
from the side of both ruling and dependent word, i.e. moving along the oriented de-
pendency chain or against it.
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A syntactic relation between two

words can be realized in a text through

Verbs ——® Nouns a preposition in between, a special
grammatical case of noun (e.g., in
Slavonic languages), a specific finite
form of verb, a word order of linked

s words, or a combination of any these
’ ) ;

Adverbs €— Adjectives i ways. All these features are reflected in
1 . . .

/  the system entries. Since nouns in

e different grammatical numbers can

correspond to different sets of colloca-
tions, the sets are to be included into
the system dictionary separately.

All types of commonly used collo-
cations are registered in the system: quite free combinations like white dress or to see
a book, lexically restricted combinations like strong tea or to give attention (cf. the
notion of lexical function in [9]) and idiomatic (phraseologically fixed) combinations
like kick the bucket or hot dog. The criterion of involving of a restricted and prase-
ological combination is the very fact that the combination can be ascribed to one of
these classes. The involving of the free combinations is not so evident, and we have
taken them rather arbitrary. Nevertheless, as features of Russian version show (see
later), the semantics itself essentially restricts the number of possible [freelJcombina-
tions.

Some idiomatic or commonly used uninterrupted combinations are additionally in-
cluded to the lexicon as its direct entries. As to 3-ary collocations, the system is not
destined to contain them, but a very simple mean, namely dots, is used to represent 2-
ary collocation with obligatory third participant or fourth participant.

Semantic relations link words of different parts of speech in any-to-any manner.
Usually they form a full graph, cf. Fig. 1. We proceed from the idea that many sepa-
rate meaning can be expressed in any language by words or word combinations of
four main parts of speech. For verbs this is rather evident (see later an example). For
living creatures, things, and artifacts this is dubious (what id the verb equivalent in
meaning to fly or stone?). For such terms, the verb group in the set of four POS
groups is empty.

Fig. 1. Various types of syntactic linksJ

User Interface

The easiest way to describe an interactive system is to characterize its user(s interface.
For English version, it is shown in Fig. 3, with necessary explanations given later.

In standard mode, the screen of the system seems like a page of a book, in which
the formatted results of retrieval operations are output. The operations are prompted
by the query consisting of a separate keyword of a short uninterrupted collocation and

' A syntactic link between two adjectives is possible in some languages with the governor of a
special class, for example, Russian samyj vazhnyj ost important[]
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Fig. 2. Two dictionaries of the Russian version.

are performed within the system database. (The keyword is shown in the small win-
dow at left higher corner.)

There are two bookmarks with inscriptions at the upper edge and not less that 14
additional labeled bookmarks at the right edge.

The first upper-side bookmark, Dictionary, permits a user to enter queries, directly
extracting them from the system dictionary. This is dictionary of the basic language of
the version, i.e., of the language to get references about or to learn. The entries of the
dictionary are presented in alphabetic order in the left sub-window with a slider. To
select necessary dictionary item, it is necessary to enter its initial disambiguated part.

In the parallel sub-window at the right side, all possible normalized forms of the
string already entered are given. For example, if English wordform were is entered,
the standard form be is given there. In some cases, the results of normalization can be
multiple. For example, for the English form lacking the normalized forms are lack V
and lacking Adj, labeled with part-of-speech tags.

The second upper-side bookmark permits a user to select the query in the comple-
mentary (usually native language of the user), e.g. in English, within the Russian
version of the system. The system does not contain data about the second language, it
only permits to introduce queries.

The window of the supplementary language presents a lexicographically ordered
list of words of this language. In contrast to the basic language dictionary, the forms
can be not normalized and the amount of short collocations in it is much higher, since
all these entries are translations from the basic language.

One important function of the system is to assist in the translation of each word of
the basic language. It translates them separately, without translating the whole collo-
cation. However, in the opposite direction, i.e., from supplementary language to the
basic one, through a special filtering, the system automatically forms correct transla-
tion of a whole collocation even in cases, when word-by-word translation might give
wrong result. For example, the translation of the English combination strong tea to
Russian also gives the idiomatic combination krepkiy chay, though krepkiy has nu-
merous autonomous translations: firm, robust, strong, etc.
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Main Types of Relations

The numerous bookmarks at the right side of the [book pagelIcorrespond to the refer-

ential functions of the system. These functions are divided to three groups corre-

sponding to various relations between words, i.e., semantic, syntactic, and the rest.
We describe these functions through English examples.

Semantic Relations

Synonyms gives synonymy group for the query keyword. The group is headed with
its dominant, with the most generalized and neutral meaning. Note that only syno-
nyms are used now in the commercial word processors.

Antonyms gives the list of antonyms of the keyword, like small for big and vice
versa.

Genus is the generic notion (superclass) for the keyword. For example, all the
words radio, newspapers, and television have the common superclass mass media.

Species are specific concepts (subclasses) for the keyword. This relation is inverse
to Genus.

Whole represents a holistic notion with respect to the keyword. For example, all
the words clutch, brakes, and motor give car as a possible value of the whole. Of
course, each of these words can have different other value(s) of the holistic concept
and all the concepts contained in the database are output as a list.

Parts represent parts with respect to the keyword, so that this reflects the relation
inverse to Whole.

Sem. Squad represents semantic derivatives of the keyword. For example, each
word of the structure

N possession Adj possessive
property possessing
possessor possessed

1 4 possess Adv in possession
be possessed
appropriate

while forming a query, gives the other words of the same structure as its semantic
derivatives. All these words correspond to the same meaning, but express it by vari-
ous parts of speech and from various viewpoints (can play different semantic roles).

Syntactic Relations

Has Attributes represents a list of collocations, in which the keyword, being a noun,
an adjective or a verb, is attributed with some other word: an adjective or an adverb.
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Fig. 3. English version.

For example, the noun act can be attributed with barbaric, courageous, criminal; the
noun period, with incubation, prehistoric, transitional, etc.

Is Attribute Of is reverse to the previous relation and represents a list of colloca-
tions, in which keyword, being adjective or adverb, attributes the other word of any
part of speech. For example, the adjective national can be an attribute for the nouns
autonomy, economy, institute, currency; the adjective economic, for the nouns activi-
ties, aid, zone, etc.

In Romance and Slavonic languages, an adjective usually agrees its morphologic
form with its ruling noun, e.g., in Spanish, trabajos cientfic os. In all necessary cases,
the agreement is made by the system automatically.

Predicates represents a list of collocations, in which the queried noun is the gram-
matical subject and various verbs are common predicates for it. For example, the noun
heart commonly uses predicates sinks, aches, bleeds; the noun money uses burns, is
close, is flush, etc.

Mng. Verbs represents the list of collocations, in which the queried noun is a com-
plement and a common verb is its governor. For example, the noun /ead can have
governing verbs bare, beat (into), bend, shake; the noun enemy can have arrange
(with), attack, chase, etc.

Mng. Nouns represent the list of collocations, in which the queried noun is ruled
by various other nouns. For example, the noun clock can be ruled by hand (of), regu-
lation (of), etc.
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Mng. Adjectives represent the list of collocations, in which substantial keyword is
ruled by different adjectives. For example, the noun rage can be ruled by mad (with).

Gov. Patterns represent schemes, according which the keyword (usually verb or
noun) rules other words, usually nouns, and give also the lists of specific collocations
for each subpattern. In the case of verbs, these are just their subcategorization frames,
but with unfixed word order in the pair. For example, the verb save has the pattern
what / whom? with examples of dependents capacity, money, family,; the pattern in
what? with examples hand, reach; and pattern between what / whom? with examples
friends, eyes. Conceptually, this function is inverse to Mng. Nouns, Mng. Verbs and
Predicates relations. The system forms the patterns automatically, through the inver-
sion of functions mentioned above.

Coordinated Pairs represent a word complementary to the keyword, if the both
constitute a stable coordinated pair: back and forth, black and white, body and soul,
good and evil, now and then, etc.

Relacions of Other Types

Paronyms represent the list of words of the same part of speech and the same root,
but with potentially quite different meaning and collocations. For example, sensation
is a representative of the paronymous group: sensationalism, sense, sensitivity, sensi-
bility, sensuality, sentiment.

Key Forms represent the list of all morphologic forms (morphologic paradigm)
possible for this keyword. Irregular English verbs have here all their forms explicitly.
In Slavonic languages like Russian, the paradigms of nouns and adjectives are rather
numerous, not speaking about verbs.

Homonyms

Each homonymous word in the database forms a separate entry of a system diction-
ary. Each entry is supplied with numeric label and a short explanation of meaning.
User can choose the necessary entry or observe them in parallel. It is important, that
each homonym have its specific syntactic and semantic links.

Usage Marks

The simple set of usage marks selected for the items of the database seems sufficient
for a common user. In contrast to many other dictionaries, it contains only two [¢oor-
dinates|:

e Idiomacity reflects metaphoric (figurative) use of words and collocations. For an
idiomatic collocation, the meaning is not simply a combination of the meanings
of its components. Three different grades are considered: (1) literal use (no label);
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(2) idiomatic and non-idiomatic interpretations are possible (kick the bucket), and
(3) only idiomatic interpretation possible (hot dog).

e Scope of usage has five grades: (1) neutral: no label and no limitations on the
use; (2) special, bookish or obsolete: use in writing is recommended when mean-
ing is well known to the user; (3) colloquial: use in writing is not recommended;
(4) vulgar: both writing and oral use is prohibitive; and (5) incorrect (contradicts
to the language norm).

As a rule, the labels of the scope given at a word are transferred to all its colloca-
tions.

Inference Ability

The unique property of the system is the online inference ability to enrich its base of
collocations. The idea is that if the system has no information on some type of rela-
tions (e.g., on attributes) of a word, but does have it for another word somehow simi-
lar to the former, the available information is transferred to the unspecified or under-
specified word. The types of the word similarity are as follows.

Genus. Suppose the complete combinatorial description of the notion refreshing
drink. For example, verbs are known that combine with it: to bottle, to have, to pour,
etc. In contrast, the same information on Coca-Cola is not given in the system data-
base, except that this notion is a subclass of refreshing drink. In this case, the system
transfers the information connected with the superclass to any its subclass that does
not have its own information of the same type. Thus, it is determined that the indi-
cated verbs are also applicable to Coca Cola, see Fig. 4.

Synonym. Suppose that he noun coating has no collocations in the database, but it
belongs to the synonymy group with layer as the group dominant. If layer is com-
pletely characterized in the database, the system transfers the information connected
with it to all group members lacking the complete description. Thus, a user can rec-
ognize that there exist collocations of the type cover with a coating.

Supplementary number of noun. If a noun is given in the system dictionary in
both singular and plural forms, but only one of these forms is completely character-
ized in the system, then the collocations of one number are transferred to the supple-
mentary one.

These types of self-enrichment are applied to all syntactic relations except Gov.
Patterns, since this transfer reflects semantic properties not always not always corre-
sponding to syntactic ones.

Enrichment of antonyms. Besides of antonyms recorded in common dictionaries,
synonyms of these antonyms and antonyms of the synonymous dominant of the word
are output as quasi-antonyms. This is the only semantic relation, which is subject to
the enrichment.
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Precautions in Inferences

In each case, the inherited information is visually indicated on the screen as not guar-
anteed. Indeed, some inferences are nevertheless wrong. For example, berries as su-
perclass can have nearly any color, smell and taste, but its subclass blueberries are
scarcely yellow. Hence, our inference rules have to avoid at least the most frequent
errors.

Classifying adjectives. The adjectival attributes sometimes imply incorrect combi-
nations while inferring like *European Argentina (through the inference chain Ar-
gentina O country & European country). To avoid them, the system does not use the
adjectives called classifying for the enrichment. They reflect properties that convert a
specific notion to its subclasses, e.g., country U1 European / American / African
country. In contradistinction to them, non-classifying adjectives like agrarian, beau-
tiful, great, industrial, small do not translate the superclass country to any subclass, so
that collocation beautiful Argentina is considered valid by the system while the en-
richment.

Idiomatic and scope labeled collocations are not transferred to any subclasses ei-
ther. It is obvious that the collocation hot poodle based on the chain (poodle O dog)
& (hot — dog) is wrong.

With all these precautions, the hundred-per-cent correctness of the inferences is
impossible, without further semantic research.

Parse Filtering and Lexical Disambiguation

The system in its standard form has a user(s interface and interacts with a user in
word processing or foreign language learning. However, the database with such con-
tents can be directly used for advanced parsing and lexical disambiguation.

If a collocation is directly occurs in a sentence, it proves the part of dependency
tree, in which its components plays the same syntactic roles. The collocation database
functions like a filter of possible parse trees. It can be realized through augmented
weighting of optional trees with subtrees already found in the database. This idea is
the directly connected with that of [7].

Different homonyms usually have their own collocations (more rarely, they over-
lap). For example, bank, (financial) has attributes commercial, credit, reserve, saving,
etc., while bank, (at shore) has attributes rugged, sloping, steep, etc. Thus, if the word
bank is attributed, it can be disambiguated with high probability on the stage of pars-
ing.

Three Versions of the System

Russian. The Russian version of the system is near to its completion, though there are
no reasonable limits for the database and lexicon size. Now it has the lexicon (in-
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cluding common uninterrupted collocations and prepositional phrases) of ca. 110,000
entries.
The statistics of unilateral semantic links in this version is as follows:

Semantic derivatives 804,400
Synonyms 193,900
Part/whole 17,300
Paronyms 13,500
Antonyms 10,000
Subclass/superclass 8,500

Total 1,047,600

Note, that for semantic derivatives, synonyms, and paronyms, the numbers of uni-
lateral links were counted as 2; n; (n; [J 1), where n; is number of members in ith
group. That is why the links connecting semantic derivatives and synonyms are much
more numerous than the derivatives and synonyms themselves.

For syntactic unilateral links, the statistics is:

Verbs [their noun complements 342,400
Verbs [their subjects 182,800
Nouns [Ishort-form adjectives 52,600
Attributive collocations 595,000
Nouns [Itheir noun complements 216,600
Verbs [their infinitive complements 21,400
Nouns [Itheir infinitive complements 10,800
Copulative collocations 12,400
Coordinated pairs 3,600

Total 1437,600

Summarizing all relations gives ca. 2.5 million explicitly recorded links. Foe
evaluation of the text coverage, 12 text fragments of ca. 1 KB length were taken from
various sources (books on computer science, computational linguistics, and radars;
abstract journals on technologies; newspaper articles on politics, economics, popular
science, belles-lettres, and sport; advertising leaflets). The count of covered colloca-
tions was performed by hand, with permanent access to the database. The results
varied from 43% (abstracts) to 65% (ads). The inference capability gives not more
than 5% rise in coverage so far, since the names of underspecified subclasses turned
to be rather rare in texts, and the thesauric part of the system is not yet brought to
perfection.

Some statistics on the fertility of different words in respect of collocations is perti-
nent. If to divide the number of the collocations [Verbs [Jtheir noun complements[ to
the number of the involved nouns, the mean value is 15.7, whereas the division to the
number of the involved verbs gives 17.9. If to divide the number of the collocations
[houns [Itheir noun complements[Jto the number of the dependent nouns, the mean
value is 13.6, whereas the division to the number of the ruling nouns gives 12.8. The
mean number of attributes is 15.5.

This series of fertility indicators can be broadened, all of them being in a rather
narrow interval 11 to 18. This proves that even the inclusion into the database of col-
locations considered linguistically quite free gives on average only ca. 20 different
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Fig. 4. An example of enrichment: the key Coca Cola (Russian version).

words syntactically connected with each given word, in each category of collocations
(both dependent and ruling syntactic positions are considered). The evident reason of
this constraint is semantics of words, so that the total variety of collocations in each
specific case does not exceed the some limits.

The source database of any language has the shape of formatted text files. Besides
labels of lexical homonymity, idiomacity, and scope, the Russian version contains
numerical labels at homonymous prepositions (they imply different grammatical cases
of dependent nouns) and sparse accentuation information. The Russian source files
with collocations [verbs [ their noun complements( ] and [houns [ their noun com-
plements[Icontain also dots replacing obligatory complements, which are not partici-
pants of the given relation. The dots are not used in the automatic formation of gov-
ernment patterns, since every complement in Russian is expressed through its own
combination of a preposition and the corresponding grammatical case.

The methods of automatic acquisition of collocations are well known in the litera-
ture on computing linguistics [7, 8]. We used them in a rather limited and [tussified[]
manner. E.g., one acquisition program searched for only attributes of each textual
noun positioned about it as (-3, +1) and agreed with it in number, gender, and case.
The major part of the database was gathered manually, by scanning a great variety of
texts: newspapers, magazines, books, manuals, leaflets, ads, etc.

At the stage of automatic compiling of the runtime database, morphological lem-
matizer reduces indirect cases of nouns and finite verb forms to their dictionary norm.
A similar lemmatizer normalizes forms in the query.
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English. An example of how English version functions is given in Fig. 3, for the
query ability. This version is under development, the size of its source base is now
less that one tenth of Russian database. The special labeling of its source files in-
cludes: a delimiter of prepositions coming after English verbs, like in put on | (a)
bandage. The problems of what tenses, more numerous in English, are to be repre-
sented in each [predicate [J subjectl) collocation and what articles (defi-
nite/indefinite/zero) are to given at each noun are not yet solved.

The best semantic subsystem for the English version might be WordNet [5].

Spanish. This version is also under development. The morphological lemmatizer is
needed here for personal forms of verbs.

Conclusions

A system for word processing and learning foreign languages is described. It contains
a very large database consisting of semantic and syntactic relations between words of
the system lexicon. The structure of such a system is in essence language-
independent. The developed Russian version has shown the promising nature of such
combined systems.
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Abstract. This article deals with traceability in sotfware engineering.
More precisely, we concentrate on the role of terminological knowledge
in the mapping between (informal) textual requirements and (formal)
object models. We show that terminological knowledge facilitates the
production of traceability links, provided that language processing tech-
nologies allow to elaborate semi-automatically the required terminolog-
ical resources. The presented system is one step towards incremental
formalization from textual knowledge.

1 Introduction

Modern information systems tend to integrate textual knowledge and formal
knowledge in common repositories. The informal is richer and familiar to any
user while the formal is more precise and necessary to the computer. It is recog-
nized that linking formal knowledge to informal knowledge has several benefits
including, (1) establishing the context for formalized knowledge and document-
ing it, and (2) providing a natural way to browse through formalized knowledge.
Two significant examples can be pointed out:

— Product Data Management. Design and production data are formalized
in product trees. This formalization improves data consistency and evolutiv-
ity. The components of the product tree are related to documents, such as
maintenance manuals or manufacturing notices. Connecting formal models
to informal sources guarantees a better synchronization between technical
data and documents.

— Software Engineering. Formal models, and more particularly object ori-
ented models are widely used in software development. In this context, tex-
tual knowledge represents specification and design documents. These infor-
mal sources are used as a basis for building formal models.

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 115-{IZ6] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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Several works focused on the advantages of using a corpus-based terminology for
supporting formal knowledge acquisition [4], [1], [2]. These contributions empha-
size the central role of terminological resources in the mapping between informal
text sources and formal knowledge bases. In the same spirit, the present work
uses terminology software support for generation and management of traceabil-
ity links between initial software requirements and formal object representations
resulting from the modeling processes. We describe a fully implemented system
that provides high-level hypertext generation, browsing and model generation
facilities. From a more technical viewpoint, we introduce an original XML based
model for integrating software components.

The rest of the paper is organized as follows. Section [2 introduces the main con-
cepts of our approach and the basic tasks that should be performed by a user
support tool which takes advantage of terminological knowledge for improving
traceability. Section [ gives a detailed and illustrated description of the imple-
mented system. Finally, section [ briefly compares our contribution to related
works and the conclusion provides some directions for further research.

2 Principles

2.1 Traceability in Software Engineering

In a software development process, design and implementation decisions should
be “traceable”, in the sense that it should be possible to find out the requirements
impacted, directly or indirectly, by the decisions. This mapping is useful in many
respects:

— It helps to ensure exhaustiveness: By following traceability links, the user
or a program can easily identify the requirements which are not satisfied by
the software.

— It facilitates the propagation of changes: At any time in the development
process, traceability information allows to find out the elements impacted
by changes (upstream and downstream). For instance, the user can evaluate
the incidence on the software design and implementation of a late change in
the initial customer requirements.

— When traceability is established with hyperlinks, the browsing capabilities
provided by design support tools are increased.

In an object-oriented framework, many traceability links aim at relating textual
fragments of the documents in natural language and model fragments. Putting
on these links manually is a tedious and time consuming task and current tools
for requirement analysis provide no significant help for doing that job.

2.2 The Role of Terminological Resources

In many information systems where both textual knowledge and formal knowl-
edge are involved to describe related concepts, terminology can play an inter-
mediate role. As mentioned earlier, previous works in the fields of knowledge
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Fig. 1. Using terminological items to link textual requirements and object mod-
els

acquisition and natural language processing have shown that terminological re-
sources extracted from corpora can help the incremental formalization processes
from texts to formal models.

There exist other demonstrative examples in related domains, such as product
data management and software engineering.

For example, in the DOCcSTEP project [8], which deals with product data manage-
ment, terminological resources are used to connect multilingual technical docu-
mentation and items of product trees. Hyperlinks are established between term
occurrences in documents and corresponding objects in product trees.

In software engineering, the role of terminological knowledge in the modeling
process has often been pointed out [15][10}[3]. One of the first step in the modeling
process consists of a systematic identification of the technical terms (simple and
compound nouns) in the documents, namely the terminology used to describe
the problem. Some of these technical terms represent concepts which will be
subsequently introduced in the formal models. These terms can be seen as an
intermediary level between the textual requirements and the formal models. (see
figure [).

2.3 Functional View of a System That Exploits Terminology

A system that takes advantage of terminological resources may involve tech-
niques pertaining to several technological areas, and particularly natural lan-
guage processing, information retrieval and knowledge management:

Terminology Extraction. In technical domains, many precise and highly rel-
evant concepts are linguistically represented by compound nouns. The multi-
word nature of the technical terms facilitates their automatic identification
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in texts. Relevant multi-word terms can be easily identified with high ac-
curacy using partial syntactic analysis [4], [11] or statistical processing [6]
(or even both paradigms [[]). Terminology extraction techniques are used
to automatically build term hierarchies that will play the intermediate role
between documents and models.

Document and Model Indexing. The technical terms are used for indexing
text fragments in the documents. Fine grained indexing, i.e paragraph level
indexing, is required while most indexing systems used in information re-
trieval work at the document level. Besides, most descriptors used in this
kind of indexing are multi-word phrases. The terms are also used for index-
ing the model fragments (classes, attributes ... ).

Hyperlink Generation. The terminology driven indexing of both texts and
models with the same terminology is the basis of the hyperlink generation
mechanisms. Futhermore, hyperlink generation should be controlled inter-
actively, in the sense that the user should be able to exclude automatically
generated links or add links that have not been proposed by the system.

Model Generation. It is quite common that the concept hierarchies mirror
the term hierarchies found in the documents. This property can be used to
generate model skeletons which will be completed manually.

These features are implemented in the system presented in the next section.

3 A User Support Tool for Improving Traceability

The implemented system consists of two components, XTerm and Troeps. XTerm
deals with the document management and linguistic processing functions, more
particularly terminological extraction and document indexing. Troeps deals with
model management and model indexing. The model generation function is spread
over both components.

3.1 XTerm

XTerm [A] is a natural language processing tool that provides two services to
end users:

— Terminology acquisition from documents. It analyzes a French or English
technical documentation in order to build a hierarchy of potential technical
terms. The user can explore and filter the extracted data via a graphical
interface.

— Terminology-centred hypertext navigation. XTerm can be seen as a hyper-
text browser. The extracted terms are systematically linked to their textual
contexts in the documents. The user can easily access the textual fragments
containing term occurrences.
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Fig. 2. The integrated system based on XTerm and Troeps.

XTerm is made of four components:

Document Manager. This component provides textual data to the linguistic

components. It scans all document building blocks (paragraphs, titles, fig-
ures, notes) in order to extract the text fragments. The extracted units are
then prepared for linguistic processing.
Additionally, the document manager provides the mechanisms for indexing
and hyperlink generation from technical terms to document fragments. Hy-
perlink generation is a selective process: To avoid overgeneration, the initial
set of links systematically established by the system can be reduced by the
user.

Part of Speech Tagger. The word sequences provided by the document man-
ager are processed by a tagger based on the Multex morphological parser [14].
POS tagging starts with a morphological analysis step which assigns to each
word its possible morphological realizations. Then, contextual desambigua-
tion rules are applied to choose a unique realization for each word. At the
end of this process, each word is unambigeously tagged.

Term Extractor. As mentioned in section 23, the morpho-syntactical struc-
ture of technical terms follows quite regular formation rules which represent
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Fig. 3. a term extraction automaton

a kind of local grammar. For instance, many French terms can be captured
with the pattern “Noun Preposition (Article) Noun”. Such patterns can be
formalized with finite state automata, where transition crossing conditions
are expressed in terms of morphological properties. The figure [ gives an
example of a simplified automaton (state 2 is the unique final state).

To identify the potential terms, the automata is applied on the tagged word
sequences provided by the pos tagger. A new potential term is recognized
each time a final state is reached. During this step, the extracted terms are
organized hierarchically. For example, the term “flight plan” (“plan de vol”
in figure ) will have the term “plan” as parent and “modified flight plan”
as a child in the hierarchy.

Actually, term extraction with automata is just the first filtering step of
the overall process. The candidate set obtained after this step is still too
large. Additional filtering mechanisms are involved to reduce that set. In
particular, grouping rules are used to identify term variants. For instance,
in French technical texts, prepositions and articles are often omitted for the
sake of concision (the term “page des buts’ can occur in the elided form:
“page buts)”. Term variants are systematically conflated into a single node
in the term hierarchy.

Management /Browsing Component. This component ensures the basic
term management functionalities (editing, search, validation). XTerm is
highly interactive. Many browsing facilities are provided to facilitate the
manipulation of large data sets (extracted terms + text fragments). X Term
can be used as an access tool to documentation repositories.

! Whose English literal translations are respectively: “page of the waypoints” and
“page waypoints”. A plausible equivalent term in English could be “Waypoint page”.
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3.2 Troeps

Troeps is an object-based knowledge representation system, i.e. a knowl-
edge representation system inspired from both frame-based languages and object-
oriented programming languages. It is used here for expressing the models.

An object is a set of field-value pairs associated to an identifier. The value of a
field can be known or unknown, it can be an object or a value from a primitive
type (e.g. character string, integer, duration) or a set or list of such. The objects
are partitioned into disjoint concepts (an object is an instance of one and only one
concept) which determines the key and structure of its instances. For example,
the “plan” concept identifies a plan by its number which is an integer. The fields
of a particular “plan” are its time constraints which must be a duration and its
waypoints which must contain a set of instances of the “waypoint” concept.
Objects can be seen under several viewpoints, each corresponding to a different
taxonomy. An object can be attached to a different class in each viewpoint.
For instance, a particular plan is classified as a “flight plan” under the nature
viewpoint and as a “logistic plan” under the functional viewpoint. This is unlike
other object systems, which usually allow only one class hierarchy.

Troeps knowledge bases can be used as HTTP servers whose skeleton is the struc-
ture of formal knowledge (mainly in the object-based formalism) and whose flesh
consists of pieces of texts, images, sounds and videos tied to the objects. Turning
a knowledge base into a HTTP server is easily achieved by connecting it to a port
and transforming each object reference into an URL and each object into a HTML
page. If HTML pages already document the knowledge base, they remain linked
to or integrated into the pages corresponding to the objects. The Troeps user
(through an Application Programming Interface) can explicitly manipulate each
of the Troeps entities. The entities can also be displayed on a HTTP client through
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their own HTML page. The Troeps program generates all the pages on request
(i.e. when a URL comes through HTTP). The pages make numerous references to
each others. They also display various documentation (among which other HTML
pages and lexicon) and give access to Troeps features. From a Troeps knowledge
server it is possible to build complex queries grounded on formal knowledge such
as filtering or classification queries. The answer will be given through a seman-
tically sound method instead of using a simple full-text search. Moreover, it is
possible to edit the knowledge base. The system presented here takes advantage
of this last feature.

3.3 Communication between the Components

The communication between the linguistic processing environment and the model
manager is bidirectional: Upon user request, XTerm can call Troeps to generate
class hierarchies from term hierarchies. Conversely, Troeps can call XTerm to
provide the textual fragments related to a concept (via a technical term).

For example, figure[H] illustrates the class generation process from a hierarchy of
terms carefully validated by the user (a hierarchy rooted in the term “Plan”).
The class hierarchy constructed by Troeps mirrors the hierarchy of the validated
terms (under the root “Plan”).

At the end of the generation process, the created classes are still linked to their
corresponding terms, which means that the terminology-centred navigation ca-
pabilities offered by XTerm are directly available from the Troeps interface. As
illustrated by figure 6] the Troeps user has access to the multi-document view of
the paragraphs which concern the “Flight-Plan” concept. From this view, the
user can consult the source documents if required.

2 More precisely, this view displays the paragraphs where the term “flight plan” and
its variants occur.
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Data exchanges between XTerm and Troeps are based on the xmL language
(see figure H). Troeps offers an xML interface which allows to describe a whole
knowledge base or to take punctual actions on an existing knowledge base. This
last feature is used in the interface where XTerm sends to Troeps short xmL
statements corresponding to the action performed by the user. These actions
correspond to the creation of a new class or a subclass of an existing class and
the annotation of a newly created class with textual elements such as the outlined
definition of the term naming the class. For example, to generate classes from
the term hierarchy rooted at the term “plan”, XTerm sends to Troeps an XML
stream containing a sequence of class creation and annotation statements. XML
representation of object models . We give below an extract of this sequence, cor-
responding to the creation of classes “Flight-Plan” and “Current-Flight-Plan”:

<trp:ADD>
<trp:CLASS>
<trp:CLASSDSC name="Flight-Plan">
<trp:CLASSREF name="Plan"/>
</trp:CLASSDSC>
</trp:CLASS>
</trp:ADD>

<trp:ADD>
<trp:CLASS>
<trp:CLASSDSC name="Current-Flight-Plan">
<trp:CLASSREF name="Flight-Plan"/>
</trp:CLASSDSC>
</trp:CLASS>
</trp:ADD>

<trp:ANNOTATE label="comment">
<trp:CLASSREF name="Flight-Plan"/>
<trp:CONTENT>
A flight plan is a sequence of waypoints ...
</trp:CONTENT>
</trp:ANNOTATE>
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The term definition filled out in the XTerm description of the term is added as
a textual annotation in the class description. After these automated steps, the
classes can be completed manually.

This xML interface has the advantage of covering the complete Troeps model
(thus it is possible to destroy or rename classes as well as adding new attributes to
existing classes). Moreover, it is relatively standard in the definition of formalized
knowledge so that it will be easy to have XTerm generating other formats (e.g.
xMI [13] or Ontolingua) which share the notion of classes and objects.

More details about this approach of xmMmL-based knowledge modeling and ex-
change are given in [9].

4 Related Work

Terminology acquisition is one of the most robust language processing technol-
ogy [4, [I1, [7] and previous works have demonstrated that term extraction tools
can help to link informal and formal knowledge. The theoretical apparatus de-
picted in [4], [1] and [2] provides useful guidelines for integrating terminology
extraction tools in knowledge management systems. However, the models and
implemented systems suffer from a poor support for traceability, restricted to the
use of hyperlinks from concepts and terms to simple text files. On this aspect, our
proposal is richer. The system handles real documents, in their original format,
and offers various navigation and search services for manipulating “knowledge
structures” (i.e., documents, text fragments, terms, concepts ... ). Moreover, the
management services allow users to build their own hypertext network.

With regard to model generation, our system and Terminae [2] provide comple-
mentary services. Terminae resort to the terminologist to provide a very precise
description of the terms from which a precise formal representation, in descrip-
tion logic, can be generated. In our approach, the system does not require users
to provide additional descriptions before performing model generation from term
hierarchies. Model generation strictly and thoroughly concentrates on hierarchi-
cal structures that can be detected at the linguistic level using term extraction
techniques. For example, the hierarchical relation between the terms “Flight
Plan” and “Modified Flight Plan” is identified by XTerm because of the explicit
relations that hold between the linguistic structures of the two terms. Hence, such
term hierarchies can be exploited for class generation. However, XTerm would be
unable to identify the hierarchical relation that hold between the terms “vehicle”
and “car” (which is the kind of relations that Terminae would try to identify
in the formal descriptions). As a consequence, the formal description provided
by our system is mainly a hierarchy of concepts while that of Terminae is more
structural and the subsumption relations is computed by the description logic
system.

In the field of software engineering, object-oriented methods concentrate on the
definition of formal or semi-formal formalisms, with little consideration for the
informal-to-formal processes [15, [10] [3]. However, to identify the relevant re-
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quirements and model fragments, designers should perform a deep analysis of
the textual specifications. The recommendations discussed in section 2.2l on the
use of terminological resources can be seen as a first step.

The transition from informal to formal models is also addressed in [17]. The
approach allows users to express the knowledge informally (like in texts and
hypertexts) and more formally (through semantic networks coupled with an ar-
gumentation system). In this modeling framework, knowledge becomes progres-
sively more formal through small increments. The system, called “Hyper-Objet
substrate”, provides an active support to users by suggesting formal descriptions
of terms. The integrated nature of this system allows to make suggestions while
the users are manipulating the text, and to exploit already formalized knowledge
to deduce new formalization steps (this would be adapted to our system with
profit). However, our natural language component is far more developed.

5 Conclusion

We have presented a fully implemented system which:

— analyzes text corpora and generates terminological resources organized in
a hierarchical way;

— allows users to validate particular elements of the terminology;

— generates class hierarchies in a formal model and communicates them to
the Troeps knowledge server through an XML stream;

— provides a way back from the model to the documents through the fede-
rating action of the terminology.

It thus provides both assisted generation of formal models from texts and trace-
ability of these models back to the documents. To our opinion, this is a valu-
able tool for elaborating structural or formal knowledge repositories (as well as
databases or software models) from legacy texts.
To improve the current system, more developments are underway for:
— improving knowledge generation by automatically detecting potential at-
tributes and their types (the same could be possible for events, actions ... );
— implementing definition detection in texts;
— using the knowledge model as an index for providing query-by-formalized-
content of the documents.
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Abstract. To ease the retrieval of documents published on the Web, the documents
should be classified in a way that users find helpful and meaningful. This paper
presents an approach to semantic document classification and retrieval based on
Natural Language Analysis and Conceptual Modeling. A conceptual domain model
is used in combination with linguistic tools to define a controlled vocabulary for a
document collection. Users may browse this domain model and interactively classify
documents by selecting model fragments that describe the contents of the documents.
Natural language tools are used to analyze the text of the documents and propose
relevant domain model concepts and relations. The proposed fragments are refined
by the users and stored as XML document descriptions. For document retrieval,
lexical analysis is used to pre-process search expressions and map these to the
domain model for manual query-refinement. A prototype of the system is described,
and the approach is illustrated with examples from a document collection published
by the Norwegian Center for Medical Informatics (KITH).

1. Introduction

Project groups, communities and organizations today use the Web to distribute and
exchange information. While the Web makes it easy to publish documents, it is more
difficult to find an efficient way to organize, describe, classify and present the
documents for the benefit of later retrieval and use. One of the most challenging tasks
is semantic classification - the representation of document contents. Semantic
classification is usually done using a mixture of text-analysis methods, carefully
defined vocabularies or ontologies, and various schemes for applying the vocabularies
in indexing tasks.

With controlled vocabularies, more work can be put into creating meaningful
attributes for document classification and building up document indices. However,
even though the words in a controlled vocabulary are selected on the basis of their
semantic content, this semantic part is normally not apparent in the classification and
retrieval tasks. As far as the information retrieval system is concerned, the vocabulary
tends to be a list of terms that are syntactically matched with terms in the documents.
The inherent meanings or structures of the terms in the vocabulary are not used to
classify and retrieve documents, and we are still left with a syntactic search approach
to information retrieval.

There have been a few attempts to add a semantic component to document retrieval.
With the inclusion of semantically oriented lexicons like WordNet, it has been

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 127-140, 2001.
O Springer-Verlag Berlin Heidelberg 2001
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possible to link search terms to related terms and use these links to expand or restrict
the search query in a semantic way. Stemming is a technique for reducing a
conjugated word to its base form, which may also be used when classifying
documents and can be regarded as a way of deducing the underlying concept from the
surface text string. There is a tendency, though, that linguistically oriented retrieval
systems including such techniques do not easily combine with controlled
vocabularies.

An interesting approach to this problem would be to define a controlled vocabulary of
terms that can be semantically interpreted by the information retrieval system. For this
to be useful, though, the semantic descriptions have to be derived from the way these
terms are actually used in the document collection. A general multi-purpose lexicon
would give us definitions that in most cases are too generic and will work against the
whole principle of using controlled vocabularies. Also, the semantic aspects have to
be given a representation that the retrieval system can understand and make use of.

In this paper, we present a document retrieval system that brings together semantic
retrieval and controlled vocabularies. Particular to this system is the way conceptual
modeling and linguistics are combined to create conceptual models that serve as
controlled vocabularies. Section 2 introduces the whole architecture of the system.
The construction of the vocabulary is discussed in Section 3, and Section 4 and 5
present the processes of classifying and retrieving documents respectively. A
comparison with related work in done in Section 6 and the main conclusions of our
work are summed up in Section 7.

2. Semantic Document Retrieval

Semantic document retrieval implies that the documents are classified using
interpretable concepts. The classification of a particular document is a structure of
concepts that has an unambiguous interpretation and can be subjected to well-defined
reasoning. Whereas syntactic retrieval is based on a simple matching of search strings
with document attributes, semantic retrieval requires that the underlying meaning of
the search expression be compared to the semantic descriptions of the documents.
During this comparison, various logical, linguistic or conceptual theories may be
applied. Our semantic retrieval approach rests on the following major principles:

= Fundamental to our document retrieval system is the assumption that the
documents are all restricted to a domain that can be characterized by well-
defined, inter-related concepts. These concepts form the scientific terminology
of the domain and are represented as a hierarchical conceptual model of entities
and unlabelled relationships that we will refer to as the domain model.

=  The contents of documents are described using domain model fragments that
have clear semantic interpretations. These classifications may be more precise
than the domain model by labelling the relationships between the domain
concepts.

=  Document queries must refer to the concepts included in the domain model. The
query is regarded as a fragment of the domain model including the labelled
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relationships from the document classifications. Query refinement is done
graphically by selecting and deselecting elements of this extended domain model.

The four-tier architecture of the information retrieval system is shown in|Figure 1
Using the retrieval system, the user accesses a model viewer implemented in Java that
integrates the components of the system. In addition to classifying and retrieving
documents, this graphical model viewer is also applied to construct the domain model
for the documents. The models shown in the model viewer are based on the Referent
modeling language [1], which is an ER-like language with strong abstraction
mechanisms and sound formal basis.
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Figure 1 Overview of system architecture

The Java servlets at the next level define the overall functionality of the system. They
are invoked from the model viewer and coordinate the linguistic tools incorporated
into the system.

At the third level, a number of linguistic tools analyze natural language phrases and
give the necessary input to construct domain vocabularies and classify and retrieve
documents. The Word frequency analyzer from WordSmith is a commercially
available application for counting word frequencies in documents and producing
various statistical analyses. A Finnish company, Lingsoft, has two tools for analyzing
nominal phrases and tagging sentences that are needed for the classification and
retrieval of documents. A smaller Prolog application for analyzing relations between
concepts in a sentence is being developed internally at the university. This
application assumes a disambiguated tagged sentence and propose relations between
the concepts on the basis of classification-specific rules. As an alternative to the
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tagger and the relation analyzer, we are considering a parser linked to an extensive
semantic lexicon.

Finally, the documents and their classifications are stored in HTML and XML format
respectively. The domain model is also stored in XML and can be continuously
maintained to reflect the vocabulary used in the documents being added to the
document collection. The linguistic tools rest on lexical information that is partly
stored in XML and partly integrated with the tools themselves.

The functionality of the document system includes three fundamental processes:

= the construction of the domain model on the basis of selected documents,

= the classification of new documents using linguistic analysis and conceptual
comparison, and

= the retrieval of documents with linguistic pre-processing and graphical
refinement of search queries.

In the following sections, we will go into some more detail of these processes.
Examples from the Norwegian centre of medical informatics (KITH) will be used to
illustrate our approach. KITH has the editorial responsibility for creating and
publishing ontologies covering various medical domains. Today, these ontologies are
created on the basis of documents from the particular domain and take the form of a
list of selected terms from the domain, their textual definitions (possibly with
examples) and cross-references (Figure 3)). KITH[s goal is to be able to use these
medical ontologies directly in a web-based interface to classify and browse domain
documents. Our work is related to the ontology from Somatic Hospitals [2], which is
currently under construction.

3. Constructing Domain Models from Document Collections

Conceptual modeling is mainly a manual process. However, when the conceptual
models are constructed on the basis of a set of documents, textual analysis may be
used to aid the process. Our approach is outlined in Figure 2

The first step of the process is to run the document collection through a word analysis
with the purpose of proposing a list of concept candidates for the manual modeling
process. In the KITH case, the WordSmith toolkit [3] is used for this purpose. This
analysis filters away stop words and it also compares the text of the documents with
[a reference set of documents[] assumed to contain average Norwegian language.

The result from this analysis is a list of the highest frequented terms in (documents
from) this domain. The WordSmith tool offers a word concordance analysis that [Ifor
a given term - may display example uses of this term in phrases from the text and also
compute words that are co-located with this term in the text. The WordSmith tool is
based on statistical analysis. An alternative is to use a linguistically motivated tool,
like Lingsoftls NPTool [4] which extracts complete noun phrases from running text.
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Such an analysis may propose more complete noun phrases as candidates for concepts
in the model and may also handle more linguistic variation.
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(Lingsoft) T ¢ (Referent Model XML)

&

Figure 2 Constructing the domain specific conceptual model

After the word analysis, the conceptual model is created by carefully selecting terms
from the proposed list through a manual and cooperative process. In the KITH
example, this work is performed by a committee consisting of computer scientists,
medical doctors and other stakeholders from the particular domain. Terms are
selected and defined [Ipossibly with examples from their occurrences in the document
text, and related to each other. The concept definition process performed by KITH
conforms to what is recommended elsewhere, e.g. in the SpriTerm project [5] and in
ISO standards [6]. Typical sources of input for this work are guidelines for
terminological work, domain specific thesauri etc.

In the KITH approach a visual conceptual modeling language is used to keep an
overview of the central concepts and their relations. In the example model from the
domain of somatic hospitals, the initial word analysis proposed more than 700 terms
and the final result is a MS Word document listing 131 well defined concepts together
with some overview conceptual models [Jshown in [Figure 3| As shown, the final
domain [modelJcontains the terms, their definitions and their relations to other terms.
Relations between concepts in this model are not well-defined, relations are here
merely an indication of [telatedness[Jand are denoted [cross-references! ]

To be able to experiment with KITHI[S term-definition document further in our
approach to semantic document classification, we have chosen to use our own
conceptual modeling language and tool [Ithe Referent Model Language. We translate
the input from KITH into a complete Referent model and embed the textual
definitions within this model. We also perform what we have denoted a [linguistic
refinement[] of the model in order to prepare the model-based classification of
documents. For each of the concepts in the model, we add a list of terms that we
accept as a textual designator of this concept. This list of terms may be extracted from
a synonym dictionary, e.g. [7]. Today this is performed manually. We then run the
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model through an electronic dictionary and extract all conjugations for each of the
concepts in the model and its corresponding list of terms.
The resulting Referent Model is stored as an XML file and is now available for

browsing and interaction across the Web in a Java based Referent Model viewer.

Pasientjournal

Pasient Pasentnummer

Ledsager

| Gjestepasient |

| Utskrivingskiar pasient

Dagpasient

Utskrevet pasient

NR TERM DEFINITION

CROSS-REFERENCES

67 Pasient  En person som henvender seg til
helsevesenet med anmodning om
helsehjelp, eller som helsevesenet gir

eller tibyr helsehjelp i individuelle

Utskrevet pasient 100
Dagpasient 17
Gjestepasient 23
Utskrivingsklar pasient 104

tiffeller. Pasientnummer 70

Figure 3 Example concept definitions and model from the domain Somatic Hospitals [2]

Figure 4/shows the exploration of a fragment of the somatic hospital domain model.
Using the model viewer, we are able to visualise for the users the conceptual model
that will be used to classify documents. As shown, the user may interact with the
model - by clicking on a concept, he may explore the concept definitions as well as
the list of terms and conjugations for this concept.

4. Classifying Documents with Conceptual Model Fragments

In our approach, a document is semantically classified by selecting a fragment of the
conceptual model that reflects the document(s content. [Figure 5 shows how linguistic
analysis is used to match the document against the conceptual model and hence help
the user classify the document.

The user provides the URL of the document to be classified. The document is
downloaded by our document analysis servlet, which matches the document text with
the concepts occurring in the model. This matching is done by comparing a sequence
of words (a concept name in the model may consist of more than one word) from the
document with the concepts in the model [i.e. it uses the given conjugations found in
the concept(s term list. The result of this matching is a list of all concepts found in the
document [ sorted according to number of occurrences []as well as a list of the
document sentences in which the concepts were found. The concepts found are shown
to the user as a selection in our Referent Model viewer. The shown selection in the
model viewer of [Figure 4 (the greyed out Referents [ Patient, Health service and
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Treatment) is the result of the matching of the document whose URL is indicated at
the top right corner of the model viewer.
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Figure 4 Exploration of concepts and definitions in Referent Model Viewer

The user may then manually change the selection of concepts according to her
interpretation of the document. The user may also select relations between concepts in
order to classify a document with a complete model fragment, rather than individually
selected concepts. Once the user is satisfied with the selected model fragment, this
fragment is sent back to the document servlet. In order to add some semantics to the
selected relation, it is important also to provide relevant relation names. For each of
the selected relations in the model fragment, the servlet chooses all the sentences
extracted from the document that contain both concepts participating in the relation.
These sentences are first sent to a syntactic tagger [8] and from there to a semantic
analyzer in Prolog. The semantic analyzer uses a set of semantic sentence rules to
extract suggested names for each relation from the set of sentences.

Domain Domain Domain
Model Model Model
Select
Word
Analysis

concepts Suggest Vool
& Relation : >
Relations Refinement

Document Concepts

- Selected Concepts Referent Model Fragment
« # Occurrences Modeem™® ) Relations Analysato : Concepts A ——
Gava) « Position Sentences pr. relation (ava| prolog) « Relations
Al “concept” Sentences « Concepts « Suggested relation names
« Pos (Sentence Number) « Relation Path
« Pos (Sentence Number)

bpoc
] Tran;lauon »

Storage ) N
g Java Model c (XML; Store

Figure 5 Semantic classification through lexical analysis and conceptual model interaction
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As an example, take one of the documents classified in our document retrieval
system. There are 11 sentences in that document that contain the domain concepts
[helsetjenestelI(health service) and [pasient[I(patient). One of the sentences is

“Medarbeidere i helsetjenesten md stadig utvikle nye muligheter for d fremme helse,
hjelpe pasientene og bedre rutinene” (The employees of the health service must
steadily develop new methods to promote health, help the patients and improve the
routines)

and the results of tagging this sentence is shown in Figure 6.

NP VP VP VP VP

N P N V ADV_V ADJ N CClI Vv N Vv N CC V N

\ medarbeidere i helsetienesten ma stadig utvikle nye muligheter for & fremme helse, hjelpe pasientene og bedre rutinene \
| | | | |

| | |
“stadig” “ny" o *fremme" “hielpe" "og" “rutine”
AE POS UK SG UBEST NDM AE POS UK L UB NOM /17 V INF AKT V INF AKT U<cer N HAN PL BEST NOM

"métie” “utlvikle” “helse’

“medarbeider” “helsel¥tjeneste”
<*> N HAN PL UBEST NOM | <upl> N HAN SGBEST NOM
" mulghe “pasient” "bedre”
U <prep> <modal> V PRS AKT AKT VINFAKT ~ NHUNPLUBESTNOM Us<inf>  <upl> N HUN'SG UBESTNOM NHANPLBESTNOM  VINF AKT

Figure 6 Suggesting relation names - example sentence analysis

When the disambiguation part of the tagger is completed, some syntactic roles will
also be added to the tagged sentence. Using the results from the tagger as a basis, the
system tries to propose a relation between the two concepts, health service and
patient. Currently, the relation is formed by the part of the sentence linking the two
concepts that remain after removing irrelevant sentence constituents. Constituents to
remove are for example attributive adjectives ([hew(), modal verbs (Cmustl), non-
sentential adverbs, and most types of sentential adverbs ([steadilyl). Also, we
remove prepositional phrases and paratactic constructions that do not contain any of
the two concepts in question ([promote healthlJand [improve the routinesl). For the
sentence above, the system proposes to use the following words to form a relation
between the concepts (proposed words in bold face): “The employees of the health
service must steadily develop new methods to promote health, help the patients and
improve the routines.”

The user is provided with a list of all proposed relation names extracted from the
found sentences, and may select the desired ones. Users may also refine the proposed
names or provide their own names for a selected relation. All the relation names used
when classifying a document are stored in with the conceptual model and can later be
added to the list of proposed relation names, when the next user is selecting the same
relation.

The completed model fragment with relation names now serves as the classification
of the document. Our goal is to store classifications in conformance with the W3C
proposed RDF standard for Web-document descriptions []the Resource Description
Framework [9]. Thus, we may translate the selected Referent Model fragment into a
set of RDF statements. We also let the users specify a set of contextual meta-data
attributes selected from the Dublin Core [10] proposal (Document Title , Creator,
Classification Date, URL etc.) and use Dublin Corels guidelines generating RDF-
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XML syntax. By using the RDF syntax, we hope to be able to use available internet
search machinery at a later stage. For now, however, we store the classifications in
our own Referent Model XML format and use our own document servlet for
searching.

5. Retrieving Documents with NL Queries and Model Browsing

Our document retrieval component includes graphical mechanisms for analyzing the
queries with respect to the domain vocabulary. The retrieval interface combines the
analysis of natural language query inputs with the subsequent refinement of

conceptual model query representations.
Domain . Sentence - . D .
Model Lexicon rules Lexicon omain
Model
Presentation

i

Search Doc’s

Document

y

Linguistic
preprocessing

A\ 4

Syntactic Domain model query

(java | prolog) (java)

!

Refinement

Classification Store

(XML

Java Model

Domain
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Figure 7 NL & Model based document retrieval

> | Quey
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Figure 7|gives an overview of the retrieval process. The users enter a natural language
query phrase which is matched against the conceptual model like in the classification
process. The domain model concepts found in this search phrase (if any) are extracted
and used to search the stored document descriptions. Verbs found in between the
concepts in the search phrase are extracted and matched against the stored relation
names. Note that the relations are given a simpler analysis than what is done in
classification. Using the same sentence analysis here would require that the search
phrase is written almost the exact same way as the original document sentence in
order to produce a match. Such relaxations have proven necessary also in other works

[11].

Our goal is not to develop new indexing or retrieval methods at this level. Storing our
document descriptions in a standard format, we intend to use available or standard
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indexing and retrieval machinery as these are made available. For the prototype
interface shown in this paper, we are using our own document servlet, which uses a
simple weighting algorithm to match, sort and present documents.

Figure 8 Selecting referents in model -> Ranked list of documents
-> Enhanced document reading

Users may now refine their search by interacting with the domain model. Concepts
found in the search phrase are marked out in the model. Relation names found in the
stored classifications are presented to user in a list format. The search may be
narrowed by a) selecting several concepts from the model, b) following the
generalization hierarchies of the model and selecting more specific concepts or c)
selecting specific relation names from the list. Likewise, the search may be widened
by selecting more general concepts or selecting a smaller model fragment, i.e. fewer
relations and concepts.

shows our prototype search interface. The figure shows how users may
interact with the model and retrieve a ranked list of documents. Documents are
presented in a Web-browser interface by using a selection of the stored Dublin Core
attributes. The figure also shows what we have denoted [eénhanced document reader(]
that is, when reading a document, each term in the document that matched a model
concept is marked as a hyper-link. The target of this link is a [sidebar[]with the
information regarding this concept that is stored in the domain model, i.e. the
definition of the concept, the list of accepted terms for this concept and its relations to
other concepts. If relevant, this sidebar also contains a list of documents classified
according to this concept. This way, a user may navigate among the stored documents
by following the links presented in this sidebar. Such a user interface visualizes the
connection between the documents and the domain model, and may aid the user in
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getting acquainted with the domain model. Note that the [énhanced document reader!(
not only works on classified documents, but is implemented as a servlet that accepts
any document URL as input.

6. Related Work

Shared or common information space systems in the area of CSCW, like BSCW [12],
ICE [13] or FirstClass [14] mostly use (small) static contextual meta-data schemes,
connecting documents to for example people, tasks or projects, and relying on freely
selected key-words, or free-text descriptions for the semantic classification.
TeamWave workplace [15] uses a "concept map"-tool, where users may
collaboratively define and outline concepts and ideas as a way of structuring the
discussion. There is however no explicit way of utilizing this concept graph in the
classification of information. In the Conceptlndex system [16], concepts are defined
by attaching them to phrases [Jor text fragments [Iselected from their occurrences in
the text. This way the concept-definitions also serve as an index of the text fragments.

Ontologies [17, 18, 19] are nowadays beeing collaboratively created [20, 21] across
the Web, and applied to search and classification of documents. Ontobroker [22, 23]
and Ontosaurus [24] allows users to search and also annotate HTML documents with
"ontological information". Domain specific ontologies or thesauri are used to improve
search-expressions. The medical domain calls for precise access to information,
which is reflected in several terminological projects, such as [25, 26, 27, 28]

Naturally, in order to facilitate information exchange and discovery, also several
"web-standards" are approaching. The Dublin Core [10] initiative gives a
recommendation of 15 attributes for describing networked resources. W3Cls|Resource
Description Framework, [9] applies a semantic network inspired language that can be
used to issue meta-data statements of published documents. RDF-statements may be
serialized in XML and stored with the document itself. Pure RDF does however not
include a facility for specifying the vocabulary used in the meta-data statements. The
TopicMap ISO standard [29] [ offers a way of linking various kinds of [instances(]
(files, pictures, text-fragments, etc.) to a topic, and then navigate in this material by
following associations between the topics. Topic maps may be stored using SGML.

Natural Language Analysis enables the use of phrases or semantic units, rather than
[simple[lwords in retrieval. Phrase extraction from text has led to advances in IR and
has been the basis for Linguistically Motivated Indexing - LMI - [30, 31, 32, 33] .
[34] provides a survey of NLP techniques and methods such as stemming, query
expansion and word sense disambiguation to deal with morphological, lexical,
syntactic and semantic variation when indexing text. A multiple stream indexing
architecture [33] shows how several such [simple[]LMI techniques may be applied
simultaneously and effectively in the TREC-7 full-text ad-hoc task. In some systems
search expressions are matched with a conceptual structure reflecting a linguistic or
logical theory, e.g. [35, 36, 37]
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Understanding natural language specifications and turning them into formal
statements of some kind in a CASE tool has been an old challenge [38]. For ER-like
conceptual models, the naive approach is to use nouns and verbs as candidates for
entities and relations respectively. Some CASE tools adopt a particular grammar, or
accepts only a selective subset of natural language in order to produce model
statements. Constructing models from a larger set of documents, however, the system
needs more sophisticated techniques for handling linguistic variation when proposing
model elements. [39, 40] give examples of CASE tools that have integrated advanced
parsing and understanding [38].

7. Concluding Remarks

We have presented an approach to semantic classification of documents that takes
advantage of conceptual modeling and natural language analysis. A conceptual
modeling language is used to create a domain specific vocabulary to be used when
describing documents. Natural language analysis tools are used as an interface to the
domain model, both to aid users when constructing the model, to suggest
classifications of documents based on the model and to preprocess free-text search
expressions. The conceptual modeling language visualizes the domain vocabulary and
allows the users to use this vocabulary interactively when classifying documents.
Users may browse the domain model and select a model fragment to represent the
classification of a document. Natural language tools are used to analyze the text of a
document and to propose a relevant model fragment in terms of concepts and named
relations.

This paper reports on work in progress, and further work is needed in several
directions. Improving the interface between the modeling tool and the linguistic tools,
we want to speed up the construction of domain models. To enhance the matching of
document texts against the model, further work is needed on the term lists used to
match each of the model concepts. Today, synonyms are only added manually and
word forms are extracted from a dictionary. There is however work in linguistic IR
that uses advanced algorithms for expanding on noun phrases and generating term
lists from a corpus. Furthermore, our approach must be interfaced with proper
indexing and retrieval machinery, so that the approach can be tested on a larger full-
text KITH case.
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Abstract. We are formulating design guidelines for a knowledge system
that is to provide answers to natural language queries in context. A query
that starts out being very vague is to be sharpened with the assistance
of the system. Also, the response to a query is more meaningful when
presented in context. We recognize three types of context: essential, ref-
erence, and source. Essential context associates the response to a query
with a time and place. Reference context provides reference values that
help the user determine whether the response to a fuzzy query is true or
false. Source context relates to the dependability of the response.

1 Introduction

The DARPA project of high performance knowledge bases (HPKB) [1] is to
result in a knowledge base of a million assertions (axioms, rules, frames). At
the 1999 AAAT Fall Symposium on Question Answering Systems Marc Light
gave the following example of a typical question: “Which architect designed
the Hancock Building in Boston?” The answer needs to be correct (I.M. Pei),
justified (by a reference to the source of the information), and concise (“The
Hancock Building is an example of .M. Pei’s early work”). But do we need the
HPKB for this? The Hotbot search engine with search term “Hancock Building
Boston” returned a reference to the building as its very first search result, with
the index entry naming I.M. Pei and giving the dates 1972-75.

On the other hand, when, for a cross-cultural comparison of technological
development in USA and Germany, I had data on the growth in the number of
computers in USA, but needed comparable data for Germany, I spent an entire
day on an unsuccessful search. I doubt that the HPKB would have done better.
Moreover, had the numbers been available, there would still be uncertainty as to
what is being counted — the exact definition of what is a computer could have
been different for the two sources of information.

We shall differentiate between questions and queries. We call “Which archi-
tect designed the Hancock Building in Boston?” a question, but “Which salesman
is assigned to Boston?” we call a query. The two expressions have the same form,
but differ in the kind of information source used to deal with them. Questions
are put to so-called knowledge bases, while queries go to highly structured data
bases. This is consistent with standard English usage: to query means to ask
questions with some degree of formality. Of course, once a data base of buildings

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 141-{I51] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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and their architects has been constructed, the question shown above becomes a
query. Here we shall deal with queries alone, to avoid discussion of retrieval of
information from unstructured sources. However, we shall see that a knowledge
base is needed to establish an appropriate context for the answer to a query.

The answering of queries can be considered from several viewpoints. One
is based on queries as functions. Define a query as a function f with a tuple
of arguments X. The response to the query is then the value f(X), but some
flexibility can be achieved by making f a fuzzy function. Another approach is to
consider queries in context. Thus, if on May 15 a user asks “Is it a cold day?” the
response could be “The average temperature in Stockholm for May 15 is 6 degrees
Centigrade.” This provides the user with hints on how to modify the query,
and the initial query could be reformulated to, say, “What was the minimum
temperature in Pittsburgh on May 15 in Fahrenheit?” A third approach is to
partition the informations space into regions, and allow the user to sharpen a
query by calling up a sequence of menus.

Here we shall try to integrate the main characteristics of the three approaches.
This results in a composite strategy based on a concept space partitioned into
regions. Each region corresponds to a concept, such as warmth or locality. A
fuzzy term in a query, e.g., “cold” or “here” identifies the region of interest. A
menu then allows a user to select the terms appropriate for a query. We realize
that the implementation of a knowledge system along these lines is very difficult.
Nevertheless, we believe that the expected benefits justify further research. Our
alm is to survey problem areas, and thus to suggest directions for this research.

Regions of the concept space will be called domains. Sections 2 and 3 intro-
duce domain analysis in general, identify several interesting domains, and show
by examples what complexity is to be expected. In Section 4 we give an exam-
ple of the processing of a query under our approach. Section 5 is a discussion
of the problems that have to be resolved in the course of implementation of a
domain-assisted querying facility. The final two sections survey related work,
and list our conclusions. We emphasize that we do not offer a ready solution.
Rather, our contribution is a framework for the detailed research that needs to
be undertaken.

2 Domain Analysis

We define domain knowledge as the entire corpus of knowledge regarding a re-
lated set of objects, and consisting of (1) the attributes of the objects, (2) their
relations to each other, and (3) the processes in which they participate. A do-
main model is an abstraction that consists of only those parts of general domain
knowledge that are relevant to a particular application, and domain analysis is
used to develop appropriate domain models.

Developers of information systems have been constructing domain models for
a long time, under various designations, such as conceptual models, enterprise
models, and business rules. Software engineers have also become interested in
domain analysis and domain models — different purposes of domain analysis are
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discussed by Wartik and Prieto-Diaz [2]; for a bibliography see [3]; Glass and
Vessey [4] survey taxonomies of domains.

Although the importance of domain analysis is now realized, there is consid-
erable confusion as to what domain analysis should mean with regard to query
systems. For example, confusion arises when the difference between immutable
and mutable objects in a concept space is not being taken into account. Im-
mutable objects, such as the date of birth of a person, never change. Mutable
objects, such as the age of a person, undergo changes in time. There are then in
general two ways of looking at a concept space. One is a static view, and under
this view the user is interested in snapshots of the concept space. The other is
a dynamic view, and the concern is with how changes are brought about in the
concept space. Primarily our interest relates to the static view. However, trend
analysis is an instance in which a dynamic view has to be taken: stock prices,
the number of shares traded, passengers carried by an airline, and populations of
cities are examples of parameters that change with time. A query system should
also allow a user to ask for correlations between specified parameters, such as
between the number of shares traded on the New York Stock Exchange and the
average temperature for the day.

It should be clear that in an answer to a query regarding a mutable object it
is essential to indicate the time to which the answer relates. Thus, if f is the age
function, its argument is the pair <person-identifier, date>. Normally the date
is implicitly assumed to be that on which the query is being put. But even with
immutable objects a context needs to be established. This has three purposes.
First, the user must be made aware in what ways the answer to a given query is
dependent on the context. For example, although the boiling point of water is
immutable with respect to a specific altitude, it does vary with altitude, and the
altitude depends on precise location. Hence, in asking for the boiling point of
water, one has to specify an altitude directly or by specifying a location. Second,
an answer is to be made meaningful by providing it with comparison values. For
example, the information that the minimum temperature in locality Q on May
15 was 4 degrees becomes more meaningful when it is known that the average
minimum temperature at Q for May is 8 degrees, say. Third, the source of the
information may have to be indicated in cases there is uncertainty relating to its
dependability. We shall distinguish between the three types of context by calling
them essential, reference, and source context, respectively.

3 Some Interesting Domains

In data base work it has become understood that different domains require
different approaches. Two specific developments are temporal data bases and
geographical or spatial data bases. If we look at the form of queries, we can see a
natural separation of concerns, defined by Wh-queries, which start with What,
When, Where, Why, and Who.

The What relates to the main interest of the user, with the other four Wh-
forms serving to establish a context. In terms of the coldness query of the intro-
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duction, it can be reformulated to “What is the temperature?” We saw that the
When and Where are very important here because they establish essential con-
text. Why queries can arise in two ways. One has to do with causes and effects.
For example, if the minimum temperature on a particular date was exceptionally
low, the system might be able to indicate a reason for it. The other relates to the
system querying the user. If the system knows to what purpose the user will put
the answer it generates, the answer can be tailored to correspond more closely
to the needs of the user.

Let us now turn to the Who queries. Who has relevance in three different
ways. The first is the identity of the user: “Who put the query?” By means of
profiles of individual interests the system can select a reference context that is
adapted to the individual needs of a user. Also, availability of sensitive informa-
tion depends on the identity of the user. Next we may ask: “Who provided the
information?” The answer to this query may help establish the reliability of the
information, i.e., it contributes to the source context. Finally, if one requests in-
formation regarding a person called Smith, it has to be established who precisely
is this person. Thus, from our viewpoint, the query “When was Smith born?” is
not a When query, but represents the two queries “Who is denoted by Smith?”
and “What is the date of birth of the person denoted by Smith?”

Now consider the query “Was President Roosevelt tall?” As with the date
of birth of Smith, we again have two queries: “Who was President Roosevelt?”
and “What was the height of this President Roosevelt?” Here the Who helps to
reduce the search space to Presidents of the United States, and then a distinction
has to be made between Theodore Roosevelt and Franklin Delano Roosevelt. But
the height value alone may not be sufficient to allow the user to decide whether
Theodore Roosevelt, say, was or was not tall. A reference context, giving the
average height of males in the United States who belonged to the same age
group as Theodore Roosevelt at the time of his presidency, could help reach a
decision. We shall explore this query in some detail.

4 Was Roosevelt Tall?

The title of this section states the query that will be the subject of our analysis.
We face three tasks: selection of the right Roosevelt, determination of his height
in appropriate units of length, and provision of an appropriate reference context.
The objective of this exercise is to show the difficulty of building a knowledge
system capable of such analysis.

In identifying the Roosevelt that the user has in mind, the obvious approach
is to ask the user to be more specific. However, the user may not recall the first
name of the particular Roosevelt he or she has in mind. It may be feasible for
the system to generate a list of all Roosevelts with some claim to fame, but
with a more common name such as Brown or Smith, the list would be too long.
We suggest that a first cut be made on grounds of linguistic usage. In English,
women are not referred to by surname alone, which reduces the search space to
that of men. However, the query may have been put by a person with limited
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knowledge of English, so that this is the first chance for moving off in a wrong
direction. Also, the past tense is helpful in that it suggests that we can disregard
people who are still alive, e.g., Elliot Roosevelt, a prominent writer of detective
stories. Again, however, a misinterpretation can arise in case the user assumes
a living person not to be alive or a foreigner gets the tenses confused. To guard
against such misinterpretations, the system can be made to explain its reasoning,
as is common practice with expert systems.

The next step is to refer to a “celebrity index” which would have its own
context determined by location and domain of interest. A default location is
defined by the place from which the query is put, and the domain of interest
by selection from a menu. Thus, suppose the user selects “Politics”, the set of
deceased male politicians named Roosevelt will be headed by Franklin Delano
and Theodore in the United States, but in some town in The Netherlands the
first entry in the list could be the popular local mayor Joop Roosevelt. Note that
in our case the list would be short enough not to cause any problems, but again
we have to be aware of the Smiths and Browns.

After identification of the most feasible Roosevelts, and the determination
which of them the user has in mind, the height of this man has to be obtained,
and presented in suitable units. Supposing we have Theodore Roosevelt in mind,
finding his height should be no problem. On the other hand, the height of Joop
Roosevelt might not be available, and then we would come to a stop right there.
The units for expressing Theodore Roosevelt’s height would be feet and inches
in the United States, but centimeters nearly everywhere else.

The definition of the reference context has to be based on a menu. In the
preceding section we introduced one option: the average height of males residing
in the United States who were in the same age group as Theodore Roosevelt
at the time of his presidency. Other options include average height of heads of
state at the time of his presidency, and average height of all presidents of the
United States. However, such information may not be available today. Note also
that the response to the query “How tall was Roosevelt?” should be just a single
value. The form of this query shows that no reference context is called for.

A final problem relates again to English usage. Tallness is not an attribute
of people alone. We speak also of tall trees and tall buildings. A thesaurus can
establish that Roosevelt is not a tree. Also, a tree would not be capitalized.
However, if the query were “How tall was the Roosevelt?” then the “the” hints
that this Roosevelt is not meant to be a person. Instead it is likely to denote a
demolished hotel. Unfortunately, foreigners could quite easily omit the important
linguistic marker.

5 A Catalogue of Problems

The problems presented by a query-answering system based on our model can
be separated into several categories. One is the interpretation of the query. It
has to be converted into one or more Wh-queries. Next these queries have to be
related to appropriate domains. The essential context is to be established next.
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This should allow the generation of an adequate answer to the query. In some
cases, though, the answer can be null, and the system should then give some
explanation of why this is so, and, where possible, provide a surrogate answer.
The generation of a reference context should come next, and in some cases it
may be appropriate to provide a source context as well. Orthogonal to this devel-
opment there are presentation concerns, such as the choice of appropriate entity,
e.g., minimum, maximum, or average temperature, of appropriate granularity,
and of the appropriate unit of measurement. An explanation generator has to
be provided as well. We have already noted its significance in case the answer
to a query is null.

Interpretation of a query. This is largely a concern of linguistics. The query
could be analyzed, and its components annotated with markers provided by a
(very large) attribute grammar. For example, the “Roosevelt” of “Was Roosevelt
tall?” would receive attributes “male” and “deceased”. Care has to be taken that
the difference between “Was Roosevelt tall?” and “How tall was Roosevelt?”
is preserved in the analysis of these queries. A marker should indicate that
a reference context is to be provided for the first case. To continue with the
concept of tallness, processing of the query “Are pines tall?” would start with the
transformation of this query into “What is the height of pines?” and this requires
the knowledge that height is the measure of tallness. Similarly, “cold” and “hot”
point to temperature, and “far” and “near” to distance. To summarize, fuzzy
terms relate to ranges for which there exist metrics. The task of creating a system
for the interpretation of queries is well within current technical capabilities, but
would still be a complex undertaking.

Domain selection. As we saw earlier, the query “Was Roosevelt tall?” is
to lead to the selection of a particular person. Linguistic indicators show that
Roosevelt is likely to be a deceased male, and a menu can be used to reduce
this domain to politicians. Since height is a fairly standard attribute of persons,
the determination of the height of an individual is usually straightforward. In
general, once the main subject of a query has been identified, such as “pines” in
“Are pines tall?” (actually in “What is the height of pines?”) a thesaurus can
be used to determine that our domain is that of trees.

Essential context. This relates to time and place, and the time and place of
the submission of a query suggest themselves as default values. Time presents
no real problems, except that sometimes the time zone on which a time is based
becomes important, and sometimes it even matters whether switching to daylight
saving time is being practiced. Place is different. A user may be interested in
the temperature of a star several light-years away, of his or her office, or of the
water in the local swimming pool. Hence the selection of a default value becomes
problematic. For example, should the query “How far is X?” become “What is
the distance between my exact location and the official center of X?” or “What
is the distance between the official centers of my city and X?”

Surrogate answers. Instead of responding to a query with a null response, the
system should endeavor to supply the user with a surrogate. Thus, if a query were
to be put relating to the temperature of a place for which there are no climatic



Domain Analysis and Queries in Context 147

records, an answer should be generated that relates to the nearest place for which
such records exist, where “nearest” refers not only to distance, but to other
factors as well, such as a similar altitude. Suppose that the height of President
Theodore Roosevelt had never been recorded. Then “How tall was Roosevelt?”
cannot be answered, but it may be possible to determine from contemporary
records whether Theodore Roosevelt was regarded as tall in his own time. At
this point the query becomes a question under our interpretation.

Reference context. Definition of a reference context is perhaps the most dif-
ficult of the tasks we are discussing. Obviously the system cannot select the
reference context on its own, even when provided with profiles of user interests.
So it provides a set of options from which the user is to choose. But this set of
options will depend on a highly specific domain, which will vary from query to
query even when the queries are formally similar, such as “Was Roosevelt tall?”
or “Are pines tall?” or “Was the Roosevelt tall?” or “Was Eleanor Roosevelt
tall?” or “Are Swedes tall?” or “Were Vikings tall?” As another example, take
the query “Is it far from Pittsburgh to Cleveland?” The obvious response is to
give the distance in some appropriate units, but here the reference context could
tell how long it would take to cover this distance by car or by plane, including
expected delays due to, for example, road repairs or heavy snow. The essential
context of time and place provides search keys for accessing such data.

Source context. Indication of the source of an item of information is straight-
forward by itself, but the assignment of a measure of trustworthiness to the
information is not so simple. To begin with, a distinction has to be made be-
tween imprecision and uncertainty. If a system responds with an answer “Smith
owes Brown USD 500,” then under uncertainty we are not sure that Smith owes
Brown anything, and under imprecision we know that something is being owed,
but are not sure that the amount owed is USD 500.

Presentation of results. As noted above, this relates to appropriateness of
the entity selected in response to the query, to granularity, and to the unit of
measurement. Thus, in selecting a temperature for a given date, it has to be
decided whether it should be the lowest, the highest, or the average temperature
for that date. It seems appropriate to respond to a query that refers to coldness
with a minimum temperature, to one that refers to warmth with an average,
and to one that refers to hotness with a maximum. The query “What was the
lowest temperature on May 157”7 seems to ask for the lowest temperature on
the nearest May 15 in the past, but the query “What is the lowest temperature
for May 157" for the lowest temperature on record for that date. Further, if
we are dealing with temperatures close to absolute zero, the granularity would
be very fine, and the temperature expressed in Kelvin. On the other hand, the
granularity for solar temperatures would be quite coarse, with Centigrade the
appropriate scale. On the short-tall scale the appropriate response to “Are pines
tall?” is the height of the tallest known pine, but this is probably also the most
appropriate answer to “Are pines short?” Finally, when the information used to
answer a query can come from anywhere in the world, care has to be exercised
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with unit conversions. For example, if the flood damage in some German town
is estimated at DEM 5,000,000, it would be wrong to show it as USD 2,450,980.

FEzxplanation component. Whenever the system makes a decision, the reasons
for making the decision are to be preserved. The trace of how the final response
was arrived at is to be presented on demand. It serves as a check that the query
has been interpreted to the satisfaction of the user. If this is not so, it should
be possible to backtrack along this trace and force a decision to go some other
way. A special case arises when data relevant to the response to the query are
found to be inconsistent. An attempt can then be made to construct several
responses. The responses may turn out to be identical, which happens when
the inconsistencies turn out to be irrelevant as far as this query is concerned. If
not, we should deal with this as a Who situation. If the sources of the data are
known, and their dependability can be estimated, then the system can supply
several ranked responses. It is then very important to provide an explanation of
how the different responses and their ranking were arrived at.

6 Related Work

The determination of a response to a query under our model has two phases.
The query is to be interpreted, and then a response is to be created. The in-
terpretation of a query belongs to natural language processing, which has not
been our concern here. In the creation of the response three main concerns arise:
inconsistencies in the data base are to be allowed for, a null answer to a query
should be avoided, and a context is to be established. Inconsistencies have been
considered from two points of view. They can arise in the requirements for a
software system, or they can be found in data. We regard the two cases as es-
sentially the same because, in a system that is to support software development,
requirements are part of the process data of this system, and such a system can
be queried no differently from other specialized information systems. Surveys of
how to deal with imperfect information are provided by Klir [5] and by Parsons
[6]. Specifically, inconsistencies in software requirements are treated by Balzer
[7], Finkelstein et al. [8], Liu and Yen [9], and Burg and van de Riet [10].

An extensive discussion of the null problem (with 68 references) is to be
found in [11]. The null-value problem can be treated in two ways. One is to
introduce appropriate markers into empty slots in a relational data base. Thus,
Liu and Sunderraman [12, 13] extend the relational data model by means of what
they call an I-table, which allows indefinite or maybe responses to be provided.
Possible values in place of null values are introduced by Kong and Chen [14].
The other approach is to use similarity for arriving at a non-null response [15].
Motro’s FLEX system [16] suggests related queries when no answer can be given
to the original query.

Related queries bring us very close to the approach we have been taking here.
Work on intensionality [17, 18] is even closer. An extensional answer is a set of
values, an intensional answer is a condition that defines these values. Intensional
answers can be used to reformulate queries to make them correspond better
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to users’ needs. Approximate reasoning [19] and qualitative reasoning [20] are
closely related to this work. So is fuzzy reasoning. Klir and Yuan [21] present
an excellent introduction to fuzziness — Chapter 14 of their book addresses
specifically fuzzy data bases and information retrieval systems. Fuzzy queries to
a relational data base are considered in [22].

Query answering by knowledge discovery techniques [23] takes us close to
queries in context. For our preliminary investigation of queries in context see
[24]. We have also designed an iconic system for constructing a response to a
query [25]. Such a system can in principle generate an SQL query in parallel
with the construction of the response, and the SQL query can then be modified
by the user.

7 Conclusions

We have outlined a research program for the development of a query system
that assists the user in developing a meaningful query. For this we suggest that
the original query be reformulated by the system into one or more Wh-queries.
Moreover, the system should supply the user with reference points that put the
answer to a query in a proper context.

Domain models are to assist in the interpretation of vague queries, in guiding
a user in the formulation of precise queries, and in defining the context for an
answer. For this purpose a suitable domain model is an appropriately partitioned
concept space. Two sections of this space are particularly important. They relate
to time and location. Others relate to concepts such as heights, temperatures,
stock market data, distances, and flight times. The concept space and the pro-
cedures for accessing it constitute a highly complex knowledge system for the
processing of queries. Such a system does not yet exist, and its development will
be an immense undertaking. Our purpose has been to indicate the problems that
have to be solved as part of this undertaking.

We have discussed the problems under the headings of query interpretation,
domain selection, essential context, surrogate answers, reference context, source
context, presentation of results, and explanation. On the surface the problems
do not appear difficult, but most of them ultimately reduce to the interpretation
of natural language expressions, and this is where the difficulties start. For work
with natural language there are no general solutions, but each case has to be
analyzed on its own. By means of a few examples we have demonstrated what
such analysis entails. The examples show that the development of the query
system we are envisaging will require close cooperation of software engineers,
domain experts, and computational linguists.

Of immediate interest is the setting up of a priority scheme. This would
indicate the order in which the research tasks should be undertaken so as to allow
the system to be developed incrementally. As the system becomes more complete,
it will become increasingly helpful to a user, but some degree of usefulness is to
be there from the very start.
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Abstract. We present a new approach to content determination and discourse
organization in Natural Language Generation (NLG). This approach relies on
two decision-support oriented database technologies, OLAP and data mining,
and it can be used for any NLG application involving the textual summarization
of quantitative data. It improves on previous approaches to content planning for
NLG in quantitative domains by providing: (1) application domain independ-
ence, (2) efficient, variable granularity insight search in high dimensionality
data spaces, (3) automatic discovery of surprising, counter-intuitive data, and
(4) tailoring of output text organization towards different, declaratively speci-
fied, analytical perspectives on the input data.

1 Research Context: Natural Language Generation of Executive
Summaries for Decision Support

In this paper, we present a new approach to content determination and discourse or-
ganization in natural language summarization of quantitative data. This approach has
been developed for the HYSSOP|! system, that generates hypertext briefs of OLAP}
summaries and data mining discoveries. HYSSOP is the result reporting component of
the Intelligent Decision-Support System (IDSS) MATRIKS}, MATRIKS aims to pro-
vide a comprehensive knowledge discovery environment through seamless integration
of data warehousing, OLAP, data mining, expert system and Natural Language Gen-
eration (NLG) technologies.

The architecture of MATRIKS is given in Fig. 1. It advances the state of the art in
integrated environments for Knowledge Discovery in Databases (KDD) in three ways.
First, it introduces a data warehouse hypercube exploration expert system allowing
automation and expertise legacy of dimensional data warehouse exploration strategies
developed by human data analysts using OLAP queries and data mining tools. Second,

I HY pertext Summary System of On-line analytical Processing.
2 On-Line Analytical Processing
3 Multidimensional Analysis and Textual Reporting for Insight Knowledge Search.

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 164-175, 2001.
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it introduces an hypertext executive summary generator (HYSSOP) reporting data
hypercube exploration insights in the most concise and familiar way: a few web pages
of natural language. Finally, the use of a modern, open software architecture based on
encapsulation of services inside reusable components communicating via APIL. In
contrast, currently available KDD environments, even cutting-edge ones such as
DBMiner [5] report discoveries only in the form of tables, charts and graphics. They
also do not provide any support neither for automating data cube exploration nor for
managing exploration heuristics and sessions. Finally, their architectures are mono-
lithic and closed, with no API for external communication, which prevents both their
customization and their integration inside larger decision-support and information
systems.

The long-term goal of the MATRIKS project is to deliver the first IDSS usable di-
rectly by decision makers without constant mediation of human experts in data analy-
sis and decision support information technology. Its development started with the
implementation of HYSSOP in LIFE [1], a multi-paradigm language that extends
Prolog with functional programming, arityless feature structure unification and hierar-
chical type constraint inheritance. It currently focuses on the implementation of a
series of API to connect OLE DB for OLAP [19] compliant OLAP servers to LIFE
and other logic programming languages in which the data cube exploration expert
system will be implemented.
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Fig. 1. The architecture of MATRIKS
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2 Research Focus: Content Determination and Discourse-Level
Organization in Quantitative Domains

The overall task of generating a natural language text can be conceptually decom-
posed in five subtasks: content determination, discourse-level content organization,
sentence-level content organization, lexical content realization and syntactic content
realization. As shown in Fig.2, HYSSOP adopts the standard pipeline generation
architecture [21] with one component encapsulating each of these subtasks.
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content determination Multidimensional model
!
Annotated cell pool
|

~ Hypertext plans

m - Content matrix
|

| Discourse organization |H Discourse strategies

1
Factorization matrix
Hypertext 1

planner | Sentence organization | ~ Sentence planning rules

1
Discourse tree
1

| Lexicalization ] - Lexicalization rules

1
Lexicalized thematic tree
1

| Syntactic realization | — Grammar rules

!
«~ Natural language web page

!
Hypertext summary

Fig. 2. HYSSOPIS architecture

However, HYSSOPs architecture differs in several ways from those of previous NLG
Quantitative Data Summarization Systems (QDSS), such as ANA [14], FOG [2],
GOSSIP [3], PLANDoc [17] and FLOWDoc [20]. First, content determination relies
on OLAP to aggregate content units at the desired granularity and on statistical data
mining to identify intriguing aggregate values in the multidimensional analytical con-
text provided by the OLAP hypercube. Second, a special, hypertext planning compo-
nent partitions the selected content units among the various web pages of the output

4 Also called lexicalization or lexical choice.
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hypertext, recursively calls the four remaining components of the standard pipeline to
generate each of these web pages, and picks the content units to serve as anchor links
between these pages. Finally, discourse organization relies on OLAP dimension hier-
archies, OLAP data visualization operators (rank, pivot, slice, dice) and OLAP aggre-
gation operators (total, percent, count, max, min) to group and order content units in
the generated output text, in a regular, domain-independent, principled way that re-
flects multidimensional data analysis practice.

This architecture in effect pushes content determination and discourse organiza-
tion into the database and outside the NLG system per se. This simple move has far
reaching effects on the portability of the generator: by implementing content planning
using the generic, advanced functionalities of a multidimensional, inductive database,
our approach achieves domain-independence for these two tasks that until now were
always carried out in a highly domain-specific way. Previous NLG QDSS generally
perform content determination by relying on a fixed set of domain-dependent heuristic
rules. Aside from preventing code reuse across application domains, this approach
suffers from two other severe limitations that prevent the generator to report the most
interesting content from an underlying database:
¢ it does not scale up for analytical contexts with high dimensionality, multiple

granularity and which take into account the historical evolution of data through

time; such complex context would require a combinatorially explosive number of
summary content determination heuristic rules;

e it can only select facts whose class have been thought ahead by the rule base
author, while in most cases, it is its very unexpectedness that makes a fact interest-
ing to report.

OLAP and data mining are the two technologies that emerged to tackle precisely these

two issues: for OLAP efficient, variable granularity search in a high dimensionality,

historical data space, and for data mining, automatic discovery, in such spaces, of
hitherto unsuspected regularities or singularities. To our knowledge, the development
of HYSSOP inside the MATRIKS architecture is pioneer work in coupling OLAP and
data mining with NLG. We view such coupling as a synergetic fit with tremendous
potential for a wide range of practical applications. Not only are OLAP and data min-
ing the only technologies able to completely fulfill the content planning needs of NLG

QDSS, but reciprocally, NLG is also the only technology able to completely fulfill the

reporting needs of IDSS based on OLAP, data mining and KDD.

Natural language has several advantages over tables, charts and graphics to summa-
rize insights discovered through OLAP and data mining in an IDSS. First, textual
briefs remain the more familiar report format on which business executives base their
decisions and they are more intuitive to mathematically naive end-users. Second, natu-
ral language can concisely and clearly convey analysis along arbitrary many dimen-
sions. For example the fact expressed by the natural language clause: "Cola promo-
tional sales 120% increase from July to August constituted a strong exception” in-
volves 8 dimensions: product, marketing, sales measure, aggregation operator, varia-
tion direction, time, space and exceptionality. In contrast, table and 3D color graphics
loose intuitiveness and clarity beyond the fourth dimension. Third, natural language
can convey a single striking fact in isolation from the context making it striking. Con-
sider for example, [ICola sales peaked at 40% in July". Using a chart, the values of
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cola sales for all the other months also need to be plotted in the report just to create

the visual contrast that graphically conveys the notion of maximum value, even if

these other month values are not interesting in their own right. Finally, natural lan-
guage can freely mix quantitative content with qualitative, causal and subjective con-
tent that cannot be intuitively conveyed by graphics or tables.

For these reasons, as the first system to report OLAP and data mining discoveries
in natural language, HYSSOP makes a significant contribution to IDSS research. It
also makes several contributions to NLG research:

1. the first approach to multiple page, hypertext planning in the context of NLG
starting from raw data and generating summaries as output (previous hypertext
generator such as PEBA [18] and ILEX [13] start from a pre-linguistic knowledge
representation and they generate as output didactic descriptions for which concise-
ness is not a primary concern).

2. a new approach to sentence planning and content aggregation, that allows factor-
izing content units inside complex, yet fluent and concise paratactic linguistic con-
stituents and doing so in a domain-independent way;

3. a new approach to syntactic realization, that combines the advantages of both
functional unification grammars [12][6] and definite clause grammars;

4. the already mentioned new approach to content determination, based on OLAP
and data mining, that allows revealing more interesting content and doing so in a
domain-independent way;

5. the already mentioned new approach to linear discourse organization, also based
on OLAP and data mining concepts, that allows grouping and ordering content
units following various domain-independent strategies for presenting aggregated
quantitative data.

Hypertext output presents various advantages for QDSS. The first is that it allows

avoiding the summarization dilemma: having to cut the same input content in a unique

output summary, even though such output is geared towards readers whose particular
interests are unknown, yet potentially diverse. An hypertext summary needs not cut-
ting anything. It can simply convey the most generically crucial content in its front
page, while leaving the more special interest details in the follow-up pages. If the
anchor links are numerous and well planned, readers with different interests will fol-
low different navigation patterns inside the unique hypertext summary, each one end-
ing up accessing the same material than if reading a distinct, customized summary.

The second advantage is to avoid the text vs. figure dilemma: tables, charts and

graphics can be anchored as leaves of the hierarchical hypertext structure. This hierar-

chical structure makes hypertext output especially adequate for OLAP-based QDSS: it
allows organizing the natural language summary report by following the drill-down
hierarchies built in the analytical dimensions of an OLAP hypercube. Further details

on this first contribution of HYSSOP to NLG are given in [7].

The next two contributions are presented in other publications: the one to content
aggregation in [22] and the one to syntactic realization in [8]. The remaining two
contributions constitute the focus of the present paper: the one to content determina-
tion is presented in section 3 and the one to discourse organization in section 4. In
section 5, we review related work in these two sub-areas. In section 6, we conclude
and discuss future work.
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3  Content Determination by OLAP and Data Mining

HYSSOP(s content determination is entirely based on the idea of On-Line Analytical
Mining (OLAM) [9], i.e., the integration of data mining and OLAP to search for in-
triguing patterns expressed in terms of a multidimensional, analytical data model.
Within this framework, data mining algorithms work on top of an OLAP layer that
provides data hypercube queries and exploration operators as primitives. The current
version of HYSSOP was built to work with the whole range of OLAP facilities but
only a single data mining facility: detection of data cell values (atomic or aggregated)
that are exceptional in the multidimensional context of the mined data cube. Following
Sarawagi [23] and Chen [4], we define exceptionality as the compound statistical
deviation of the cell value, along every data cube dimension and at every data aggre-
gation level. This functionality can answer a mining queries such as [looks for excep-
tional monthly sales variations measured as a percentage difference from previous
month!] Tt results in a pool of exceptional data cells extracted from the mined data
cube. Because exceptional values are sparsely distributed at different aggregation
levels, a cell pool is not an OLAP sub-cube. It is a simple relational database table,
which fields correspond to the data cube dimensions and measures together with the
data mining derived data (in our case, degree of exceptionality). An example cell pool,
input to HYSSOP is given in Fig.3. Each cell is described by three dimensions (prod-
uct, place, time) and two measures (sales-diff, exception).

Dimensions Measures Data mining
cell product place time sales-diff exception
1c Birch Beer nation Nov -10 low
2c Jolt Cola nation Aug +6 low
3c Birch Beer nation Jun -12 low
4c Birch Beer nation Sep +42 high
5c Cola central Aug -30 low
6c Diet Soda east Aug +10 low
7c Diet Soda east Sep -33 medium
8c Diet Soda east Jul -40 high
9c Diet Soda south Jul +19 low
10c Diet Soda west Aug -17 low
11c Cola Colorado Sep -32 medium
12c Cola Colorado Jul -40 medium
13c Cola Wisconsin Jul -11 low

Fig. 3. Cell pool resulting from mining a multidimensional retailing data mart for exceptions
(created from the data set discussed in [23])

4  Discourse Organization with the Content Matrix

Content organization deals with the question [When to say what?[] To group and
order quantitative content units inside summaries, we introduce a new discourse or-
ganization approach that relies on a data structure called the content matrix. Essen-
tially, a content matrix is a cell pool where rows and column have been ordered in a
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way that reflects the desired grouping and ordering of cell descriptions in the output
textual summary. This desired grouping and ordering is specified in input using a
simple declarative language that refers to the dimensions and measures of the data
cube under analysis. The grammar of this Discourse Organization Strategy Specifica-
tion Language (DOSL) is given in Fig.4. An example DOSL specification, called A, is
given in Fig. 5. When using this strategy A to summarize the cell pool of Fig. 3, HYS-
SOP generates the natural language page given in Fig. 6, called version A summary. In
contrast, when using strategy B given in Fig. 7, HYSSOP generates the version B
natural language summary, given in Fig. 8.

OrgSpecif > WithClause GroupSortSeq

OrgSpecif > GroupSortSeq

WithClause > with count on <identifier>

GroupSortSeq > GroupClause, SortClause, then GroupSortSeq
GroupSortSeq > SortClause, then GroupSortSeq

GroupSortSeq >

GroupClause - group_by (measure | dim) <identifier>

SortClause > sorted_by (measure | dim) <identifier> (increase | decrease)

Fig. 4. DOSL grammar

group-by measure exception, sort-by measure exception decrease
then group-by dim product, sort-by dim product increase
then sort-by measure sales-diff decrease

Fig. 5. Discourse strategy A specified in DOSL

Last year, the most atypical sales variations from one month to the next occurred for:

« Birch Beer, with a 42% national increase from September to October;

« Diet Soda, with a 40% decrease in the Eastern region from July to August.

At the next level of idiosyncrasy came:

¢ Cola’s Colorado sales, falling 40% from July to August and then a further 32% from Sep-
tember to October;

« again Diet Soda Eastern sales, falling 33% from September to October.

Less aberrant but still notably atypical were:

¢ again nationwide Birch Beer sales' -12% from June to July and -10% from November to
December;

¢ Cola's 11% fall from July to August in the Central region and 30% dive in Wisconsin from
August to September;

« Diet Soda sales” 19% increase in the Southern region from July to August, followed by its
two opposite regional variations from August to September, +10% in the East but -17% in
the West;

¢ national Jolt Cola sales' +6% from August to September.

To know what makes one of these variations unusual in the context of this year's sales, click
on it.

Fig. 6. HYSSOP generated textual summary (Version A), resulting from applying discourse
strategy A, specified in Fig. 5, to the input cell pool of Fig. 3.
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with count on all groups
group-by dim product, sort-by product increase
then group-by measure exception, sort-by measure exception decrease
then group-by dim dir, sort-by measure dir decrease
then sort-by measure sales-diff decrease

Fig. 7. Discourse strategy B, with count aggregate statistics

Last year, there were 13 exceptions in the beverage product line.

The most striking was Birch Beer's 42% national increase from Sep to Oct.

The remaining exceptions, clustered around four products, were:

¢ Again, Birch Beer sales accounting for other two mild exceptions, both national slumps:
12% from Jun to Jul and 10% from Nov to Dec;

* Cola sales accounting for four exceptions, all slumps: two medium ones in Colorado, -40%
from Jul to Aug and a -32% from Aug to Sep; and two mild ones, -11% in Wisconsin from
Jul to Aug and -30% in Central region from Aug to Sep;

« Diet Soda accounting for five exceptions:
* one strong, -40% in the East from July to Aug,
* one medium, -33% in the East from Sep to Oct;
* and three mild: two rises, +19% in the South from Jul to Aug and +10 % in the East

from Aug to Sep; and one fall, -17% in Western region from Aug to Sep;

* Finally, Jolt Cola's sales accounting for one mild exception, a national 6% fall from Aug to

Sep.

Fig. 8. HYSSOP generated textual summary (Version B), resulting from applying discourse
strategy B specified in Fig. 7 to the input cell pool of Fig. 3.

The whole content organization is carried out as a simple process of shuffling rows
and columns inside the content matrix, satisfying the grouping and ordering goals of
the DOSL specification. In version A, content organization starts with moving the
exception columns to second leftmost position, followed by sorting the rows in de-
creasing order of the values in this column. Since at this point the product column is
already in its desired third leftmost position, content organization proceeds by sorting,
in product name alphabetical order, the rows of each row group sharing the same
exception column value. The final organization step consists in ordering by decreasing
values of the sales-diff column, the rows in row sub-groups sharing the same values
for both the exception and the product columns. The resulting final content matrix is
given in Fig.9. The corresponding final matrix for strategy B is given in Fig.10.

DOSL provides a simple, high-level interface to control the generation of different
textual reports organizing the same underlying data in a variety of ways. It allows
tailoring the textual summary from a given data analysis perspective, much as OLAP
operators such as pivot, slice and dice allow viewing tabular data under various such
perspectives.
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Cell exception product place time sales-diff
4c high Birch Beer nation Sep +42
8c high Diet Soda east Jul -40
12c medium Cola Colorado Jul -40
11c medium Cola Colorado Sep -32
7c medium Diet Soda east Sep -33
3c low Birch Beer nation Jun -12
1c low Birch Beer nation Nov -10
13c low Cola Wisconsin Jul -11
5¢c low Cola central Aug -30
9c low Diet Soda south Jul +19
6C low Diet Soda east Aug +10
10c low Diet Soda west Aug -17
2c low Jolt Cola nation Aug +6

Fig. 9. Final content matrix after applying the discourse strategy A specified in Fig.5 to the

input cell pool of Fig. 3

Cell product exception dir | sales-diff place time
4c Birch Beer high + 42 nation Sep
3c Birch Beer low - 12 nation Jun
1c *2 *2 *2 10 *2 Nov
12c Cola medium - 40 Colorado Jul

11c *4 *2 *2 32 *2 Sep
13c low - 11 Wisconsin Jul

5c *2 *2 30 central Aug
8c Diet Soda high - 40 east Jul

7c *5 medium - 33 east Sep
9c low + 19 south Jul

6¢c *3 *2 10 east Aug
10c - 17 west Aug
2c Jolt Cola low + 6 nation Aug

Fig. 10. Final content matrix after applying the discourse strategy B specified in Fig.7 to the
input cell pool of Fig. 3

5 Related Work

Related work in two sub-areas are relevant to the research presented in this paper:
content determination in NLG QDSS and discourse organization in NLG in general.

5.1 Related Work in Content Determination in NLG QDSS

Previous NLG QDSS used a wide variety of content determination approaches: pro-
duction rules (ANA), topic tree object database query methods (GOSSIP), heuristic
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rules based on aggregated statistics (FLOWDoc). In spite of this apparent variety,
these approaches share common characteristics that set them apart from our OLAM-
based approach. First, they all involve computing aggregated values (e.g., sum, count,
avg, percent, min, max) of content units inside fixed semantic classes, specific to the
underlying application domain. This makes these content determination approaches
both goal driven and domain-dependent. Second, they compute aggregate values using
either ad-hoc procedures or general tools that were not designed to perform quantita-
tive aggregation on large data set with complex internal structures. By relying OLAP
and data mining, content determination in HYSSOP is in contrast, scalable, domain-
independent, and fully data driven. It does not involve any pre-defined threshold or
content unit semantic class, but only comparison of content unit attribute values in the
multidimensional analytical context of the data cube.

5.2 Related Work in Discourse Level Organization in NLG

The discourse organization approaches of most NLG QDSS share the same character-
istics than their content determination approaches’ processing is driven by iterating
through a fixed, domain-dependent set of semantic classes for which instances are
searched among the content units produced by content determination. In contrast, the
content matrix approach is fully data-driven and domain-independent. It is also con-
siderably simpler than most NLG QDSS discourse organization. Finally, using DOSL,
our approach allows tailoring discourse organization towards a wide variety of desired
analytical perspectives. Such functionality is not offered by previous NLG QDSS, in
which organizational preferences heuristics are generally hard-wired in the content
planning algorithm.

Before concluding, let us point out that neither of the three mainstream discourse
organization approaches, so widely used in NLG at large, textual schemas [16], topic
trees [3], and RST|}-planning approach [10],[15] are appropriate for QDSS. This is
mostly due to the fact that theses approaches are also based on relations between se-
mantic classes of content units. They provide no direct way to base content unit
grouping and ordering on the value of the units[lattributes. This is problematic for
quantitative domain where content units tend to pertain to a very few if not a single
semantic class (in our case, cell of a multidimensional data model). Theses units thus
form an homogeneous set, sharing the same descriptive attributes, and the main basis
to group and order them in a text is the various attribute value sharing relations be-
tween them. In other words, quantitative domain discourse organization must be data
driven and schema, topic tree and RST approaches are goal driven. To make things
worst, the goals used by these approaches to drive discourse organization are mostly
interpersonal (e.g. speech-acts, intentions and beliefs). In quantitative domains, the
communicative goal tends to be unique and ideational: summarize the data.

5 Indeed, many systems perform both tasks together.
6 RST: Rhetorical Structure Theory.
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6 Conclusion and Future Work

In this paper, we presented a new approach to content determination and discourse
organization in NLG. This approach relies on two decision-support oriented database
technologies, OLAP and data mining, and it can be used for any NLG application
involving the textual summarization of quantitative data. It improves on previous
approaches to content planning for NLG in quantitative domains by providing: (1)
application domain independence, (2) efficient, variable granularity insight search in
high dimensionality data spaces, (3) automatic discovery of surprising, counter-
intuitive data, (4) tailoring of output text organization towards different, declaratively
specified, analytical perspectives on the input data.

In future work, we intend empirically evaluate the various discourse strategies
implemented in HYSSOP, with human readers comparing the resulting generated
summaries in terms of decision support utility. We also intend to extend HYSSOP[s
coverage to make it able to summarize other classes of data mining discoveries such as
association rules, conceptual clusters, trends and time-series.
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Abstract. This paper discusses the use of information extraction and
natural language generation in the design of an automated e-mail answer-
ing system. We analyse short free-form texts and generating a customised
and linguistically-motivated answer to frequently asked questions. We de-
scribe the approach and the design of a system currently being developed
to answer e-mail in French regarding printer-related questions addressed
to the technical support staff of our computer science department.

1 Introduction

The number of free-form electronic documents available and needing to be pro-
cessed has reached a level that makes the automatic manipulation of natural
language a necessity. Manual manipulation is both time-consuming and expen-
sive, making NLP techniques very attractive. E-mail messages make up a large
portion of the free-form documents that are currently treated manually. As e-
mail becomes more and more popular, an automated e-mail answering service
will become as necessary as an automated telephone service is today.

This paper discusses the use of information extraction and natural language
generation to answer e-mail automatically. We describe the design of a system
currently being developed to answer e-mail in French regarding printer-related
questions addressed to the technical support staff of our computer science depart-
ment. The original project was prompted by a local corporation for its customer
service needs, but because of difficulties in gathering a corpus of e-mail messages
from their archives, local e-mails from our department were used to develop the
technology.

Unlike typical question answering systems (e.g. [20]) our focus is on analysing
short, free-form texts and gemerating a customised and linguistically-motivated
answer to frequently asked questions. In our view, two main approaches are avail-
able to answer e-mail: information retrieval or information extraction. With the
information retrieval approach, the incoming message is considered as a query
to be matched against some textual knowledge base (e.g. a FAQ). E-mail an-
swering thus becomes a question of finding passages from the textual knowledge
base that best relate to the incoming message and sending the passages as is
to the user. Although this approach has the major advantage of being domain

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 152163} 2001.
© Springer-Verlag Berlin Heidelberg 2001
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independentﬂ, it does not provide a natural and customised answer. It provides
an ergonomically awkward interaction with e-mail users, and it supposes that
the e-mail message is short enough so that the process can be computationally
efficient. In order to provide a specific response to the user query, we believe that
key information from the content of the e-mail must be identified and used to
customise the answer. For this reason, whenever the specific discourse domain of
the question is known (e.g. through classification), information extraction seems
in our view more adequate for analysing the incoming e-mail and template-based
natural language generation appropriate to produce a natural answer from pre-
written response templates.

2 The Corpus

The system we are developing is aimed at answering printer-related user e-mail
received by the technical support staff of our department, where communications
are done in French. We have concentrated our efforts on a specific discourse
domain in order to obtain good results in information extraction and to be able
to manage knowledge representation. The entire corpus covered a 3 year period
and is composed of 188 e-mails. The corpus was split into two sets: the first 2
years for analysis and the last year for testing. From the original corpus, we kept
only the messages that discussed only one topic and were self-contained, i.e. that
do not need information external to the message to be understood. We therefore
removed replies (i.e. messages that answer a previous question from technical
support), signatures and e-mail headings (except the from and subject fields).
The final analysis corpus contains 126 messages with an average of 47 words per
message. This average is smaller than the Reuter-21578 text categorisation test
collection |4 (129 words), but larger than the typical questions of the QA track
of TREC-8 (9 wordd]) [20]. The messages from the analysis corpus fall into 3
major query types:

— problem reports (67%): For example, reports that a printer is out of paper,
a user can’t print a particular file, the printer is unreachable, ...

— how-to questions (19%): For example, questions about how to print on both
sides of the paper, how to kill a job, ...

— general information (13%): For example, questions regarding properties of
the printers (name, location, resolution, ...)

Figure [T shows a example of a simple e-mail and its English translation (for
illustration purposes). Note that for confidentiality reasons, names of persons
have been changed.

! Provided a textual knowledge base exists

2 www.research.att.com/ lewis

3 average of the NIST 38 development questions (www.research.att.com/ singhal/qa-
dev-set)
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From: David Smith <smith@iro.umontreal.ca>

Subject:

Bonjour,

J’aimerais savoir comment je peux imprimer seulement sur un co6té de la page sur
Pimprimante hp2248. [ I would like to know how I can print only on one side of the
page on the hp2248 printer.]

Merci.

David

Fig. 1. Example of a how-to question from our corpus and its English translation

3 General Architecture

The typical task of answering e-mail can be decomposed into 3 steps []: recog-
nising the problem(s) (reading and understanding the e-mail); searching for a
solution (identifying predefined text blocks) and providing a solution (customis-
ing the text blocks and sending the text). Our interest lies in the first and last
steps: understanding the text and formulating the response.

The general architecture of the system is shown in Figure B As a printer-
related message arrives, information extraction tries to fill pre-defined extraction
templates that are then passed to a knowledge-intensive, domain-dependent pro-
cess that checks the validity of the extracted information. Valid templates are
further filled by inferring new information from the extraction templates and
a domain knowledge base. Depending on the template content, a set of answer
templates is selected, filled and organised by a natural language generation mod-
ule. The emphasis of the work is on the information extraction and the natural
language generation modules (modules in bold in Figure [2)).

When responding to an e-mail, four situations can occur:

Answer found: The extraction templates contain correct information and
the decision process can find a suitable answer template. In this case, the
extraction and the answer templates are passed to the generation module.

Human referral: The extraction templates contain correct information but
the decision process cannot find a suitable answer. In this case, a Human
referral message is producedH

Incorrect information: The extraction templates contain incorrect or inco-
herent information. This situation can arise from a legitimate error made
by the sender in the message, or from an error in the extraction module.
Because the source cannot be determined, in both cases a generic Incorrect
information message is generated.

Incomplete information: The extraction templates do not contain enough
material to select an answer template. This can occur if the message did not

4 Our interest lies in answering the e-mail and not in actually routing it to a clerk or
department. A technique based on text classification or case-based reasoning may be
used to select the most appropriate clerk to route the e-mail to.
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Formulation | Template-based NLG |

|

filled answer

Fig. 2. Architecture of the system

contain the necessary information, or if the extraction module did not find
it. In this case, a message of the type Missing information is generated. Note
that no conversation management is performed to wait for and recover the
missing information in subsequent messages.

3.1 Text Analysis

The task of an Information Extraction (IE) system is to identify specific informa-
tion from a natural language text in a specific discourse domain and to represent
it in a structured template format. For example, from a car accident report, an
IE system will be able to identify the date and location of the accident, and the
names and status of the victims. The filled templates can then be stored in a
database for later retrieval or serve as a basis for the automatic generation of
summaries.

IE from formal texts usually follows one of two approaches: a linguistic sur-
face approach or a statistical approach. The linguistic approach is based on a
lexico-syntactic description of the phrases to be located [Tl 2, 12]. With this
approach, the text is tokenised, each token is tagged with its most likely gram-
matical category, and syntactic chunking is performed to group together noun
and verb phrases. Next, lexico-syntactic extraction patterns and large dictio-
naries of trigger phrases (M., inc., ... ), of known proper names and of general
language are used to identify and semantically tag key phrases. Discourse rules
are then applied to relate this key information and to infer new ones. To account
for noise in certain kinds of texts, IE is often performed by statistical methods
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which uses a language model trained on large pre-tagged corpora [IT],[I7]. Stud-
ies have shown that the probabilistic methods yield good results if large corpora
are available for training. However, to apply the system to different discourse
domains, retraining of the model is necessary. In contrast, linguistic rule-based
systems can be tuned more easily from a small corpus. Because our corpus was
so small and we already had a rule-based information extraction prototype for
French [13], we followed a rule-based approach. As is typically done, we tokenise
and lemmatise the texts and make use of lexicons, grammars and extraction
patterns.

In our project, the IE module tries to fill a template relation and a set of tem-
plate elements for each printer-related message. The filled templates will be used
to diagnose the printer question and find an appropriate answer. Following the
MUC terminology [18], template elements are templates describing named enti-
ties (e.g. templates for persouns, artifacts, ...) and templates relations represent
relations between template elements (e.g. personl is the owner of artifactl).
While the design and extraction of some fields are domain independent (e.g.
person templates, location templates) and can use publicly available resources,
others are domain-dependent (e.g. printer or file templates) for which specific
grammars and lexicons must be built. In our discourse domain, the system tries
to fill templates for computer users, printers, files, machines and actions per-
formed. These templates are shown in Figure Bl Each field value can either be a
free-form string extracted from the document (e.g. David Smith), a value from
a closed set of possible answers (e.g. a printer name) or a pointer to another
template. Template entities are filled through three techniques:

Lexicons: This includes lists of known users, laboratories, software and printer
names built from the technical support databases.

Grammars of named entities: This includes such things as regular expres-
sions for recognising file names from unknown words.

Lexico-syntactic extraction patterns: This includes patterns for recognis-
ing named entities from their neighboring words. For example, the pattern
printer: :namd] in room X allows us to infer that X is the room number
of printer: :name although it may not follow the grammar of room num-
bers. Such patterns allows us to be somewhat flexible and recognise named
entities that are not well formed.

Because our e-mails are factual and short and because the discourse domain is
very specific, template relation extraction can be kept simple. As Figure[Bshows,
in most cases, the template elements can only have one relation with other tem-
plates. For example, any printer template is assumed to be the job destination
(where the user wants to print) and machine templates are always assumed to be
the job source (the machine from where the printing job is sent). In the cases of
file and user templates, two relations are possible; in these cases, lexico-syntactic
patterns are used to disambiguate between relations. For example, if a template
entity for files is filled then it can be a file_to_print or a file printing. To

5 The notation X: :Y refers to field Y of template X.
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identify the correct relation, patterns such as I wish to print file::name or
file::name is blocking the queue are used. Template relations are identi-
fiable this way because the discourse domain is very specific, and the texts are
factual and short.

print event template

Field Value Validation user template

sender user template no Field Value Validation
destination printer template [no name string no

source machine template [no e-mail address set yes
file_to_print  |file template no laboratory set yes

action_tried |action template |no

file template

Field Value Validation
printer template name string yes
Field Value Validation| |current_format |set yes
name set yes desired _format set yes
room set yes current_page_size |set yes
status set yes desired_page_size |[set yes
file_printing |file template yes generated _how set yes
owner user template [no
job number string no

machine template action template

ield Volue Validation Field Value Validation
o8 set yes comand_tried strin, es
e o ves error m(; ssage 'tring yeq
laboratory set yes _messag s g yes

Fig. 3. Extraction Template Relation and Template Entities to be filled

Template and field coreference allows us to merge several templates if they
refer to the same real-world entity. Several manually coded and automatically
learned techniques exist to perform coreference resolution (e.g. [5]). In our sys-
tem, coreference resolution has not specifically been addressed. We use the
strategies of our existing IE system, EXIBUM [I3], which merges entities only
on the basis of head noun equality. This strategy allows us to determine that the
names David Smith and David refer to the same person and that smith@iro.
umontreal.cais the e-mail address of this same person. However, this technique
cannot determine that JD in the signature of the second message of Figure []refers
to John Doe. Figure[d]shows the templates filled by the IE module for the how-to
question of Figure[dl

3.2 Discourse Analysis

Semantic Validation and Discourse Inferencing Once the templates are
filled, the field values are validated. This process serves two purposes: making
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filel template

< name
print event 1
current_format
sender userl template . . .
L . desired format single_sided
destination printerl template .
current_page_size
source desired .
. esired_page_size
file_to_print filel template pag
. . generated_how
action_tried

owner
job number

: 1 I

— printer ht;;r;g ate sorT tomplate

room P name David Smith

status e-mail address smith@iro.umontreal.cal
inti laborat

file_printing aboratory

Fig. 4. Extraction Templates after Information Extraction

sure the user communicated correct information, so that a correct answer can be
formulated, and more importantly, making sure the information extraction per-
formed a correct analysis of the text. Extraction templates contain two types of
field values: those used to select an answer template, and those that do not influ-
ence the choice of answer templates but rather are used to customise the answer.
The latter fields are not verified, while the former are checked for correctness.
Semantic validation is performed through two strategies:

1. Matching filled fields against one another and against a static knowledge
base to verify their coherence. For example, if the IE module extracted
within the same printer template the fields printerl: :name = hp2248 and
printerl::room = X-234, but the database does not contain the pair
(name= hp2248, room= X-234), then an incoherence is detected.

2. Running dynamic scripts associated to specific template fields. For exam-
ple, if the IE module extracted within the same printer template the fields
printerl::name = hp2248 and printerl::fileprinting::name= test.
txt, but the script associated with printer names to find the name of the cur-
rently printing file (namely, 1pq -P printer::name) has determined that
printer hp2248 is currently printing another file, then an incoherence is de-
tected.

Incorrect templates are flagged and are sent directly to the answer template
selection, that will select an Incorrect information type of answer. On the other
hand, correct templates are further filled by discourse analysis.

The role of discourse analysis is to infer information or relations that is
not explicitly stated in the text, but that are known from the discourse it-
self or the domain. Discourse analysis tries to further fill extraction templates
and create new ones. This analysis is performed also by the use of a static
and a dynamic knowledge bases, and by the use of default values for empty
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fields. For example, the fact that David Smith is a member of the artificial
intelligence laboratory can be determined by matching the e-mail address
smith@iro.umontreal.ca to the static knowledge base; while a dynamic script
can determined that printer hp2248 is currently printing the file test.txt, thus
creating a new file template.

Answer Template Selection Selecting the generic content of the response
is done using a decision tree developed specifically for this discourse domain.
Conditions of the decision tree relate to field values of the extraction templates,
while the leaves of the decision tree are answer templates (see FigureH]). Answer
templates can contain canned answers to be used as is, but can also contain
command names, options and syntax, special considerations and a location where
to find more information, for which the formulation can vary.

For example, a value for the field file to_print::desired format indicates
that the topic of the e-mail is to print a file in a particular format and the cor-
responding decision tree is traversed. If the extraction templates do not contain
enough information to reach an answer template (a leaf), then an Incomplete
information answer template is selected. If no answer template can be reached
because of unpredicted information in the extraction templates, a Human refer-
ral (no answer found) is selected. Finally, if an answer template is reached, it
will be customised by the template-based Natural Language Generation (NLG)
module.

canned answer: ()

command: Ipr
option: -i-1
syntax: Ipr -P destination::name -i-1 file_to_print::name

special consid- Note that this printing mode should only be used for the final copy of]
erations: a document.
more info: www.theURL /lpr#recto

Fig. 5. Example of an answer template

3.3 Response Formulation

Once an answer template is selected, it must be filled and organised into a cohe-
sive answer. To produce a response, pre-defined rhetorical schemas are followed.
Regardless of which situation we are dealing with, the response will contain
welcome greetings, a message body (Incorrect info or Missing info or Human
referral or a Customised response), closing greetings and a signature. A reper-
toire of canned answers is available to produce each part of the response. Some
canned answers are fully lexicalised, while others contain slots to be filled by
information contained in the extraction templates or the answer templates. For
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example, welcome greetings can simply be Hello or Dear sender: :name. If the
extraction templates contain the name of the sender, Dear sender::name will
be preferred over Hello. If several equivalent variants of the same part of the
answer have been specified, such as Dear sender: :name and Hi sender: :name,
one of the variants is randomly selected by the system.

The process of deriving the surface form from the answer template is car-
ried out in two steps. A Prolog definite clause grammar (DCG), specifying the
rhetorical schema, the canned text and parameterized slots, and various helper
predicates and rules, is used to generate the text level of abstraction [10], that
is the full sequence of words and phrases in the response. The final orthographic
form is then generated from this sequence of words. Issues such as elision, con-
traction, punctuation, capitalisation and formatting are handled in this step by
the motor realisation module of the SPIN generation system [14].

The customised response is built from the filled answer template selected by
the decision tree. “Special considerations” and “Location for more information”
are optional parts of the response schemas and will be filled depending on the
level of detail desired in the responses. The output for the how-to question of
Figure [ is shown in Figure [l along with an English translation.

Bonjour David,

Pour imprimer en recto seulement sur la hp2248, il faut utiliser la commande lpr avec
Poption -i-1. Faire: lpr -P hp2248 -i-1 <nom du fichier>

Notez que ce mode d’impression ne doit étre utilisé que pour la copie finale d’un
document.

Pour plus d’info, consutez 'URL: www.theURL /lpr#recto

[To print on only one side of the paper on the hp2248, you must use the command
lpr with the option -i-1. Type: lpr -P hp2248 -i-1 <file name>

Note that this printing mode should only be used for the final copy of a document.
For more info, consult the URL: www.the URL /lpr#recto]

Bonne chance,

Support technique

Fig. 6. Generated answer for the how-to question of Figure 1

4 Related Work

Related work on e-mail answering include commercial e-mail answering systems,
question answering and e-mail classification.

The simplest level of e-mail answering systems is the so-called autorespondeﬂ.
These systems return a canned document in response to an e-mail according
to the presence of keywords in the subject or body of the message. A variant
of autoresponders can customise the returned document, if the user filled in a

6 also known as AR, infobots, mailbots or e-mail-on-demand
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predefined Web form. An obvious drawback of these systems is that they do
not analyse the content of a free-form message. A more sophisticated type of
e-mail responder are included in e-mail management systems, and can provide
pre-written response templates for frequently asked questions. Slots are usually
filled in with information extracted manually from the incoming mail, but some
systems seem to perform the extraction automatically [3] [16].

Question answering (QA) tries to find an answer to a natural language ques-
tion [20] form a large set of documents. The question type is determined by
the presence of trigger phrases (e.g. where, how many, how much, ...), which
indicates the type of the answer required (location, number, money, ...). Infor-
mation retrieval is typically performed to identify a subset of the documents and
a set of passages that may contain the answer, named entities are then extracted
from these passages and semantically tagged and the string containing the best
scoring entity is retained as the answer. QA differs from e-mail answering in
several aspects. Generally speaking, e-mail answering is interested in analysing
a longer text and formulating a linguistically-motivated answer, while QA takes
a short and explicit question as input and focuses on locating the answer. Issues
in discourse analysis must therefore be addressed in e-mail answering, but not
in QA. In addition, questions in QA are, for the moment, restricted to specific
types: who, why, where, ... but pertain to an unrestricted discourse domain. On
the other hand, in e-mail answering, the questions are of unrestricted type, but
the discourse domain is typically restricted.

E-mail classification is another domain related to our work that has been
addressed by many research projects. This has been approached both from an
automatic learning perspective (e.g. [4, O]) and from an IE perspective (e.g.
[6]). Our work complements those in text classification as it supposes that the
incoming e-mail messages have already been classified as printer-related ques-
tions. E-mail classification can therefore be seen as a pre-processing module to
our system.

On the NLG side, Coch developped a system to generate automatic answers
to complaint letters from clients of LaRedoute (a large French mail-order corpo-
ration) [7] 8]. As letters are not in electronic format, the reading and extraction
is done by humans, but the decision and the production of the response is done
automatically. Through a formal blind evaluation, Coch has demonstrated that
the best responses (according to specific criteria) are still the human-generated
ones, but that the use of a hybrid template-based NLG system produced accept-
able responses at a much faster rate.

5 Discussion and Further Research

In this paper, we have described the design of an e-mail answering system we
are currently developing. The system relies on information extraction to anal-
yse the user message, a decision tree to determine the content of the answer,
and template-based natural language generation to produce the surface form of
the answer in a customised and cohesive way. Because the discourse domain is
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specific and high precision scores are desired, a knowledge-intensive approach
is used. In order to scale up the approach to larger domains, we believe that
new domain-dependent knowledge-bases, extraction rules and answer templates
should be developped and that text-classification should be performed prior to
IE in order to select the appropriate knowledge bases to use. Although the de-
sign of a knowledge-intensive domain-dependent system offers poor adaptability
to other discourse domains, it was viewed as a means to reach high precision
scores in text analysis; something that is crucial in e-mail answering, as a wrong
answer sent to a client can have far-reaching customer satisfaction consequences.
We believe the incremental approach to be appropriate; i.e. testing the preci-
sion of the system on a small discourse domain, and incrementally enlarging the
discourse domain.

As the system is under development, no formal evaluation has yet been per-
formed. As far as further research is concerned, our priority is therefore finishing
the implementation of the prototype so that a formal evaluation can be per-
formed. We plan to evaluate the system using 3 measures: a measure of the IE
module, a measure of the NLG module and a global measure combining the
two. Measuring the IE will be done using the MUC evaluation protocol [I9] on
the test corpus. Measuring the NLG module will be done through to a blind
evaluation protocol similar to [7].

So far, we have not taken into account how textual noise from the e-mail
affects the textual analysis. E-mail messages are informal electronic texts that do
not follow strict writing guidelines. Textual noise can come from typography (e.g.
lack of diacritics and capitalisation), terminology (e.g. informal abbreviations),
orthography and grammatical irregularities. Our approach is based on the MUC
experiences that have mainly been concerned with homogeneous corpora that
follow writing guidelines. The rule-based key-word approach may need to be
adapted to account for textual noise.

For the moment, the NLG system fills answer slots directly, without much
linguistic knowledge. We plan to increase the cohesiveness and naturality of
the responses by using referring expressions whenever possible. The work of
Kosseim et al. [15], for example, provides linguistically-motivated guidelines for
the generation of such expressions in French.
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Abstract. Improvements in hardware, communication technology and database
have led to the explosion of multimedia information repositories. In order to
improve the quality of information retrieval compared to already existing ad-
vanced document management systems, research works have shown that it is
necessary to consider vertical integration of retrieval techniques inside database
service architecture. This paper focuses on the integration of NLP techniques
for efficient textual database retrieval as part of the VLSHDS Project -Very
Large Scale Hypermedia Delivery System. One target of this project is to in-
crease the quality of textual information search (precision/ recall) compared to
already existing multi-lingual IR systems by applying morphological analysis
and shallow parsing in phrase level to document and query processing. The
scope of this paper is limited to Thai documents. The underlying system is The
Active HYpermedia Delivery System-(AHYDS) framework providing the de-
livery service over internet. Based on 1100 Thai documents, as first results, our
approach improved the precision and recall from 72.666% and 56.67% in the
initial implementation (without applying NLP techniques) to 85.211% and
76.876% respectively.

1 Introduction

Improvements in hardware, communication technology and database engines had led
to the expansion of challenging interactive multimedia applications and services.
Typical examples of applications include on-line news, digital libraries and web-based
information involving multi-dimension multimedia document repositories. These
systems combine various media content with hyperlink structures for user query or
navigation. Most of them store contents inside the database systems supporting ex-
tenders in order to add application data types with their access methods. However,
there is no vertical integration between application IR plug-ins and the database kernel

* This Project has been granted by Kasetsart University Research and Development Institute
(KURDI), Kasetsart University, Thailand and National Institute of Informatics (NII), Center
of Excellence of the Ministry of Education, JAPAN and National Electronics and Computer
Technology Center (NECTEC).

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 176-189, 2001.
O Springer-Verlag Berlin Heidelberg 2001
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itself. This limitation is an underlying reason for further improvements [6,8,17,18,19].
AHYDS - The Active HY permedia Delivery System is one prototype as part of a new
wave of data or information engine kernels [4,7,16] that facilitates the access to mul-
timedia documents according to the user’s requirements and application’s features
over a wide spectrum of networks and media [1].

The VLSHDS-Very Large Scale Hypermedia Delivery System is a cooperation
project between NII and NAiST [2,10] that aims to integrate both data delivery serv-
ice and textual information retrieval service. The AHYDS component is a framework
providing open data delivery service, communication service, query execution service
and supervision service. The quality of full text retrieval service has been enhanced
compared to existing state of the art IR systems both in precision and recall by inte-
grating morphological analysis and shallow parsing in phrase level for document and
query processing.

Section 2 gives an overview of the VLSHDS. The role of natural language proc-
essing and knowledge base in document processing, query processing and retrieving
processing are described in section 3, 4 and 5 respectively. Section 6 gives the conclu-
sion and briefs the next step of the project.

2 An Overview of the Very Large Scale Hypermedia Delivery
Systems

The key components of the VLSHDS platform used as textual retrieval platform are
shown in Fig 1.

The system consists of a three-tiers architecture. At the client side, queries are sent
to the server by using the AHYDS communication support [11]. At the server side,
there are three main components: Document Processing, Query Processing and Re-
trieval Processing. The Document Processing based on the Extended Binary Graph
(EBQG) structure provides multilevel indices and a document category as document
representation. The Query Processing provides query expansion with a new set of
queries consisting of phrase terms, heads of phrases and their categories. The Re-
trieval Processing computes the similarity between queries and documents and returns
a set of retrieved documents with the similarity scores.

3 The Role of NLP in Textual Data Based Retrieval

To enhance the performance of full text retrieval service, optimal representation of
documents should follow [14], i.e., multi-level indices and document category. Multi-
level indices will increase the retrieval recall without the degradation of the system
precision. Document category will be used for pruning irrelevant document in order to
increase precision while decrease the searching time.
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Fig. 1. The Architecture of the VLSHDS Platform for Textual Document Retrieval

However, the primary problem in computing multi-level indices and category as
document representation is a linguistic problem. The problems frequently found, espe-
cially in Thai documents, are lexical unit extraction including unknown word, phrase
variation, loan words, acronym, synonym and definite anaphora [11, 12, 13].

Accordingly, to be more successful, NLP components, i.e., morphological
analysis and shallow parsing in noun phrase level should be integrated with statistical
based indexing and categorizing.

3.1 The Architecture of NLP Based Document Processing

Fig. 2 shows the overview of Thai document processing. There are two main steps:
multilevel indexing and document categorizing. Each document will represented as

Di = <IpsItsIcyci>
Where I,1,,Lc are the set of indices inphrase, single term and conceptual

level, respectively
Ci is the category of a document i-th
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Automatic
Indexing \ 4

Lexical Token Identification

- Lexibase

- Lexical Token Recognition
- CUVOALD

- Backward Transliteration

v

Compute Weight

v
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& Extraction < NP Rules

v

Multilevel Index <
Generation

Thai Word Net

—
D;= <Ip, I, 1>

| Categorizing |

e —
D;= <Ip, I, I, C>

Fig. 2. Overview of Thai Document Processing

3.2 Automatic Multilevel Indexing with Language Analysis

As shown in Fig. 2, automatic multilevel indexing consists of three modules: lexical
token identification, phrase identification with relation extraction, and multilevel in-
dex generation. Each module accesses different linguistic knowledge bases stored
inside the EBG data structure.

3.2.1 Lexical Token Identification

Like many other languages, the problems which effect the performance of Thai text
retrieval systems are unknown proper names including proper names like “Middle
West”, acronym, synonym and anaphora [10, 11]. However, Thai also has no word
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delimitation and uses loan words, i.e. English technical terms in Thai orthography.
The role of lexical token identification is, then, to determine word boundaries, and to
recognize unknown words, such as proper names and loan words. Based on morpho-
logical analysis and backward transliteration [12, 13], lexical tokens are segmented
and unknown word will be recognized.

3.2.2 Phrase Identification and Relation Extraction

In order to compute multilevel indices, phrase identification and relation extraction
are also needed. The relation between terms in the phrase is extracted in order to de-
fine indices in single term level and conceptual level. There are two kinds of relations:
head-modifier and non-head-modifier (or compound noun). If the relation is head-
modifier, the head part is a single term-level index while the modifier is not used as
index. If the relation is compound noun, there is no single term-level index. The con-
ceptual level indices, then, is produced from the head of phrase or compound noun by
accessing Thai wordnet.

The problems of this step are that (1) how to identify phrase including paraphrase
(see some examples in figure 10) without deep parsing for the whole text, (2) how to
distinguish between noun phrase and sentence which may have the same pattern (see
the third rule in fig. 4) and (3) how to extract the relation between terms in phrase.

To solve the problems mentioned above, the algorithm of phrase identification and
relation extraction consists of three main steps (see Fig. 3).

list of Candidate Index|  [Phrase Boundary| | Relation Extrac- | g list of candidate
lexical tokens Selection Identification tion index NP
3

NP Rules

Fig. 3. Phrase Identification and Relation Extraction

The first step is the candidate index selection that is based on Salton’s weighting
formula [9], then, the second step is the phrase boundary identification using a statisti-
cal-based NLP technique. This step will find phrase boundary for a set of candidate
indices (provided from the first step) by using NP rules (see Fig. 4).

At this step, we can describe as 4-tuple:

{T. N, R, NP}
where
T is the set of candidate terms which have weight w; > 8
(@is a threshold)
is the set of non-terminal
is the set of rules in the grammar
NP is the starting symbol

=
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NP <- cn + cn + (cn) aane'lui
NP <-cn + {cn, pn} Uszina'lng
NP <-cn + v + (cn) IngnszanaLie

NP <-cn + (cn) + mod ey
NP <-cn + prep + ¢cn AOIAINIIAINIS

NP <-cn+v+v alzony
NP <- cn + num + cl o
NP <- cn + NOM AARINATTUNITNAUT
NOM <- prefix + vp NTNAUFIN

Fig. 4. Some examples of Noun phrase rules

The third step is the relation extraction. After the boundary of phrase(s) is identified,
we need to compute the relation between a set of words in the phrase in order to find
whether that NP is a head-modifier NP or a compound. If the frequency of each word
in the candidate NP is the same (see Fig. 5) then the relation of that NP is a compound
noun, otherwise the relation of that NP is a head-modifier pair. Head is the term(s)
with highest frequency. Modifier is the term(s) with lower frequency.

head modifier SR>,

WIWIW3Wa W1 W2W3Wwy
fif 3 f4
compound

fi=h=6fH=*
WIWaWWa ch=h=01=14

Fig. 5. Relation Extraction

The detail of the algorithm is given in Appendix 1.

3.2.3 Multilevel Index Generation
At this step, each document D; is summarized and represented in the EBG data struc-

ture as a vector of numeric weights, i.e.:
D, :<]p,’]t,’16, >

where

L, =<Wy Wy Wy >

pi p
1, =<Wy Wy Wiy >
I, =<Wy W Wy >
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Phrasal level indices (I,) consist of set of the phrases extracted by using noun phrase
rules. Single term level indices (I;) are the head of each index token in the phrasal
level. Conceptual level indices (I.) are the semantic concepts of each single term level
index, given in Lexibase [15]. For example, the document about U¥UNI (lemon),
may keep “UgU1'LU” (A kind of lemon) as phrasal level and keep “UgUN?” (Lemon)
as single term level and “Wa” (Plant) as conceptual level. Here, “‘l2” (egg) is consid-
ered as the proper name instead of common noun.

Phrase Weighting

{Di,Ip,, Wp,}

Defining Single
Term Index

{Di, I, Wr,

Semantic Concept
of Single Term

{Dilc,Wc;}

Fig. 6. Multilevel Index Generation

Fig. 6 shows the process of Multilevel Index Generation consisting of phrase level,
single term level and conceptual level for each document.

N
m d
if, log L
m _ k
A
my Ny
>, log
7= nj.
tfkm = Number of index terms & in document m
n; = Number of documents that contain term
k
N, = Number of documents in the collection
[ = Number of index terms

We use Salton’s Weight normalization [16] as shown later to compute weights in each
level of the index.
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Parallel index generation for each document is provided by the AHYDS engine based
on the EBG data structure. Details of the algorithm of the multilevel index generation
are given in Appendix 2.

Multilevel Indexing Traditional Indexing System
Index Level Query Query Meaning
Phrase level UEUNM'1U «—») le—> uzUN1U A kind of lemon named
Document (“Egg lemon”)
Single term level UUNI ¢—> About  |[&— ULUN Lemon
) wzuM'la .
o o< @kindof  fe—» la Egg
lemon)
Conceptual level W2 ~— +—» % Aaf Plant

Fig. 7. Example of how Multi-Level Indexing can enhance performance

Fig. 7 shows the comparison between multilevel indexing and traditional indexing
system

Using multilevel indexing, “egg” would not be retrieved, while, in traditional IR, it
will be retrieved which degrades the performance of the system.

3.2.4 Document Classification

Even though multi-level indices can cover a very wide range of document retrieval
without any degradation of system performance, document clustering for pruning
irrelevant documents is still necessary in order to increase precision and decrease
searching time.

The text categorization or document clustering consists of two parts: a prototype
learning process to provide prototypes for each cluster of documents and a clustering
process, which computes the similarity between input document and prototype (see
Fig. 8).

Finally, document will be represented as

D;=1,.1,.I,.,C; >

t,27¢ 0

where
IP, =< WP], ’WPZ, 2t Wpt, >
]t, =< th, ’Wt2, 2tey th, >
]c, =< Wcl, ’WCZ, Ea Wct, >
Ci =< Wcall, H Wcat 2, 97" Wcatu,

The algorithm of document clustering is summarized in Appendix 3.
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New document

| Initial learning data | i

Represent document
into weight vector

Learning Process i

Compute similarity of document
IF it is not similar THEN
Prototype class (P.) Add this document to
with weight vector unknown category
ELSE

Adjust weight vector in P¢

Fig. 8. Text Categorization process

4  Query Processing

In order to obtain those documents which are the best match for a given query, we also
need a “query guide”. Query Guide is applied by using the cluster hypothesis and
query expansions. Our method applies Word-Net for query expression. For example
Query = “ﬁman“lu.” (proper name: the name of mango) and its general term (from
Word-Net) is “UgUI” (mango). After expansion, the new query is “Uguv-
Uman'lu” (The phrase contains of mango and its specified name).

5 Retrieval Processing

The following retrieval process is implemented in order to enhance the performance
retrieval of the system (see fig. 9).

Step 1. Computation of a candidate set (labeled B) of documents by matching the
input queries with the inverted index file.

Step 2. Selection of a candidate set (labeled C) of documents that belong to the same
category as the query.

Step 3. Calculation of the similarity between the queries of the documents evaluated as
the intersection between B and C sets of documents.

Step 4. Retrieval of a set of retrieved documents with related ranks according to the
similarity scores.
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0

A = The set of all documents

B = The set of documents by matching the input
queries with the inverted index file.

C = The set of documents which have the same
category as the query.

D = The documents which come from the inter-
section of the sets of documents B and C

Fig. 9. The Retrieved Documents

6 Conclusions and Future Work
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The paper has shown how NLP Techniques enhance textual database retrieval as part
of the VLSHDS platform. We focus on describing the innovative implementation of
the VLSHDS Platform.

Early benchmarking based on 1100 documents shown that the VLSHDS improved
the precision and the recall 72.666% and 56.67% respectively, compared to traditional
IR Systems 85.211% and 76.876%, respectively.

Problem

-

Phrase <
variation

.

-

Loan word

\

Indexing without NLP Technique

msutaunairdaane
asuitaua3azng
msutauTaesevinoiaiazng
msutauTaoaaang

duieasiiia

Auaniie

Awanda
Aisasiiia

0.0082
0.0082
0.0373
0.0299

asdauedazne 0.0836

0.0073
0.0092

Internet 0.0165

0.0117
0.0494

Ethernet 0.0611

Indexing with NLP Technique

Fig. 10. Examples of Applying NLP Technique to solving phrase variation and loan word

Fig. 10 shows the example of an improvement in indexing. Phrase variation or para-
phrase such as “Network Connection”, “Connection Network”, “Connecting to Net-
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work” and “Connecting with Network” (translated from Thai) and loan words will be
standardized in order to increase the term weights.

At the current state, linguists process knowledge acquisition manually. Next step it
will be provided by semi-automatically. The domain of documents is limited to the
computer area. However, it will be extended to cover agriculture and general news
area.
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Appendix 1

Algorithm Phrase Identification and Relation Extraction

Input: alist of lexical token wy, wy, ..., w,
with set of POS tag information T; = {t;, #3, 3, ..., tw/},
frequency f; and weight W; for each word

Output: set of candidate index NPs with head-modifier relation
or compound relation

Candidate Index Selection:
Selecting candidate index by selecting term which have weight w; > 6
(@is an index threshold)

Phrase boundary identification:
FOR each candidate term DO
Apply NP rule to find boundary
IF can not apply rule directly
Consider weight of adjacent term w.;; THEN
IF adjacent term has weight way; > @

(@is a boundary threshold) THEN
Extend boundary to this term
ELSE
IF this adjacent term in the preference list
Extend boundary to this term THEN

Relation Extraction:
FOR each candidate index phrase DO

To find internal relation we consider term frequency

in each phrase

IF the frequency of each word of candidate NP
has the same frequency THEN
Relation of this NP is compound noun

ELSE
Relation of this NP is head-modifier pair :
Head is the term(s) with highest frequency.
Modifier is the term(s) with lower frequency.
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Appendix 2

Algorithm Multilevel Index Generation

Input: 1. A list of lexicon token provided by Lexicon Token Identification
and Extraction process wl, wa,...., w; with its frequency f,; and
weight wy,; .
2. A list of candidate Phrasal indices with
head-modifier relation or compound relation.

Output: Index weight vector as document representation

D; = {Ipi, [’i’ [c,-}
Where
= £
ij {Wpp Wpy oo wp/,}
e
Itj = Wip Wiy ooy Wr/}

IL‘./, = {WL.I, Wey ooy WL‘./}

Phrasal Level Indexing:
FOR each candidate Index NP DO
Recompute Phrase weights in whole documents
IF phrase weight > 6 (0 is index threshold)
Keep sorted Phrase index token THEN

Single Term Level Indexing:
FOR each candidate phrase index NP OR each single term DO
IF tokens of candidate phrasal index
Extract the head of the token THEN
Recompute weight
ELSE
FOR each lexicon token that not appear in phrasal level DO
Recompute weight
Keep sorted Single term indices

Conceptual Level Index:
FOR each single term index DO
Find Semantic Concept of each single terms
Recompute weight
Keep Sorted Conceptual Level Index
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Appendix 3

Algorithm Document Clustering

Input:  single term indices and phrase indices with the

Output: Document representation in <Iy, I, I, Ci>
Learning Process:
Define prototype class e.g. Computer, Agriculture, News
FOR each documents DO

Compute weight vector of single term/ph

W
N,
" log—*
n
Wrﬂ‘l —_ X z/;(m
z tf log — ni
i Na

/

FOR each prototype class DO

" = Weight Vector of phrase indices x in document m

ir frequencies

etc.

rasal indices by using
th

x=k mean Single term index

x=p mean Phrasal index

= {0iff" =0, log(f,") + 1 otherwise}

= Number of documents that contain term k&
= Number of documents in the collection
= Number of index terms

Compute weight vector of single term indices by using Rocchio’s algorithm is used [3, 5]:

. 1
Vchzﬂi

w_y L
;W yzi,

1

iR,

@ Otherwise W = weight of term k in the prototype P, for class.
W, = x =k = Single Term index
ck ' ! = p = Phrasal index
. It W, >0 LA neex
ck ¢ W," = weight of term k indexing for each document

x =k = Single Term index

x = p = Phrasal index
R, = set of training documents belonging to class ¢
R. = set of documents not belonging to class ¢
(Note: B =16,y =4 [Buckley et al., 1994])

Classification:
FOR new document input DO

Compute weight of phrase index and weight of single term index by using formula:

!
Compare weight with each Prototype Class by using the d

N W " = Weight Vector of phrase indices x in document mh
tfxm log d x=k mean Single term index
wom n, B X=p mmean Phrasal index
x " = {0iff" =0, log(f") + 1 otherwise}
z lf log E— n = Number of documents that contain term k
] Ny = Number of documents in the collection

= Number of index terms

ot product formula

W, *W,)

;(

S(D..C)=a

+B

1
SO,

\/ZI(W'")2 * ;(W )

x=1
Z )’

z (Wm)Z *

=

iz

W = Weight of Single term £ in the Prototype P. for class
W™= Weight of Single term k in document m™

W, = Weight of Phrase p in Prototype

= Weight of Phrase p in document
=[0,1]

B=[0,1]

a+fB=1

FOR each C, DO
1F S(D;, C) > 6, THEN

P, for class
mt

Store document into Prototype P, and adjust weight in Prototype Class.
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Abstract. Identifying a matching component is a recurring problem in
software engineering, specifically in software reuse. Properly generalized,
it can be seen as an information retrieval problem. In the context of
defining the architecture of a comprehensive software archive, we are de-
signing a two-level retrieval structure. In this paper we report on the first
level, a quick search facility based on analyzing texts written in natural
language. Based on textual and structural properties of the documents
contained in the repository, the universe is reduced to a moderately sized
set of candidates to be further analyzed by more focussed mechanisms.

1 Introduction

1.1 Motivation

People use things they used before, and when looking for something new, they
often confine themselves to a familiar search space. We can experience this by
self observation when looking for a book or for a set of relevant papers in the
library. We get our own experience substantiated by advice on how to build
libraries of reusable components (i.e.: be domain-specific) [7], [8]. While there
are many arguments for staying within the boundaries of a well known territory,
there are also situations where leaving this territory provides the chance to make
a substantial innovative step without the cost of making a new invention.

The growth and adoption of the internet as a global information medium can
be seen as a chance for such a step outside ones own backyard of software reuse.
The increase in functionality of software systems is also a motivation to tap this
semi-understood functionality if need arises. Thus, in our ongoing research on
software reuse our aim is to provide mechanisms for dealing with larger corpora
of (re)usable assets.

Taking stock of the broad spectrum of mechanisms for software retrieval (and
description) [9] one has to accept that those mechanisms which are “palatable”
for practitioners and, therefore, in rather heavy practical use (keyword based
approaches, faceted approach) are relatively weak with respect to their discrimi-
nating power. Besides other points of critique, such as maintainability [I0], their
recall will degenerate with size (and age) of a repository. Thus, small domain

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 190-202] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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specific repositories are recommended [16] in line with actual demand and cur-
rent availability of resources. However, when looking at highly discriminative
approaches, such as those being based on formal specifications, we find only
moderate inclinations of practitioners to formally specify first and reuse later.
Additionally, search based on proving whether a complex specification used as
query is satisfied by the individual specifications contained in a repository [11] is
quite resource and time intensive. This tends to become prohibitive with larger
repositories. Therefore, we look for alternative solutions.

Searching for alternatives, a paper on retrieval of images by Guglielmo and
Rowe [3] played an important role. Their empirical results showed that allowing
for vagueness in general leads to better search results than strict matching of
keywords or other sharp concepts. Thus, we were aiming for similar mechanisms
to allow for a vagueness in conceptually matching a query against the description
of software assets [I3]. After an appropriate pre-selection, precise mechanisms
are used in order to satisfy the reusers need for accuracy. To do so, we are
splitting the retrieval problem into two phases:

(1) A first phase, serving to conceptually “synchronize” a need’s descrip-
tion with the descriptions of available reusable assets. Since these descriptions
are made by different persons at different times, a certain degree of fuzziness
to gain high recall is appropriate. The vagueness inherent in natural language
descriptions appears to be instrumental to build an intermediate candidate set.

(2) A second phase where criteria aiming for high precision filter out previous
selected components from the candidate set. In the case of software retrieval,
formal specifications could serve this purpose. The intermediate candidate set
should be small enough to facilitate the final matching process.

1.2 Contents and Structure of This Paper

In this paper we are focusing on the first phase of the presented approach to
match a query expressed in natural language against several natural language
descriptions of assets. Actually, this paper is decoupled from the general discus-
sion about software reuse. It would also be beyond its scope to address details
of the final matching algorithms. Here, we rather want to present our approach
to solve the following requirements by means of processing natural language
descriptions. We assume as given:

a) A large set of natural language descriptions, one for each asset.

b) The descriptions are written in a technical natural language. The size of a
description might be about one or two pages of text. A good example for
such texts are UNIX man-pages.

¢) The descriptions adhere to certain “professional standards”. Thus, they are
written by software engineers and revised by professional software librarians
or documentation experts. They do have some internal structure that might
even be made explicit.

d) The query text is singular, usually shorter and less professionally written
than the asset descriptions.
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The system is expected to process the query to identify its semantics. This
knowledge is then matched fuzzily against the descriptions of stored assets to
gain high recall. Further refinement of the gathered candidate set to identify
fitting assets is postponed to the second phase. Due to the number of component
descriptions the need to perform match operations efficiently is very important.
This should impact the requirement for high recall in the least possible way.

On these preconditions, full linguistic analysis of documents is irrational.
Additionally, this is off the point, since the second phase will take care of the
assets’ (not the descriptions’!) semantics anyway. On the other hand, just relying
on keywords is insufficient for the reasons given above. Hence, we must provide
an intermediate solution between classical information retrieval and classical
natural language comprehension. Taking the example of searching a book in a
library, the approach has to imitate a regular customer going to some stack (here:
application domain, problem domain, solution category etc.), taking one book
after the other and quickly browsing through them to check, whether a book
should be scrutinized or whether it should be put back onto the stack. We do
this by focusing on textuality and structure of a document. This combination will
lead to a “footprint” of a component that can be held against the “footprint”
of the query in order to determine the potential suitability. We refer to this
approach as shallow semantic analysis.

The sequel of the paper is structured as follows: First, we discuss how to use
textual cohesion for identifying a documents semantics. In section Bl we focus
on the document’s structure. How to combine both views to perform shallow
semantic analysis is explained in section [d and demonstrated in section Bl The
paper concludes with a brief discussion.

2 Textual Cohesion as Resource

The notion of textual cohesion is fully defined by Halliday and Hasan in [6] as:
”the potential for relating one element in the text to another, wherever they are
and without any implication that everything in the text has part in it”.

It follows that a text consists of two constituents: elements and relations. The
former can be individual words, groups of words or parts of the text. The latter
reflects the way these elements form a coherent unit. The authors identified dif-
ferent types of relations. Reiteration is the most important relation and exists
in the forms of repetition (write/writing), synonymy (delete/suppress), antonomy
(increase/decrease), hyponymy (real/integer), and meronymy (class/method).
Substitution is also a form of repetition and casually appears in the form of
nominal (the first one, another), pronominal (it, these), verbal (do), and clausal
(s0). A special form of substitution is ellipsis (“substitution by zero”), where
a part of a sentence is omitted (The first parameter is multiplied but the second
[one] is added). Tt is related to the mood and is mainly used in question/answer
sequences. Another relation is conjunction which serves as a rethorical adjunct
to relate sentences (consequently, thus).
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Substitution and ellipsis are grammatical relations, whereas repetition and
conjunction are considered as lexical devices. Lexical repetition relations cannot
be extracted from the analyzed text directly and are compiled from an external
source of knowledge, e.g. a thesaurus. The use of external knowledge is justified
by the definition of Halliday and Hasan to grasp the textual items’ semantics.
Furthermore, we perform no deep analysis of the text.

Based on the defined relations between textual items, Halliday and Hasan
analyzed the phenomena of lexical chains. Using Roget’s thesaurus Morris and
Hirst [14] refined this notion by analyzing various lexical relations. Our observa-
tion here is that chains represent concepts of the same family, as demonstrated
in this example: {hours, whole day, all day, minute}. A more consistent chain
is {sorting, sort, increase, order}. Hence, a chain is merely a cluster of near-
synonyms. Morris and Hirst report that the length of chains indicates impor-
tance. But the reader should be aware that chains do not provide a means to
understand the topic of the text since correlation between words in a large sense
is not considered: ” The linguistic analysis of literature is not an interpretation
of what the text means; it is an explanation of why and how it means what it
does” ([6l p.328]).

Analyzing textual cohesion aims at understanding a text. However, the task
performed by a lexical binding process is superficial especially if we only consider
lexical cohesion. But it helps to relate different parts of a text and consequently,
to find important parts, sentences, and chains reflecting the main topics. Hence,
it is not ingenious to integrate these lexical and (if possible) grammatical re-
lationships in an analysis system, rather it is a requirement. The problem the
vector space model (largely used in information retrieval) is faced with is no-
tably the lack of these considerations. Many researchers have limited the use
of lexical devices on the level of query expansion [12]. Query expansion is the
set of techniques for modifying a query in order to satisfy an information need.
Basically, terms are added to an existing query (focus on short queries), causing
a modification of terms’ weights. In our approach, we go one step further in inte-
grating lexical knowledge as a resource and taking advantage of the distribution
of lexical items by considering the networks they build.

3 Structure as Resource

We consider it important to use different aspects of text analysis. Shallow anal-
ysis of texts aims at improving the comprehension of texts by including various
resources. In information retrieval the structure of texts is one of these important
aspects that has been so far neglected.

To overcome the problem of irrelevant features, characterizing documents and
thus impeding effective information retrieval, we take advantage of the cognitive
aspect inherent in the organization of texts. Our goal is to find the location of
important information. This task needs to be done at the sentence level via inter-
mediate segment level up to the document level. If the position of such important
information is known, our chance to avoid irrelevant information increases. Our
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starting point is the topic-comment theory seen from the functional grammar
perspective.

From a structural point of view, a proposition is divided into a topic (theme)
and a comment (rheme). These notions have been researched by the Prague
school of linguists (represented by Danes) as well as by others led by Halliday
and Kintsch. Halliday [5} p.36] defined theme as: “...a function in the clause
as a message. It is what the message is concerned with, the point of departure
for what the speaker is going to say.” A theme identifies something known by
both speaker and listener. It is the part of the sentence from which the speaker
proceeds by presenting the information s/he wants to comment in the remainder
of the sentence. However, according to Firbas [15], a theme does not always
express known (given) information. So the thematic part of a sentence is not
totally equivalent to known information.

The rheme then is defined as the remainder of the message, where the theme
is developed [5l p.38]. It introduces new information, as a comment, after pre-
senting the topic at the beginning of the sentence. Though rhematic elements
generally express new information, they cannot always be considered as equiv-
alent to unknown information [I5]. In analyzing a document how can one find
the theme? Since it occurs necessarily at the beginning of a sentence, it can take
forms such as nominal, adverbial, or prepositional groups. Furthermore, one can
distinguish marked from unmarked themes. If it is unmarked it occurs in the form
of the subject (nominal group) of the sentence, whereas the marked theme is in
the form of an adjunct (adverbial group and prepositional phrase).(For more
details see [5]).

Furthermore, the theme appears in different forms but generally at the be-
ginning of a sentence. New information, on the contrary, normally appears in
the rheme part. Writers tend to use the end of a clause to indicate newsworthy
information [2]. On the other hand, they use the beginning of clauses to lead
their readers to the message in the rest of the clause [5]. Therefore, a clue is
to take the last constituent of the clause as the newsworthy information. This
is justified by a tendency of writers to remind the reader of valuable informa-
tion at the last position before moving to the next sentence. In general, finding
given and new information based on the position within sentences is no easy
task. Danes observed three schemes of thematic progression in exploring the
given-new progression through texts [17):

— Simple linear progression, where the theme is identical to the rheme of
the preceding sentence.

— Continuous theme progression, where the theme is identical in a se-
quence of sentences.

— Derived theme progression, where sentences are related to an extra
theme called hypertheme which is not mentioned in the text explicitly and
must be found by external knowledge.

He noted that the important information lies in the theme part. Writers or
speakers place their concerns within the message as thematic content. Thus, the
content of the rheme tends to represent the details of the theme.
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4 Combining Structure and Textual Cohesion

To perform text analysis effectively we exploit both structure and texture. Hence,
our attention is put on what and how something is said. Therefore, we focus on
passages where meaningful content is likely to appear. In the following section
we discuss two ideas for representing the semantics of documents and how to
index documents on that basis: meaningful sentences and stratified abstractions.

4.1 Meaningful Sentences

In a cognitive sense, words or phrases are considered as semantic units. Units
describing the concerns of texts are main features. Those representing details
are secondary features. The main idea of a text segment is expressed as themes
appearing in the segment. This can be generalized by associating a theme with
different levels of text granularity (sentence, segment, document). If no topical
units are predefined, we exploit the second resource, the texture expressed in
terms of cohesion devices. As a result, coherent units will be constructed by
relating themes of the sentences. This fits well into the progression schemes of
Danes [17] since we also try to group sentences related to the same theme into
coherent units. Our approach permits managing the intersentences relationships
by linking sentences which are about the same topic. Additionally, we take care
of the vocabulary distribution over the document, since topical cohesion does not
end with the boundaries of sentences. An approach similar to ours was described
in [4].

The document’s macrostructure can be derived by formalizing the theme as
a whole. Van Dijk [I8] states that macrostructures are often expressed by titles,
headlines, or summarizing sentences. Good candidates for deriving the main
idea are summarizing sentences. This is in contrast to Danes’s third option of
thematic progression meaning that if a main idea is not stated explicitly, then
extra knowledge has to be exploited to infer it. But since we analyze textual
surface structures only in technical documents, we assume that the main topic
is clearly stated by a few sentences. Given that we are dealing with technical
documents, certain stylistic conventions can be taken for granted. For us, the
main idea is determined by computing the number of themes appearing in the
sentences. Starting from sentence’s themes we infer the segment’s theme (the
main sentence). Then, the set of segments’ themes form the document’s theme.
Thus, a kind of summary is derived and can be understood as a “footprint” for
the whole document (see Fig. [I).

Sentences appearing in the footprint are not metaphorical. No inference is
used to understand their contents. They are extracted on the basis of their
surface based upon a clear appearance of the main items. If used as index, they
certainly increase precision and recall. Since the index is extracted from the
content of document and includes basic elements of the meaning, it carries the
appropriate contents. This is not the case with techniques usually used in digital
libraries, where titles serve as indexing basis. Similar to a scientific document
structured into an abstract, a list of keywords and the content, themes of the
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footprint are considered as key-concepts. They are used as a first cue to find the
documents the user is interested in (see Fig. ).
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Fig. 1. Footprint formation (Meaningful sentences). The themes of sentences
4, 5 and 6 occur in sentence 2 also, such that 4, 5, and 6 explain sentence 2.
Therefore, sentence 2 represents them in the resulting footprint

Semantics Realization Progression

Sentence theme Sentence N )
Details
Segment theme Segment

‘Document theme (footprint) ‘ Document

‘ Document Cues ‘ Key concepts

Fig. 2. Levels of abstraction

A questioner formulates a short paragraph that will be abstracted in the
same way as the fully fledged stored documents. If the key-concepts are described
in a nutshell, the resulting footprint is smaller, but includes already the most
important concepts related to the document(s) to be selected. Expert users may
express their need by just specifying key-concepts directly. The system compares
the key-concepts related to the user query with the key-concepts associated
with the available assets in the library first and then presents the abstracts of
documents that correspond to matched key-concepts. The questioner can have
access to the content of documents if s/he is interested in details. The final
selection rests on the users’ capability of adequately matching related things.
Thus, this approach is interactive. However, one should note that this interaction
marks both the power and the limit of the approach.

4.2 Stratified Abstractions

The second idea for semantics extraction is based on the same foundation pre-
sented in the previous section. Here, a sentence is not a self-contained semantical
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unit anymore. Sentences are reduced to two multi-sets that are freed from unnec-
essary sentential particularities. One consists of concepts serving as themes and
the other contains rhematic concepts. Here, “concept” refers to a semantical unit
that is represented by a few words. The bridge between textual representation by
words and semantical representation by concepts is established by a domain spe-
cific dictionary. As discussed above, the main features represent the set of items
that are explained by secondary ones. In the first step thematic concepts are
identified and weighed. The weights depend on the number of their occurrences
as main features (themes). Thus, a similarity to the vector space model [I] can
be established. But here we do not remove stop words and take the rest to select
the information items representing some concept. Further, we identify the most
characterizing concept of a textual unit not just by a straight count of words.
The dictionaries help to identify genericity among concepts. Thus, the concept
of a higher genericity will obtain its weight from the number of occurrences as
direct theme or subconcept theme.

In the second step, the secondary features are exploited. The multi-set of
rhematic concepts is linked to its corresponding theme resulting in a set of tree
structures. In fig. Blone can see an example of rhemes forming a forest of concepts.

Interlinked themes

Fig. 3. Footprint formation (Abstract concepts)

In general, several concepts occur in more than one of the thematic lists.
In addition to the links between thematic concepts representing the semantic
neighborhood of concepts, further links between identical rhematic concepts can
be defined. If looking at rhematic concepts linked to their themes, the concept
of “explained by” pops up which clearly goes far beyond simple term weighing
and concept counting.

Due to the “explained by” relationships, one can identify the “best explained”
theme by building an explanation graph. In an explanation graph theme concepts
are the root of explanation trees and concepts manifested as rhemes form only
(unexplained) leaves. Such unexplained leaves are obviously of low interest in
comparing documents. To compare footprints, tree pruning is applied, since the
“most explained” concepts will occur close to the root.



198 Abdelhamid Bouchachia, Roland T. Mittermeir, and Heinz Pozewaunig

Stored documents are represented by their fully developed footprints built
at low cost. The complexity still to be overcome lies in matching document
footprints against query footprints. Neural nets, specifically self-organizing ones,
can be used for this purpose, if adequately adjusted. A full discussion of matching
processes is beyond the scope of this paper and left for future work.

5 A Practical Example

In this section we want to clarify the presented approach by analyzing the de-
scription of the Unix command mkdir (see Fig. H). Additionally, cohesion rela-
tions forming a network are set.

[

in the parent firectory |

et to the procéss’ s effective

qf ahiireiCl'Ory.\ requi‘r-,gsvi('ﬁ'te_
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The o wner-‘[tDi*a: d ‘g\oup-lD} of th o “iF\éclorieAs

8 Thepetgid-bit setting isinherited from the

Fig. 4. Example of theme-rheme analysis: a box represents a concept, marked
theme is shown in italic, unmarked theme in bold, solid line connects a concept
with its first occurrence, dotted line links two instances of the same concept
but not its first occurrence. Occurrence means an appearance in different forms
of lexical devices (presented in section [2) such as repetition (create, creation),
synonym (create, make), hyponym (entry, file)

The main sentence is found by computing the number of links per sentence.
In this example the first sentence is determined as dominating in that way.
Furthermore, in most cases the result will be the same, if a domain expert
analyzes this page to find the main sentence. An interesting observation is the
fact that the first (main) sentence appears in the theme parts (presented in bold
and italic fonts) of the remaining sentences. This again reflects the tendency of
writers to present the main statement first and explain it in detail by putting
each concept as theme later on. In the analysis of this example, we neglect the
distinction between marked and unmarked theme.



Document Identification by Shallow Semantic Analysis 199

Because of the short document, no segment themes can be computed resulting
to the footprint which is the first sentence. Hence, the abstraction described
above cannot be literally respected.

Thematic Concepts Rhematic Concepts
1 "Mkdir I lcreate __Directory  File Alter  Name !

3 Name
4

5

6 ;\/Ikdir-»-m,_,x

7 Setgid-bit Créég Dir

8 | Setgid-bit ,,‘ Pareiit ™ ‘Directory |

Fig. 5. From text to concepts

According to the second analysis option (section [£2), we organize the con-
cepts into two multi-sets, themes and their corresponding rhemes. In that way,
the content of the first multi-set is explained by the second one (see Fig.H). For
the sake of computation, we transform Fig Blinto an adjacence matrix (Table[]).

One may notice that a concept can occur as theme as as well rheme. From
this it follows that an important concept is usually commented. These comments
introduce details related to the topic of the concept and represent, in general,
various facets of that concept.

In order to quantify the notion of “important concept”, we introduce two
measures:

— Explanatory power measures how well a rhematic concept serves to explain
the thematic concepts. It is the number of occurrences of the rhematic con-
cept appearing in the rheme part of a sentence. This value can be used as an
associated weight. In the example the most powerful explanatory concept is
“Mkdir” with a degree of 6, followed by “Creation” (5) and “Dictionary” (4).

— Topicality power measures the centrality of a concept and provides the ability
to determine the main objects of the document. It is computed by summing
up the number of occurrences of the rhemes explaining that concept. In the
example, “Mkdir” is the topical concept of the document with a degree of 9,
followed by “Directory” gaining a 5.
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Table 1. Thematic and rhematic concepts analysis. themes are represented as
rows and are indexed by the sentence number they appear in. rhemes are repre-
sented as columns. A cell ¢(, j) indicates the occurrence the concept in column
j “explains” the concept of row i along the text

THEME RHEME |Creation |Directory |File|Mkdir |Entry| Parent | Group-id | Change| Name T%poiwceélrity
Mkdir <1,3,6> 2 1 1 1 1 1 2 9
Entry <2> 1 1
Directory <2,4,5,7> 1 1 1 1 1 5
File<2> 1 1
Parent <2> 1 1
Creation <4,7> 1 1 1 3
Group-id <5> 1 1
Setgid-bit <7,8> 1 1 1 3
Change <7> 1 1
Explanatory power 5 4 1 6 1 3 2 1 2

The results of this example are very plausible vis-a-vis human judgment because
of the topic of the text. These results can be revised by considering also lex-
ical cohesive links among concepts from a knowledge base (e.g. a thesaurus).
Applying this revision, the example shows that the items with a high degree of
topicality remain the same. Thus, for example “Directory” will have a topicality
degree of 8 instead of 5 after adding the topicality degrees of the concepts which
are related to it by use of lexical devices analysis.

Although the example does not show all theoretical aspects discussed earlier,
it provides a clear idea about the method we suggest here. Further, we showed
that the semantic contents expressed in terms of topical sentences or in terms
of the main concepts are successfully determined leading to a highly promising
approach.

6 Conclusion

The problem of reducing irrelevant information to a representative one is treated
widely in the literature [19]. Although a variety of techniques (e.g. vector space
model, probabilistic model, symbolic model, neural nets, genetic algorithms, etc.)
are used in the information retrieval area, no significant progress in intelligently
understanding documents is achieved. Here, we showed how different aspects
for extracting semantics from documents can be used simultaneously. The way
we interpret the structure of the document is more consistent and cognitively
more acceptable than approaches strictly confined to the level of word analysis.
In addition, the use of structure is almost neglected so far in the domain of
information retrieval. By exploiting the theme-rheme relationship, it is possible
to locate passages of important information.

We see that integrating different resources for the analysis of documents
enhances the capabilities of detecting the semantics of documents. Thus, we
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expect a better effectiveness of the software retrieval system under construction.
Our approach offers an engineering solution between information retrieval based
on words and full semantic comprehension of texts after complete syntactic and
semantic analysis.

Using some relatively simple heuristics and results from linguistics, the role
of words can be inferred from their position in a sentence. Linking the role of
words within a sentence with semantic information stemming from dictionaries
and information about cohesion (currently reduced to genericity as first order
approximation), paragraphs and consequently sections and documents can be
reduced to abstract “footprints” suitable for quick comparison.

We refer to this approach as shallow semantic analysis. Two variants of such
computerized shallow semantic analysis are described. One gives the user inter-
active control of the matching process. The other is fully automatic, but the user
has quite a number of options to control the accuracy of matches.
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Automated Information Extraction out of
Classified Advertisements

Ramoén Aragiiés Peleato, Jean-Cédric Chappelier, and Martin Rajman

Computer Science Dep. — Swiss Federal Institute of Technology (EPFL) — Lausanne

Abstract. This paper presents an information extraction system that
processes the textual content of classified newspaper advertisements in
French. The system uses both lexical (words, regular expressions) and
contextual information to structure the content of the ads on the ba-
sis of predefined thematic forms. The paper first describes the enhanced
tagging mechanism used for extraction. A quantitative evaluation of the
system is then provided: scores of 99.0% precision/99.8% recall for do-
main identification and 73% accuracy for information extraction were
achieved, on the basis of a comparison with human annotators.

1 Introduction

The work reported in this paper has been carried out in the context of the
development of a system able to automatically extract and structure information
from the textual content of newspaper advertisements. The system consists of
three modules, as summarized in figure [Tk

1. The task of the first module is to classify advertisements into a priori known
classes (real estate, vehicles, employment or other). This step is needed to
identify which thematic form has to be associated with the advertisement,
and then used to guide the information extraction process. Classification
is performed using a mixture of a naive Bayes classifier and a form-based
classifier developed in our laboratory [I5]. An evaluation on a test collection
of 2,856 manually classified ads produced the very satisfying scores of 99.8%
recall and 99.0% precision.

2. The task of the second module, which represents the main focus of this paper,
consists in tagging (i.e. labelling) the textual content of the advertisement,
in order to identify the information units that have to be extracted to fill
in the slots of the associated form. Tagging is achieved by using specialized
lexica, regular expressions, word spotting techniques and relative position
analysis as described in the following sections.

3. Finally, the structuring module is in charge of transforming the tagged text
into structured data (i.e. a filled form). This involves extracting the tagged
textual units, standardizing formulation, removing inappropriate punctu-
ation, transforming abbreviations, etc. In the current system, this module

! for example, using the same format for all price indications.

M. Bouzeghoub et al. (Eds.): NLDB 2000, LNCS 1959, pp. 203-ZI7] 2001.
© Springer-Verlag Berlin Heidelberg 2001
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Fig. 1. Global architecture of the system for automatic processing of newspaper adver-
tisements.

remains quite simple as the tags used in step 2 closely correspond to the
slots present in the associated forms.

The tagging phase can be further decomposed in the following steps:

— Labelling known entities (words, compounds, expressions) using specialized
lexica and regular expressions (section [2).

— Identifying the nature of the information that is expressed by the textual
units that have not been tagged in the first step (section[3)). This is achieved
through:

1. segmentation based on punctuation and prepositions;

2. word spotting in each segment (subsection [3.1));

3. contextual tagging using the relative position of the units with relation
to already tagged segments (subsection B.2).

Notice that the design methodology used for our system is different from typ-
ical Information Extraction approaches [9] in the sense that, instead of trying
to find some specific information in a whole document, it rather tries to identify
the nature of the information expressed by each single piece of the text. In addi-
tion, the general strategy used by traditional systems [T}, [8] consists in searching
trigger words and then analyzing their context, while our system first segments
using known entities and then analyzes the unknown segments with positional
techniques and trigger words. Another specificity of our system is the average
length of the processed documents: advertisements are generally short and very
concise.
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2 Tagging with Lexica and Regular Expressions

As already mentioned, the first step necessary to extract information from ad-
vertisements and fill in the automatically associated forms consists in tagging
the advertisements for known entities using both specialized lexica and regular
expressions [[1].

2.1 Lexicon

Lexicon-based tagging simply consists in searching the text for entries contained
in an a priori build lexicon. This lexicon may contain general words (e.g. camion
[truck]), specific words (e.g. airbag), compounds (e.g. pneus d’hiver [winter tires])
and expressions (e.g. libre de suite [vacant immediately]) associated with iden-
tification labels (e.g. label such as wille [city] for the word Paris). Elements
in the advertisement are tagged with the corresponding label only if they are
non-ambiguous in the lexicon (i.e. associated with only one single label).

The tagging lexicon used in our system was created on the basis of a prelim-
inary lexical study of a corpus of 10,700 advertisements, spread over 8 yearﬂ. A
frequency analysis of the vocabulary was performed to serve as a guideline for
the creation of the lexicon. For this analysis, a general purpose French lexicon
containing more than 550,000 word forms (84,000 lemmas) was used and the
following two questions were addressed:

1. what is the overall orthographic quality of the advertisements? The answer
to this question determines whether an efficient spelling checker needs to be
integrated in the system.

2. what is the proportion of specific vocabulary (i.e. vocabulary that is fre-
quently used in advertisements but unknown to the general purpose lexi-
con)?

To answer these questions, the following table was built for the identified
out-of-vocabulary forms (7270, 38.8% of the vocabulary):

| rare forms | frequent forms |
short|| 501 (2.7% of voc.)
Tong || 1038 (5.5% of voc.) | >14 (2:7% of voc.)
Not corrected ||4170 (22.3% of voc.)|1047 (5.6% of voc.)

Corrected

Rare forms are the formdfl that appeared less than 3 times in the corpus.
Corrected forms refer to forms that accept a one spelling error correctionﬁ in
the general purpose lexicon (short/long refers to the number of characters in the
form, short standing for less than or equal to 4 characters).

2 The total vocabulary contained in that corpus was of 18,720 words. Words had an
average frequency of 22 and advertisements had an average length of 37 words.

3 i.e. tokens resulting from a French tokenizer, most often words.

4 a ”one spelling error correction” is any form in the lexicon that is at an edit distance
equal to 1 from the considered out-of-vocabulary form.



206 Ramén Aragiliés Peleato, Jean-Cédric Chappelier, and Martin Rajman

To interpret the above table, the following hypotheses were used

— frequent out-of-vocabulary forms that are not corrected correspond to in-
stances of the specific vocabulary for the advertisements;

— frequent forms that can be corrected should be carefully analyzed as they
might either correspond to systematic errors (frequent) or specific vocabulary
that incidentally also corresponds to a correction that belongs to the general
purpose vocabulary;

— rare and corrected forms may possibly be spelling errors. This has to be
moderated by the length of the form as short forms more easily produce one
spelling error corrections in a general purpose lexicon. We therefore decided
to only trust corrections for forms with length greater than 4. Short rare
forms are ignored, even if they have a correction in the general purpose
lexicon.

— rare and uncorrected forms are ignored as they concern infrequent phenom-
ena for which not enough information is available.

With such interpretation rule the table can then be summarized as:

| rare forms | frequent forms |

short ignored
long (|spelling errors

Corrected manual processing

Not corrected ignored specific voc.

The above results therefore indicate that the corpus is of good orthographic
quality (38.8% of out-of-vocabulary forms among which only 5.5% can reason-
ably considered as errors)ﬁ and contains a quite high ratio of specific forms (5.6%
of identified specific vocabulary and 25% of ignored forms mainly due to rare
(personal) abbreviations).

The lexical study was also a good starting point for the creation of the tag-
ging lexicon: first of all, many of the frequent unknown words were directly
introduced into the lexicon, thus improving its coverage; but, most of all, all the
new words identified were good indicators of what was the kind of vocabulary
that can be found in newspapers advertisements. Therefore, when a word cor-
responding to a label was added to the lexicon (e.g. Paris being a city), several
other words corresponding to the same label (e.g. all cities in the considered
country) were also added. These other words have been extracted from several
different sources, mainly Internet public lists. However, a large amount of time
needed to be devoted to the validation/correction of these other sources of in-
formation. Approximately 45 person-days were spent on the lexical analysis and
lexicon construction.

5 This choice is sensible if the orthographic quality of the corpus is good, as it was the
case for us.

6 This was not surprising as we were dealing with proof-read newspapers advertise-
ments. The results would certainly have been different if dealing with Internet ad-
vertisements.

722.3% + 2.7%
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The following table shows examples of labels contained in the tagging lexicon

used by our system:

Number

Label Examples
of words
Cantons 97 | GE, Genf, Genéve
Colours 36 | blanche, foncé, métallisée
Car makes 134 | Renault, Seat, VW
Car garages 114 | Amag, Croset, ROC

Real Estates

137

Chapuis, Gérim, Réve-Immob

Professions 539 | pompier, ingénieur, serveuse
Languages 47 | Espagnol, Anglais, Roumain
Months 24 | Janwvier, Janv., Juin

Motor bikes 48 | Honda, Yamaha, CBR
Streets Index 83 | Rue, Av., Ruelle

Cities 4230 | Lausanne, Zirich, Chur
Kinds of vehicles 12| Scooter, Bus, camion

Kinds of buildings 57 | Halle, Appartement, villa
Salary expressions 10 | salaire a discuter

2.2 Regular Expressions

The second method used for directly tagging textual units was to apply de-
scriptive patterns written with regular expressions, as for example dates, phone
numbers, prices, surfaces. In order to create the regular expressions a first ba-
sic set was build for several a priori chosen slots of the forms to be filled. The
resulting tagger was then run over a training corpus consisting of textual units
corresponding to the chosen slots. New patterns were then gradually created and
old ones improved by iterative testing on the reference corpus as long as there
were slots with error frequency greater than 1.

The following table describes several different patterns created with this pro-

cedure:

| Pattern | | Examples | | Pattern | | Examples |

Name M. Duboux Free libre de suite

Surface 200 M2 environ livrable: fevrier 2000

Kilometers 100 000 km Email pepito.grillo@cdi.com

Number rooms|[3 1/2 piéces Price Fr. 5°000.- a discuter

Age Agée de 35 ans loyer & negocier

Work Time  ||60% ou 75% Charges fhgggfi}fgggms

Action Cherche 4 louer To visit || Pour visiter: 021 693 66 97

Date ‘17“1”2”116;’929000 To treat || Rens: Régie Houz, 021 693 66 97
— Telephone|| T€él. (021) 312 73 99, le soir.

2.3 Tagging Known Entities

Using the above described tagging lexicon and
then scans the whole advertisement and tags

regular expressions, the system
all the identified unambiguous
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textual units with the corresponding label. The output of this process therefore
consists in a partially tagged text with remaining untagged parts corresponding
to either unknown ambiguous items. Figure 2] gives an example of the result of
this first step on a vehicle advertisement.

Seat |biza 1.8i bleue, 1992, airbag + clim, Fr. 1
000.-, 021 312 73 99, Garage Amag

TAGGING
LEXICON PATTERNS
car makes Known .
real estates entities il P“C<ta
colours tagging ilometers
i telephone
professions

<car _nmake>Seat </ car _make> | bi za 1.8i <col our>bl eue</ col our >,
<year >1992</year>, airbag + clim, <price>Fr. 10 000.-</price>,
<t el ephone>021 312 73 99</tel ephone>, Garage Amag

Fig. 2. Tagging known entities with lexica and patterns. Information is identified by
the SGML surrounding tags.

3 Identifying Information in Unrecognized Parts

Once the advertisement has been tagged for known entities, it still contains
several portions that have not been identified (e.g. Ibiza, Garage Amag in the
example of figure 2). To further tag these pieces of text the following three steps
were applied:

1. the untagged text is segmented using punctuation and (for employment ad-
vertisements only) prepositions, so as to separate different information pieces
that may be contained in the same text areall. A special treatment using a
list of known abbreviations avoids segmenting punctuation used for abbre-
viations.

2. a word spotting score is computed for each segment on the basis of several
